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Introduction

Context

In outdoor environments, a common solution for a location-based service (LBS) is to per-
form the location estimation with one of the �fth global navigation satellite systems (GNSS)
that are the GPS (the United States), GLONASS (Russia), Galileo (Europe), BeiDou (China)
and QZSS (Japan) [Santerre 2014]. Nowadays, these systems reach a well-satisfying accuracy
of magnitude error from centimeters to dozen meters whereas satellites orbit at 26,000 km
with a speed of 14,000 kilometers per hour. This feature has favored the expansion of GNSS-
assisted systems in cars becoming the most known positioning system. Today, the accuracy
depends on many parameters such as the embedded chipsets and hardware, the localization
approach or the ground topology. For instance, the multipath fading and the wall shadowing
weaken the GNSS signal strength in urban canyon and indoor environment. This induces
the GNSS based system may fail to build the constellation of satellites. In other words, the
target device does not detect the required number of satellites for estimating its location.
This drawback is a real challenge for future localization systems as 70% of the data tra�c
occur indoors [Al-Falahy 2017].

A �rst solution that has addressed this problem is the assisted-GNSS [LaMance 2002]. It
consists in recording the satellite constellation at a reference station and this information is
delivered to surrounding mobiles. A drawback is this solution has a poor accuracy because of
the dependence of the gateway's coverage and the signals' quality. Other solutions emerged
to �nd an accurate indoor localization system leveraging radio access networks such as the
mobile network, Wi-Fi, Bluetooth or even the ultra-wideband. These technologies have the
advantage to be already deployed for data communication and cover many indoor areas
[Mautz 2012, Zafari 2019]. Another current trend is to extract information from embedded
sensors such as the accelerometer and compass in mobile phones.

Today, the indoor localization solutions follow mainly the need of customers in a short-
term vision. However, the future services will need a robust management of energy consump-
tion in massive communications or a low-latency data transfer for autonomous vehicles. These
new requirements have emerged with the Internet of Things (IoT) paradigm that is the con-
sequence of the exponential growth of use cases based on connected devices. This will bring
the companies and the academic research to think about new solutions that could respect the
future evolution of communication technologies. A consequence of the IoT paradigm is the
incoming deployment of the 5G. It will be the crossroad of wireless communication technolo-
gies in which all the current and future use cases could be handled by the network. Hence,
the slicing of the network into communication categories put forward a localization solution
cannot be longer developed without considering one of the existing slices. For instance, the
localization of autonomous vehicles would be faithful to a speci�c slice for low-latency com-
munications that is di�erent from the one designed for the low-energy devices. The in�nite
possibility of use cases shows the complexity to have an unique localization system for all the
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environments. It is then essential to select the wireless technology communication that �ts
the best a context in which the solution will be developed and deployed. A novel solution
must also deal with the localization speci�cations of future LBS such as the scalability, com-
missioning and possible robustness of location estimations in indoor environments based on
exploitable signal information.

The numerous number of use cases put forward requirements from the 5G network slices
into the indoor localization solution. Speci�cally, the massive Machine-Type Communication
(mMTC) enforces the localization solutions to minimize the energy consumption of target
devices and to be able to estimate locations with the ambient connectivity. This excludes the
solutions based on the embedded sensors where the approach is highly energy consuming. The
multilateration and multiangulation approaches cannot be considered because these require
multiple anchor gateways to estimate the location of target devices. In these conditions, an
available option is to estimate locations based on the �ngerprinting with a network-centric
computation. This localization approach is possible with collected signal information in the
service area. Many solutions are exploiting the received signal strength (RSS) because it is
natively provided by the wireless devices. However, it is not robust to indoor propagation
mediums and requires multiple gateways. A more faithful signal information with the mMTC
is the channel state information (CSI). This last brings information about the multipath
propagation and can be collected from all the systems that integrate the orthogonal frequency
division multiplexing (OFDM). This signal processing scheme is widely integrated into Wi-
Fi, long-term evolution for machine-type communications (LTE-M) and 5G communications.
Furthermore, the OFDM-based systems are often associated with the multiple inputs multiple
outputs (MIMO) technology designed for improving the data rates and the communication
range. However, the �ngerprinting approach is time-consuming in its native concept. A
solution is the implementation of machine learning techniques for the location estimation of
target devices. Nevertheless, this �eld of research requires more attention from the scienti�c
community that could be possible with a deeper study about the used methods and to develop
solutions under context constraints.

Motivations and objectives

The mMTC category is a hot topic because of the ecological challenges that the society
must consider in the next decades. Moreover, the exponential growth of needs and customers
force the solution to be quickly and easily deployable in the localization areas. Today, many
developed solutions follow a technical design in order to achieve a higher localization than
previous ones while the development ignores to de�ne a deployment context. Speci�cally, the
recent progresses in CSI �ngerprinting highlighted the reliable localization performance but
the lack of details about the conditions of solutions' deployment reduces their credits.

It is then necessary to �gure out precisely the technologies that respect the mMTC context
and support the CSI for justifying the advantages of the �ngerprinting method compared to
other existing approaches. Furthermore, we explore the current state-of-the-art and the trends
in the �ngerprinting with the application of machine learning (ML) techniques. Achieving
this �rst objective would enable to clarify the position of the developed solutions in the PhD
dissertation and would provide a better understanding of mMTC and how to develop indoor
localization solutions in this context.
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The CSI �ngerprinting requires by de�nition a database collected in service areas with
MIMO-OFDM systems to provide localization. However, the existing solutions only describe
brie�y the testbed without clarifying the data collection locations. Many solutions have
been tested in situations where the same locations are used for training and testing the ML
techniques but did not explore the capacity to generalize the localization in the area. The
data collection scenario is often unique and a solution developed with an indoor gateway is
rarely tested with an outdoor gateway. As a second objective, we provide a �rst database
with an accurate ground truth for indoor-to-indoor localization. This means the gateway
and the service area are indoors. It is complemented by preliminary studies considering
Wi-Fi communications such as the best labels for representing the locations or the e�ect
of data collection scenarios to fasten the development of future localization solutions. A
second database is collected according to an outdoor-to-indoor localization with the same
requirements than the �rst database. Then, the service area is still indoors but the gateway
is outdoors.

In Wi-Fi based CSI �ngerprinting, two major trends can be distinguished from the exist-
ing solutions.
The �rst trend is the development of data complexity reduction (DCR) solutions where the
related papers proposed limited analyses and did not really highlight the localization eprfor-
mance compared to other solutions. Furthermore, there are no metrics to classify DCR
methods as a recommendation tool. As a third objective, this manuscript must �ll these
missing points by providing a new assessment considering a various number of data collec-
tion scenarios, di�erent MIMO con�gurations and multiple spatial distributions of training
locations used for training the ML techniques. This e�cient assessment is applied on un-
supervised data complexity reduction (UDCR) methods such as the principal component
analysis and would enable us to determine and to recommend the most appropriate UDCR
methods.
The second trend is the emergence of solutions based on deep learning (DL) architectures
such as the convolutional neural networks or the deep belief networks that improved the
indoor localization. However, these solutions cannot be exploited for future LBS in mMTC
context. Furthermore, the applications were often limited to a testbed with small rooms and
line-of-sight (LOS) communications. A last drawback is the existing analyses of DL solutions
and ML issues are inconsistent because of limited information about the learning task. As a
fourth objective, we provide multiple analyses about the learning task such as the selection
of labels for deep architecture and a stop criterion dedicated for localization. We present also
some insights on how to setup a DL solution from a simple architecture to a more complex
one. To prove its reliability, the �nal solution is tested against the state-of-the-art solutions
that are also compliant to the mMTC context.

Nowadays, all the existing Wi-Fi based indoor CSI solutions considered a unique band-
width or radio channel for the data transmission. In incoming years, the integration of the
orthogonal frequency division multiplexing access (OFDMA) will require indoor localization
solutions that are robust to changes of bandwidth or radio channel. Then, our �fth objective
is to reveal the reliability of our developed solution in multi-channel and multi-bandwidth
learning. This would prove its reliability to real use cases in Wi-Fi communications. In the
third objective, we collect a database as per a LTE-M context. As a �fth objective, this
second database would allow us to assess whether our developed solution based on Wi-Fi
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communications is still reliable in this case. We also provide an analysis about the possibil-
ity to distinguish outdoor from indoor locations and give results on the application of ML
techniques to perform this task.

Thesis organization

To answer the mentioned objectives, the PhD dissertation is organized in seven chapters
as follows:

Chapter I Horizon of Wireless Technologies

In this chapter, we introduce the di�erent wireless existing and future technologies that
enable in localization of mobile devices from wide to personal area networks passing by the
low-power wide and wireless local area networks. Then, we present the 5G network and
its di�erent slices of communications and more speci�cally, the mMTC slice. This gives
us the technical constraints to determine the most appropriated technologies of our indoor
localization solution.

Chapter II Localization with Wireless Technologies

This chapter is dedicated to show the di�erent approaches for providing localization with
a wireless technology based on the state-of-the-art solutions. We start thus with a devel-
opment of the most famous signal information that can be collected and computed from
the signal propagation. Afterwards, the localization approaches is presented from the classic
multilateration to the �ngerprinting approaches. We end with a synthesis which gathers the
essential matters to determine the most suitable approach for the context.

Chapter III Machine Learning based Fingerprinting

The selection of the �ngerprinting approach would lead us to have an introduction to the
machine learning history and concepts such as the data complexity reduction or the kernel
trick. Then, we present the location estimation in �ngerprinting to better understand the
localization by regression or classi�cation. We highlight also a horizon of existing �ngerprint-
ing solutions with classic and advanced ML techniques. A last part present, inter alia, on the
promising applications of DL methods.

Chapter IV Area, Testbed, Data and Preliminary studies

We provide here very detailed information about our �rst experiment: the indoor area, our
testbed and the data collection methodology. Then, we study as preliminary results in a Wi-
Fi like communication the variation of location estimations according to the data collection
scenario, the number of antenna elements at the gateway or the best labeling method for
machine learning techniques.

Chapter V Data Complexity Reduction

This chapter opens the door to the �rst extensive study about the application of UDCR
methods designed for easing the learning task of high-dimensional data. Keeping a Wi-Fi
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like communication, we analyze the localization performance of the implemented methods
in di�erent data collection scenarios and by varying the number of antenna elements at the
gateway. From the di�culty to �gure out the best method, we de�ne multiple scores to
provide a reliable and fast assessment which enables the determination of the best UDCR
method.

Chapter VI Deep Learning based Indoor Localization

This chapter begins by preliminary studies in Wi-Fi like communications about the per-
formance of standard ML techniques. Depicting the e�ciency of neural networks, we provide
an evaluation of the best location representation according to the depth of the architecture.
Then, we propose a novel stop criterion for CSI �ngerprinting and the selection of the DL
architecture. From this last step, we highlight how we have designed our solution from a
basic application to a more complex situation that is more faithful to the mMTC context.

Chapter VII Further studies

The �nal solution of the previous chapter is submitted to further studies to test its
reliability to the Wi-Fi and LTE-M networks. We study thus the multi-channel learning
i.e. whether one or multiple channels must be learnt by the solution. Later, we analyze the
multi-bandwidth learning to be faithful with technical speci�cations of standards integrating
the OFDMA. Finally, we investigate the reliability of our solution with an outdoor gateway
and also evaluate the reliability of LTE-M network to determine if a sample has been emitted
from indoors or outdoors.

The �nal section of this PhD dissertation summarizes the �ndings of each chapter. It
highlight as well the major breakthroughs and some future works and perspectives of devel-
opment.





Chapter 1

Horizon of Wireless Technologies

This chapter addresses a short overview of existing and future wireless technologies from wide
to personal area networks that can provide indoor location estimations of target devices. The
�rst section highlights the telecommunication technologies with their speci�cations, their con-
tributions to wireless communications and the developed localization solutions. It will also
present the slice concepts of the 5G network that gives a better interpretation of a uni�ed
network. The second section provides the selected communication context in the PhD disser-
tation. The last section summarizes this chapter to determine the most suitable technologies
to achieve our objectives.

Note: Before starting this chapter, it is recommended to read Appendix A to understand
the phenomenon linked to signal propagation. Signal propagation is a major component of
the establishment of many wireless technologies and a key point for the design of indoor
localization solutions.
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1.1 Technologies Overview

70% of the data tra�c occurs indoors [Al-Falahy 2017] where the GNSS cannot be ex-
ploited because of the signal weakening induced by wall penetrations. In the next decades,
the number of connected devices will grow exponentially as per the number of solutions and
services will be proposed and used by people [Gartner 2017]. More and more objects will be
associated with electronic components to provide data to manage daily life occupations. This
e�ervescence of connected objects will lead to a paradigm for the wireless communication net-
works that results in de�ning this environment into new concepts. This is the IoT paradigm
that asks the question: How to de�ne a global system that interconnects the di�erent exist-
ing networks to o�er ubiquitous services with conditions of minimal carbon footprint, high
localization performances and high reliability and so on?

This section provides a horizon of present and future wireless communication technologies
that a system may support for the future LBS indoors. It is major to understand that the
development of these technologies are also constraint to signal propagation issues where Ap-
pendix A gathers the essential knowledge about the phenomenon. Finally, it will also present
the slice concepts of the 5G network that enables to harmonize all the existing networks.

1.1.1 Wide-Area Networks

1.1.1.1 Mobile Networks

WiMAX � 802.16 WiFi standard

WiMAX was initially designed for the �xed wireless access [Mundy 2018] but did not become
very popula. The idea was to compensate the lack of cellular networks in the countryside or
where the cellular network did not exist. The technology is based on the OFDMA scheme
and can use the MIMO con�gurations. It is working in two frequency range: 2.3-2.5 GHz
and 3.4-3.5 GHz with a bandwidth from 5 to 20 MHz and the range of the communica-
tion is up to 30 kilometers with an expected data rate of 10 MBps at 10 kms. WiMAX
had to be a complementary technology of the 802.11 WiFi standard but with the 4G net-
work, WiMAX declined at the beginning of 2011 [Goldstein 2011] despite of the release of
a WiMAX technology for mobile phones. This fact does not attract industrials to develop
outdoor to indoor localization technologies but some researches provide some results with
WiMAX [Isa 2009, Bshara 2010, Rosa 2011].

Mobile Network Technologies

The mobile networks technology has evolved through di�erent generations since the �rst
marketing. The �rst generation has been delivered to the public in the 1970s with analog
communications but its usage remained very sporadic excepted in the United States.

The second generation called 2G mainly known through the global systems for mobile
communications exploits the digital transmissions with the time division multiple access.
This new generation enables to make use of short message services, to increase the security
of communication systems and to establish international roaming. In Europe, 2G has also an
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improved version known as EDGE that means enhanced data rates for global systems for mo-
bile communications evolution. The 2G is still widely used in the low-energy communication
context or in some speci�c areas because of its design that limits the energy consumption
of devices, its long range and its large coverage in many countries. Today, a lot of location-
based services exploit the 2G network thanks to the extraction of a localization parameter
that is the timing advance mixed with the RSS or/and the cell identi�cation [Samarah 2016].
However, the emergence of new standards for low-energy communications and the attribution
of 2G frequencies for the 5G will sign de�nitively the end of this generation.

The third generation of mobile networks called 3G and also known as the universal mobile
telecommunications system improves the quality of services with larger bandwidths and the
coding division multiple access. 3G allows the deployment of new services such as location-
based service, medicine and the video-on-demand. The third generation partnership project
gives some technical details about the localization approaches such as the observed time
di�erence of arrival (TDoA) and their speci�cations in 3G [62]. 3G has declined with the
deployment of the �rst long-term evolution network that is the fourth generation popularly
called 4G in 2009.

4G improved considerably the quality of videos streaming, gaming services and voice over
internet protocol with the OFDM integration. By 2020, the 4G network will reach more
than 90% European population coverage and will remain the dominant generation of mo-
bile networks for the next decade as shown in Figure 1.1. In the recommendations for LBS,
Qualcomm and Rohde&Scwharz present the long-term evolution based localization with the
observed TDoA and some features introduced in the previous releases of the third generation
partnership project [Fisher 2014, Schütz 2013]. These papers highlight di�erent standardized
procedures and the architecture about the processing of signals by the telecommunications el-
ements of the cellular network. Qualcomm gives also additive information about the approach
accuracy according to the number of gateways and the geometry con�guration.

Figure 1.1 � 4G population coverage and adoption in Europe in millions [DSU 2015]
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In the incoming years, the 5G standard for smartphones-oriented communications will
impact the future positioning systems in the indoor and outdoor environments. Indeed,
massive MIMO and the likely implementation of new schemes to replace OFDMA such as
non-orthogonal multiple access, �lter bank multi-carrier or sparse coded multiple access will
provide extended and �ne-grained CSI. A new feature will also be the deployment of small cells
in the network that means the gateways will have a large diversity of range and transmission
frequencies with high data rates.

1.1.1.2 Low-Power Wide-Area Networks

Low-power wide-area networks grow exponentially with the expansion of low-energy con-
nected device. These networks are designed to handle many little devices in a wide area
with speci�c constraints that consider the idle mode of devices or limited number of subcar-
riers. The existing networks have been developed to handle the current demands and are
mainly temporary and proprietary networks. The rest of this section describes some existing
solutions.

Lora WAN

LoRa for Long Range has been established by the LoRa Alliance including over 200 compa-
nies. This infrastructure is dedicated for low-energy services based on machine-to-machine
communications and has been deployed in many countries at the end of 2015. LoRa network
has its own communication protocol called as LoRaWAN designed for battery saving and it
operates on unlicensed industrial and scienti�c and medical (ISM) radio bands. The modu-
lation is based on the chirp spread spectrum that can handle the noise and multipath fading.
The frequency-hopping spread spectrum is implemented as the channel frequency access to
manage the resources at the network gateway. LoRa allows also establishing a low-power
wide-area network based on its technology such as proposed by Linkslabs [Labs 2019]. This
company proposes to improve the reliability of LoRa technology with their hardware and
networks called Symphony Link. The new services are manifolds such as the tra�c manage-
ment, the smart farming or the smart grid. For instance, SemTech [Semtech 2016] proposes
a localization solution based on LoRa network and TDoA approach and put forward some
key features such as its low cost, its power e�cient and its optimal security. The Chalmers
University of Technology has also tested the LoRa network for indoor positioning with RSS
and the simulations shows a mean squared error of 8 meters with an experiment area cov-
ered by 40 anchor gateways [Henriksson 2016]. Ferran Adelantado et al. [Adelantado 2017]
address the limitations of LoRa network for the high-e�ciency indoor localization services.

SigFox

SigFox is a French telecommunication company created in 2009. Sigfox proposes its own
network. its technology challenges the LoRa network and SigFox wants to become a major
services provider in the machine-to-machine communications. Operating in ISM radio bands
with ultra-narrow band modulation, it proposes to have a reliable communication with low-
power consumption. SigFox proposes a localization service which can be fused with Wi-Fi
signals or GNSS. This solution has an accuracy above 500 meters and SigFox to combine Sig-
Fox localization with Wi-Fi or GNSS to reach an accuracy below 500 meters [SigFox 2019].
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SigFox is totally inconsistent indoors related to the service area.

RPMA

Random Phase Multiple Access known as RPMA is developed by Ingenu since 2008 [Ingenu 2019]
and points out their e�cient coverage compared to SigFox and LoRa. To achieve this, the
company increases the antenna gain of access points and provides hardware and software kits.
Furthermore, RPMA uses the 2.4 GHz ISM bands contrary to SigFox and Lora transmitting
through unlicensed bands bellow 1 GHz. These both aspects imply a better data capacity
and access point coverage with a reduction of battery life. Besides, the overloading of the 2.4
GHz ISM bands increases the risk of interferences with Wi-Fi and Bluetooth technologies.
Today, no localization system has been proposed in outdoor and indoor environments based
on this technology.

Weightless

Another network standard has been de�ned by the Weightless special interest group. Their
wireless communication technology operates in sub-GHz frequency bands through di�erent
open standards: the Weightless-W, the Weightless-N and the Weightless-P [Ray 2015]. The
multiple standards tend to encapsulate di�erent needs of the low-energy wireless communi-
cations. The Weightless-W standard is designed for high data throughput operations and
works in TV white space spectrum. Its design is really pro�table to smart oil and gas sector.
The Weightless-N is simply a LoRa based standard which is really e�cient for wireless sen-
sors networks. Finally, the weightless-P is designed to handle communications requiring high
battery life, large network capacity and a good data rate. This technology is quite recent
and does not have the success of LoRa or SigFox. However, it is highly possible to have
applications for outdoor and indoor localization developed by the Weightless special interest
group and its partners.

NB-IoT

Low-energy communications also pushed the development of wireless communication solu-
tions: LoRa, RPMA and SigFox. Despite of their interesting design, these solutions have
some drawbacks [Adelantado 2017]. LoRa, RPMA and SigFox are independent and propri-
etary networks dedicated for machine-to-machine communications but have some limitations
in real-time operation and require having a proper dimensioning for each use case which does
correspond to the IoT paradigm. Hence, a �rst standard for IoT proposed by the third genera-
tion partnership project emerged: the narrowband-IoT abbreviate as NB-IoT [Takeda 2017].
NB-IoT can be seen as a direct evolution of the LoRa WAN and SigFox where it is also
possible to transmit information with a unique carrier. Then, it transmits the data on a
narrowband of 180 kHz outside the LTE band or in a dedicated �standalone� frequency band.
The technology is also designed to handle massive communications (up to 100,000 connected
devices per cell), to have a deep penetration into buildings and to ensure high battery life.
From Release 13 of 3GPP, NB-IoT also supports a transmission with subcarriers of 15 kHz i.e.
12 subcarriers to enhance the coverage and will support speci�c data signal modulations. The
localization solution developed in the LTE solutions can be then transposed to the NB-IoT
technology.
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LTE-M

5G network integrates also a second standard proposed by the third generation partnership
project: the long-term evolution for machine-type communications (LTE-M) [Takeda 2017].
This standard is in halfway between the standards for smartphone-like communications and
NB-IoT for use cases with good data throughputs and less constraints for the battery life.
LTE-M is especially designed for applications which require low-cost architecture but also a
high expected battery life. Then, the signal will be transmitted within the long-term evolu-
tion system in 1.08-MHz bandwidth i.e. 6 subcarriers spaced by 180 kHz but the standard
also enables the possibility to transmit information supported by one carrier such as in NB-
IoT. This speci�cation is supported by the introduction of OFDMA scheme in the low-energy
communications. The standard also proposes a frequency hopping and data frame repetitions
to improve the radio coverage, the building penetration and the data rates. Another speci-
�cation is the possible extension of the LTE-M standard for 5 MHz bandwidths to enhance
the data throughputs. Hence, the LTE-M is replacing the 2G, 3G and LoRA WAN solutions
because of a duplicate e�ect and the need to have free bands to process the communications.
LTE-M is the �rst stone for developing reliable localization systems in low-energy outdoor-
to-outdoor and outdoor-to-indoor communications. Today, 98% of the French population is
already covered by this standard by the Orange network [Services 2018].

In the next decade

The low-power wide-area networks are numerous from proprietary solutions to the �rst world-
wide standards. These last do not ensure an optimized and global network for massive low-
cost and low-energy device because some countries would prefer one solution to another one.
It is why the third generation partnership project works to establish new radio standards
that encapsulates all the bene�ts of the existing solutions and to unify the telecommunica-
tion networks to a single and worldwide network. Nowadays, the RSS is the major signal
information exploited for localization in these networks but the expansion of the LTE-M and
NB-IoT standards will broaden the �eld of possibilities such as the CSI based solutions.

1.1.2 Wireless Local and Personal Area Networks

1.1.2.1 Wireless Local Area Networks

Ultra-Wide Band

The ultra-wide band technology communicates the data on short-duration impulses which
are below of the nanosecond. In the United States, the federal communications commis-
sion stipulates that a system is considered as an ultra-wide band system if the ratio of the
bandwidth to the central emission frequency is above 20% or if the bandwidth exceeds 500
MHz and thus these speci�cations constraint to emit at a high central frequency. The fre-
quency range allowed by the federal communications commission is from 3.1 to 10.6 GHz. In
Europe, the European Telecommunications Standards Institute determines the transmission
power tolerance threshold depending on the frequency band. The modulations are the pulse
position modulation, the on-o�-keying or the OFDM. The MIMO is also proposed to enhance
the data rates.
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Ubisense [UbiSense 2019], DecaWave [Decawave 2019] and BESpoon [BeSpoon 2019] are
some commercial indoor positioning systems dedicated to proprietary solutions such as mu-
seums or factories. These systems are able to achieve a �ne-grained accuracy with less than
20 centimeters of errors. This is made possible thanks to synchronization between the gate-
ways and the target and re�ned information about the transmission medium thanks to the
ultra-wide band of signals. However, the current systems are more and more competed by the
expansion of mobile networks and Wi-Fi technologies that will propose their own ultra-wide
band standard. Furthermore, the technology has a low range compared to the Wi-Fi and
thus, it is necessary to deploy a very sophisticated network to provide a continuous local-
ization. The ultra-wide band is however a mainstream technology as shown by the recent
chipsets in the iPhone 11 Pro which support this technology [Deprez 2019].

Wi-Fi � 802.11xx Standard

In 1997, the Wi-Fi alliance delivered the Wi-Fi technology to the public under the IEEE
802.11a standard. Wi-Fi is dedicated to wireless local area networks and provides di�erent
data throughputs according to the IEEE 802.11 standard. The second one, named 802.11b in
1999 had been more popular than the �rst standard because of the introduction of a simple
coding chain with direct sequence spread spectrum and simple modulations. 802.11a became
more and more important because of the OFDM implementation which provides higher data
throughputs than 802.11b, a requirement to deal with the growth of Internet usage. How-
ever, the emerging of social networks or video broadcasting pushed the development in 2009
of the IEEE 802.11n standard that dominated the indoor communications for a long while.
This standard improved the 802.11a and introduced the MIMO technology with a number of
spatial streams up to 4.

Four years later, the IEEE 802.11ac standard has been released to improve broadband
communications with a signal range up to 35 meters. Di�erent bandwidths are available from
20 MHz to 160 MHz depending on communication data rate needs. The standard includes
also a better MIMO technology to improve the quality of services and the number of spatial
streams can be up to 8, this leads to a maximum data rate of 3.5 Gbps. Finally, the multi-
users MIMO is also integrated to the standard. This means a gateway could support up
to simultaneously eight antenna elements and multiple users could bene�t from a MIMO
communications while only one user is nowadays able to communicate in MIMO with the
802.11n standard. In 2012, the Wi-Fi Alliance delivered the IEEE 802.11ad standard called
�WiGig� for communications that require high data throughputs. Hence, the frequency band
is at 60 GHz with a bandwidth up to 2.16 GHz and a single carrier scheme which allows a
maximal data rate of 7 Gbps. The Wi-Fi Alliance must pursue its e�orts by developing new
standards to propose a higher data throughput, a better signal range, an improved tolerance
to multi-users and to integrate more spatial streams.

In the low-cost and low-energy indoor communications, Wi-Fi Alliance is developing its
own standard: the Wi-Fi HaLow IEEE 802.11ah. The IEEE 802.11ah also called �Wi-Fi
HaLow� operates in 900 MHz ISM bands to avoid the signal propagation problems due to
walls and furniture. The channel width in 900 MHz bands is to 1 MHz but can be extend to 2
MHz or more depending on the country. The 1 MHz channel width is divided into subcarriers
thanks to OFDMA scheme where the space between them is 31.25 kHz i.e. 32 subcarriers.
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The MIMO technology is also present in this standard. Then, the data throughput can extend
from 0.65 to more than 12 Mbps. Alongside of the basic concept, new ones are introduced
such as target wake time to reduce power consumption. This standard has been released in
2016 where the �rst chipsets came on the market in 2018. Due to this recent introduction,
this standard may be considered as a future technology.

In the next years, all these standards will be replaced by two standards: the IEEE 802.11ax
for low-energy or broadband communications and IEEE 802.11ay for high throughput data
with millimeter waves to handle 8K streams or complex virtual reality [Wi-Fi Alliance 2019]

The last version of IEEE Wi-Fi standard, the 802.11ax also publicly known as the �Wi-
Fi 6� will be released for late 2019. This standard will be the rightful heir of the IEEE
802.11ac standard released in 2013 which improves the data communications with OFDMA
and MIMO technologies. The data throughput is extensively improved with data streams
up to eight in uplink and downlink multi-user scenarios. The subcarriers spacing should
be modi�ed to 78.125 kHz and the data rate will be extended to 10 Gbps. Contrary to
802.11ac, 802.11ax will operate in both 2.4 and 5 GHz ISM bands and would borrow some
concepts of 802.11ah for power consumption. Another speci�city of this standard is to be also
compliant with low-cost and low-energy devices. The standard allows an energy saving mode
and an extended range mode as proposed in the LTE-M technology. The OFDMA scheme
is implemented in the physical layer to support transmissions with bandwidths from 2 to
160 MHz. The communication reliability can also be improved when the device is outdoors
with guard interval extended to 3.2 microseconds. (the guard interval is implemented in
WI-Fi and LTE technologies to avoid interferences between two consecutive OFDM symbol
transmissions.)

The IEEE 802.11ay standard will extend the 802.11ad standard in 60 GHz ISM bands and
should be delivered at the end of 2019. The maximum bandwidth is extended to 8.64 GHz
and it will transmit data through OFDM scheme with a maximal number of spatial streams
up to 4. This standard should support data streams up to 100 Gbps but the millimeter
waves have a limited range which induces to have a high number of gateways to cover a large
experiment area.

All these standards are pushed by theWi-Fi Alliance who aims to be the pillar of the future
Smart Home that will be extremely diversi�ed and complex. The advantage of the future
WiFi is this technology can centralize the location estimations at a unique anchor gateway.
At the opposite, Bluetooth is less useful for this environment where the network nodes can
only provide simple information and the locations of anchor nodes are extremely variable.
With a Wi-Fi device, it is possible to extract di�erent useful information for localization,
health monitoring, tracking and so on. One of these information that is the RSS leads to
the proliferation of indoor localization solutions proposed by the Massachusetts Institute
of Technology [Vasisht 2016], Samsung [Yang 2015] or Microsoft [Bahl 2000]. Industrials
propose nowadays proprietary network-centric localization solutions. For example, Cisco
[Cisco 2019] proposes an overview of Wi-Fi LBS such as the localization approaches based on
the available signal information to introduce their own localization architecture and solutions.
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1.1.2.2 Personal Area Networks

Bluetooth

The Bluetooth objective is to provide simple device-to-device communications such as de-
�ned in personal area networks. The early version of the IEEE 802.15.1 standard has been
released in 1999. It operates in ISM 2.4 GHz radio frequency band and is based on frequency-
hopping spread spectrum. In 2010, the fourth generation of Bluetooth networks integrates
the Bluetooth low energy (BLE) protocol. Communicating with other frequency channels,
BLE is a promising technology for ad-hoc systems that requires a very low-energy consump-
tion. As this standard is an open-source solution, many applications emerged for tracking,
health monitoring, gaming consoles, connected objects with smartphones, etc.

BLE based localization attracts the development of solutions for low-energy infrastruc-
ture supporting the device-to-device communications. With iBeacons, a device developed
by Apple, Pavel Kriz et al. [Kriz 2016] put forward the performance of BLE technology in
indoor localization associated without or with Wi-Fi signals. The work proves BLE may be
seen as an alternative solution when some areas are not covered by Wi-Fi signals. However,
some solutions bypass the telecommunication network to provide a kind of global position-
ing. InLoc proposed by Vivek Chandel et al. [Chandel 2016] is a hybrid solutions taking
advantage of sensors data of mobile phones to build a radio map of BLE signals. In consumer
business solutions, TrackR [TrackR 2019] combines the GNSS signals with BLE technology.
The GNSS is used in outdoor environments whereas BLE is exploited in a crowd-sourcing
mode in GNSS-free areas. However, the BLE does not allow a network centric localization
which means the devices consumes the battery life to compute its location estimation.

In 2016, the standard version 5.0 has been released by the Bluetooth special interest
group with new speci�cations. Today, all Bluetooth devices are compliant to the 5.0 with a
compatibility mode for the BLE protocol. It extends the range to more than 100 meters with
a data rate of 2Mbps but it is less energy e�cient. Then, headphones or other daily life tools
communicate mainly nowadays over the BLE protocol. Another interest is for wireless sensor
networks because it will reduce the deployment cost with fewer sensors per area that reduces
the embodied energy. In 2019, the standard version 5.1 has been released by the Bluetooth
special interest group by pursuing the nodes range improvement. Nevertheless, Bluetooth is
still fully dedicated to device-to-device communications. The variability of network topology
and number of anchor "gateways" are higher as with the Wi-Fi technology. This aspect limits
a massive deployment otherwise LBS would require a lot of processing to ensure a continuous
update of the network topology.

ZigBee/Z-Wave

ZigBee is another technology in the personal area networks based on the IEEE 802.15.4
speci�cations. This standard speci�es drastic requirements in term of battery life and data
rates. ZigBee operates in 868 MHz and 2.4 GHz ISM bands for speci�c tasks and home
automation in a mesh networking topology i.e. any data communication may be routed from
any source to any destination through the ZigBee swarm. Like Bluetooth, this protocol is
often used in wireless sensor networks to report di�erent metrics in experiment areas. Z-Wave
is a direct opponent in home automation to ZigBee.
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With ZigBee, Janire Larranaga et al. [Larranaga 2010] developed a two-step procedure
to estimate location of a blind node i.e. a target. The �rst procedure is to calibrate the
mesh network in case of topology modi�cations to locate the reference nodes. The second
procedure is to estimate location of the blind node with an approach based on RSS indicators
from reference nodes. This system performs a median accuracy of 3 meters which is quite
accurate for this kind of technology but it requires that all the blind nodes are covered by
at least three reference nodes. New equipment for localization has emerged based on this
protocol such as CARDEAGate developed by Claudio Guerra et al. [Guerra 2015].

1.1.3 Slice Concepts of the 5G Network

The Wi-Fi 802.11ax or LTE-M standard have been designed to answer to the proliferation
of connected devices. Indeed, di�erent use cases arise the need to de�ne new standards for a
better battery energy saving, higher data rates or a combination of both requirements. How-
ever, talking about 3G and 4G networks is often related to the mobile communications such
as smartphones but the 5G vision has been extended to a global network that interconnects
the di�erent sub-networks into a uni�ed solution.

Tomorrow, the 5G networks will tend to be self-organized for dealing with any task
in any geographical area and to be able to communicate with other wireless technologies.
Hence, some networks will reduce their environmental footprint according to heterogeneous
requirements, they will limit the energy consumption of mobile stations and they will scale
with the high density of connected devices. Other networks would be designed to o�er
high data rates for virtual reality or to limit the latency between connected machines.
The 5G networks will be then expended in many countries to o�er a better quality of
services in video games, streaming, massive connectivity, virtual and augmented reality
and so on. The network will also provide connectivity indoors and in hostile environ-

Figure 1.2 � The 5G conception with the 3 slices of the network [MISP 2017]
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ments for radio communications. The achievement of 5G standards must replace existing
infrastructures with new solutions in the networks design such as the mobile edge or fog
computing and in the wireless communications between the network and connected devices
[5GPPP 2014, Arcep 2019, Al-Falahy 2017, Huawei 2017]. Speci�cally, the network will be
designed as per three categories of wireless communication services called slices: the enhanced
mobile broadband (eMBB), the ultra reliable low-latency communication (uRLLC) and the
mMTC. Figure 1.2 shows brie�y these communication slices and their requirements. The
slices help the developers, the industrials and the academic research to precise the context in
which a solution has been developed i.e. by considering the possible standards and the slice
requirements.

The eMBB will be the �rst slice deployed on the mobile network. It will encapsulate all
the services around the mobile broadband such as the virtual reality or 4K video streaming.
Theoretically, this slice should provide a peak data rate above 10 Gbps, support the macro
and small cells, high mobility to work in high-speed vehicles and 100 more tra�c than the
previous generation.

The uRLLC slice will o�er the network capacity for services which require ultra-reliable
low-latency communications. This slice will be a good support to develop autonomous cars
and high-precision robots. The latency should not be above 5 milliseconds between the device
and the network gateway and should be reliable in 99.99% of the situations.

The mMTC slice will be designed to handle the massive connectivity of low-energy and
low-cost devices. Then, it will support high density of devices, low data rates, long range and
should limit as much as possible the energy consumption at the target side. The mMTC con-
cept already exists in some low-power wide-area and local networks in machine-to-machine or
device-to-device communications. But the exponential growth in low-energy communications
contributes in de�ning to precise and to de�ne more clearly the requirements in this slice.
This slice will help the expansion of the smart grid, the smart farming or even the augmented
daily life applications.

These new slices will adjust and improve existing communication technologies such as
Massive MIMO or device-to-device and machine-to-machine communications. It will in-
troduce the deployment of small multi-band cells in hostile environments to o�er new ser-
vices. Furthermore, the telecommunication engineering needs to deal with current frequency
bands but also with millimeter-waves which induce new radio-wave propagation models and
frequency allocation approaches. Naser Al-Fahaly et al. [Al-Falahy 2017] provide further
information for the next mobile network generation in network capacity and data speed im-
provement, latency reduction, spectral e�ciency improvement, massive connectivity from the
IoT paradigm.

1.2 Selection of Wireless Technologies

In 2015, the next generation of mobile networks alliance [NGMN 2015] speci�ed that
the future outdoor and indoor localization solutions must provide location estimations with
an error below 1 meter for human devices or vehicles machines but without specifying the
technologies and standards. Then, the future mobile networks and other categories should
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work jointly to propose the best quality of services and experiences. A ubiquitous localization
system working for indoor and outdoor environments should be designed to handle every use
cases. However, this kind of localization remains harsh to develop and it is still necessary to
study and to propose solutions according to a case-by-case basis where the solution works for
indoors or outdoors and as per mMTC, uRLLC or eMBB context.

Hence, the deployed solutions should provide a location estimation where the location
of anchor gateways is unknown or the distribution of sensor networks is not available. This
means to have a good tolerance to network and topology modi�cations. Another point is to
be easily and massively deployable in many areas by using existing infrastructure and signals.
This is necessary to limit the solution deployment cost for being more user-friendly in some
use cases such as in the Smart Home. In our works, this results in considering a localization
based on only one anchor gateway. The mMTC context requires having a limited carbon
footprint where the target devices must be energy e�cient. Another case is to have a reduced
embodied energy such as the production of anchor gateways, their electricity consumption
and the maintenance. A compliant approach is the ambient connectivity which is a major
component of systems development in the next decades. Hence, the mMTC slice impacts
on the development of indoor localization solutions. For instance, it should calculate the
location estimation with a limited power consumption of the target devices. This approach
must rely an edge computing of the location estimation or in the cloud with limited number
of transmitted messages, a restricted frequency band and minimal signal processing schemes.
The solution must also consider low-cost target devices with a single antenna element, one
embedded wireless technology and a unique sensor dedicated to the device task. The extracted
information should be fast processed to avoid the network congestion at the anchor gateways.
Finally, the technology must provide signal information that can handle the multipath fading
and the shadowing caused by the simple signal transmission in a complex medium. (See
Appendix A)

The PhD project will then consider the Wi-Fi and LTE-M technologies in a mMTC
context because of the following considerations:

• A current and future extensive deployment in the o�ces and residential homes sup-
ported by many industrial.

• A good coverage of anchor gateways and standards that ensures a better battery life of
target devices.

• A location that can be estimated with a single anchor gateway thanks to the OFDM-
MIMO technology.

• A network that may support the energy consumption for the location estimation instead
of the target device.

• A data collection of signal information robust to the multipath propagation.

• A set of mainstream technologies with regularly updated standards covering many of-
�ces and domestic homes.

• A 5G-New Radio for IoT is not yet speci�ed and a solution must be designed according
to reliable standards.
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1.3 Synthesis

In this chapter, the existing and future telecommunication technologies have been pre-
sented where it is possible to �nd four types of networks according to the covered area.
The wide-area networks are mainly represented today by the 2G, 3G and 4G technologies
where it is possible to �nd a variety of localization solutions. The 2G network is widely used
for low-energy IoT applications while the 3G and 4G networks are dedicated to services for
smartphones or the augmented reality. Alongside the 2G network, the low-power wide-area
networks are also well-known through the LoRaWAN and SigFox technologies while some
independent alliances have developed their own standards such as the RPMA or the Weight-
less. These solutions have been precursors for the current and future development of low-cost
and low-energy outdoor infrastructure.

In indoor environments, the wireless local and personal area networks are widely exploited
particularly with the Wi-Fi and the Bluetooth technologies. Each type of network attracted
the development of many localization solutions in the academic or industrial research. The
Wi-Fi has numerous standards that have been proposed since the 90s. The Wi-Fi 802.11ax
standard opens the horizon to develop a large number of applications from the low-energy
communications to the virtual reality while the Bluetooth 5.0 remains fully dedicated to
device-to-device communications with a lot of concerns about the updatability of the network
topology.

Afterwards, the introduction of the 5G network put forward three di�erent slices i.e. cat-
egories of communications: the mMTC, the eMBB and the uRLLC. Each slice corresponds to
speci�c use cases and it is essential for a good design of the indoor localization solution. Here,
the mMTC slice grabbed our attention because of the economic and ecological challenges.

Selecting the wireless technologies for the PhD project has been introduced by explaining
how the constraints of the mMTC slice a�ect the decision about the appropriate wireless
technologies that LBS could use in a near future. The rest of the PhD dissertation will then
consider the Wi-Fi and LTE-M technologies as leading solutions for indoor localization in the
mMTC context.





Chapter 2

Localization with Wireless

Technologies

The previous chapter introduces di�erent wireless technologies that will cover indoor and out-
door use cases. From these technologies, there are a panoply of information allowing the sys-
tems to use di�erent localization approaches to estimate the location of a target [Xiao 2016].
These approaches are more or less sophisticated related to the embedded sensors at the target
devices or the possibility from the network to extract the signal information. This chapter
presents the exploitable signal information in LTE-M and Wi-Fi technologies and the di�er-
ent localization approaches that enables to estimate the target location. The �rst section is
dedicated to de�ne and to describe four signal information very useful for estimating locations.
The second section shows the di�erent approaches of localization with wireless networks. The
last section resumes the chapter and proposes the best approach as per the research work
context.
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2.1 Signal Information for Localization

In wireless communication networks, the systems measure di�erent indicators according
to signal information and are able to determine the quality of services. This is essential for
the optimization of wireless communications. In indoor localization, the selection of signal
information will in�uence the chosen localization approach. This part highlights then the
standard signal information available in the Wi-Fi and LTE-M technologies.

2.1.1 The time-of-arrival

The time of arrival (ToA) is the time for a signal to propagate from a transmitter to a
receiver. The most popular method to estimate the ToA of a signal is the direct sequence
spread spectrum [Campos 2015]. This method is based on the transmission of pseudo-random
sequences from the transmitter to the receiver. A pseudo-random sequence known as spread-
ing code is the expression of a bit with a code of bits that increases the bit rate compared to
the original bit sequence. Figure 2.1 shows a pseudo-random sequence according to an initial
sequence of bits.

Assuming both communicating equipment are synchronized, the receiver sounds the chan-
nel in correlating the receiving signals with the random sequence. When the correlation is
close to 1 or to -1 and knowing the emission timestamps, the system can estimate the delay of
signal propagation and thus, it recovers the distance by dividing the delay with the velocity
of the electromagnetic wave in the study �eld. Figure 2.2 plots the correlation process of the
transmitted signal with the spread code.

Benjamin B. Peterson et al. [Peterson 1998] also proposed another method for extracting
the ToA with the fast Fourier transform (FFT) technique. On a short-duration window, the
system periodically applies a FFT on the receiving signal. Then, the system obtains an enve-
lope that is correlated with a pre-de�ned envelope acquired in a LOS condition without the
multipath e�ect. The predominant peak returns the ToA knowing the emission timestamps.

Figure 2.1 � A sequence of bits (00100111) is "spread" by the code (1011110111010100) where
1 corresponds to a bit with a value of 1 and -1 for 0. For a bit 0, the sequence is the ones�
complement of the spread code. Tb corresponds to the bit duration. [Campos 2015]
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Figure 2.2 � The �rst �gure presents the auto-correlation of a spreading code. The second
�gure is the correlation of the spreading code with the transmitted signal. The last �gure is
the correlation zoomed between 0 and 1 of the second �gure. [Campos 2015]

A main constraint of ToA is a necessity to synchronize the receiver and the transmitter. Such
synchronization is well-performed with a vector network analyzer, a universal software radio
peripheral or a channel sounder. Algorithms are more and more implemented to synchronize
the o�-the-shelf systems [Nguyen 2014].

2.1.2 The received signal strength

The received signal strength (RSS) indicator evaluates the signal power at the receiver
and it is inversely proportional to the signal power loss due to the propagation. It can be
determined from an automatic gain control (AGC) [Campos 2015] which compares the power
of RSS to a reference signal power to correct the received signal for following processing
schemes. Figure 2.3 illustrates simply the AGC.

Finally, the distance is calculated through the application of cleverly selected propagation
model that links the RSS to the distance. This signal information is often available in the
wireless technologies because of its native implementation in the medium access control layer
for respecting standards requirement such as switching automatically from one anchor gate-
way to another one. Even if this information is easily available in the wireless communication

Figure 2.3 � Feedback Automatic Gain Controller to estimate the RSS values
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systems, its value is strongly impinged by the signal propagation e�ects in the transmission
medium such as the multipath fast fading (moving people or area topology alteration) and
the shadowing (objects or walls presence). It is then necessary to take this problem into
account or to palliate this with a consequent number of anchor gateways in the study �eld.

2.1.3 The angle-of-arrival

The angle of arrival (AoA) is the angle between a reference axis and the direct line path.
The direct line path is the shortest distance between the target and the anchor station. The
AoA is often confused with the LOS path but this terminology is only true if there is no
obstacle between the communicating systems. This signal information can be measured in
two di�erent manners.

The �rst option is to use rotating directional antennas with one or two degrees of freedom
for a bi- or tri-dimensional localization. In the indoor environment, the multipath provides
di�erent replications of the original signal where each replication has its own direction of
arrival (DoA). A rotating antenna can measure all the DoAs but this system is not common
in daily life use cases.

The second method has been made possible with the introduction of MIMO antenna in
uniform linear array (ULA) as with the Wi-Fi and LTE-M gateways. Figure 2.4 illustrates a
system of R linearly spaced antenna elements where the transmission medium is a free-space
propagation environment. The orange and grey straights represents the signal mixture which
are di�erent paths taken by the transmitted signal. The black narrow is the reference axis.
Assuming the number of signal mixture is Mp and the signal source is in the far-�eld of the
ULA antenna, the hyper-resolution techniques seek to estimate the incident signals which
are clusters of the signal source spread in the environment. Mathematically and shown in
Figure 2.4, the receiving signal at the rth antenna element can be written as follows:

yr(t) =

Mp∑
k=1

γr(θk)x(t− τ(θk)− (r − 1)ζ(θk)) + wr(t) (2.1)

Figure 2.4 � Uniform Linear Antenna Array receiving a signal mixture of a unique signal
sources
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Where
x(t) is the transmitted signal,
wr(t) is the noise at the r

th antenna element,
θk is the DoA of the kth incident signal,
γr,k is the path loss of the kth incident signal at the rth antenna element,
ζk is the time lag of the kth incident signal between two consecutive antenna elements,
τk is the propagation time delay of the kth incident signal at the antenna element receiving
�rst this one. For instance, the orange path in Figure 2.4 shows that this signal is received
�rst at the R antenna element.

According to the previous assumptions and the system geometry, if c, θk and d are re-
spectively the celerity of electromagnetic waves in the channel, the incidence angle of the kth

wave and the distance between the antenna elements, then the time lag for ULA array system
is:

ζk =
d. sin θk

c
(2.2)

In the frequency domain where f is the central transmission frequency and considering the
received signal at every antenna element, the Equation 2.1 can rewritten as follows:

Yarray = ZGX +W (2.3)y1...
yR

 =

 1 · · · 1
...

...
...

ZR−11 · · · ZR−1Mp


 g1

...
gMp

X +

w1
...
wR

 (2.4)

With
Zk = e−j2πfζk and gk = γr,ke

−j2πfτk (2.5)

Figure 2.5 � 2D-MUSIC Spectrum depending on angle θ and delay τ of a received antenna
with four eigenvalues. θ ∈ [−90; 90] degrees with a step of 2 degrees and τ ∈ [0; 680.8]ns with
a step of 7.4 ns
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From Equation 2.4, the main goal is to determine the matrix Z related to DoA measurements.

The more popular solution is the hyper-resolution technique introduced by Pisarenko
[Pisarenko 1973] and extended in the multiple signal classi�cation (MUSIC) algorithm of
Ralph O. Schmidt [Schmidt 1986]. It consists in calculating the covariance matrix Rx of
multiple samples Y and to estimate the signal and noise spaces spanned by the eigenvectors
of Rx. Then, the method extracts DoAs thanks to the eigenvectors of the noise space. Let N
the number of eigenvectors of the noise space, EN ∈ MR,N (C) the matrix containing these

eigenvectors and a(θ, τ) = e−j2πfτk [1, e−j2πf
d. sin θk

c , . . . , e−j2πf(R−1)
d. sin θk

c ] an array steering
vector for ULA antenna, then the MUSIC AoA spectrum is calculated as follows:

P (θ, τ) =
aH(θ, τ)a(θ, τ)

aH(θ, τ)ENEN
Ha(θ, τ)

(2.6)

Equation 2.6 returns a signal power function P (θ, τ) depending on the angle θ and delay τ .
The peaks of P (θ, τ) gives the major DoA where one of these is the AoA. Here, the system
is able to recognize R dominant paths taken by the transmitted signal. Figure 2.5 shows the
angles of arrival related to the delay varying from 0 to 680.8 ns and angles varying from -90 to
90 degrees from a data collected at a location in the �rst area exploited in our experiments.

However, if the signal noise ratio (SNR) is quite low and the di�erent signals are partially
correlated, it is di�cult to estimate the DoA of paths with a limited number of samples. A
method enhancing the DoA estimation is to implement a spatial smoothing scheme which con-
sists in partitioning the ULA antenna but the system requires the double of antenna elements
than the standard approach. An instance application is well-developed in [Pillai 1989] in or-
der to be always able to detect R dominant paths without more than 3R

2 antenna elements.
Others algorithms extracts also the DoA of the di�erent paths by solving some issues iden-
ti�ed in the MUSIC algorithm such as the computational time with the estimation of signal
parameters via rotational invariance techniques [Roy 1989, Jin 2009] or the signals correlation
with the method of direction estimation [Wen 2015, Stoica 1990] or in low SNR conditions
with the space-alternating generalized expectation-maximization [Fessler 1994, Xiong 2014]
algorithm. When the DoAs are determined, it is then necessary to determine which one is the
AoA. In a LOS condition which means there is no obstacle between the target and the anchor
station, the AoA should correspond to the DoA with the highest value. In non line-of-sight
(NLOS) conditions, it is then crucial to estimate the propagation time delay of each patch
which requires the CSI measurement. For instance, the channel impulse response represents
the delay of each path and the �rst high peak corresponds to the shortest path in a high
SNR. This signal information is more detailed in the following section. Finally, the system
has to associate this information with the DoAs to determine the AoA. The e�ciency of [AoA
detection depends on the approaches to discriminate e�ciently the AoA in the DoAs.

2.1.4 The channel state information

In urban canyon or indoor environments, the signal is often altered by di�erent propaga-
tion phenomena such as the multipath fading and the shadowing. Speci�cally, the multipath
fading is the consequence of a transmitted signal that reaches a receiver by taking di�erent
possible paths in the propagation medium. In Section 2.1.3, it is possible to �gure out the
DoA of these paths. Nevertheless, these disturbances deteriorate the data transmission. The
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Figure 2.6 � Simpli�ed processing OFDM scheme at the transmitter and the receiver

wireless systems can handle these disturbances by implementing the OFDM scheme at the
physical layer of devices. This approach is common in the LTE or recent IEEE Wi-Fi 802.11
standards [Alard 1987, Weinstein 2009].

The OFDM consists of multiple data processing schemes that are parameterized with the
channel estimation, the standard or the channel bandwidth. Figure 2.6 resumes the OFDM
scheme in the modern Wi-Fi technologies.

At the transmitter, a serial data is sequenced into packets that respect the OFDM sym-
bol duration of the protocol. For instance, the 802.11a/n/ac Wi-Fi standards consider 3.2
microseconds for the OFDM symbol duration. These OFDM packets are sequenced again
into multiple packets of x bits at Serial-to-Parallel related to a mapping scheme speci�ed by
the standard. Better is the quality of the channel, more complex will be the mapping scheme
i.e. the number of packets of x bits. Then, each packet of x bits is transformed into a speci�c
complex number pk and processed by an inverse FFT to create a low-pass equivalent OFDM
signal as follows:

xlow(t) =
S−1∑
k=0

pke
−j 2πkt

TOFDM , t ∈ [0 : TOFDM ) (2.7)

Where S is the number of subcarriers and TOFDM the OFDM symbol duration.

The global idea is to transmit data on di�erent subcarriers (cardinal sinusoidal) that
respect a speci�c separation in the frequency domain for avoiding inter-symbol interference.
The division consists in placing the main lobe of one subcarrier to the nulls of others and
ensures to have the orthogonality between subcarriers. Afterwards, the system adds a guard
interval to limit the interference because of the multipath fading and other signal processing
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schemes to be able to transmit the information in the communication medium.

During the transmission, the signal is disturbed by the communication medium that
results in shadowing and multipath fading. Let x(t) the transmitted signal, y(t) the received
signal, w(t) the thermal noise, h(τ, t) the channel impulse response (CIR) of the propagation
channel can be represented as follows:

h(τ, t) =
M∑
k=1

γk(t)e
jφk(t)δ(τ − τk) (2.8)

Where M ,f ,γk,φk and δ(τ − τk) are respectively the number of multipath, the transmission
frequency, the path loss, the phase shift and the time delay of the kth path represented by a
Dirac function. The channel state is invariant during the transmission of the OFDM symbol,
then Equation 2.8 becomes:

h(τ) =

M∑
k=1

γke
−j2πfφkδ(τ − τk) (2.9)

The received signal y(t) is then a convolution of the post-processed transmitted signal x(t)
coming from Equation 2.7 with the CIR of the Equation 2.9 and it is expressed in the time
domain with a white Gaussian noise w(τ) as follows:

y(t) = h(τ, t) ∗ x(t) + w(t) (2.10)

y(t) =

∫ ∞
−∞

h(τ, t)x(t− τ)dτ + w(t) (2.11)

In the frequency domain, the above equation is:

Y (f) = H(f, t)X(f) +W (f) (2.12)

Where

H(f, t) =
M∑
k=1

γk(t)e
−2jπfτkφk(t) (2.13)

Where Y (f) is the Fourier transform of y(t), X(f) is the Fourier transform of x(t), H(f, t)
is the Fourier transform of h(τ, t) called the channel frequency response (CFR), and W (f)
is the Fourier transform of w(t). Assuming a signal processing scheme removes the noise W
from the equation, the CFR is estimated with the knowledge of the FFT of the transmitted
and received signals.

In OFDM based communication, the FFT is also implemented at the receiver to recover
the transmitted packets of x bits after signal processing and removing the GI. With αs ∈ R+∗,
the resulting signal yp(τ) helps to recover the complex number p̄k in the time domain as
follows:

pk =

∫ TOFDM−αs

τ=0
yp(τ)e

−j 2πkτ
TOFDM dτ (2.14)
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The receiver performs the FFT to recover the data but also provides the FFT of the
received signal y(τ). The FFT of x(τ) is known thanks to pilot data as per the Wi-Fi
standards and enables the system to estimate the CFR.

Hence, CFR provides �ne-grained measures of the propagation channel that gather infor-
mation about the multipath, the fading and the shadowing. With the inverse FFT, it is
possible to recover CIR where both are known also as the CSI.

Furthermore, the introduction of MIMO communication where data is sent from a MIMO
antenna to another one increases the data throughput. In localization, this allows the im-
plementation of the hyper-resolution techniques for the DoA estimation and also attracts
the development of solutions for Smart Home because of the possibility to estimate a target
location with a single gateway. Finally, the CFR i.e. the MIMO-OFDM channel response in
frequency domain is a three dimensional complex tensor H. If R is the number of antenna el-
ements at the receiver, S the number of subcarriers and T is the number of antenna elements
at the transmitter, then an element of the CFR tensor H is as follows:

hrst = |hrst|ej∠hrst , r ∈ [1, . . . , R], s ∈ [1, . . . , S], t ∈ [1, . . . , T ] (2.15)

The tuple (r, t) is called a spatial link and in�uences the data rate. The CFR and CIR enable
to calculate new indicators such as the power delay pro�le [119] or the time-reversal [120][121]
that provides information for engineers or some speci�c systems.

The CSI-like data collection is then available in all the chipsets supporting the OFDM
processing but the lack of application programming interfaces does not ease its usage from
the commercial o�-the-shelf devices. The �rst solution is to use speci�c equipment such as
the vector network analyzer [Wen 2015] or a channel sounder [Conrat 2006]. However, these
equipments are very expensive and require a speci�c expertise to manipulate them. Since
2011, Daniel Halperin et al. [Halperin 2010] provide a new solution that is based on the Intel
5300 Wi-Fi card in the 802.11n standard and a modi�ed Linux driver. When the system is
installed on a compatible computer, it is able to give the CFR data composed of 30 elements
in the frequency domain that are groups of subcarriers from the Wi-Fi channel. This number
is higher depending on the number of spatial streams established with any device support-
ing the 802.11n Wi-Fi standard. The academic research supports this initiative with many
publications in indoor location estimation, gesture recognition and wireless communication
security and so on [Yang 2013]. Another extraction tool, the Atheros CSI Tool [Xie 2019]
takes also advantage to the OFDM scheme of the 802.11n standards. This tool gives the
amplitude and the phase of all subcarriers of the Wi-Fi channel but the transmitter and the
receiver have to be supported by a modi�ed Linux kernel what hardens the deployment and
the commissioning.

2.2 Methods of Location Estimation

The methods of location estimation with wireless technologies are more and more used
by LBS to provide a continuous and ubiquitous location estimation of target devices. Fur-
thermore, the lack of GNSS coverage in many situations pushes the development of these
localization approaches. This part highlights the di�erent localization techniques, the math-
ematical representation and some instances to illustrate their applications.
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Figure 2.7 � Geometry of multilateration

2.2.1 Multilateration

The multilateration refers to solutions that estimate the location of target devices related
to the distance calculated from the RSS, ToA or TDoA information.

For the following parts, let Ct = (xt, yt, zt) the Cartesian coordinates of the target loca-
tion, Ĉt = (x̂t, ŷt, ẑt) the estimation of the target device, (xk, yk, zk) are the Cartesian coor-
dinates of the kth anchor gateway. dk is the real distance between the kth anchor gateway
and the target location and d̂k is the distance estimation according to the signal information
such as the RSS or the ToA and the associated model.

2.2.1.1 Direct Multilateration

In a free-space propagation environment, the location estimation based on RSS and ToA
of the target with one anchor station is a circle or a sphere including in�nite possibilities of
solutions in two or three dimensional space, respectively. Hence, the target has to be always
covered by three anchor gateways for 2D localization or 4 anchor gateways for 3D localization.
However, this idyllic perspective is only available in LOS conditions but a NLOS condition
or/and the presence of multipath fading, shadowing and thermal noise transform the circles
or the spheres into rings or hollow balls. Figure 2.7 represents the multilateration a�ected
by the quoted disturbances in a two dimensional space where the solution may vary in time
in a con�dent region represented in orange. The grey disks represent the solutions from one
anchor gateway giving a RSS or a ToA measurement.

Mathematically, the multilateration for �nding target location with Ng anchor gateways
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where Ng 6= 4 in 3D is expressed by the following equations system:
(xt − x1)2 + (yt − y1)2 + (zt − z1)2 = d1

2

...

(xt − xNg)2 + (yt − yNg)2 + (zt − zNg)2 = dNg
2

(2.16)

This system is not linear and has no closed-form solution because of the penalization in
distance estimations introduced by NLOS conditions and signal disturbances. The main aim
is to transform the equations system into a linear one and to implement a linear optimization
algorithm. Hence, the classic mathematical solving in this situation is to exploit the secant
lines which mean to subtract all lines of the equations system by a selected line e.g. the �rst
one. The solution of Equation 2.16, X̂ is �nally found with a linear least square optimization
where the estimation is represented as follows:

Ĉt =
1

2
(UTU)−1UTV (2.17)

Where

U =

 x2 − x1 y2 − y1 z2 − z1
...

...
...

xNg − x1 yNg − y1 zNg − z1

 (2.18)

V =

 x22 − x21 + y22 − y21 + z22 − z21 + d̂21 − d̂22
...

x2Ng − x
2
1 + y2Ng − y

2
1 + z2Ng − z

2
1 + d̂21 − d̂2Ng

 (2.19)

The linear least square optimization is very useful to estimate the location with Equation 2.17
but its performance is then extremely dependent on the accuracy of signal information mea-
surements such as the RSS or the ToA.

This approach is attractive to develop solutions. Benjamin B. Peterson et al. [Peterson 1998]
developed a dedicated multilateration solution based on ToA estimation. To handle the NLOS
conditions and multipath e�ects, the authors implement a new spread spectrum processing
and dedicated devices to perform the best location estimations. The system estimates the
target location with accuracy errors around 3 meters in 90% of the tested cases. FILA de-
veloped by the Hong-Kong University [Wu 2012] is another solution based on the Linux CSI
Tool to extract the CFR from a commercial o�-the-shelf device. FILA is a multilateration
localization based on the RSS indicator calculated from the CFR. Thus, the path loss model
has been modi�ed to integrate the CFR where the RSS of the target device is considered
as the mean RSS of the overall frequency bandwidth. In the experiment area of 325 m2

covered by 5 anchor gateways, FILA estimates 100% of selected locations in a corridor below
2 meters.

Some industrial companies also develop RSS based multilateration such as the solution of
Cisco [Cisco 2019] that states the localization performance of their system at 90% of cases is
below 10 meters in the worst scenario of localization. Indeed, the accuracy is strongly depen-
dent on the environment and the number of anchor gateways in the study �eld. Details on
the impact of methods for estimating the signal information are explained in [Campos 2015].
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Figure 2.8 � Geometry of multilateration with signal information di�erences

The ToA and RSS estimations are then strongly degraded due to the accuracy of mea-
surements and the management of NLOS conditions, the multipath fading and the shadowing
[Xiang 2004]. A ToA-based localization must have a good synchronization between the tar-
get device and the anchor gateways that limits its deployment in the wild such as proposed
by the ambient connectivity in the IoT paradigm. A RSS-based localization can be easily
deployed with the existing wireless technologies but requires advanced processing schemes to
handle the NLOS situations and other signal propagation phenomena.

2.2.1.2 Multilateration with Signal Information Di�erences

This approach consists in making the two-by-two di�erences of signal information between
the anchor gateways of the localization system. It is often confused with the term of TDoA
localization but could be also performed with the RSS information.

An advantage of this method with ToA information is that no particular synchronization
between the gateway and the target contrary to the ToA-based multilateration. However,
this implies some changes in the representation of the mathematical equations system.

Graphically, the location solutions of a target with two anchor gateways are also de�ned
along a hyperbola or hyperboloid in two or three dimensional space respectively. The target
must be then covered by 4 or 5 anchor gateways in two or three dimensional spaces because of
the signal information di�erences. It is one more anchor gateway as the direct multilateration.
For instance, the hyperbola between the �rst and the second anchor gateways is the linear
combination of the hyperbola between the two others anchor gateways pairs. Figure 2.8
illustrates a two dimensional localization with TDoA approach in the presence of multipath
fading, shadowing or thermal noise. The grey hyperbola is the set of solutions between the
reference anchor gateway and another gateway. The orange area is the con�dence area of
the location estimation of the target device. Mathematically, the equations system with Ng
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anchor gateways can be written as follows:
Dt/1 −Dt/2 = d1

2 − d22
...

Dt/(Ng−1) −Dt/Ng = dNg−1
2 − dNg2

(2.20)

With:
Dt/k =

√
(xt − xk)2 + (yt − yk)2 + (zt − zk)2, k ∈ [1, . . . , Ng] (2.21)

Equation 2.20 can be rewritten as follows:

F = ∆R (2.22)

This equation system presented in Equation 2.20 is nonlinear and the secant lines method is
unemployable in this case. Applied on this system a non-linear least square framework such
presented in [Gustafsson 2003] induces a heavy computing time. Another way is the Taylor
series expansion that linearizes the equations system and leads to an iterative optimization.
Knowing an initial position Ct[0], the estimated location at iteration k+ 1 is then calculated
as follows [Campos 2015]:

Ĉt[k + 1] = Ĉt[k] + (Vd
TVd)

−1Vd
T (∆R̂− F ) (2.23)

Where

Vd =


∂F1
∂xt

∂F1
∂yt

∂F1
∂zt

...
...

...
∂FNg
∂xt

∂FNg
∂yt

∂FNg
∂zt

 (2.24)

The non-synchronization between the target equipment and anchor stations especially at-
tracts industrials and academic researches to de�ne localization solutions for LBS based on
the LTE systems. However, it is required to have a high density of anchor stations in the study
�eld to maintain continuous LBS and to have synchronization between anchor gateways.

In 2009, the third generation partnership project proposed also its recommendations to
build and to certify a localization solution. Qualcomm [Fisher 2014] and Rohde and Schwarz
[Schütz 2013] summarize these recommendations where it is possible to �nd di�erent informa-
tion for long-term evolution based localization. There is the reference signal time di�erence
measurement necessary to estimate the distances di�erence, an enhanced cell identi�cation
method or the location position protocol to manage the localization request from a target
device. The third generation partnership project has named this localization solution as the
observed TDoA solutions. Qualcomm also gathers di�erent factors that can in�uence the
performance of the solution such as the noise, the intra- and inter-carrier interferences or the
measurement geometry i.e. how the anchor gateway are located in the studied area.

Regina Kaune [Kaune 2011] provided results about the limitations of localization based on
TDoA and ToA thanks to a statistical approach called the Cramer-Rao lower bound (CRLB).
The CRLB highlights the theoretical lower bound of the variance of an unbiased estimator.
Then, the CRLB gives the best location estimation accuracy that a localization solution can
achieve according to the input data, the environment and other parameters. In this way,
the author estimates the CRLB with his own models and parameters and veri�es his results
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Figure 2.9 � Estimation with Multiangulation

with simulations. The simulations show an equal performance between the two approaches in
practice. It reinforces the TDoA based localization due to its technical advantage. A major
drawback is a high density of anchor stations in the study �eld to maintain a continuous
localization service.

2.2.2 Multiangulation

Figure 2.9 represents location estimation with 2 anchor gateways with the assumption of
errors due to multipath fading, shadowing or thermal noise. It is then necessary to de�ne
an orientation axis at each gateway and to choose the best physical con�guration to avoid
multiple solutions for a target device. The grey arrows in the �gure represent these orientation
axes de�ned at each gateway. The orange area is the estimations of target locations. Let
consider a localization in 2D Cartesian coordinates, θ1 the AoA with the anchor gateway 1
with the coordinates (x1, y1) and θ2 the AoA with the anchor gateway 2 with the coordinates
(x2, y2). The position is calculated as follows:{

xt = x1tan(θ1)−x2tan(θ2)+y2−y1
tan(θ1)−tan(θ2)

yt = (xt − x1)tan(θ1) + y2
(2.25)

Equation 2.25 is true if the two anchor stations and the target are not co-linear. However,
this speci�c case is often met and it is then necessary to avoid this problem in adding one
more anchor station.

Some systems have been then developed using this approach. In [Chang 2008],the solution
called SpinLoc estimates positions of sensor nodes into a wireless sensors network thanks to
the Doppler frequency shifts. This network is supported by reference anchor nodes. Based on
the radio interferometry, an assisting beacon emits a signal to the reference anchor node and to
the target. The reference and target send their recorded Doppler frequency shift to a database
that is used for estimating the AoA. This is repeated with two other assisting beacons as
proposed in the multiangulation technique. However, Jehn-Ruey Ling et al. [Jiang 2010]
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point out this approach is quite expensive and requires complementary equipments. The
authors propose then to analyze others signal information such as the losing signal or the
RSS. This last performs the best in their setup. Souvik Ren et al. [Sen 2012] proposed to
use the RSS loss induced by a human around the target to estimate the AoA from an anchor
gateway with an omni-directional antenna. Indeed, a human has a high absorption coe�cient
of electromagnetic waves. If there are two communicating systems, then an obstructing object
moving around the communicating devices increases the path loss of the signal in his direction.
The drawback of this method is the development of speci�c devices with a high-absorption
obstructing object and cannot work in NLOS conditions.

The NLOS conditions and the multipath fading degrade severely the localization and
are mainly present in the indoor environment. Additional processing is implemented to
overcome this problem. For instance, Chenshu Wu et al. [Wu 2015a] proposed real-time
LOS identi�cation for Wi-Fi with at least 80% of good LOS and NLOS identi�cations in
the tested scenarios. The AoA prediction is then a complicated task in LOS and NLOS
conditions. A solution is to exploit a transmission bandwidth as large as possible but this
implies a more energy wasting system. Furthermore, it is time consuming and could lead to
network congestion where there are a lot of devices connected to anchor gateways. It is also
possible to increase the anchor nodes or gateways density or/and fusing the multiangulation
with a multilateration approach but this proposal cannot �t with the mMTC requirements.

2.2.3 Angle-Distance Localization

The multilateration and multiangulation approaches are a�ordable because of the simple
understanding and implementation. However, both su�er from the multipath fading and
NLOS conditions in the location estimation accuracy. Today, some industrials and academic
researchers propose to fuse both approaches by keeping multiple gateways in the environment
or by estimating AoA and RSS/ToA at one anchor gateway.

2.2.3.1 Multiple Gateways

The fusion of multilateration and multiangulation still assumes that the target device
is covered by multiple gateways. Abdo Gaber et al. [Gaber 2015] implemented a 2-step
procedure in the IEEE 802.11ac standard. The �rst step consists in roughly estimating the
target location with TDoA based multilateration. This �rst step with TDoA measurements is
a good solution to avoid the synchronization between target devices and anchor gateways in
the Wi-Fi standards. Then, the second step re�nes the user location estimates by optimizing
mathematical model based on TDoA and AoA. The AoA at each anchor gateway is estimated
with one transmitted CSI sample. However, the MUSIC algorithm presented in Section 2.1.3
needs several samples to estimate the DoAs. The authors propose then a 2-D matrix pencil
algorithm to rewrite the CSI tensor into a matrix that allows the application of MUSIC
algorithm. This solution achieved a root mean squared error of 5 centimeters accuracy with
a network of four anchor gateways covering a room and a corridor (120 m2). Nevertheless,
the Wi-Fi commercial gateways do not support a synchronization procedure among them and
thus, they exploited a vector network analyzer that fakes a localization system with 4 anchor
gateways. Another experimental drawback is the target device was in LOS conditions with
at least two gateways.



36 Chapter 2. Localization with Wireless Technologies

The SpotFi system developed by the Stanford University [Kotaru 2015] exploited as well
the matrix pencil principle and 2-D MUSIC spectrum with the joint estimation of AoA and
ToA received by a commercial o�-the-shelf device. Compared to the previous solution, this
one does not require speci�c equipment and can be exploited with commercial gateways. The
estimation of AoA and ToA enables to know the most likely direct path i.e. to provide an
initial position of the target device. Then, the system records the RSS of the target device
with all the anchor gateways to initialize the optimization algorithm based on a multilater-
ation approach. The target location is then update with the AoA and RSS measurements
which feed the optimization algorithm.

The industrials improve the localization accuracy of their solution such as in [Cisco 2019]
with the integration of a hyper-resolution technique. The localization is then reduced from
10 meters with a simple multilateration to 3 meters at 90% in the worst scenarios. The
fusion of multiangulation and multilateration enables to reinforce the location estimation but
it requires speci�c industrial deployments or time-consuming data processing schemes.

2.2.3.2 One Gateway

The preceding solutions used multiple anchor gateways but the gap from the multi-anchor
based to the single anchor based location estimation is really narrow. If a gateway knows
the AoA of a target device and the RSS indicator or implements a synchronization scheme to
know the ToA, it is then possible to realize the location estimation with one anchor gateway.

Fuxi Wen et al. [Wen 2015] proposed FILSAM, an indoor positioning system with CSI
measured by a vector network analyzer that allows having synchronization between the trans-
mitter and receiver. The method of direction estimation algorithm estimates the AoA with a
uniform linear array anchor gateway. Despite of the lack of results from a real environment,
FILSAM showed that this approach is better when the SNR is above 20 dB and could prove
the limitation of this approach in long-range systems. However, the synchronization is a true
issue for the o�-the-shelf devices but it can be handled with advanced processing scheme.

Chronos [Vasisht 2016], a proposal of the Massachusetts Institute of Technology, is a
system based on the frequency hopping related to ISM bands that widens the transmission
bandwidth above 100 MHz. It enables to recover as best as possible the ToA based on the
signal phase shift during the transmission. The CIR resolution is also dependent on the band-
width of the system and thus, larger is the bandwidth of the system, better is the resolution
of the CIR. Then, the ToA is estimated with one round-trip time communication, the CFR is
estimated at the receiver and at the transmitter and both estimations are multiplied together
to eliminate the synchronization issues. The authors propose to apply a speci�c non-discrete
Fourier transform to have the �nal CIR and they assume that the ToA is the �rst peak in
the CIR. Finally, Chronos is able to estimate the AoA with the reconstructed CFR based on
the frequency hopping. It achieved a localization error of 98 centimeters in NLOS conditions
and also noticed the localization error reduced with the SNR increase. A disadvantage is the
bandwidth aggregation in the frequency hopping scheme which limits its application in the
mMTC context.

Samsung and the Washington University [Yang 2015] proposed to estimate the ToA with
the round-trip time at a transmitter and multiple transmitted messages to re�ne the ToA
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(a) Measurement made by experts or a
simulator

(b) Measurement with ambient embed-
ded sensors

Figure 2.10 � Data collection in an environment related to the mean of data collection

estimation with the improvement of the granularity of CIR. The AoA was estimated with a
MUSIC algorithm and the paper proposes to determine the best suitable messages that the
system must transmit to achieve the best localization accuracy. SpotFi could also be listed
here but the experimentation with multiple gateways did not show clearly that the authors
intended to develop such a system.

Even if these solutions avoid the problematic of anchor gateway density in the study area,
their approaches require special methods that are not compliant with existing standards
and communication protocols. Moreover, the mitigation between LOS and NLOS conditions
remains partially solved by these solutions.

2.2.4 Localization by Fingerprinting

This location estimation method consists in two major steps: the data collection and
the matching process called �ngerprinting. The �ngerprinting has the advantage to provide
the relationship between the signal information and the location of the target device. This
section highlights the two steps.

2.2.4.1 Data collection

The �rst step is the collection of CSI or RSS-based data that have been acquired at
di�erent locations in the study �eld. All the collected samples known as �ngerprints provide
a database that is essential for the location estimation. Each sample is labeled by the room
or the Cartesian coordinates where the collection of samples occurred. The data may be
acquired with the following methods:

• A simulator based on a propagation model or ray launching generator [Chambreuil 2009].

• In the �eld where experts proceed to a site survey with dedicated equipment.
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• With the simultaneous localization and mapping (SLAM) approach i.e. the inertial nav-
igation of the ambient devices such as smartphones [Wang 2012, Park 2010, Yang 2012,
Rai 2012] where the signal information is associated to the estimated location with em-
bedded sensors. (See Appendix D)

The distribution of data collection locations will then depend on the method. For instance,
Figure 2.10a is a �ngerprint collection made with experts or a simulator. The distance
between the locations is speci�ed by the spatial resolution that constitutes a grid in this
case. This resolution is in�uenced by the propagation medium, the central frequency and
the bandwidth and must be wisely selected to provide good location estimation accuracy
[Vuckovic 2011, Malik 2007].

Figure 2.10b is the �ngerprint collection made with SLAM. Whereas the site survey is
extremely expensive for the companies and the massive deployment of solutions de�ned by
the mMTC context, the simulator and the �ngerprint collection with SLAM reduces the cost
of deployment but both have some drawbacks. A second advantage of SLAM is the possibility
to have a recurrent update of the database.

2.2.4.2 Matching Process: the Fingerprinting

Now that the database is collected and the samples are labeled in a class or with the
Cartesian coordinates, the system can perform the matching process i.e. the �ngerprinting.
For instance, a solution might be to attribute a label (Cartesian coordinates or a class) to
an incoming sample with a sample in the database where the similarity is the higher. If we

consider N samples in the database and
−−−→
Datasample the vector representation of the received

sample from the target device in the signal information space, then the estimated label of

the target device is associated with the label of the
−−−→
Datadatabase,k where k is calculated as

follows:

k = arg min
i=1...N

‖
−−−→
Datasample −

−−−→
Datadatabase,i‖ (2.26)

However, the best correlation in the signal information space is not a posteriori the closest
known locations to the target device location. Some researches propose to solve this by
creating a similarity pro�le for every known location. Genming Ding et al. [Ding 2016]
calculate the power delay pro�le and realize the matching process with this information.
Other solutions from the works of Zhung-Han Wu et al. [Wu 2015b] and Yan Chen et al.
[Chen 2016] are to estimate the time-reversal at every location from the CSI and to perform
the location estimation with the time-reversal resonating strength approach. Zhongliang Deng
et al. [Yanhua 2015] suggests a matching process based on calibrated CSI and a modi�cation
of the distance in Equation 2.26 with a dynamic time warping. This recent work performs
better results as it is in [Chen 2016]. Ariel Ja�e et al. [Ja�e 2014] takes advantages of
the decomposition of the CSI-based sample-covariance matrix into the signal and the noise
space such as implemented in the hyper-resolution techniques. Hence, each known location
is associated with a speci�c projection matrix. This result helps us to estimate the similarity
pro�le i.e. a vector of the traces of the resulting projection with each known location. This
similarity pro�le is repeatedly estimated from each upcoming target. The target location
corresponds to the training pro�le which has as least as possible di�erences with the target
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pro�le. The target is located with the median accuracy of 30 centimeters in their testbed.
Unfortunately, there is a lack of extensive comparisons between the existing solutions.

The matching process based on similarity pro�les is time expensive and may lead to net-
work congestion. Another option is to determine a bijective function from the signal infor-
mation space to the location space that is able to generalize the study �eld from the training
locations. This is made possible with machine learning (ML) techniques, the mainstream of
the next chapter.

2.3 Synthesis

A LBS based on a wireless technology can be developed as per a wide range of localization
approaches. The �rst section of this chapter presented signal information available in the
wireless communications which are RSS, ToA, TDoA, AoA and CSI. The RSS, TDoA and
ToA are extremely simple to extract from the wireless communication while the AoA or the
CSI requires more advanced technologies such as the OFDM-MIMO communications and
advanced data processing with the MUSIC algorithm.

The second section proposed the introduction of di�erent localization approaches such
as the multilateration, multiangulation, to fuse both approaches and the �ngerprinting ap-
proach. The multilateration and multiangulation allow an instantaneous localization but
require multiple anchor gateways or multiple samples if the signal information is the TDoA.
Fusing both approaches enables the localization with one anchor gateway to increase consid-
erably the performance in indoor localization. However, the existing methods are extremely
time-consuming because of the complexity of the solutions. Furthermore, it requires to know
the location of the anchor gateway which must have a regular geometry of the antenna el-
ements such as the ULA or uniform circular array. This last point can be respected in
the LTE-M communications maintained by the telecommunication operators but the Wi-Fi
gateways have mainly arbitrary geometry. A last disadvantage is the technical di�culties
to detect AoA. The deployment of solutions fusing DoA and ToA/RSS are then di�cult to
deploy in the indoor environments without a dedicated infrastructure. The �ngerprinting
requires to have the knowledge of the signal information in the localization area. This can be
done with a simulator, a technical team who realizes measurements or thanks to the SLAM
approach.

Disregarding the di�culties to collect and to update the database, the �ngerprinting
based location estimation method seems to �t at the best the mMTC constraints. Further-
more, this approach is more and more relevant to estimate locations of future devices in the
mMTC context thanks to the development of SLAM solutions that allow a dynamic database
collection.





Chapter 3

Machine Learning based

Fingerprinting

The �ngerprinting is composed of 2 steps: the data collection and the matching process.
This PhD dissertation focuses the second part where the matching process as presented in
the previous chapter is coarse and time-consuming but can be handled with machine learning
(ML) techniques. This chapter presents the history of machine learning in the �rst section.
After that, the second section introduces the relevant concepts to ease the understanding of
ML techniques. The third section presents how to assess and to realize the location estimation
in �ngerprinting based on the deterministic or probabilistic approaches. The fourth section
makes the horizon of �ngerprinting solutions. Finally, the last section sums up this overview
about the history, the concepts and the current applications of ML techniques in �ngerprinting
solutions.
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3.1 Brief History of Machine Learning

The development of ML techniques has been widely debated and got di�erent steps of
success in his history.

From the 30s to the 50s, Alain Turing [Turing 1950] provides the �rst de�nitions of a
computer that learns and the introduction of some concepts with Turing test and machine.
Today, the concept of Turing machine is a fundamental approach to de�ne the complexity
to solve a task and the Turing test enables the developers to certify the human-like behavior
of an arti�cial intelligence. However, the low computing power of machine in this decade
does not allow making improvements. By the same time, the concept of the perceptron has
been introduced by Warren McCulloch and Walter Pitts [Roberts 2019] which is the essence
of contemporary neural networks. The arti�cial intelligence attracts the science-�ction in
movies such as "2001: A Space Odyssey" during two decades.

Nevertheless, the machine learning must wait the second emergence in the 90s with the in-
troduction of kernel machines [Cortes 1995] and graphical models [Jordan 1998]. This decade
saw the incredible success of Deep Blue, the IBM's solution that beats the chess champion
who was Garry Kasparov.

The ML techniques lived also a third success story with the development of deep neural
networks initiated by the parallelized computation with the graphic cards in the 2010s. This
computation power leverages the development of the deep learning (DL) pushed by Geo�rey
Hinton [Hinton 2006], Yann LeCun [Lecun 1998], Yoshua Bengio, Sepp Hochreiter, Jürgen
Schmidhuber [Hochreiter 1997] and many others. The large public saw the �rst arti�cial
intelligence being able to recognize many faces or pass the Turing test in with Eugene Goots-
man's chat bot [Llewellyn 2014] in 2014. Compared to the last two success stories, this last
one pushed many industrials to develop the DL and ML techniques where Google, IBM,
Amazon, Microsoft or Beidu [Kurton 2018] are dominant companies in this domain. For
instance, Google developed Tensor�ow that is one of the most exploited open-source library
in the Python language for the DL techniques. Today, the ML techniques in the services are
more and more unavoidable to optimize the quality of services and experiences.

3.2 Concepts of Machine Learning

This part describes brie�y the Machine Learning but it is possible to �nd much informa-
tion in details with the books of Ian GoodFellow [Goodfellow 2016], David Kriesel [Kiesel 2012]
and Shai Shalev-Schwartz [Shalev-Shwartz 2014]. Shai Shaley-Schwartz presents the ML from
the theory to algorithms, David Kriesel introduces the neural networks and Ian GoodFellow
proposes an extensive presentation of the DL techniques.

The goal of ML techniques is to provide information depending on the knowledge of input
data and it is often de�ned as a combinatory problem. Let X the input data space, Y the
output data space, the ML technique consists in building a learning function φ : X −→ Y i.e.
y = φ(x) where x ∈ X and y ∈ Y.
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3.2.1 Learning Strategies

The learning strategy is de�ned by the knowledge about the space Y, the learning task
i.e. if we want a classi�cation or extract feature information of the space X and the presence
of an interpreter of the ML actions on the environment. The following sections will describe
brie�y three learning strategies: the supervised, unsupervised and reinforcement learning.

3.2.1.1 Supervised Learning

The supervised learning is possible when the system knows every sample in the input space
with its associated label. Classically, the learning procedure is made on a set of independent
and identically distributed pairs (x1, y1), . . . , (xN , yN ) where N is the number of samples.
The goal of a supervised learning is to minimize the error between the estimated label and
the true label. In other words, it is to �nd the best function φ that minimizes the empirical
risk Remp(φ) that can be de�ned as:

Remp(φ) =
1

N

N∑
k=1

L(yk, φ(xk)) (3.1)

Where L is a loss function. If φ̃ is the function that minimizes the best Remp(φ), then the
supervised learning can be written as per Equation 3.1 as follows:

φ̃ = arg min
φ
Remp(φ) = arg min

φ

1

N

N∑
k=1

L(yk, φ(xk)) (3.2)

There are many methods to estimate the function φ̃. The stochastic gradient descent is one of
the major solutions to estimate the function by re�ning the parameters of the empirical risk
during an iterative procedure. As the parameters de�ne the function φ, it is then equivalent
to �nd the parameters that lead to the function φ̃. The stochastic gradient descent is very
interesting for ML techniques because this algorithm is simple to implement and requires
low-computation power. Mathematically, if we assume ω is the vector of all the parameters
of the function φ, The stochastic gradient descent performs the following iterative method:

ωn+1 = ωn − η∇Remp(ωn) (3.3)

Where η is the learning rate.

The stochastic gradient descent is the basic optimizer but it is possible to �nd more
advanced algorithms with an adaptive learning rate and enables the ML algorithm to not
stop automatically to the �rst found sub-optimal solution. There are many solutions where
there are AdaGrad [Duchi 2011], RMSProp or Adam [Kingma 2014].

3.2.1.2 Unsupervised Learning

The unsupervised learning occurs when the output space Y is unknown i.e. the ML
technique does not know the label of input data. Then, it consists in building a representative
model of the input data such as probability densities or latent variable models.
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(a) Initial positions of the
means put at the top of the
initial cluster.

(b) Third iteration where the
means are searching the best
position.

(c) Last iteration where the
means converge to their best
position.

Figure 3.1 � Convergence of the k-means algorithm with k = 3.

In the list of approaches, the cluster analysis corresponds to a way to �nd commonalities
among the input data. A cluster is then a group of input data that share similarities compared
to others. K-means algorithm [MacQueen 1967] is an e�cient method to build such clusters
into Voronoi cells. The steps can be described as follows:
Step 0: The method distributes K initial means in the initial data input cluster.
Step 1: Each input data determines its distance to the K means and select the mean that is
the nearest in order to build K clusters.
Step 2: Each cluster calculates its new mean (centroid) and the old mean of the cluster is
associated to the new mean.

The Step 1 and 2 are repeated until the number of input data in the clusters does not
change. This algorithm is illustrated in Figure 3.1. This algorithm has been also extended
with the hierarchical clustering [Hastie 2009], the density-based spatial clustering of applica-
tions with noise [Ester 1996] or the mixture models [McLachlan 2000].

3.2.1.3 Reinforcement Learning

The reinforcement learning is the crossroad between the supervised and unsupervised
learning and emerged at the end of 90s. Figure 3.2 presents brie�y the reinforcement learning
and can be legitimately compared to the Markov decision process. The ML algorithm known
as an agent does not know the labels but performs an action as per its understanding of the
input data. This action has an e�ect on the environment and an interpreter will be able to
evaluate by giving a positive or negative reward to the agent. Hence, the agent is able to

Figure 3.2 � Reinforcement learning of an agent with an interpreter of its action onto the
environment to give rewards.
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know which actions must be done to collect more and more positive rewards. Of course, it is
important to make some conditions to avoid speci�c cases where the ML algorithm will give
always a basic action that gives generally a positive reward.

However, the interpreter is often harsh to establish in a mathematical model. The Q-
Learning [Matiisen 2015] proposes to handle this by only considering the previous state of the
agent, the reward of the previous action and the new state (depending on the previous state
and the action to make). This algorithm has been a foundation of an historical record made
by AlphaGo in 2015 in beating the European champion of Go [Greg 2016]. This approach
proves a promising future for autonomous cars and applications with robots.

3.2.2 Learning Tricks

In the previous section, the learning strategies have been introduced to have a short vi-
sion about the di�erent manner to learn a task. Speci�cally in supervised and reinforcement
learning, learning a problem needs to consider the capacity of a ML algorithm to generalize
the problem: it is the bias-variance tradeo�. It is also possible that the input data space is
complex to be interpreted by the ML algorithm and it could lead to a low learning perfor-
mance. A solution is based on the kernel trick that tends to have input data expressed in
an in�nite space. This new space reveals more comprehensible data where it is possible to
reduce the data complexity to some relevant components.

3.2.2.1 Learning Bias and Regularization Term

During a learning procedure, a ML algorithm is fed with input data which represent a
subspace of the whole possible space of input data. The learning procedure must then deal
with the bias-variance tradeo�. The bias characterizes the e�ciency of a ML algorithm to
learn the set of known (training) input data that means to know how to correlate e�ciently
the input data to the output data. This is the capacity of the learning procedure to avoid
an under�tting of the ML algorithm. Conversely, the ML algorithm could know too well the
given training data and could not be able to determine the associated output of an unknown
(test) input data. This is the variance that means the risk of over�tting of an algorithm.

To manage this tradeo�, a classic solution is to add a learning bias or/and a regularization
term to the empirical risk. Mathematically, let β the learning bias and Rreg the regularization
term, the search of the function φ̃ can be written as follows:

φ̃ = arg min
φ

1

N

N∑
k=1

L(yk, φ(xk)) + β + αRreg(φ) (3.4)

Where α is a coe�cient that gives the degree of importance of the regularization term.

Thanks to the learning bias and the regularization term as in Equation 3.4, the user can
manage the �tting issues and this approach is not unique. For instance, the neural network
can add a dropout procedure that consists in setting to zero some neurons and this creates a
kind of regularization.
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Figure 3.3 � Kernel Trick application. On the left, the initial input data space where clusters
are not linearly separable. On the right, the clusters are linearly separable with the application
of the kernel trick.

3.2.2.2 Data Complexity Reduction and Kernel Trick

Even though the learning bias and the regularization term help the ML algorithm to
handle the �tting issues, the input data with a high dimension could pose a serious hurdle to
the learning procedure.

A �rst solution is to extract relevant features that explain the major information of the
input data space into a new space. It is the data complexity reduction (DCR). This can
be achieved with unsupervised methods such as the principal component analysis (PCA)
[Fang 2008], a common method to determine the relevant features. Intuitively, PCA deter-
mines the new space which maximizes the variance of input data projection onto new axis
called loading vectors or components. Mathematically, if we consider X the input database,

�nding the best loading vector −̂→w is equivalent to solve the following equation:

−̂→w = arg max−→wT−→w=1

−→w TXTX−→w (3.5)

Equation 3.5 is then a way to learn a new representation of the input data. There exist also
other methods such as the independent component analysis (ICA) [Hyvärinen 2000] or the
factor analysis (FA) [Child 2006] that �nd the new representation with speci�c criteria of
the method. DCR can also be performed with supervised methods such as the supervised
principal component analysis (SPCA) [Barshan 2011] or the Fukunaga-Koontz transform
(FKT) [Xiaoming, H. 2004].

Unfortunately, the previous methods cannot perform a correct complexity reduction if
the clusters of identical data (data with the same label) are not linearly separable. The
kernel trick is a method to transform with a kernel function ψ, the input data space into a
higher-dimensionality space where the clusters become linearly separable. The kernels trick
K can be de�ned as follows:

K(xi, xj) = 〈ψ(xi), ψ(xj)〉X i, j ∈ [1, . . . , N ]2 (3.6)

Where N is the number of samples and 〈·, ·〉X is the inner product in X.
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Figure 3.3 represents such transformation where the initial space has clusters that are
separable but with a circle and in the new space, these clusters are only separable with a
plane. The implementation of kernel tricks enables the system to perform better results and
leads to development of other algorithms such as the kernel principal component analysis
(KPCA) [Luo 2017] or the kernel entropy component analysis (KECA) [Jenssen 2010].

3.3 Location Estimation in Fingerprinting

The application of ML techniques and the evaluation of the algorithm are highly sensible
to the bias-variance tradeo� and the "no free lunch" problem. The �rst says that every use
case should have its proper assessment method and the last says there does not exist algo-
rithm that could solve all the existing problems. Hence, the ML techniques in �ngerprinting
must be evaluated related to the signal information, the number of gateways in the studied
area, the type of communication medium and so on. It is then important to determine the
management of datasets to assess e�ciently the �ngerprinting solutions. Finally, Roberto
Battiti et al. [Brunato 2005] observed that the selection of a deterministic or probabilistic
location estimation can a�ect the performance of ML algorithms. This section gives a snap-
shot of the best way to manage datasets for the assessment of �ngerprinting solution and
introduces the deterministic and probabilistic location estimation.

3.3.1 Assessment of Fingerprinting Solution

The best assessment of �ngerprinting solution is to divide the initial dataset of the
database into two datasets: The samples exploited for the matching process picked from
locations called training locations and the samples for evaluating the accuracy of the solution
picked from the locations called the testing locations. If the training and testing locations
are the same, the assessment highlights the robustness of the matching process and this is
high when the environment is static. However, the validity of matching process could be
deteriorated in a dynamic environment such as the presence of humans moving around the
communicating systems. Nevertheless, the confusion of training and testing locations does
not provide the whole localization capacity of the matching process because the samples are
only limited to a discrete representation of the studied area. Hence, the best solution is to
have training locations that are di�erent from the testing locations. This approach considers
then the worst localization assessment of the matching process.

3.3.2 Deterministic Location Estimation

The deterministic location estimation is to determine the Cartesian coordinates of a sam-
ple by a ML algorithm. The �rst application in �ngerprinting [Bahl 2000, Bahl 2001] has
been introduced by Microsoft with RADAR. This deterministic location estimation solution
based on the RSS information implements the k-nearest neighbors (kNN) algorithm that
consists in attributing the label of a sample as per the labels of the k-nearest samples in
the space of the database. If we consider N RSS samples for all the training locations and−−→
RSSsample the vector representation of the received sample from the target device in the
signal information space, then the estimated label ŷ is calculated according to the labels of
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the k closest
−−→
RSStrain as follows:
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‖
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(3.7)

Where i ∈ N represents the index of the k closest
−−→
RSStrain.

RADAR system provided an analysis of the results of Equation 3.7 and showed that an
area of around 1,000 m2 covered by 3 anchor gateways can reach a median localization accu-
racy of 3 meters. This performance has revealed a strong interest of the scienti�c community
to the �ngerprinting.

3.3.3 Probabilistic Location Estimation

The probabilistic location estimation is to determine the label of a sample by a ML
algorithm. In �ngerprinting, the label is often a class that can be a training location, a room
or a de�ned area. Teemus et al. [Roos 2002] or The HORUS [Youssef 2005] system were the
�rst solutions to estimate the target location with a naïve Bayes (NB) method and the RSS
information of multiple gateways. Let (rss1, . . . , rssNg) a set of RSS collected from the Ng

gateways, y a label, then the Bayes law de�nes the probability of a label y knowing the set
of rss information as follows:

P (y|rss1, . . . , rssk) =
P (y)P (rss1, . . . , rssk|y)

P (rss1, . . . , rssk)
(3.8)

The occurrence of labels is assumed to be uniform and the number of labels depends on the
number of training locations. With the chain rule and the assumption of the independence
of variables, we can rewrite P (rss1, . . . , rssk|y) in Equation 3.8 called the likelihood term as
follows:

P (rss1, . . . , rssk|y) =

k∏
i=1

P (rssi|y) (3.9)

That means we only need to know the distribution of the RSS information between the target
device and a gateway with the class. In the NB method, the parameters of P (rssi|y) could
be estimated with a maximum likelihood approach. To avoid an excessive time computing,
a general approach is to assume that the data distribution of RSS information between a
gateway and the target device is known as a Gaussian distribution in dB. In this way, the
NB classi�er needs to estimate the mean and the variance of samples from each training
location. Of course, this assumption is weak because the distribution of CFR amplitude is
quite similar to RSS i.e. su�ering from the multipath fading and the channel shadowing.
The determination of RSS distribution at a location must require advanced processing to
reduce the location estimation error [Xiang 2004]. Nevertheless, after getting the probabilities
P (rssi|y) for i ∈ [1, . . . , Ng] of all the existing labels, we estimate a location of a testing sample
as follows:

ŷ =

Nlabels∑
j=1

P (yj |rss1, . . . , rssk).yj (3.10)

where Nlabels is the number of existing labels.
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3.4 An Horizon of Fingerprinting Solutions

The location estimation method by �ngerprinting has been pushed by RADAR and HO-
RUS solutions and multiple studies of classi�cation and regression models have been delivered
by the scienti�c community. However, the data complexity of RSS and CSI representation
vectors can limit the performance of �ngerprinting-based localization. Some papers studied
then the e�ect of DCR with RSS and CSI data with signal space decomposition methods
or by elaborating data processing schemes to mitigate the channel propagation phenomena.
This DCR and the classi�cation/regression can also be performed in all-in-one architecture
that are driven by the DL. Hence, this section highlights the standard classi�cation/regression
proposals that emerged during the two last decades, the advances in the application of DCR
and the DL based solutions for the �ngerprinting.

3.4.1 Standard Classi�cation and Regression Solutions

In the RSS-based �ngerprinting, Roberto Battiti et al. [Brunato 2005] made an extensive
study of algorithms from the statistical theory that are the weighted kNN, the NB method, the
support vector machine (SVM) [Shalev-Shwartz 2014] and the multi-layer perceptron (MLP)
[Kiesel 2012]. In an experiment area of 625 m2 covered by 6 anchor gateways, the localization
is performed according to the supervised learning task considering regression or classi�cation
i.e. the label of samples is a Cartesian coordinates or a class (all the samples from a training
locations are in the same class.). The SVM performed the best localization accuracy in
the classi�cation and the regression with 5.12 meters for 90% of the occurrences. The new
computational technologies attract the development of SVM-based fast and resource e�cient
algorithms [Cai 2015, Yanhua 2015, Wu 2016, Tran 2014]. The di�erent results proved the
SVM algorithms can be trained quickly with a high-accuracy localization. However, the
target device must be designed to support multiple data transfers. Following the results of
MLP in [Brunato 2005], C. Laoudias et al. [Laoudias 2009] developed a solution based on
the radial basis function network. Their solution reduced by 20% the median localization
error compared to the MLP and NB methods. The research on the RSS-based �ngerprinting
have been evaluated with many other ML algorithms such as the decision trees and their
extensions [Bozkurt 2015, Banitaan 2016], a Bayesian graphical model [Al-Ahmadi 2010] or
the extreme learning machine [Zou 2015].

At the end of the 2000s, the expansion of MIMO-OFDM systems in homes and o�ces
pushed the development of CSI-based �ngerprinting as described in Section 2.1.4. In 2010,
Yunye Jin et al. [Jin 2010] suggested a system achieving 2.05 meters for 80% of the testing
samples with a kernel non-parametric regression instead of 8.15 meters with a RSS-based
solution. The data were simulated with a ray-tracing in a campus of 525 m2 covered by
two anchor gateways. Later, FIFS [Xiao 2012], a method based on NB classi�er improved
by 25% the localization performance compared to HORUS only by considering the CSI. In
2015, the CSI-MIMO system [Chapre 2014] studied the variation of localization between the
deterministic and probabilistic location estimation where the CSI processing of CSI-MIMO
system decreased the localization error by 57% compared to FIFS. Xiansheng Guo et al.
[Guo 2017] suggested the MUCUS system mixing multiple signal information from the CSI
and multiple classi�ers. There are also a solution based on the long-term evolution technology
and multiple descriptors of CSI and RSS information [Pecoraro 2018] or another one with
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advanced classi�cations with the random forest method [Wang 2018].

The CSI brings these recent years a gain for the �ngerprinting location estimation. How-
ever, the studies of the application of ML techniques remain partially explored by the state-
of-the-art.

3.4.2 Data Complexity Reduction

The RSS-�ngerprinting has a limited performance when the density of gateways is high
in the studied area. In 2007, Shih-Hau Fang et al. [Fang 2008] analyzed the application of
DCR on RSS information with the PCA, the ICA or the discrete cosine transform. The PCA
method improved the performance of a weighted kNN. Its implementation is very e�cient
to limit the computational power to provide a ML solution. In [Salamah 2016], Ahmed
H. Salamah et al. proposed to study the performance of di�erent ML solutions after a
DCR with PCA. Their analysis considers the k-NN approach and the decision trees, random
forest and support vector machine classi�ers. They showed the implementation of PCA
reduces until 72% the learning computation time for a random forest classi�er in a static
propagation medium. With the kNN algorithm and k = 20, the maximal localization error
also decreased from 6.24 meters to 4.24 meters. J. Luo et al. [Luo 2017] evaluated the kernel
trick for a clustering improvement in the new feature space. To do this, they implement the
PCA and KPCA methods. The DCR with KPCA improves the localization performance as
with PCA. Another insight is the performance are good independently of the spatial density
of the training locations. A. Abusara et al. [Abusara 2017] presented the fast orthogonal
search method as an alternative solution for PCA. This solution decreases considerably the
processing time from 2.87 seconds with PCA to 0.094 seconds with the implemented method.
At the same time, the localization error is reduced by around 15% in their experiment.

This approach is also major in CSI-based �ngerprinting where the data complexity emerges
from the number of subcarriers and the number of spatial links in addition to the number
of anchor gateways. Jinsong Li et al. [Li 2016] have also evaluated fast orthogonal search
method on CSI-based �ngerprinting associated with a neural network regression to provide
the location of targets. This work achieved an error being 65.5% lower than HORUS. Shih-
Hau Fang et al. [Fang 2016] proposed also a solution to reduce the complexity of CSI data due
to dynamic propagation mediums. Assuming to have a good representation of the dynamic
channel at every training locations, the solution decomposes the CSI data with a discrete
wavelet transform to have sub-representations of the CSI data called wavelet coe�cients.
These coe�cients are then normalized with an histogram equalization and the CSI data is
reconstructed with an inverse discrete wavelet transform. The localization have been reduced
by 18% compared to the CSI-MIMO [Chapre 2014] but this method requires to have multiple
samples to provide the localization.

The data complexity reduction in RSS or CSI-based �ngerprinting provides a way to
improve the localization performance and to fasten the learning task of ML techniques. How-
ever, the recent studies do not provide a clear comparison to the state-of-the-art and are
often limited to the application to one or two methods of DCR.
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Figure 3.4 � Multilayer perceptron with one hidden layer.

3.4.3 Deep Learning

3.4.3.1 Multi-Layer Perceptron (MLP)

The arti�cial neural network has been designed in the 50s but their potential has been
released with the �rst application of the MLP in the end of the 90s. Figure 3.4 represents
a simple MLP with an input layer in orange with 2 neurons, a hidden layer in gray with 3
neurons and an output layer in blue with 1 neuron.

The arti�cial neural network as other ML techniques is to provide the label corresponding
to the input data. To do this, the MLP must propagate the information from the input layer
to the output layer. It is called a feed-forward neural network. Furthermore, a neuron is
connected to all the neurons of the previous layer. Then, the MLP is a fully-connected
feed-forward neural network.

Speci�cally, the input data is vectorized where each element will be proposed to a neuron
of the input layer. Then, each neuron of the hidden layer makes the weighted sum of the
values of neurons of the input layer. Mathematically, let L1 and L2 two neurons layers where
the neurons of L1 are fully-connected to neurons of L2 and (NL1 , NL2) ∈ N2 are respectively
the number of neurons in layer L1 and in layer L2. If (yn1 , w

n2
n1

) ∈ R2 are respectively the
output value of the n1-th neuron of layer L1 and the weight of connection with the n2-th
neuron at the layer L2, the input value of the n2-th neuron is calculated as follows:

xn2 =

NL1∑
n1=1

wn2
n1
yn1 + β (3.11)

where n2 ∈ [1, . . . , NL2 ] and β the learning bias.

After processing the weighted sum, the neuron processes the resulting value with an
activation function. There are a large panoply of activation functions such as the sigmoid
(sig), the hyperbolic tangent (tanh), the recti�ed linear unit (reLU) or the scaled exponential
linear unit (sELU) [178]. For instance, the sELU activation result of xn2 is calculated as
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follows:

xout = λ

{
xn2 if xn2 > 0
α(exn2 − 1) if xn2 ≤ 0

(3.12)

with λ = 1.0507 and α = 1.6733.

Finally, xout of the neuron of the hidden layer is exploited for calculating the weighted sum
of neurons of the output layer. Of course, this feed-forward neural network is rudimentary
and it is possible to add biases and regularization terms, the dropout layers or a batch
normalization layer.

The MLP is then able to give an output value but it is necessary to verify whether this
output value corresponds to the label of the input value. To do this, the MLP realizes a su-
pervised learning as presented in Section 3.2.1.1. Hence, the MLP calculates the loss function
such as the mean squared error for a regression problem or the categorical cross-entropy for
a classi�cation problem. Then, the MLP corrects its parameters (here, the weights of neuron
connections) thanks to the back-propagation and an optimizer such as the stochastic gradient
descent or Adam. Finally, the MLP repeats the feed-forward and the back-propagation until
reaching a stable state of its architecture.

The MLP is e�cient algorithm but Roberto Battiti et al. [Brunato 2005] proved a SVM
could realize an enhanced localization. However, the improvement of computational power
allows the applications of DL architecture. In RSS-based �ngerprinting, DeepLoc by Ahmed
Shokry et al. [Shokry 2018] performs the localization for cellular systems. It achieved a
median accuracy error of 15.7 meters where CellSense [Ibrahim 2012], a graphical models-
based system was around 225 meters. The authors showed that DeepLoc provides an accuracy
close to GNSS-based systems with a power consumption reduced by 80%. This proves the
e�ciency of DL solutions for outdoor �ngerprinting localization. In CSI-based �ngerprinting,
Chaur-heh Hsieh et al. [Hsieh 2019] have designed a deep MLP that estimates locations
based CSI measurements mixed with RSS information. The localization were improved by
the method but the integration of RSS and the need of CSI-time series limits the application
of the methods for mMTC contexts. A deep MLP is a reliable algorithm for localization
pushing the development of DL solutions.

3.4.3.2 Convolutional neural networks (CNN)

The convolutional neural network (CNN), a feed-forward neural network has been inspired
from the visual cortex [Goodfellow 2016]. The idea is to employ a convolution operation
instead of the classic weighted sum of the input data. This convolution operation is a way to
extract patterns in the input data seen as a vector, an image or multiple images in a 3D tensor.
The relevance of the extracted patterns is then put forward with a subsampling operation
such as a maxpooling player. It consists in focusing the highest value of the image to help
the extraction of more relevant patterns in the following convolution layer. For instance,
an object in image is detectable thanks to the high gradient between the object and the
background. The idea is then to have a feature of this gradient thanks to the convolution
and maxpooling layers.

Figure 3.5 presents a CNN with two layers of convolution with maxpooling and a fully-
connected layer before the output layer. This is a classic representation of CNN but we
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Figure 3.5 � Convolutional neural network of a 2D tensor and output layers of 2 neurons.

omit a lot of neural connections to ease the understanding and to lighten the reading of
the �gure. Here, the CNN makes the convolution operation with two convolution kernels
for both convolution layers of size (2,2) and the maxpooling is made with a window of size
(2,2). The convolution kernel as the maxpooling window must respect speci�c shapes to
avoid inconsistent convolution operations.

Hence, Klemen Bregar et al. [Bregar 2018] proposed to mitigate NLOS conditions from
LOS conditions in wireless communications. To do this, the method implements CNN which
learns from the channel impulse response. The method is developed in a mMTC context i.e.
considering devices with a limited computational resource. The method is better than SVM
with a Gaussian kernel trick or a MLP. For instance, the number of false positive (detected
as LOS condition whereas it is a NLOS condition) with MLP was around 1,694 while the pro-
posed method was around 879. In indoor localization, May Ibrahim et al. [Ibrahim 2018] put
forward an e�cient localization thanks to CNN and RSS-time series with 2.77 meters of mean
localization error based on the UJIIndoorLoc dataset [Torres-Sospedra 2014]. Joao Vieira et
al. [Vieira 2017] tested the CNN architecture applied on the MUSIC spectrum as presented
in Equation 2.6. The solution achieved a root mean squared error of 60 centimeters with
simulated CSI data in LOS conditions but the high computational power for calculating the
MUSIC spectrum does not respect the mMTC recommendations. ConFi [Chen 2017], CiFi
[Wang 2017c] and ResLoc [Wang 2017d] are also CNN-based solutions that do the learning on
a CSI tensor composed of 30 and 960 samples respectively. For instance, ConFi improved by
8% the tested samples under 2 meters of accuracy compared to CSI-MIMO. ConFi, ResLoc
and CiFi are promising methods but the need of large number of CSI samples can not allow
to integrate these solutions in future mMTC services.

3.4.3.3 Deep Autoencoder (DAE)

During the 90s emerged the concept of autoencoder neural networks even though the �rst
publication about this method remains complex to determine by the scienti�c community.
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Figure 3.6 � Deep Autoencoder with fully-connected layers.

The deep autoencoder (DAE) is an extension when the number of hidden layers is higher
than two and it is a feed-forward neural network. Contrary to CNN, the DAE does not use
speci�c learning scheme or operations. Hence, the DAE can be a MLP, a CNN or any kind
of DL architecture. The aim of DAE is to realize an unsupervised learning of the database
by reconstructing the input data at the output layer. Figure 3.6 presents a DAE with fully-
connected layers. The DAE is composed of encoding layers that reduces the number of
features to a feature code and from this one, the DAE must reconstruct the input data at the
output layer with decoding layers. We omit many neural connections to render the clearest
�gure. A DAE is not able to provide the localization alone but the feature code can be used
with some metrics or considering a similarity pro�le approach.

DABIL [Xiao 2017] is a solution for 3-D indoor localization based on the DAE and the
kNN for the classi�cation. Indeed, the idea is to create a DAE for each training location in
order to generate a similarity pro�le. Then, a new location estimation consists in calculating
the feature code from DAE of each training location. Then, a kNN classi�er estimates the
location of the target according to the k highest similarity pro�les with the database. The
solution outperformed the methods in [Faragher 2015] and [Zhang 2016] with the reduction
of mean error of 15% but there is a scalability issue because of the need of one DAE per
training location. ADELM [Khatab 2018] is a solution based on autoencoder based deep ex-
treme learning machine neural networks that achieves 92.92% of good classi�cation compared
to 86.66% with the HORUS system. Finally, Mehdi Mohammadi et al. [Mohammadi 2018]
have recently suggested the �rst application of a reinforcement learning with a deep varia-
tional autoencoder and highlighted the best learning tasks. Unfortunately, the reinforcement
learning requires to have a learning environment i.e. a knowledge about the consequences of
the actions of the solution to be able to attribute positive or negative rewards. In CSI-based
�ngerprinting, Christoph Studer et al. [Studer 2018] proposed to perform a channel charting
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(a) LSTM network with 3 inputs
and 3 outputs. (b) The architecture of a LSTM cell.

Figure 3.7 � Representation of LSTM network with a LSTM cell architecture.

that consists in conserving the spatial relation of the training locations into a space where it
will be processed the learning task. To do this, the authors implemented a DAE that must
learn how to realize the channel charting and the solution performed better results than PCA
or the Sammon's method [Sammon 1969].

3.4.3.4 Long-Short Term Memory (LSTM)

The long-short term memory (LSTM) networks and the equivalence such as gated recur-
rent unit are famous solutions in the natural language [Goodfellow 2016, Young 2018]. LSTM
is known as a recurrent network because the information can be returned to the previous layer
or to the same layer at the opposite of feed-forward networks where the information can only
go to the following layer. A neuron of LSTM is called a cell that is composed of multiple
mathematical operations. The goal of LSTM is to have a memory of previous states and
to be able to learn time series or sentences and its outputs depend on the objective of the
learning task. Figure 3.7a represents a LSTM network with three inputs and three outputs.
For instance, this LSTM network could give an answer to a sentence composed of 3 words
where the input 1 will be the �rst word etc. Figure 3.7b illustrates the LSTM cell with the
recurrence operation by considering the state of the previous LSTM state and its output.

The LSTM is widely employed in natural language processing because of its design that �ts
well the learning task. In indoor localization, the LSTM application has been explored in RSS-
based �ngerprinting with the work of He-Yen Hsieh et al. [Hsieh 2018] or Ayesha Sahar et al.
[Sahar 2018]. However, these papers only treats the application of LSTM without performing
a comparison study with the state-of-the-art. The application to CSI-based �ngerprinting is
totally nonexistent with LSTM networks.

3.4.3.5 Deep Belief Networks (DBN)

A deep belief network (DBN) is in principle similar to a classic MLP but the neurons are
considered as stochastic variables and each layer is connected to the restricted Boltzmann
machine (RBM) that is a recurrent neural network architecture [Goodfellow 2016] (See Ap-
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(a) Graph at the pre-training step. (b) Graph at the �ne-tuning step.

Figure 3.8 � Representation of a DBN composed of 3 RBMs during the pre-training and the
�ne-tuning step.

pendix D for details). Two steps compose the training of a DBN solution: the pre-training
step and the �ne-tuning step. The pre-training step is designed to add robustness to the
network and a better generalization of the learning problem [Erhan 2010].

The pre-training step consists in proceeding to a learning task RBM by RBM thanks
to the greedy layer-wise deep training. The idea is the �rst hidden layer learns a low-level
representation of the input data in an unsupervised learning task (it is where the recurrence
is operating.). The optimization of this subnetwork (input layer and the �rst hidden layer) is
performed with the contrastive divergence. Then, the second hidden layer learns a high-level
representation of the input data but considering only the �rst hidden layer. To do this, the
generation of samples at the �rst hidden layer is performed with the Gibbs sampling. This
procedure is repeated for all the RBM layers. Each RBM layer is then a representation of
the input data that is equivalent to have latent variables with the factor analysis. In other
words, the DBN is able to generate the input data according to a selected state of the last
hidden layer.

Finally, the �ne-tuning step is performed to re�ne the representation at each RBM layers
and enables the DBN for regression or classi�cation. Figure 3.8 gathers the DBN graph
composed of 3 RBMs during the pre-training and �ne-tuning steps. As Figure 3.8a shows,
the DBN does not consider the output layer at �rst and proceeds to the pre-training RBM
per RBM where a RBM is composed of two layers of the network. The �ne-tuning step leads
to have a classic MLP as in Figure 3.8b where the error of prediction at the output layer is
back-propagated.

In indoor localization, DeepFi [Wang 2017b], PhaseFi [Wang 2016] or BiLoc [Wang 2017a]
proposed by Xuyu Wang et al. are DBN-based solutions with di�erent CSI pre-processing.
The design is similar to DABIL where the author built similarity pro�le thanks to the im-
plementation of an autoencoder based on the DBN structure. BiLoc, the most advanced
solution achieved 90% of the tested samples under 4 meters of localization accuracy in a cor-
ridor while DeepFi, FIFS and HORUS achieved only 70%, 60% and 50% respectively. BiLoc
can also perform a location estimation with only one sample and thus, this solution is the
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closest to respect the mMTC requirements. A �rst drawback of BiLoc is the solution storage
grows with the number of training locations where a new training location needs its similarity
pro�le i.e. a DBN based autoencoder. A second drawback is the solution has been tested in
small areas with one or multiple gateways in LOS conditions with the target device.
DNNFi [Wu 2018] proposed by the National Taipei University of Technology is a simple
RBM-DBN that learns the whole database. This solution achieved a higher performance
than DeepFi in the experiment area. The advantage of DNNFi is this method is scalable and
it is a fast learning task but this solution has been only tested with the amplitude of CFR
tensor.

3.5 Synthesis

This chapter presents the history of ML techniques from the 50s to nowadays. This
overview about the development of ML techniques showed this scienti�c �eld lived di�erent
eras where the last one pushes forward the DL which leads to a panoply of applications. This
leads to major concepts of ML techniques that can be described by the learning strategy and
the learning trick. The learning strategy can be divided into di�erent categories depending
on the knowledge about the data or the environment. These categories are the supervised,
unsupervised and reinforcement learning. The speci�cation of the learning strategy is im-
portant to develop properly the ML techniques. However, this can be not su�cient and it
is sometimes necessary to introduce some learning tricks to avoid the under�tting or over-
�tting issues. Afterwards, the chapter deals with the location estimation in �ngerprinting
by de�ning at �rst how to assess e�ciently the solutions. The location estimation can be
deterministic or probabilistic as per the system must provide the Cartesian coordinates or a
label of class.

The last section about the application of ML techniques in �ngerprinting o�ers a broad
vision of the current state-of-the-art. First of all, the �ngerprinting has been developed by the
pure learning task of RSS or CSI database by implementing di�erent ML methods such as the
SVM or the decision tree. However, two major trends emerge from the existing solutions: the
DCR and the deep learning. The DCR is a hot-topic because the RSS and more speci�cally
the CSI data are high-dimensionality information that can lead to under�tting learning.
Unfortunately, the number of studies is extremely limited or even nonexistent in CSI-based
�ngerprinting. The deep learning is very famous because of its recent achievement in natural
language processing or in image recognition. Then, some solutions explored this and achieved
a reliable localization performance compared to the previous �ngerprinting solutions. Hence,
the mMTC context �ts well with the CSI-based �ngerprinting. It is today major to propose
CSI-based �ngerprinting solutions that remains faithful with the mMTC context.

However, the �ngerprinting is extremely dependent on the spatial distribution of the
training locations in the experiment area, the acquisition condition and the shapes of the
training data and the ML techniques. Furthermore, it is complicated to compare a new
method from the state-of-the-art results because of the environment diversity or the testbed.
The existing and future solutions have to be entirely tested in the same use cases. Today,
the majority of published papers focus on the RSS-based �ngerprinting. However, the RSS-
based �ngerprinting must deal with the power transmission diversity, the robustness to the
multipath, the need of multiple gateways and so on. These constraints reinforce factually an
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Reference Data Bene�ts Drawbacks mMTC

Chronos CSI High accuracy Need antenna geometry No
[Vasisht 2016] Robustness Wide frequency band/samples

RADAR RSS Quick Integration Multiple gateways No
[Bahl 2000] Fast estimation Low robustness

DABIL RSS Good accuracy Multiple Gateways No
[Xiao 2017] Unsupervised Low scalability

M. I. et al. RSS Good accuracy RSS-time series No
[Ibrahim 2018] Multiple gateways

CSI-MIMO CSI Quick Integration Multiple samples No
[Chapre 2014] Single Gateway

ConFi CSI Good accuracy Multiple samples No
[Chen 2017] Single Gateway Slow estimation

BiLoc CSI Single Gateway Low scalability Yes
[Wang 2017a] Unsupervised Large Database

DNNFi CSI Single Gateway Large Database Yes
[Wu 2018] High scalability

Table 3.1 � List of the major solutions in RSS and CSI �ngerprinting.

interest for the CSI-based �ngerprinting in the future decades.

Table 3.1 gives a quick overview of the major solutions, the exploited signal information,
their bene�ts and drawbacks and whether the solution is compatible with the mMTC context.
As per the conclusions in the Chapter 1 and 2, many solutions are not compatible with the
mMTC contexts because of the energy wasting (need of multiple samples to provide one
location estimation) or the need of multiple anchor gateways with the RSS signal information.
Hence, CSI-MIMO or BiLoc are the solutions that �t the best with the mMTC contexts and
must be considered in the comparisons in the development of new solutions.



Chapter 4

Area, Testbed, Data and Preliminary

Studies

Today, it is possible to compare the e�ciency of localization solutions with open-source datasets
in RSS-based �ngerprinting. For instance, the solutions can then be tested on the UJIndoor-
Loc [Torres-Sospedra 2014], KIOS [Laoudias 2013], XJTLUIndoorLoc [Zhong 2018], Am-
biLoc [Popleteev 2017] or the dataset of G. M. Mendoza-Silva et al. [Mendoza-Silva 2019]
and there is some open resources such as Crawdad [A Community Resource 2019]. Moreover,
some conferences and companies proposes indoor localization competitions such the Microsoft
Indoor Localization Competition or the competition of the Indoor Positioning and Indoor
Navigation. However, the CSI-based �ngerprinting solutions do not have the same support
in term of datasets and competitions. In 2019, the IEEE Communication Theory Workshop
made the �rst call for competitions with CSI data collected in indoor environments but the
experiment area is limited to one room with a robot that provides irregularly spaced samples
in the studied space. This �rst trial is welcome but it is still necessary to build its own setup
and experiment area to study CSI-�ngerprinting solutions as presented in this chapter. The
�rst section highlights the experiment area, testbed, equipment and computation environment
in a Wi-Fi 5 GHz context. The second part presents the CSI data and the pre-processing
such as the anomaly detection. The last section will present some preliminary studies such
as the importance of data collection scenarios. Finally, the last section will resume the major
information and results of this chapter.
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(a) The area.

(b) The living room, the central room of the area.
[Guillet 2014]

(c) The testbed.

Figure 4.1 � Map of training (blue dots) and testing (red squares) locations with the location
of anchor gateway (green star).
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(a) The static antenna of 8 el-
ements.

(b) The interconnection sys-
tem.

(c) The mobile antenna of 4 el-
ements.

Figure 4.2 � The channel sounder for the data collection.

4.0.1 The area

4.1 Experiment presentation

An assessment of CSI-based �ngerprinting solutions is dependent on the propagation
medium, the central frequency and the bandwidth of the exploited OFDM-MIMO system.
However, the experimental area must also be close to real-life use cases i.e. it must represent
the average home or apartment that we could meet in indoor environments. In our works, the
�rst data collection has been done in the "Labobox" built in Orange Labs Belfort premises. It
is a residential-like apartment composed of �ve rooms, one internal corridor and one external
corridor such as represented in Figure 4.1a. Multiple furniture such as chairs, metal cabinets
and electronic devices are spread in the apartment to respect a daily life environment as
shown in Figure 4.1b.

4.1.1 The equipment

There are multiple equipment that can extract the CSI data in indoor environments. The
vector network analyzer [Wen 2015] is often used in the state-of-the-art because the cost is
a�ordable. Unfortunately, this device does not work in dynamic channels. The Linux CSI
Tool [Halperin 2010] or Atheros CSI Extraction Tool [Xie 2019] could be possible to use in our
condition. However, this academic solution presents many disadvantages. First, the system
is limited to 3 spatial streams i.e. the gateway can only have three antenna elements but
the 802.11ax Wi-Fi standard shows gateways which could have up to eight antenna elements.
Second, these tools have a limited range which is not reliable for smart homes or o�ces.
Finally, the data transmission is not stable in time i.e. the number of spatial streams may
�uctuate according to the radio propagation conditions.
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Hence, a channel sounder developed by Orange [Conrat 2006] has been exploited for
collecting the CSI data. It provides a fast and robust collection in a dynamic channel. This
channel sounder is composed of three parts: a mobile antenna with 4 elements in a square
array, a static ULA antenna with 8 elements and a system that interconnected the mobile
and the static ULA antenna as presented in Figure 4.2. The mobile and static antennas are
respectively a transmitter and a receiver with a spacing of an antenna element to its neighbors
which is equal to a half wavelength. The height of the receiver was 1.80 meters and the height
of the transmitter was 1.02 meters. According to the con�guration of the channel sounder,
the parameters of Equation 2.15 are R = 8, S = 2048, T = 4 and the subcarriers frequency
spacing is around 122.07 kHz in 250 MHz bandwidth at 5.2 GHz. The central frequency at
5.2 GHz avoided the interferences with other Wi-Fi equipment.

4.1.2 The testbed

The testbed considers a �ngerprinting-based localization of low-cost devices with a single
anchor MIMO gateway. From the speci�cation of Section 4.1.1, the mobile antenna is assumed
to be the low-cost target device (a transmitter) and the static ULA antenna could represent
the anchor MIMO gateway (a receiver) related to a network-centric localization approach.
Hence, the testbed requires samples from di�erent locations of the mobile antenna to train
a �ngerprinting-based solution and to validate its localization performance. The selected
locations are represented by blue dots and red squares in Figure 4.1c. The ground truth was
ensured with a laser telemeter and a decameter.

The blue dots represent the training locations i.e. the samples from these locations are
for training the localization solution. It covers as uniform as possible the area because some
zones cannot be reachable due to the equipment and rooms limitations. The spatial distribu-
tion of the training locations constitutes a grid called the initial training mesh grid (TMG)
of rectangular meshes. The mean spacing between the training locations is 80 centimeters
to facilitate the future generation of TMGs with a larger spacing and to have a good rep-
resentation of the static propagation medium. The red dots represents the testing locations
i.e. the samples from theses locations are for validating the localization solution. They are
arbitrary scattered in the studied area to represent as loyal as possible a real-life use cases.
A receiver is represented by a green star on the top-left corner of Figure 4.1c. It has been
set close to the outside of our building to respect future speci�cations stipulated in the �xed
wireless network technologies [Mundy 2018], a promising mainstream service to reduce �ber
deployment.

(a) static environ-
ment (SE).

(b) dynamic envi-
ronment (DE).

(c) spatial averaging
(SA).

Figure 4.3 � The three di�erent data collection scenarios.
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The testbed is then composed of 108 training locations and 14 testing locations. The height
and antenna elements orientations of the transmitter and the receiver as speci�ed in Sec-
tion 4.1.1 did not vary during the whole data collection. We ensured the location of the
receiver remained unchanged during the data acquisition for all the locations. At every
location, the CSI data collection followed chronologically these three scenarios:

• A SE with stationary transmitter as presented in Figure 4.3a. This means the received
signal is only disrupted by the area topology and the noise.

• A DE with a stationary transmitter as presented in Figure 4.3b. Three people moved
and modi�ed slightly the study area topology such as opening and closing doors or
moving chairs. This scenario represents more faithfully a daily situation.

• A scenario allowing slight and random moves of transmitter around its location in a
static environment as presented in Figure 4.3c. This approach is equivalent to SA
measurements used for estimating the power delay pro�le.

Finally, the number of collected samples per location per data collection scenario were
variant. For each location, we get 20 samples for 10 seconds in SE scenario, 80 samples for 20
seconds in DE scenario and 20 samples for 10 seconds in SA scenario. A break of 10 seconds
have been implemented between scenarios to verify the topology area was unchanged between
the SE and the SA scenario. Hence, the collection at the training locations forms a training
dataset of 2,160 samples in SE and SA scenarios, and 8,840 samples in the DE scenario. The
testing dataset is composed of 280 samples in SE and SA scenarios, and 1,120 samples in the
DE scenario. Here, each CSI sample is the CFR data as presented in Equation 2.15.

4.1.3 The implementation environment

The data processing and solutions have been developped on Python 3.6. This program-
ming language is mainstream for the next decade because there is a strong support of the
community that develops this language. Furthermore, many data processing and ML methods
are present in an open-source environment. Our works did not consider real-time processing
and thus, the low computational speed of Python did not disturb the development of our
solutions. Finally, the DL architecture has been widely developed on this language with
Pytorch, Tensor�ow or Keras.

The standard ML techniques such as the naive Bayes classi�er or the support vector ma-
chine were applied thanks to the scikit-learn library and the DL architecture will be developed
with Keras and Tensor�ow. We have selected these packages because of the maintenance and
the e�ciency of their results.

The DL architecture has been computed on a dedicated server composed of graphics
processing units that are two Nvidia GeForce Quadro P5000 with 2,560 CUDA cores, 8.9
TFLOPS, 16 GB of memory, 256-bits memory interface and 288 GB/s of memory bandwidth.
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(a) The amplitude in dB. (b) The phase in radians.

Figure 4.4 � The appearance of an anomaly in the CFR sample between the 900th and the
1, 100th subcarriers.

(a) The amplitude in dB. (b) The phase in radians.

Figure 4.5 � The correction of the anomaly in the CFR sample between the 900th and the
1, 100th subcarriers.

4.2 The CFR Pre-processing

4.2.1 Anomaly Removal

In indoor environments, the multipath fading disturbs the received signal but the pres-
ence of people and the thermal noise can also degrade the wireless communication. The CSI
data is a way to appreciate such disturbances but the quality of CSI data acquisition can be
degraded by humans interacting with the data collection equipment, by the other communi-
cating systems around the studied area or by internal disturbances in the equipment. This
results in the appearance of signal anomalies that deteriorate the ML techniques. Figure 4.4
highlights such anomalies of a CSI sample in the frequency domain collected by the channel
sounder between the 900th and the 1, 100th subcarriers. The observed anomalies occurred in
the complex number of the CFR data and then, the amplitude and the phase were identi-
cally a�ected by this. These anomalies were well-known because the phenomenon is linked
to a systematic error at the data acquisition card of the channel sounder. The anomalies
removal must be automated because of the large database while conserving the correct signal
information.
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Hence, the detection of anomalies has been performed with the amplitude of CFR data
because the signal is continuous contrary to the phase. The anomalies removal followed these
steps:
Step 0: Extract the amplitude and the phase from every subcarriers.
Step 1: Remove the thermal noise in the amplitude with a wavelet denoising method [Mallat 1989].
Step 2: Pass the signal in a high-pass �lter to reveal the anomalies that are punctual and
highly variational information in the signal.
Step 3: Determine the subcarriers subject to an anomaly with a threshold.
Step 4: Correct the value of these anomalies depending on the surrounding correct subcarri-
ers.

Figure 4.5 shows the correction of the anomaly compared to Figure 4.4.

4.2.2 The Input Data

As we focus on the Wi-Fi technology in the mMTC context, one antenna element is
kept from the mobile antenna as for low-energy devices. The number of subcarriers is 56
subcarriers spaced by 366.21 kHz i.e. by selecting one subcarrier out of three in a bandwidth.
This leads to have a 20 MHz bandwidth. The eight antenna elements at the gateway is kept to
be faithful to Wi-Fi communications such as systems based on the 802.11ax standard. From
Equation 2.15, it is equivalent to have a single input multiple outputs (SIMO) communication
where R = 8, S = 56 and T = 1. These speci�cations are considered to build all the datasets
of 20 MHz bandwidth in a 5 GHz Wi-Fi context. In this way, our developed solutions can be
easily compared to existing methods while remaining close to mMTC slice requirements. We
de�ne then these shape speci�cations as the initial data shape for all the further analyses in
this chapter and the ones of the following chapters.

4.3 Preliminary Analyses

After removing the anomalies in the amplitude and phase of the CFR data, it is possible
to perform preliminary analyses with the CFR amplitude i.e. including the path loss of the
signal transmission. The studies evaluate the localization accuracy according to the selection
of the data collection scenario, the number of antenna elements at the gateway and the labels
selection for the locations. Related to Section 4.2.2, the input data is a 2D data tensor but
the NB classi�er can only consider a data vector as inputs. Then, we vectorized the input
data.
Here, the learning task is processed by a NB classi�er where an element of the CFR amplitude
knowing a class follow a Gaussian distribution [Xiao 2012, Chapre 2014]. The NB classi�er
is very interesting because it is fast, easy to implement and do not have hyperparameters
to adjust. Hence, a class corresponds to all the samples of a training location as per one
or multiple selected data collection scenarios. Then, the predictions (here, there are 2D
Cartesian coordinates) based on the testing samples are compared to the true testing locations
by calculating the estimation errors based on the Euclidean distance. Finally, the accuracy
assessment is based on the median localization error that is the median of all the calculated
euclidean distance errors.
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(a) Median localization errors with a training in SE scenario
and a test in SE, DE and SA scenarios.

(b) Median localization errors with a training in SE, DE and
SA scenarios and a test in DE scenario.

Figure 4.6 � The results in median localization errors according to the data collection sce-
narios.

4.3.1 Data Collection Scenarios

This study begins by selecting a data collection scenario for the training dataset and
by performing the accuracy evaluation according to three other data collection scenario.
Figure 4.6a presents the results with a training in SE scenario and tests in SE, DE and SA
scenarios. It shows the data collection scenario for the testing dataset do not bring signi�cant
information about the localization performance.

Then, we have selected a data collection scenario for the accuracy evaluation and by
learning the training dataset in the three possible data collection scenario. Figure 4.6b
reveals the data collection scenario during the learning task modi�ed the performance where
the DE scenario, similar to real life conditions is selected for the testing dataset. Selecting the
SA scenario reduces the median accuracy error by 59% compared to SE scenario (from 4.29
meters to 1.76 meters) and can be considered as equivalent to the DE scenario. With this in
mind, a ray-tracing simulator may generate CFR training data according to a SA scenario
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(a) The training and testing phase in SE data collection sce-
nario.

(b) The training phase in DE scenario and the testing phase
in SE scenario.

(c) The training phase in SA scenario and the testing phase
in SE scenario.

Figure 4.7 � Median localization errors for di�erent number of antenna elements at the anchor
gateway (with R = 2, 4, 6, 8).
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that is equivalent to a data collection in the experiment testbed in a DE scenario. It is also
possible to imagin to have technical teams at night collecting the data in a SA scenario.

4.3.2 Communication Con�gurations

The previous analysis has been realized with eight antenna elements at the anchor gate-
way. The assessment of multiple communication con�gurations i.e. di�erent number of
antenna elements at the gateway must consider the previous analysis by picking the SE, DE
and SA scenarios for the training dataset. The testing dataset has been selected from the SE
scenario to limit the dynamic e�ects existing in the two other scenarios.

Figure 4.7 gathers the di�erent results. As we can see, the variation of antenna elements
number at the gateway do not change the location estimations if the training dataset is built
in a SE or DE scenario. However, the median localization errors decreases when R increases in
the SA scenario. This proves that higher is the number of antenna elements at the gateway,
better is the information contribution to the learning task in the SA scenario. However,
it is also important to notice the analysis has been conducted with the CFR amplitude.
Nevertheless, the CFR phase would only enrich the data information entropy and would
result in an improvement of the localization performance for all the tested cases.

4.3.3 Labels Selection

The label selection is a major step in indoor �ngerprinting localization because this accel-
erates or not the data collection process. For instance, a labeling considering rooms does not
require a precise ground truth compared to a labeling with Cartesian coordinates. In the two
previous preliminary analyses, we have established that a class is composed of all the samples
collected at a training locations (Labelloc). As there is 108 training locations, there are 108
classes with this approach where each class was associated with the 2D Cartesian coordinates
of the training location. However, it could be possible to classify according to a room or

(a) Segmentation of the area into 21 cells
composed of 4,5 or 6 training locations
(Labelcell).

(b) Segmentation of the area according
to the rooms and the external corridor
(Labelroom).

Figure 4.8 � Di�erent possible segmentations to give labels to the training and testing loca-
tions.
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(a) Localization error CDF with the di�erent
labels selections. The learning is based on the
SE+SA scenarios of training locations and the
testing is based on the DE scenario of testing
locations.

(b) Localization error CDF with the labels se-
lections. The learning is based on the SE+SA
scenarios of training locations and the testing
is based on the SE+DE scenarios of training
lcoations.

Figure 4.9 � Localization error CDF with the NB classi�er for the tree label selections.

speci�ed cells in the area as proposed in Figure 4.8. The �rst segmentation (Figure 4.8a)
of the area into cells (Labelcell) for the labeling of training and testing locations created 21
classes. The cells have been drawn thanks to a Voronoi graph where a cell is composed of 4, 5
or 6 training locations. The second segmentation (Figure 4.8b) is composed of 6 classes that
have been shaped according to the rooms (Labelroom). Both segmentations had then classes
composed of multiple training locations. To calculate the median localization accuracy as in
Section 3.3.3, it is necessary to have 2D Cartesian coordinates for every class. Then, the 2D
Cartesian coordinates in Labelcell and Labelroom is the centroid of the training locations that
composes the class.

The �rst part of this study is to determine the bene�ts or drawbacks of each labeling
segmentation. To do this, we have calculated the cumulative distribution function (CDF)
considering the CFR amplitude. The training data collection scenario is composed of sam-
ples from training locations in the SE and SA scenarios. We have selected both for the
learning task because a SA scenario includes a SE scenario during the data collection in real
use case deployments. The testing data collection scenarios is the DE scenario to penalize
the statistical distributions of samples per location. It represents also a daily life use case
compared to SA scenario. We plot the CDF to visualize the median localization error but
also other statistics such as the localization error for the 90% con�dence level (90-th quantile)
and so on. Figure 4.9a gives the CDF for Labelloc, Labelcell and Labelroom. The results show
that a labeling segmentation as per Labelcell improves the location estimations compared
to the two other labeling options. The localization performance with Labelloc is the worst
considering the extreme values.

The localization performance with Labelcell and Labelroom are then higher than Labelloc
with the testing dataset. This is due to a better Gaussianity of input data in the labels space
while Labelloc is too �ne-grained for the NB classi�er. Labelcell seems attractive but such
an approach is a pre-processing burden for solutions to design properly the cells based on
the 2D Cartesian coordinates. The localization with Labelroom is correctly accurate and this
approach will be very fast to deploy. Consequently, it is more faithful to the PhD dissertation
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context. However, considering a room means to have lower accuracy about the samples that
could be generated at the training locations. In other words, this labels selection leads to a
systematic localization error for training locations.

To visualize this, we have decided to change the dataset used for generating the localiza-
tion error CDFs. The training dataset is still built with the samples from training locations
in the SE and SA scenarios. However, the testing dataset considers the samples from the
training locations in the SE and DE. Figure 4.9b illustrates clearly that �ner is the spatial
representation of the labels based on the training locations, more accurate is the localization
considering samples coming from the locations used for the learning task. We found similar
results when the training dataset is also the testing dataset i.e. having the same scenarios
for the training and testing datasets.

Hence, considering a labels selection such as Labelloc enables to have a higher degree of
freedom to improve the localization accuracy. At the opposite, a classic ML technique could
provide a good classi�cation in Labelcell and Labelroom but has an inherent localization error
in meters because of the labels representativity. In other words, as the probability to have
a target device at a training location is equal to the probability to have a target device at a
testing location, it is better to select Labelloc that ensures a �ner accuracy for known locations
despite of a very slight degradation at unknown locations.

4.4 Synthesis

The challenge for the development of our CSI-based �ngerprinting solution is to have a
clear statement of the experiment area, the testbed, the equipment and the data that are
exploited in the further analyses. We introduced the �rst experiment area composed of �ve
rooms and an external corridor. Multiple furniture have been set in the area to deteriorate the
quality of CSI samples. The data collection is performed with a channel sounder developed
by Orange which generates CFR data with the following shape R = 8, S = 2048 and T = 4
(Equation 2.15). The channel sounder had one mobile MIMO antenna with 4 elements and
a static MIMO antenna with 8 elements. The mobile antenna represents the target device
and the static antenna is the single anchor gateway. The testbed is composed of 108 training
locations and 14 testing locations where the data collection respected three scenarios that
can be realized by a technical team. The distribution of training locations called the initial
TMG covers uniformly the area while the testing locations are arbitrary scattered in the area.

However, the CFR data have been polluted by a data acquisition error creating absurd
values. A pre-processing has been proposed to remove data anomalies in the CFR data thanks
to a multi-step processing. After extracting the amplitude and phase from the CFR samples,
the aim of this processing is to �nd an abnormal value as a peak that created a discontinuity
in the CFR amplitude. After clearing the CFR amplitudes and phases, we reshaped the data
where R = 8, S = 56 and T = 1. This enables to have data �tting with the mMTC context
and the Wi-Fi technology used in the state-of-the-art solutions.

Afterwards, we proposed some preliminary results about a short analysis of the data
collection scenarios and di�erent communication con�gurations. The learning task have been
made with a NB classi�er on the amplitude of CFR data. The results put forward the data
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collection scenarios is relevant for the learning task where the SA scenario provides the lowest
median localization error. This implies that a data collection without a dynamic propagation
medium (a technical team at night or a simulator) is quite enough to have a robust localization
in the environment. Another result is that higher is the number of antenna elements at the
anchor gateway, better is the localization performance in the SA scenario. Finally, the two
previous preliminary studies considered that a class is composed of all the samples of one
training locations i.e. 108 classes for 108 training locations. We have then studied the location
estimations with other label selection methods. The �rst method is micro cells of multiple
training locations. The second method is to consider all the training locations in the room
like an unique class. The study showed that is essential for a localization to conserve the
more �ne-grained representative labeling of the studied area.





Chapter 5

Data Complexity Reduction

The conclusion of Chapter 3 showed one of the major trends is the development of data com-
plexity reduction (DCR) solutions because of the high-dimensionality data in �ngerprinting.
For instance, the bene�ts of CSI-based �ngerprinting come along with the data complexity lead-
ing to �tting issues of ML techniques. Today, the assessment of multiple setup con�gurations
in CSI-based �ngerprinting is unexplored while some authors proposed the study of RSS-based
�ngerprinting [Arya 2009]. To explore this, the chapter proposes to assess �ve unsupervised
data complexity reduction (UDCR) methods applied on the vectorized CFR amplitude as de-
scribed in Section 4.2.2 and in Section 4.3. There are the principal component analysis
(PCA), the factor analysis (FA), the independent component analysis (ICA), the kernel prin-
cipal component analysis (KPCA) and the kernel entropy component analysis (KECA). The
�rst section presents the framework for training and testing the algorithms and the UDCR
methods. The second section is the applications of the methods as per di�erent data collection
scenarios and SIMO con�gurations. The third section introduces the multi-score evaluation
and discusses about the provided results. The last section gathers the essential results of this
chapter.
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5.1 Description of the Methods

The Section 3.2.2.2 categorized the PCA, FA, ICA, KPCA and KECA methods because
of their di�erences for extracting features in dimensionality reduction. The unsupervised
learning ensures that the di�erence of localization performance is only impinged by the data
transformation. This means the localization accuracy varies according to the selection of
relevant features and the possible hyperparameters. To �nd the best con�guration, we have
proposed a sub-optimal localization performance delivered by a heuristic fast localization
performance search (FLPS). The optimal localization performance search could be executed
by an meta-heuristic optimization algorithm but the problem complexity is extremely time-
consuming for solutions based on the kernel trick. Furthermore, this can be considered as
beyond of the scope of this chapter. We have then found sub-optimal parameters of the
solution instead of the best ones by selecting manually a range of values of hyperparameters
and number of relevant features. In this section, let m the number of CSI samples, n the
initial number of features that is equal to the number of tensor elements in one CFR data
and k the number of extracted features.

5.1.1 Location Estimation Framework

In Chapter 3, the NB classi�er (see Section 3.3.3 for the location estimations) was imple-
mented to learn and to test the localization in di�erent cases. We keep this ML technique and
the way to determine the indoor locations. However, the implementation of UDCR methods
requires to follow di�erent steps in the location estimation framework. The steps are:
Step 1: Applying the UDCR method on the training dataset to generate a feature extraction
(FE) model.
Step 2: Transforming the training and testing datasets into low-dimensionality datasets with
the FE model.
Step 3: Learning the low-dimension training dataset to generate a ML model.
Step 4: Providing the median location error by the application of the ML model onto the
low-dimensionality testing dataset.

For the presentation of FLPS of UDCR methods, the steps 1 and 2 form the FE generation
step and the steps 3 and 4 form the ML generation step.

5.1.2 Principal Component Analysis

The PCA method has been described in Section 3.2.2.2. A bene�t of PCA is that the
generated model does not vary whatever the number of relevant features we want to extract.
The best uncorrelated features correspond to the top eigenvalues where the projection is
made by the eigenvectors.

The FLPS with PCA consists in:
Step 1: Proceeding to the FE generation step by �nding R relevant features, we have selected
this limit to reduce the computation time to �nd the best model.
Step 2: Performing the ML generation step with the �rst feature then the �rst two ones and
so on.
Step 3: Comparing the R median localization errors and selecting the FE and ML models
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corresponding to the lowest one.

5.1.3 Factor Analysis

FA approach determines a linear combination of Gaussian latent variables called factors
[111] that are uncorrelated features of datasets in the new space. Mathematically, if we
consider X ∈ Mm,n(R) the CFR sample matrix where a row corresponds to the vectorized
representation of the CFR tensor of Section 2.1.4, then:

X = LF + E (5.1)

where L ∈Mm,k(R) is the loading matrix and does not vary across samples, F ∈Mk,n(R) is
the factor matrix and E ∈ Rn is a stochastic error matrix. k is the desired number of factors.
These ones enables the projection of the X into the new data space where the resulting matrix
is composed of the relevant features. Contrary to PCA, the new model infers the measured
variables and it is then strongly dependent on the number of extracted features.

The FLPS with FA consists in:
Step 1: Proceeding to the FE generation step by �nding r relevant features.
Step 2: Performing the ML generation step with the �rst feature then the �rst two ones and
so on.
Step 3: Repeating the steps 1 and 2 where r = 1..R. We have selected this limit, R to reduce
the computation time to �nd the best model.
Step 4: Comparing all the generated median localization errors and selecting the FE and ML
models corresponding to the lowest one.

5.1.4 Independent Component Analysis

Coming from the cocktail party problem, ICA shows up a model of independent features
inferring the measured variables. Contrary to factors in FA, the independence implies non-
Gaussian features estimated with the 3-order and 4-order statistical moments. However,
this information is sensitive to extreme values. The negentropy is then used for obtaining
this measure of non-Gaussianity [Child 2006]. Finally, ICA �nds a projection space which
maximizes the negentropy. In our study, we perform the FastICA algorithm to estimate the
independent components.

Unfortunately, FastICA infers the measured variables and it is then strongly dependent
on the number of extracted independent features. However, it does not sort the independent
variables in descending order. The FLPS with ICA consists in:
Step 1: Proceeding to the FE generation step by �nding r relevant features.
Step 2: Performing the ML generation step with all the permutations of the generated fea-
tures.
Step 3: Repeating the steps 1 and 2 where r = 1..R. We have selected this limit, R to reduce
the computation time to �nd the best model.
Step 4: Comparing all the generated median localization errors and selecting the FE and ML
models corresponding to the lowest one.
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5.1.5 Kernel Principal Component Analysis

KPCA is an enhanced variant of PCA which takes advantages of kernel trick as presented
in Section 3.2.2.2 to span the dataset in an in�nite dimension space. This procedure has been
designed to transform non-separable clusters into separable ones.

After the processing of the kernel trick, the KPCA algorithm proceeds to an eigenvalues
decomposition of the transformed data [Luo 2017]. At the end, the algorithm retains only
the eigenvectors associated with the highest eigenvalues for reducing the data complexity.

However, this method requires hyperparameters such as the kernel function and the kernel
parameter. Then, the FLPS with KPCA consists in:
Step 1: Selecting hyperparameters.
Step 2: Proceeding to the FE generation step by �nding r relevant features.
Step 3: Performing the ML generation step with the �rst feature then the �rst two ones and
so on.
Step 4: Repeating the steps 1, 2 and 3 where r = 1..R. We have selected this limit, R to
reduce the computation time to �nd the best model.
Step 5: Repeating the step 4 by changing the polynomial and radial basis function kernels
where 50 kernel parameters have been picked from 0.0001 up to 400.
Step 6: Comparing all the generated median localization errors and selecting the FE and ML
models corresponding to the lowest one.

5.1.6 Kernel Entropy Component Analysis

KECA is a recent method which takes advantage of Renyi entropy [Jenssen 2010]. The
data processing with the kernel trick and the eigenvalues decomposition are identical to
KPCA. Considering the outputs of KPCA, the Renyi entropy can be de�ned as follows:

V (p) =
m∑
i=0

(λie
T
i 1)2 (5.2)

where (λ1, . . . , λm) ∈ Rm and (e1, . . . , em) ∈ Rm×m are respectively eigenvalues and eigen-
vectors of the decomposition of Mm,m(V), and 1 is a vector where each element equals one.

Instead of selecting the eigenvectors corresponding to the highest eigenvalues, the algo-
rithm determines and retains the eigenvectors which contribute the best to the Renyi entropy.
The FLPS with KECA is equivalent to the one with KPCA.

5.2 Applications

In Chapter 4, the SA scenario is the best for the training of the NB classi�er. However,
the data collection by SLAM solutions is promising for �ngerprinting but is limited to SE
or DE scenarios. It will require time to develop e�cient data collection systems that will
be compliant to the SA scenario. We have then decided to have a quick visualization of the
localization of UDCR methods if the training dataset is collected in SE, DE or SA scenario.
We showed also the number of antenna elements at the gateway can decrease the median
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Figure 5.1 � Median localization errors with a training in SE, DE and SA scenarios and a
test in SE scenario.

localization errors in the SA scenario. However, eight antenna elements at the gateway is
not a common situation even though the Wi-Fi 802.11ac/ax standard allow such a con�gu-
ration. These MIMO gateways are also very expensive for domestic environments. As the
initial number of antenna elements at the gateway is 8, we have then provided localization
performance with communication con�gurations based on 2, 4 and 6 spatial streams.

5.2.1 Data Collection Scenarios

In this �rst study, we have considered the SE, DE and SA scenarios for the training
dataset and the SE scenario for the testing dataset. The FIFS [Xiao 2012] has been included
to the study like a mark from the state-of-the-art. We also decided to only incorporate the
results of PCA, FA and KPCA to ease the reading of the plotted �gure.

Figure 5.1 shows the median localization errors of the selected methods as per the above
mentions. In the SE scenario, PCA and KPCA methods provides the highest errors where
KPCA achieves the lowest one in the SA scenario. This shows the methods based on the
variance of the signal space such as PCA and KPCA are e�cient if and only if the data
collection scenario has a high variance data samples per training location. In other hands,
the FA method performed fairly well in all the scenarios. It is possible to have an opposite
result where the UDCR method deteriorates the performance. For instance, the median
localization error is around 1.76 meters without UDCR methods in SA training scenario
as shown in Fig. 4.6b. The tested methods in this study did not provide a median below
1.9 meters. The improvement of location estimation accuracy by an UDCR method is then
correlated to the data collection scenario. Here, the best method may be di�erent depending
on the user�s criterion of robustness and accuracy of the implemented methods.
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Figure 5.2 � Median localization errors with R = 2, 4, 6, 8 with the training phase in SA
scenario and the testing phase in SE scenario.

5.2.2 Di�erent SIMO con�gurations

We have selected the training dataset in the SA scenario and the testing dataset in SE
scenario by varying from 2 to 8 the number of antenna elements at the gateway. We generated
the median localization errors with the FA, ICA, KPCA, KECA methods. Another method
denoted RCSI-L is a UDCR-free location estimation as exploited in Chapter 4.

From Fig. 5.2, we can observe the FA and ICA methods have the same variation with
the increasing number of antenna elements. Namely both methods can be implemented if
the number of antenna elements at the gateway is high. KPCA degrades slightly its location
estimation when R = 6 caused by the FLPS that do not cover properly the space search
to �nd a better solution. This shows the limitation of the FLPS that can be replaced by
an optimization algorithm. Finally, the main �nding is KPCA and KECA methods can be
then implemented whatever the number of antenna elements at the gateway. However, when
R = 8, the methods do not enhance the performance compared to RCSI-L. According to
the previous analysis, this put de�nitively forward UDCR methods require studies of the
localization accuracy when the number of antenna elements at the gateway is higher than 8
in the SA scenario.

5.3 Multi-score Evaluation

The previous study provided interesting results with UDCR methods but it was harsh
to determine the best method according to the accuracy and the robustness among all the
cases. To handle this, we have then de�ned multiple scores to have an e�cient assessment of
the UDCR methods in all the possible cases.
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5.3.1 De�nition of Performance Scores

In the following study, we have de�ned that an experiment setup is one SIMO con�gu-
ration in one training and one testing data collection scenario. However, we still assume the
same SIMO con�guration for the training and testing datasets. Then, this section de�nes
�ve scores to assess the localization performance based on two indicators de�ned as follows:

• The indicator A is the median localization error of a solution.

• The indicator P can be mathematically described as:

P = 1− A

A∅
(5.3)

where A and A∅ are the median localization errors of respectively a UDCR-based solu-
tion and a UDCR-free solution. This indicator that is converted in percentage is called
the performance rate and highlights the e�ciency of implementing a UDCR method in
a experiment setup.

Based on both indicators, we elaborated several scores for a fast assessment of implemented
UDCR methods. Let Nsimo the number of SIMO con�gurations, Ntrain and Ntest respec-
tively the number of training and testing data collection scenarios. We set also Nα =
NsimoNtrainNtest and Nβ = NtrainNtest. For o ∈ [1, . . . , Nsimo], i ∈ [1, . . . , Ntrain] and
j ∈ [1, . . . , Ntest], we de�ne Ao,i,j ∈ R the �rst indicator and Po,i,j ∈ R the second indicator
that have been previously introduced. Then, the study has �ve performance scores calculated
at each tested UDCR method as follows:

• The �rst score evaluates how the UDCR method improves localization thanks to the
number of positive P lm,n among all testing experiment setups:

S1 =
1

Nα

Nsimo∑
o=1

Ntrain∑
i=1

Ntest∑
j=1

α1(o, i, j) (5.4)

where

α1(o, i, j) =

{
1 ifPo,i,j ≥ 0
0 otherwise

• The second and third scores represent the general stability i.e. how the location estima-
tion framework responds to di�erent SIMO con�gurations and to the di�erent training
and testing datasets collected among the scenarios.
The median localization errors stability:

S2 =
1

Nβ

Ntrain∑
i=1

Ntest∑
j=1

α2(i, j) (5.5)

where
α2(i, j) = max

o
Ao,i,j −min

o
Ao,i,j
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The stability of performance rates:

S3 =
1

Nβ

Ntrain∑
i=1

Ntest∑
j=1

α3(i, j) (5.6)

where
α3(i, j) = max

o
Po,i,j −min

o
Po,i,j

• The fourth and the �fth scores show the mean performance according to all data col-
lection scenarios and tested SIMO con�gurations.
The mean of median location estimation errors:

S4 =
1

Nα

Nsimo∑
o=1

Ntrain∑
i=1

Ntest∑
j=1

Ao,i,j (5.7)

The mean of performance rates:

S5 =
1

Nα

Nsimo∑
o=1

Ntrain∑
i=1

Ntest∑
j=1

Po,i,j (5.8)

With these performance scores, we were able to determine the DCR relevance in a �nger-
printing localization and which UDCR method is the best solution.

5.3.2 Application

In Chapter 4, we found the change of data collection scenario for testing dataset did not
modify the indoor localization performance. Nevertheless, we have decided to integrate this
variable in the following study to show the reliability of the proposed method.Then, we got
a total of 252 median localization errors based on the RCSI-L, FIFS, PCA, FA, ICA, KPCA

S1 S2 S3 S4 S5 Global Rank

KPCA KECA KECA KECA KECA KECA
0.972 0.212 20.44 2.31 21.10 (2,1,1,1,1)

KECA FIFS KPCA KPCA KPCA KPCA
0.944 0.256 23.32 2.35 19.83 (1,5,2,2,2)

PCA FA FA FA PCA FA
0.861 0.456 23.85 2.50 11.92 (4,3,3,3,4)

FA ICA FIFS ICA FA ICA
0.750 0.473 25.26 2.52 11.87 (4,4,5,4,5)

ICA KPCA ICA PCA ICA PCA
0.750 0.499 25.49 2.57 11.34 (3,6,6,5,3)

FIFS PCA PCA FIFS FIFS FIFS
0.611 0.535 28.55 2.84 1.05 (6,2,4,6,6)

Table 5.1 � Multiscore Evaluation.
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and KECA. Section 5.3.1 introduces �ve heuristic scores in order to clarify the localization
performance of concurrent solutions in the case of multiple data collection scenarios and
SIMO con�gurations.

Table 5.1 gathers the results where the �rst column corresponds to the score S1 de�ned at
Equation 5.4 and so on. In each column, the FIFS method and UDCR-based solutions have
been sorted from the best to the worst score value. For instance, a KPCA-based solution
realizes the best S1 score and the FIFS has the worst S1 score. The last column is a ranking
resuming the mean performance of localization solutions according to the �ve scores. The
RCSI-L does not appear in the table as it is the reference to calculate the score S1, S3 and
S5.

KPCA and KECA methods are the best according to the score S1 followed by the PCA
method and the FA and ICA methods. The results with score S1 indicates that the imple-
mentation of FA and ICA methods must consider the SIMO con�guration and the scenario
of training dataset collection. The score S1 is close to 1 for KPCA and KECA methods.
This means the methods improved systematically the localization compared to a direct ap-
plication of a NB classi�er. However, the irregular location estimations of KPCA method
pointed in Section 5.2.1 are highlighted with score S2. This result is an evidence that the
score S2 re�ects the performance stability among the di�erent experiment setups. However,
a recommendation only based on score S1 and S2 could be also too hasty.
The result of score S3 provides information about the variation of improvements among all the
experiment setups. The values put forward the risk to implement PCA that may extremely
vary from one experiment setup to another. The results with the scores S1, S2 and S3 ad-
vocate a particular attention to the conclusions of some works in RSS-based �ngerprinting
[Salamah 2016, Luo 2017]. At the same time, the stable localization error of KECA-based FE
model across di�erent SIMO con�gurations is well-revealed by scores S2 and S3. However, it
is di�cult to give de�nitive recommendation with these three scores. To this end, the scores
S4 and S5 helped to reinforce the recommendation. KECA ad KPCA methods keep the �rst
places that highlights the reliability of both approaches.
The last column ranks the methods as per the average of ranks in each score. The tuple of
ranks proves undoubtedly that the Renyi entropy extracted with the KECA methods reveals
the most valuable features to improve the localization. The FA method for the FE model
is an appropriated implementation if the user must do a fast and easy deployment of the
solution.

5.3.3 Di�erent Training Mesh Grids

The previous analysis focused on an evaluation of UDCR methods in the initial training
mesh grid (TMG). However, we have to wonder if KECA is still the best method in other
TMGs.

Five new TMGs are built in two di�erent ways from the initial TMG of Figure 4.1. The
�rst approach is to design a virtual grid from the initial TMGs. The initial TMG has an irreg-
ular meshing due to the size of the channel sounder, the shape of rooms and the obstructing
objects and walls. But according to the shape of the initial TMG, a virtual grid is composed
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(a) Training locations of the TMG-H1. (b) Training locations of the TMG-50%.

Figure 5.3 � The spatial distribution of training locations of two TMGs in the area.

Initial TMG TMG-H1 TMG-75 TMG-50 TMG-25 TMG-10

KECA KECA KECA KECA KECA KECA
(2,1,1,1,1) (1,1,1,1,1) (1,1,4,1,1) (2,2,4,1,1) (1,1,4,1,1) (1,1,2,2,1)

KPCA KPCA KPCA KPCA KPCA ICA
(1,5,2,2,2) (2,5,2,2,2) (2,3,2,2,2) (1,3,1,3,2) (2,3,1,2,2) (1,3,4,1,2)

FA PCA FA PCA ICA PCA
(4,3,3,3,4) (3,2,4,5,3) (4,2,1,3,5) (2,4,3,5,4) (3,4,2,3,3) (3,4,3,5,5)

ICA ICA PCA FA FA KPCA
(4,4,5,4,5) (4,4,3,3,4) (2,4,3,5,3) (4,5,5,2,3) (4,2,3,4,4) (3,5,5,4,4)

PCA FA ICA FIFS PCA FIFS
(3,6,6,5,3) (4,3,5,4,5) (5,6,5,4,4) (6,1,2,6,6) (5,6,5,5,5) (6,2,1,6,6)

FIFS FIFS FIFS ICA FIFS FA
(6,2,4,6,6) (6,6,6,6,6) (6,5,6,6,6) (5,6,6,4,5) (6,5,6,6,6) (5,6,6,3,3)

Table 5.2 � Global ranking of the di�erent training mesh grids.

of 210 training locations. This virtual main grid denoted VMG is a 2-D coordinates matrix.
We have built and vectorized the VMG. Then, we have selected 2-D coordinates as per the
odd indexes and the even indexes that we stored in two independent vectors. Then, the
locations without CSI data were removed from both vectors. We have then built TMG-H1.
The second approach is to select arbitrarily some training locations from the initial TMG.
Then, we have built one TMGs by keeping 10% (TMG-10), one by keeping 25% (TMG-25),
one by keeping 50% (TMG-50) and one by keeping 75% (TMG-75) of the training locations
from the initial TMG. For instance, Figure 5.3 represents two spatial densities which are
TMG-H1 and TMG-50% composed of 55 and 54 training locations respectively. Finally, the
multi-score evaluation is performed in every TMG as presented in the previous analysis and
with the same number of testing locations.

Table 5.2 gathers the last column as shown in Table 5.1 of the multi-score evaluation in
every TMG with the tuple of rank per score. The UDCR-based solution with a KPCA method
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is well-ranked but weaker in low spatial density of TMG such as TMG-10. PCA oscillates
between the third and �fth position always with a high average of median localization errors
with a rank of 5 or 6 for the score S4. Table 5.2 shows also that FE models based on PCA
and KPCA methods lead to a low stability of score S2 especially in low-density of TMGs.
For UDCR-based solutions with FA and ICA, the implementation of the FA method is better
than ICA in high spatial density of TMG whereas ICA is better than FA when the TMG
only conserves 10% and 25% of the initial TMG. A UDCR-based solution with the KECA
method has sometimes a low S3 score certainly because of the FLPS. Nevertheless, UDCR-
based solution with the KECA method de�nitively outperformed the other ones in all TMGs
providing generally the best S1, S2, S4 and S5 scores. Of course, the analysis do not provide
quantitative information such as the median accuracy errors. These further analyses are
beyond the scope of the chapter and are not necessary to justify the reliability to implement
KECA method in indoor localization.

5.4 Synthesis

The high-dimensionality of CSI data in the frequency or time domain requires a DCR to
improve the reliability of the learning task by the ML techniques. We have selected in the
chapter �ve di�erent UDCR methods that are PCA, FA, ICA, KPCA and KECA because of
the simple implementation and fast computation. PCA, FA and ICA are linear DCR methods
while KPCA and KECA will exploit the kernel trick to force the input data space to have
linearly separable clusters of class.

The chapter proposes at �rst to have a vision of the training and the location estimations
based on the testing dataset composed of all the samples of the testing locations. This
consists in creating the FE and ML models with respectively the UDCR method and a NB
classi�er. Then, both modes will be useful to transform the samples of the testing dataset
and to estimate the locations. The UDCR method are then described one by one with the
method. We explained how to determine the best parametrization of the UDCR methods with
a step-by-step overview. The PCA is then the simplest solution and the KECA is the method
requiring the longest time of computation to �nd the optimal solution. We limited the search
of the optimal solution by proposing the parameters to explore for every UDCR methods. The
methods have been tested with di�erent training data collection scenarios. We have found
the application of PCA and KPCA methods in the SE scenario is not recommended while
the FA method was very e�cient. However, the DE and SA scenario were more appropriated
to the PCA and KCPA methods. The study with di�erent SIMO con�gurations proved
the FA and ICA methods became more and more accurate with the increasing number of
antenna elements while KECA was independent on this parameter. The results showed also
the di�culty to determine the best solution for all the possible cases and in a SA scenario
with R = 8, the UDCR methods did not truly improve the localization accuracy.

Hence, a good assessment of UDCR methods requires to explore a large variety of exper-
iment setups with the support of �ve heuristic performance scores. The score S1 is de�ned
to evaluate the occurrence where the UDCR method improves the localization (compared to
a method without UDCR method). The score S2 and S3 have been designed to reveal the
stability of the localization performance across di�erent SIMO con�gurations. The score S4
and S5 have been established to provide a global insight of the localization performance re-
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lated to all the possible experiment setups. All these tools enable us to realize the multi-score
evaluation to di�erent TMGs. KECA performs the best localization in all the tested cases.

Here, we provided a precise method to have a clear statement about the application of
UDCR methods. It showed us the DCR is an essential component to improve the localization
accuracy. This method is easily to reproduce but requires computing power and time to
provide all the results and it could be endless for the development of complex solutions
without a dedicated learning infrastructure (cloud solutions with parallelized computing).

Nevertheless, this work opens up the path to the application of other ML techniques and
more precisely the implementation of DL techniques that integrates a DCR approach into
the architecture. We will select the worst case that is the SE scenario combined with the
SA scenario for the learning task, the testing phase will be performed with the DE scenario.
We will consider eight antenna elements at the anchor gateway where UDCR methods were
limited in this case. We will combine SE with SA scenario because both scenarios are more
faithful to future measurements by a technical team. Hence, new algorithms will be explored
in the next chapter and the KECA combined with the NB classi�er will be used as a reference.
Finally, the multi-score evaluation can be done for the development of DL solutions.



Chapter 6

Deep Learning based Indoor

Localization

The previous chapter highlighted the data complexity reduction is a good approach to reduce
the localization errors and to improve the robustness of the system. However, a data collection
based on the SA scenario was harsh to learn by the UDCR methods. The deep learning (DL)
architecture is another way to �nd relevant features in a supervised or unsupervised learn-
ing. This chapter is composed of 3 sections. The �rst section presents multiple preliminary
studies that enable a better insight about the learning task for neural networks in CSI-based
�ngerprinting such as the de�nition of a stopping criterion or the selection of the most appro-
priated DL architecture. The second section reveals the development of a CNN-based solution
starting from DelFin, the localization with CFR Amplitude to E-Loc, a localization with an
unique CFR processing scheme. The last section synthesizes the results and discussions of
this chapter.
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6.1 Introduction

In this chapter, we present the development of an indoor localization solution with the
perspective to have data collection systems that will be compliant with the SA scenario
of Section 4.3. In Chapter 5, the UDCR methods did not provide satisfying result in this
situation.
Hence, wee keep in the following studies the training dataset in the SE and SA data collection
scenarios and the testing dataset in the DE scenario. The next results are all based on this
con�guration of training and testing data collection. The localization errors CDF concerns
the localization performance of the methods with the testing dataset. If the studies require
to be extended to other data collection scenarios for training or testing datasets, this will be
speci�ed. In Section 6.2 and 6.3.2, we design the DL solutions and DelFin with the CFR
amplitude with the shape as in the preliminary studies of Chapter 4. In Section 6.3.3, we build
a second solution, E-Loc based on output tensors resulting from the processing of the CFR
amplitude and phase that are initially as the data of the preliminary studies of Chapter 4.

6.2 Preliminary Studies

6.2.1 Performance of multiple standard classi�ers

Considering the vectorized CFR amplitude as described in Section 4.2.2 and in Section 4.3,
this �rst study considers the localization performance of six di�erent classi�ers that were the
naïve Bayes (NB), the k-nearest neighbors (kNN), the support vector machine (SVM), the
decision trees (DT), the random forests (RF) and the multi-layer perceptron (MLP). (See
Appendix D for details about the DT and RF methods.)

For the NB classi�er, we assume the samples of every class follow a Gaussian distribution.
We set the kNN at k = 200 to estimate locations. The SVM employs the radial basis function
kernel trick with a one-versus-rest learning procedure. The DT and the RF exploit the

Figure 6.1 � Localization errors CDF of the standard classi�ers in meters.
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(a) 1 hidden layer.

(b) 2 hidden layers.

(c) 3 hidden layers.

Figure 6.2 � Localization errors CDFs of the MLP in classi�cation and regression in meters.



88 Chapter 6. Deep Learning based Indoor Localization

Gini impurity criterion to optimize the classi�cation [Shalev-Shwartz 2014, Breiman 1984,
Breiman 2001].
The learning of the MLP composed of one hidden layer of 1,024 neurons with reLU activation
function has been stopped when the localization training error at 80% con�dence level is at
1 meter. This value is selected to respect the next generation of mobile networks alliance's
recommendations [NGMN 2015]. If the localization training error at 80% con�dence level is
not reached after 6,000 epochs from the start, the learning procedure stops. This stopping
criterion for the learning task is also a way to prevent against the over�tting and under�tting
problems. The output layer is composed of 108 neurons with softmax activation function.
The loss function is the categorical cross-entropy also known as the negative log likelihood
and the optimizer to adjust the weights connections is the adam algorithm [Kingma 2014].

Figure 6.1 presents the localization errors CDF of the tested standard classi�ers in meters.
Here, the SVM does not work properly even though it handles correctly the outliers. As
shown in the Yanzhao Wang's works [Wang 2018], the RF classi�er performs also globally
good results in the standard testbed and the MLP is better until reaching the 80% con�dence
levels. The neural networks are then good candidates for �ngerprinting localization with the
CFR amplitude.

6.2.2 Neural Networks: Classi�cation or Regression

In Chapter 4, we identi�ed the importance of the labels selection where the localization is
globally the most reliable when a class is composed of all the samples of a training location.
Finer is the spatial representation through the labels selection and lower is the estimation
accuracy of testing locations. However, we wondered about the performance of the MLP if
the labels of the samples are the 2D Cartesian coordinates.

We have thus kept the results in classi�cation for the MLP of the previous study and
we have generated the localization errors CDF in regression. The structural di�erence be-
tween the MLP in classi�cation and in regression is that the regression requires to have an
output layer composed of 2 neurons without activation function. Whereas the categorical

Labels P50% P90% P99% Epochs

Classi�cation 2.31 6.29 10.34 1,669
Regression 3.3 6.24 10.34 6,000

Table 6.1 � Numerical results in meters of MLP with 1 hidden layer.

Labels P50% P90% P99% Epochs

Classi�cation 2.42 6.84 10.7 308
Regression 2.57 6.94 11.65 731

Table 6.2 � Numerical results in meters of MLP with 2 hidden layers.

Labels P50% P90% P99% Epochs

Classi�cation 2.54 6.39 10.11 222
Regression 2.04 6.14 10.87 360

Table 6.3 � Numerical results in meters of MLP with 3 hidden layers.
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cross-entropy is designed for classi�cation, we have used the mean squared error for the loss
function of the regression.
Figure 6.2a shows the localization errors CDF of the MLP in classi�cation and in regression
and Table 6.1 gives di�erent numerical results such as the P50%, P90%, P99% that are respec-
tively the median, 90% and 99% con�dence levels of localization errors calculated with the
testing dataset. It also provides the number of epochs required to stop the learning task. The
CDFs with a MLP of 1 hidden layer shows that the localization with classi�cation is better
than a regression-based localization. However, we can notice the MLP in regression does not
succeed to reach the stopping criterion for the learning task and could raise a problem that
the localization performance are biased by an under�tting.

We have then trained MLPs with 2 and 3 hidden layers to assess the variation of location
estimations with the depth of neural networks. Figure 6.2b and Table 6.2 are respectively the
localization errors CDFs and numerical results with two hidden layers. Figure 6.2c and Ta-
ble 6.3 are respectively the localization errors CDFs and numerical results with three hidden
layers. First of all, adding a second and third layer accelerates drastically the MLPs to reach
the stopping criterion for the learning task. It is then major for the regression-based MLP
to have a multiple layers or many neurons to learn properly the training dataset. Whereas
a classi�cation-based MLP does not take pro�t from the increasing number of hidden layers,
a regression-based MLP improves considerably the localization accuracy and overpasses the
performance based on the classi�cation. Hence, the localization of deep MLPs is more accu-
rate with a regression approach than a classi�cation. This is a relevant and major information
for the design of DL architecture and their applications for the CSI-based �ngerprinting close
to our context.

Figure 6.3 � Variation in meters of P50%, P90%, P99% and the training loss.
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Data: Mtest the de�ned metric to activate the stopping criterion. Nepochs the
number of epochs. P50%, P90% and P99% the median, 90% and 99% con�dence
levels of localization errors calculated with the testing dataset. Ploss the
mean training localization error. Ploss80 the localization training error at 80%
con�dence level. Ncount an incremental counter. Ssave a boolean.

Input: M best
test initially set to 100. C1, C2, C3, C4 the user-de�ned coe�cients. Set

intitial values to Ncount andNepochs. Ssave is false.
while Ncount 6 Nepochs do

Train(DLmodel);
Estimate(P50%, P90%, P99%, Ploss, Ploss80);

Mtest = C1P50%+C2P90%+C3P99%+C4Ploss
C1+C2+C3+C4

;

if Ploss80 6 1 then
if Mtest < M best

test then
SAV E(DLmodel);
M best
test = Mtest;

Ncount = 0;
Ssave = True;

Ncount = Ncount + 1;

if SsaveisFalse then
SAV E(DLmodel);
M best
test = Mtest;

Algorithm 1: Advanced Stopping Criterion for Deep Learning in CSI Fingerprinting

6.2.3 Presentation of the Stopping Criterion

The previous analysis showed the regression based learning task improves with the depth
of neural networks. The proposed stopping criterion for the learning task is active when
the localization training error at 80% con�dence level is around 1 meter. Such a criterion
has been selected to avoid over�tting and under�tting problems by assuming it as a good
performance indicator. Moreover, the set of samples from the testing locations is external
from the training of the MLP-based solution. We decided to exploit as well this dataset as
a validation process. In this way, we optimize the localization performance with the training
and testing datasets in the future developed solutions.

Let consider the MLP with 3 hidden layers and proceed to a learning task for 2,000 epochs.
Figure 6.3 displays the variations of P50%, P90%, P99% that are respectively the median, 90%
and 99% con�dence levels of localization errors calculated with the testing dataset. We added
Ploss that is the mean error with the training dataset. It shows clearly that the previous
stopping criterion does not ensure to �nd the best localization performance of the DL-based
solution. Indeed, a de�nition of a stopping criterion only with the training loss is wobbly
because of a continuous decreasing of the value. A stopping criterion based on the number
of epochs would also be not correct with the variations of P50%, P90% and P99%. We can also
observe a lot of noise at the beginning of the learning task if we consider P50%, P90% and
P99%. P50% has equivalent trends to the train loss but P90% and P99% have di�erent up and
down in their value that are not correlated between them. The lowest values of P90% and
P99% do not correspond to the lowest training loss value. According to these results, a good
stopping criterion must gather the localization with the training and the testing datasets to
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Figure 6.4 � Variations in meters of Ploss, P50%, P90%, P99% and Mtest with 20 generated
models from the 3-layer MLP.

ensure a good generalization of the localization.

To realize this, we can de�ne Mtest which gathers multiple localization performance pa-
rameters as follows:

Mtest =
C1P50% + C2P90% + C3P99% + C4Ploss

C1 + C2 + C3 + C4
(6.1)

where Ploss is the mean training localization error and C1, C2, C3, C4 are user-de�ned coe�-
cients.

Here, a stopping criterion must be de�ned based on the minimization of Mtest during the
learning task and would be active only if no lower value of Mtest was found after a speci�ed
number of epochs. This number of epochs is de�ned as Nepochs. Then, continuing to �nd
lower Mtest is speci�ed according to the variations of the developed solutions but required
to calculate Mtest at each epoch. Another speci�cation is the stop criterion is active only
if the localization training error at 80% con�dence level is under 1 meter. This means that
if this condition is not met after the Nepochs epochs, the learning task is suspended with an
automatic backup of the last state of the DL architecture. Algorithm 1 presents the stopping
criterion used for developing our solution.

6.2.4 Advanced Selection

The previous section proposes the new stopping criterion for the learning task of a neural
network. However, the convergence of neural networks may vary as per the weights initial-
ization, the batch process of the training dataset and other implemented processing such as
the dropout layers or a regularization parameter.

Figure 6.4 shows the results of Mtest and its parameters for 20 generated models based
on the 3-layer MLP. Here, only the weights initialization, the batch process of the training
dataset were random in the learning task. This �gure illustrates clearly an infrastructure
can have di�erent �nal performances i.e. di�erent minimal values of Mtest, then the heuristic
stop criterion forces the developers to train an architecture several time. This procedure is
also major for comparing two di�erent architectures where our decision can be biased in an
single training shot. In our future studies, we have decided to learn several time the same
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XXXXXXXXXXXMetrics
Model

MLP LSTM DBN CNN DAE

Mtest 4.21 4.17 30.35 4.03 4.88

Ploss 0.62 0.45 1.94 0.17 3.29

Table 6.4 � Mtest and Ploss with the deep learning architectures (in meters).

architecture where the saved model corresponds to the one providing the median of Mtest

from all the generated models.

6.2.5 Selection of the deep learning architecture

This last section deals with the selection of the DL architecture considering the CFR
amplitude as described in Section 4.2.2. The 3-layer MLP of the previous parts in regression
is now compared to a convolutional neural network (CNN), a deep belief network (DBN), a
long-short term memory (LSTM) and a deep autoencoder (DAE) as presented in Section 3.4.3
where the reLU activation function is selected for all the architectures. The advanced selection
and the stopping criterion are exploited in this analysis where (C1, C2, C3, C4) = (1, 1, 1, 1)
and Nepochs = 1, 024. The input data in Section 4.2.2 is vectorized for all the architectures
except for the 2D-CNN which keeps the initial input data shape from Section 4.2.2.

The CNN is composed of 3 convolution layers with 256 convolution kernels of size (3, 3)
mixed with maxpooling of size (2, 2). The deep LSTM has 3 layers with 256 cells per layer
where the last one provided a feature vector before regression. The DBN with 3 restricted
Boltzmann machine (RBM) layers (1024 neurons per layer) has a pre-training of 100 epochs
where the output layer is directly connected to the last RBM layer. The DAE with 3 layers
(1024, 512 and 128 neurons for the �rst, second and code layers respectively) proceeds at �rst
to an unsupervised learning of the data for 2,048 epochs (the training loss does not evolve
after this number of epochs). After the learning task of DAE, the code layer is fully-connected
to a layer equivalent to the output layer of supervised solutions. This new MLP is trained
with the same procedure than the other architectures.

Table 6.4 presents the obtained Mtest and Ploss for the DL architectures. The DBN
architecture stopped the learning afterNepochs. This architecture su�ers from the pre-training
step where the resulting weights con�guration does not allow to estimate the testing locations
equivalent to an over�tting. At the opposite, the DAE did not succeed to �t the data with
the speci�ed condition of the learning task. We have an under�tting visible by a high Ploss
but a correct value of Mtest. Then, in the DAE case, it is required to have a large Nepochs to
ensure a better learning. A second option is to have multiple hidden layers between the code
layer and the output layer (providing the 2D Cartesian coordinates). The MLP, LSTM and
CNN architectures perform results with similar magnitudes of localization accuracy. Despite
of the slight di�erences, the next sections focus on the development of our DL solutions based
on the CNN architecture. LSTM is also a promising architecture and must be considered as
perspectives of development.
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6.3 Design of a CNN-based Indoor Localization

The results in Section 6.2.5 showed a good accuracy with a CNN but its parameters have
been randomly selected without an understanding of the architecture. Then, the following
section focuses on the design, the tuning and the study of a CNN-based solution. It begins
in the elaboration of CNN based on the CFR amplitude (as exploited in the two previous
chapters) and then, a second architecture is proposed with normalized CFR amplitude and
phase with an advanced processing scheme to have a solution compliant with the mMTC
context.

6.3.1 A Convolutional Layer

In the development of a CNN-based solution in this section, a convolutional (CONV) layer
is often composed of multiple steps such as the convolution operation or the subsampling. The
CNN has been introduced In our solution, the CONV layer is composed of four distinct steps
that are a zero-padding, a convolution operation with an activation function, a max-pooling
and a dropout. Let H ∈ RR×S×T as presented in Equation 2.15.

First of all, the zero-padding step is an arti�cial processing to extend the input tensor
size by adding zero elements at di�erent dimensions before the convolution operation. In
2D CNN, the zero-padding adds zeros in the �rst two dimensions of the tensor H. Then, if
(Z1, Z2) are respectively the number of added zeros in the �rst two dimensions, the resulting

tensor is Hpad = (hpadr,s,t) ∈ R(R+Z1)×(S+Z2)×T .

The next step is the convolution operation that consists in de�ning the number and size of
convolutional kernels, and the strides i.e. how to slide the convolutional kernel along the �rst
two dimensions of the input tensor. Mathematically, let K be the number of convolutional
kernels, Wk = (wku1,u2,t) ∈ RU1×U2×T the k-th convolutional kernel where (U1, U2) ∈ N2 is
the size of all convolutional kernels, and (a1, a2) ∈ N2 the strides of convolutional kernels
respectively along the �rst and second dimension, then the output of convolutional operation
can be written as follows:

hconvrc,sc,k =
T∑
t=1

U1∑
u1=1

U2∑
u2=1

wku1,u2,th
pad
a1βc+u1,a2ωc+u2,t

(6.2)

with βc = rc − 1 and ωc = sc − 1, and where rc ∈ [1, 2, . . . , Rconv], sc ∈ [1, 2, . . . , Sconv],
k ∈ [1, 2, . . . ,K], Rconv = floor(R+Z1−U1

a1
) + 1 and Sconv = floor(S+Z2−U2

a2
) + 1.

Hence, the convolution operation builds a new tensorHconv = (hconvrc,sc,k
) ∈ RRconv×Sconv×K .

This tensor is then processed by an activation function that results in the new tensor
Hconv.act = (hconv.actrc,sc,k

) ∈ RTconv×Sconv×K

Then, the subsampling step is applied on this tensor. For instance, it can be a max-
pooling that extracts the highest value in a window sliding with strides along the dimensions
of Hconv.act. Mathematically, let (V1, V2) ∈ N2 be the size of the max-pooling window and
(b1, b2) ∈ N2 the strides of max-pooling window, an output of the max-pooling step can be
written as follows:

houtputrmp,smp,k
=

V1
max
v1=1

V2
max
v2=1

(hconv.actb1βmp+v1,b1ωmp+v2,k) (6.3)
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with k ∈ [1, 2, . . . ,K], βpm = rmp − 1 and ωpm = smp − 1 and where rmp ∈ [1, 2, . . . , Rmaxp],

smp ∈ [1, 2, . . . , Smaxp], Tmaxp = floor( (Tconv−V1)b1
) + 1 and Smaxp = floor( (Sconv−V2)b2

) + 1.

Finally, the resulting tensor is processed by a dropout where a random part of the tensor
elements is set to zero. In neural networks, a dropout is an e�cient way to regularize the
learning task i.e. to avoid a possible over�tting of the training database as presented in
Section 3.2.2.1.

The CONV layer is repeated according to the user speci�cations. In many existing solu-
tions from image or natural language processing, the major speci�cation is to reach a speci�c
data structure before applying the full-connected layers. In our works, we have kept such
a requirement i.e. the resulting tensor from the last CONV layer must have the �rst two
dimensions equal to 1. In this way, the resulting tensor is a features vector that depends on
the number of kernels at the last CONV layer. This requirement eases the building of the
CNN solution while conserving a high degree of freedom in the tuning of hyper-parameters.

6.3.2 DelFin: Deep Learning Fingerprinting with CFR Amplitude

In the �rst investigation, we have designed DelFin, a CNN-based indoor localization
according to the CFR amplitude. Its conception [Berruet 2018] required a time-consuming
parameters tuning to reach the best architecture. After that, we have compared DelFin to
other solutions from the state-of-the-art. Here, we have set C1 = 0.75, C2 = 1, C3 = 0.25 and

High-level Layer Sub-layers Parameters

Input H ∈ RR×S×T
ZeroPadding2D (Z1,Z2)1=(2,2)

Conv2D K1=32, (U1, U2)1=(3,3), (a1, a2)1=(1,1)
CONV #1 act='sELU'

MaxPooling2D (V1, V2)1=(2,4), (b1, b2)1=(2,4)
Dropout 25%

ZeroPadding2D (Z1,Z2)2=(2,2)
Conv2D K2=32, (U1, U2)2=(3,3), (a1, a2)2=(1,1)

CONV #2 act='sELU'
MaxPooling2D (V1, V2)2=(2,4), (b1, b2)2=(2,4)

Dropout 25%

ZeroPadding2D (Z1,Z2)3=(2,2)
Conv2D K3=32, (U1, U2)3=(3,3), (a1, a2)3=(1,1)

CONV #3 act='sELU'
MaxPooling2D (V1, V2)3=(2,2), (b1, b2)3=(2,2)

Dropout 25%

FC #1 Dense N1=64, act1='sigmoid'
Dropout 50%

FC #2 Dense N2=64, act2='sigmoid'
Dropout 50%

Output Dense Nout=2, actout=Identity

Table 6.5 � DelFin architecture.
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C4 = 1 for Mtest, Nepochs = 4(KT +NT ) where KT = K1 +K2 +K3 and NT = N1 +N2 and
the number of learning task for one model was equal to 10.

6.3.2.1 Prior parameters tuning

The tuning of CNN architecture is extremely harsh considering the variety of hyperpa-
rameters i.e. the user-de�ned parameters. However, it is major because the analysis can be
biased by a lack of parameters tuning. To do this, we have �rst kept the Adam algorithm
and the mean squared error for the back-propagation based weights correction. To lighten
the studies and according to the CNN applications in image processing, the selected activa-
tion functions were sELU in CONV layers and sigmoid in fully-connected (FC) layers that
have been connected straight forward the generation of the features vector by the last CONV
layer. Then, there were three CONV layers to extract the features vector and two hidden FC
layers. In CONV layer, we also set di�erent parameters that are in bold in Table 6.5 that
represents the raw parametrization of DelFin. The following studies show how the advanced
stopping criterion de�ned in Section 6.2.3 helped the parameters tuning. To ease these, we
only considered architectures where the number and size of convolutional layers and the num-
ber of neurons were respectively the same among CONV and FC layers i.e. K1=K2=K3=K,
(U1, U2)1=(U1, U2)2=(U1, U2)3=(U1, U2) and N1=N2=N .

Number of neurons in FC layers

In this �rst stage, the number of neurons in the �rst two FC layers varied with K=32 and
(U1, U2)=(3,3). Table 6.6 gathers P50%, P90%, P99%, Ploss andM results in meter for di�erent
con�gurations. The last column corresponds to the required time to �nd the optimal solution
of DelFin architecture.

N P50% P90% P99% Ploss Mtest Time

32 1.97 4.18 7.35 1.44 2.98 1:36:04

64 1.91 4.13 5.83 1.02 2.68 1:40:45

128 1.58 4.20 6.19 0.91 2.61 2:32:15

256 1.42 4.63 6.19 0.79 2.68 2:06:59

512 1.42 3.97 7.29 0.75 2.53 1:33:31

Table 6.6 � Variations of FC neurons with K = 32 and (U1, U2) = (3, 3).
P50%, P90%, P99%, Ploss and Mtest in meters.

N P50% P90% P99% Ploss Mtest

128 1.57 4.94 7.70 0.40 2.81

256 1.33 4.65 7.79 0.26 2.62

512 1.45 4.48 7.29 0.25 2.54

1024 1.55 4.36 7.21 0.14 2.5

2048 1.60 4.55 7.50 0.16 2.59

Table 6.7 � Variations of FC neurons with K = 128 and (U1, U2) = (3, 3).
P50%, P90%, P99%, Ploss and Mtest in meters.
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K P50% P90% P99% Ploss Mtest

32 1.42 3.97 7.29 0.75 2.53

64 1.32 4.48 7.88 0.36 2.60

128 1.45 4.48 7.29 0.25 2.54

256 1.76 4.26 7.40 0.20 2.54

Table 6.8 � Variations of K in CONV layers with N = 1, 024 and (U1, U2) = (3, 3).
P50%, P90%, P99%, Ploss and Mtest in meters.

(U1, U2) P50% P90% P99% Ploss Mtest

(3,3) 1.55 4.36 7.21 0.14 2.5

(5,5) 1.83 4.8 7.56 0.08 2.7

(7,7) 1.58 4.95 7.77 0.1 2.57

Table 6.9 � Variations of squared convolutional kernel size with N = 1, 024 and K = 128.
P50%, P90%, P99%, Ploss and Mtest in meters.

First of all, Table 6.6 shows that the training time required to optimize DelFin architecture
with our criterion does not have a particular trend. We can notice when the number of neurons
increases in FC layers, the mean error Ploss and the median error P50% decrease. This means
that the number of neurons in FC layers is essential to learn e�ciently the training dataset
with a good median generalization of our localization issue.

To put forward this, Table 6.7 gathers P50%, P90%, P99%, Ploss and M results in meters
for K=128 and (U1, U2)=(3,3). The results con�rm the �rst observation. However, P50%

remains stable when N increases. The localization accuracy can only be improved with a
reconsideration of CONV layers parameters. The mean error on training dataset reaches a
limit when the number of neurons is above 1,024 per FC layer.

While some statistics are varying and make di�cult the parameters tuning, Mtest is a
good parameter to realize this �rst tuning procedure and to determine the best architecture
according to the user speci�cations about the precision in median or at 90% con�dence level.

Number of Convolutional Kernels

The number of neurons in FC layers has been set to 1,024 and the size of convolutional
kernels was (U1, U2)=(3,3). Table 6.8 presents the results of P50%, P90%, P99%, Ploss and M
in meters with di�erent CONV layers. We can observe that the number of kernels in CONV
layers is also a parameter to �t well the training dataset but does not particularly in�uence
the estimation accuracy of testing locations.

Size of Convolutional Kernels

In this point, the �rst two dimensions of convolutional kernels vary in all CONV layers
by keeping K=128 and N=1024. Table 6.9 summarizes P50%, P90%, P99%, Ploss and M of
di�erent tested con�gurations.

The size of convolutional kernels does not in�uence the training error but may a�ect
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(U1, U2) P50% P90% P99% Ploss Mtest

(3,3) 1.55 4.36 7.21 0.14 2.5

(3,7) 1.55 4.39 7.33 0.15 2.51

(7,3) 1.39 4.29 7.45 0.12 2.44

Table 6.10 � Variations of rectangular convolutional kernel size with N = 1, 024 and K = 128.
P50%, P90%, P99%, Ploss and Mtest in meters.

slightly the performances on testing data where (U1, U2)=(3,3) provides the most accurate
estimations. The analysis is pushed with non-squared convolutional kernels in Table 6.10
according to our previous results. We can observe that when the convolutional kernels have
an identical or larger �rst dimension than the second one, the estimation based on the testing
dataset is slightly improved by DelFin. Furthermore, we can consider the mean training error
is independent on this parameter. This last analysis about DelFin con�gurations allows us
to select the best number and size of convolutional kernels with the best number of neurons
in FC layers for further comparisons.

Now, DelFin is completely con�gured with these analyses where (U1, U2)=(7,3), K=128
and N=1024. DelFin is thus ready to be compared with existing �ngerprinting solutions
based on the CFR amplitude and to be assessed in multiple cases.

6.3.2.2 Localization Performance Analysis

Mean Error per Testing Location

Figure 6.5 � Mean localization error per testing location (green arrow) in meters plotted in
the experiment area (DelFin). Yellow star is the gateway.
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Figure 6.6 � Localization errors CDFs of DelFin and the three other methods in meters.

Before evaluating DelFin against other solutions, we have dedicated an analysis of the mean
error per testing location. The mean error per testing location is major for knowing which
locations contribute to the deterioration of the localization performance. Figure 6.5 plots
in green arrows the mean localization error per testing location. This mean localization is
estimated from all the samples collected at each location that is 80 samples per location in
the DE scenario. It shows at �rst the locations that are quite distant from the gateway are
accurately estimated to the real Cartesian coordinates. However, in the apartment, the mean
error per testing location is quite heterogeneous even if the testing location is surrounded or
not by training locations. Hence, the goal of our future development is to ensure a better
robustness to outliers so that the variance of the length of green arrows is close to zero. In
other words, we aimed a second solution to have an indoor localization that provide the same
accuracy whatever the location of the sample.

Performance of DelFin

DelFin is set-up and ready to be compared against other solutions that could correspond
to the mMTC context. Here, we have selected three solutions that are originally designed
with the CFR amplitude. The �rst solution is the FIFS method, one of the �rst CSI-based
�ngerprinting localization. The second method is a heuristic 2-layer MLP trained with our
stopping criterion as explained in Section 6.2.3. The last one is the KECA method with NB
classi�er that provided the best location estimations in Chapter 5.

Figure 6.6 presents the localization errors CDFs of the four tested methods in meters.
The results show that DelFin outperforms the other methods where P50% is decreased by
41%, 42% and 50% compared with MLP, FIFS and KECA, respectively. In the management
of extreme errors, DelFin decreases P90% by 10%, 20% and 41% compared with KECA, MLP
and FIFS, respectively. This comparison shows that DL structure is e�cient for �ngerprint-
ing approach. However, 10% of samples have a localization error above 4 meters which is
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(a) TMG-H1. (b) Localization errors CDFs in TMG-H1.

(c) TMG-Path.
(d) Localization errors CDFs in TMG-Path.
DelFin2 with (U1, U2) = (3, 3)

Figure 6.7 � Localization errors CDFs of DelFin and other methods in meters.

important compared to the covered area.

Nonetheless, we pushed forward the analysis of DelFin using two other TMGs to not be
biased by the initial TMG. Figure 6.7a displays the TMG-H1 distribution as presented in
Chapter 5 and Figure 6.7c proposes a TMG that is equivalent to a passive data collection with
embedded sensors (TMG-Path). Then, the localization performance of the tested methods
and DelFin are presented in Figure 6.7b and Figure 6.7d.

Figure 6.7b shows that DelFin still outperforms the other tested methods in this dis-
tribution of training locations but with a slight increase of localization errors. This result
allows to fasten the deployment of �ngerprinting solutions based on an on-the-ground data
collection by selecting a spatial distribution such as TMG-H1. In Figure 6.7d, the current
DelFin architecture does not perform the best results. Then, we have modi�ed the convolu-
tional kernels size according to (U1, U2)=(3,3) and we plot the new solution with the name
"Del�n2". The slight modi�cation helps DelFin to perform better than all the other tested
methods. It shows that a DL architecture with the CFR amplitude is extremely sensible to
the TMGs. Moreover, exploiting the CFR amplitude without normalization does not strictly
respect the ambient connectivity because the performance could �uctuate with another trans-
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mission power at the testing locations. Finally, this �rst section does not include the CFR
phase as presented in Chapter 2.

6.3.3 E-Loc: Enhanced Localization with CFR amplitude and phase

Learning from the CFR amplitude is sensible to the power transmission diversity of tar-
get devices. Furthermore, the DL architectures have a higher learning performance with
normalized data. The previous solution did not exploit the CFR phase that could improve
the accuracy of location estimations. Unfortunately, this part of the CFR data requires a
processing to handle the synchronization issues between the transmitter and the receiver.
In the performance assessment of DelFin, we observed the extreme values were not well-
handled by the solution. In our second solution, E-Loc [Berruet 2019a] the user-de�ned
coe�cients of Mtest are now C1 = 0.75, C2 = 1, C3 = 0.5 and C4 = 0.5 forcing the DL archi-
tecture to manage correctly outliers and to provide a good accuracy. The learning task keeps
the stopping criterion and the advanced selection. We have Nepochs = 1, 024 to reduce the
search of the optimal solution compared to DelFin where Nepochs = 4(KT +NT ). This value
of Nepochs has been satisfying in the learning task of E-Loc. Finally, the number of learning
task for one model is equal to 10.

6.3.3.1 The E-Loc CFR processing

Di�erent transmission powers of target devices deteriorate also the accuracy of CSI and
RSS based localization systems. In �ngerprinting, this occurs when the transmission power
of training data collection di�ers from the power in use (the transmission power at the testing
locations). This is more true with a perspective of deployment with the ambient connectivity.
In the Wi-Fi communications, the transmission power can be modi�ed according to the
modulation order (see Chapter 2) that is used for the data transmission. Another disturbance
is the phenomenon linked to the radiating pattern (i.e. how the electromagnetic wave is
emitted from the antenna element). There exists a variety of antenna elements into the
market and each target device will have its own antenna element. The orientation (vertical,
horizontal, etc.) of the target device could also a�ect the path loss component into the
CFR amplitude. Another drawback by keeping the path loss into the CFR amplitude is the
multipath fading at some locations that could deteriorate the estimation of the transmitted

(a) The CFR phase between [−π, π]. (b) The unwrapped CFR phase.

Figure 6.8 � Unwrap anomalies in the noise values of the receiver in SE scenario.
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Data: R, S and T the number of receiving antenna elements, subcarriers and
transmitting antenna elements. F the Frobenius norm. < and = the real and
imaginary part of a complex value.

Input: H the CFR complex tensor.
Output: H |.|, H< and H= three real 3D tensors.
for t ∈ [1, . . . , T ] do

for s ∈ [1, . . . , S] do
loop = 1;
for i ∈ [1, . . . , R− 1] do

for j ∈ [i+ 1, . . . , R] do

h
|.|
loop,s,t ←−

|hi,s,t|
|hj,s,t| ;

h<loop,s,t ←− <(ej(∠hi,s,t−∠hj,s,t));

h=loop,s,t ←− =(ej(∠hi,s,t−∠hj,s,t));
loop+ = 1;

h
|.|
:,:,t, h

<
:,:,t, h

=
:,:,t ←− F(h

|.|
:,:,t),F(h<:,:,t),F(h=:,:,t)

Algorithm 2: CSI Processing

power. Finally, the mMTC slice foresees the integration of battery saving mode that reduces
the transmission power for a long interval of time. All the variables are fully uncontrollable
from the network and more speci�cally in a deployment based on the ambient connectivity.

Alongside of this, the phase of CSI data may show di�erences because of phase and timing
o�sets between communicating wireless systems for every spatial stream. These di�erences
are mainly caused by the non-synchronization between the target device and the gateway.
The CSI phase may be written as follows [Berruet 2019a]:

∠hr,s,t = ∠ĥr,s,t − 2π
ks
S
δs + β + Zr,s,t (6.4)

where ĥr,s,t, ks, δs, β and Z denote respectively the true CSI phase, the subcarrier index, the
timing o�set, the phase o�set and the thermal noise.

The diversity of transmission power can be easily removed by a sample-by-sample data
normalization. This sets the path loss in the CFR amplitude to 0 dB. However, removing the
timing and phase o�sets called the phase sanitization is more complex. PhaseFi [Wang 2016]
and SpotFi [Kotaru 2015] proposes in their system to unwrap the CFR phase and to remove
δs and β base on a linear regression. However, this approach works if the RSS is not close to
the noise values. Figure 6.8 illustrates this with two samples from the same location in SE
scenario.

Another method is to compute the phase di�erence between the antenna elements of the
receiver as presented in BiLoc [Wang 2017a] and in beamforming solutions. This one removes
the inconvenience of unwrap-based methods but it reduces the dimensionality of the CFR
phase (R = 7) and thus, it requires two independent branches to process the CFR amplitude
and phase in CNN-based solutions.

Hence, this section presents a new solution to realize the CFR processing recently studied
in [Zeng ]. Algorithm 2 proposes to make the CFR amplitude division and CFR phase
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Figure 6.9 � Localization errors CDF with di�erent input data tensors.

Figure 6.10 � Final architecture with the new CFR tensor called E-Loc. The input tesnsor
shape is (28,56,3) and the outputs are the cartesian coordinates. For CONV and FC layers,
the number of kernels/neurons is speci�ed in parenthesis. K is the kernel size, W is the
window size of MPOOL layers and S the stride.

di�erence in two-by-two comparisons between a reference receiving antenna element and
other receiving ones. This comparison is equivalent to do an element-wise division with the
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complex values. Assuming an invariant orientation and height of the gateway during the
whole data collection in the experiment area, the amplitude division removes the unknown
transmitted power of hardware and the phase di�erence results in a new value without δs
and β. This operation is close to existing solutions but has the advantage to provide also an
enriched structure where the resulting tensors are H |.|, H< and H=. The Frobenius norm is
also applied to ease the learning procedure and the resulting tensors have been concatenated
for forming H input, the input tensor of the DL architecture of shape (28, 56, 3).

To verify if this new data tensor was e�cient, we have trained a 3-layer MLP in three
distinct data tensors: a tensor with only the normalized CFR Amplitude (NormAmp), a
tensor mixing the normalized CFR amplitude with the two-by-two di�erence of CFR phases
(NormAmpAngle) as suggested in the BiLoc solution and a tensor (elocdata) built from Al-
gorithm 2. Figure 6.9 represents the localization errors CDFs in meters. The localization
with NormAmpAngle results in low performances because of the additional features from
the CFR phase di�erences. The highlighted solution performs the best location estimations.
This highlights the new tensor data provides relevant information and does not disturb the
learning task despite of the increase of features in the input tensor.

6.3.3.2 New CNN architecture

The new CNN Architecture called E-Loc must consider the new input tensor format
and the new data information quality provided by the application of Algorithm 2. After
a deep architecture improvement as performed in Section 6.3.2.1 and to ease the reading,
Figure 6.10 shows the �nal architecture of E-Loc that introduces the inception model (IM)
[Lecun 1998, Simonyan 2014]. This solution is very e�ective in the construction of DL archi-
tecture. Deeper is the architecture, slower is the training because of the exponential growth
of the number of parameters. This requires large training dataset and heavy computation
powers. Furthermore, a very deep approach increases the risk of over�tting that penalizes

Figure 6.11 � Mean localization error per testing location (green arrow) in meters plotted in
the experiment area (E-Loc). Yellow star is the gateway.
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XXXXXXXXXXXInfo.
Solution

DelFin DNNFi DeepFi BiLoc CSI-MIMO E-Loc

Amplitude Yes Yes Yes Yes Yes Yes

Phase No No No Yes Yes Yes

Phase Correction Ø Ø Ø Yes Yes Yes

Path Loss Removal No Yes Yes Yes Yes Yes

Normalized Phase Ø Ø Ø Yes Yes Yes

Multi Samples No No No No Yes No

Table 6.11 � Selection and processing of the input data of the tested methods according to
the references.

�ngerprinting localization. To deal with it, the IM consists in building a layer with multiple
branches where each branch has its own design composed of CONV and MPOOL layers.
Then, the resulting tensors of each branch are concatenated along the last axis. In E-Loc,
the basic IM architecture is slightly di�erent from the model in image processing applications
to �t well with the indoor localization. Finally, we conserve DelFin conditions such as the
features vector at the end of CONV layers, the sELU activation function in CONV layers
and sigmoid activation function in FC layers. However, E-Loc only have one FC layer to
fasten the learning task with a better performance for handling the extreme values, a major
drawback in DelFin.

6.3.3.3 Performance of E-Loc

Mean Error per Testing Location

Figure 6.11 plots in green arrows the mean localization error per testing location. Com-
pared to DelFin, the extreme values brought per some testing locations are reduced but some
testing locations have a higher localization mean error. Hence, the performance in mean of
E-Loc is comparable with DelFin which used the CFR amplitude (including the path loss). E-
Loc manages more properly the extreme values with a higher compliance to the mMTC slice
where the diversity of transmission power and the synchronization issues are then considered
thanks to Algorithm 2.

Comparisons to existing solutions

In this section, we assess E-Loc against �ve other DL methods: DelFin [Berruet 2018], DNNFi
[Wu 2018], DeepFi [Wang 2017b], BiLoc [Wang 2017a] and CSI-MIMO [Chapre 2014] (for
Biloc, DeepFi and CSI-MIMO, see Appendix D for further details about the methods).

Table 6.11 resumes the selected input CFR data and the data processing in each solution
from the published paper. CSI-MIMO needs multiple samples in the last step of the CSI
processing as proposed in the paper. This step was to have a better robustness to a dynamic
channel but can be ignored in this analysis which allows to have a localization of CSI-MIMO
with a single sample. From Table 6.11, DelFin does not initially perform a path loss removal
with a Frobenius normalization on the CFR amplitude. To have DelFin corresponding to the
mMTC slice, we have added this data processing to this model.
Otherwise, all the other solutions provide a CFR data processing to have a location estimation
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(a) Initial TMG.
(b) Localization errors CDFs in me-
ters.

(c) P50%, P90%, P99% in
meters.

(d) TMG-H1.
(e) Localization errors CDFs in me-
ters.

(f) P50%, P90%, P99% in
meters.

(g) TMG-Path.
(h) Localization errors CDFs in me-
ters.

(i) P50%, P90%, P99% in
meters.

(j) TMG-Cluster.
(k) Localization errors CDFs in me-
ters.

(l) P50%, P90%, P99% in
meters.

Figure 6.12 � Performance of localization solutions in multiple spatial distributions of training
locations.
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of a target device with only one data sample by removing the path loss, the timing and phase
o�sets as in E-Loc. In the following comparisons, DNNFi is modi�ed from the original
proposal. It is composed of 3 RBMs of 1,024, 512 and 256 neurons with a pre-training of
100 epochs and a �ne-tuning phase that respects the stopping criterion in Algorithm 1. The
DeepFi and BiLoc build a DAE-DBN for each training location and these methods are based
on unsupervised learning. Both are modi�ed in the analyses . Then, their DBN is composed
of 3 RBMs of 1,024, 512 and 256 neurons with a pre-training of 100 epochs but a �ne-tuning
of 50 epochs being enough to reconstruct the input data.

E-Loc and the other methods have been trained and tested as per four TMGs: the initial
TMG, the TMG-H1, the TMG-Path used in Del�n and the TMG-Cluster. The TMG-Cluster
is a sparse distribution of small training locations clusters composed of 32 training locations as
sketched in Figure 6.12j. The clusters are manually chosen to cover completely and uniformly
the area. A cluster is composed of 2 training locations to have a rich-enough representation
of CSI data per region.

In the initial TMG, E-Loc performs the best results with a median localization error of
1.41 meters, and P90% and P99% of 3.06 meters and 4.81 meters respectively. E-Loc decreases
P50% by 64% and P90% by 38.7% compared to DelFin, the second best solution. Almost 99%
of testing dataset is localized with a localization error less than 5 meters that highlights a
good robustness of the solution in this case. BiLoc provides the worst results with a median
localization error of 4.99 meters. In this experiment, the DBNs provide a coarse localization
compared to CNNs. This phenomenon is mainly caused by the lack of samples per training
location compared to the number of samples used in BiLoc, DNNFi and DeepFi. Hence, the
DBN-based solutions over�t quickly the data during the pre-training session.
The new training dataset in the TMG-H1 deteriorates slightly the performance of E-Loc
where its indicators increase approximatively by 5 to 10%. DelFin has a slight degradation
of P50% whereas CSI-MIMO decreases P50% by 12.4%. Here, the median localization error
with DBN-based solutions are not a�ected by the new distributions. This second experi-
mentation shows the initial training location distribution may be divided to reduce the time
of data collection i.e. the network occupation and human interventions without impinging
the localization accuracy. This implies to store a smaller database that reduces energy costs
and cloud storage infrastructure. E-Loc has still estimated 99% of the testing dataset with a
localization error less than 5 meters.
In the distribution of TMG-Path, E-Loc performs equivalent localization while CSI-MIMO
gets some di�culties compared to TLHalf . DelFin and DBN-based solutions decreases glob-
ally the median localization error P50%. This last distribution of training locations highlights
E-Loc is also really e�cient where CSI data has been collected with SLAM approaches.
A distribution such as TMG-Cluster decreases P50% of BiLoc or E-Loc compared to the �rst
spatial distribution of training locations. In another hand, DNNFi and DelFin has a lower
median localization error in non-dense distributions of training locations. However, all the
solutions except for CSI-MIMO lose some robustness to extreme values where P90% is de-
creased until 40% for DelFin. Nevertheless, E-Loc keeps at least 99% of the testing dataset
around 5 meters of localization errors as in Figure 6.12i.

In this study, E-Loc achieved a good performance in TMG-Path and TMG-Cluster. These
results are crucial for providing fast and low-cost deployment for mMTC solutions in ambient
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connectivity. Furthermore, 99% of testing dataset with E-Loc are estimated with a localiza-
tion error around 5 meters in all the spatial distributions of training locations what is really
promising in this limiting context.

6.4 Synthesis

The chapter starts with preliminary studies that highlight the localization performance
of standard classi�ers, the choice between regression or classi�cation, the presentation of a
new stopping criterion for the learning task, an advanced selection and the selection of a DL
architecture for further studies.
The analysis of standard classi�ers provides an insight about the e�ciency of support vector
machines, naive Bayes, k-nearest neighbor, multi-layer perceptron, decision trees and random
forest classi�ers. As the multi-layer perceptron proves to be e�cient and �exible to make a
better performance, the second step is to select a MLP that would provide a classi�cation or a
regression. When the MLP is deep, a localization by regression i.e. with Cartesian coordinates
is more interesting. However, we observed the learning task required to have a newly de�ned
stopping criterion. This is based on Mtest, a metric that gathers the training loss and the
localization performance as per the samples from testing locations. Multiple learning with the
same architecture show a consequent variance of Mtest used in the stopping criterion. Then,
we decided to be as fair as possible for the further comparisons to make multiple learning task
by the same architecture. Then, the median of Mtest of multiple generations of one model
is determined to know which model could be used for further analyses. Finally, di�erent DL
solutions are assessed where the CNN architecture has the best performance depending on
the Mtest value.

After studying the learning task in neural networks and selecting the CNN architecture,
the following section describes the design of a CNN-based solution.
Hence, the solution DelFin learning the localization from the CFR amplitude is presented
with a prior study about the parameters tuning such as the number of neurons in the fully-
connected layers. After designing the full architecture of DelFin, the study shows the mean
error per testing location to assess more precisely how were distributed the localization errors.
It reveals the localization errors are globally equivalent for all the samples collected from a
testing location. It compares also this new architecture to some existing solutions based on
the CFR amplitude such as a KECA method mixed a NB classi�er, the FIFS method and a
classic 2-layer MLP. DelFin outperforms the other tested methods with a reduction by 41%
of P50% compared to FIFS. These methods were evaluated in other TMGs.
The CSI data is a complex data tensor where each element can be expressed with an amplitude
and a phase. The next part of the design of a CNN-based solution for CSI-based �ngerprinting
is to integrate the CFR phase, to ensure a reliable system to the diversity of target devices
and to adapt the DelFin architecture. Here, we suggest an unique and new scheme to process
the CFR amplitude and phase to be fully-compliant to the mMTC slice compared to DelFin.
This scheme makes an element-wise division of complex value of an antenna element with
another one. This helps E-Loc to have a data robust to the synchronization issues or the
diversity of power between the database and real-life usage. A little analysis shows the
learning is better with the resulting tensor than other existing options. Then, we propose
E-Loc which integrates the power of inception models, a speci�c deep architecture into its
structure to estimate locations with the CFR amplitude and phase. E-Loc is tested in four
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distinct TMGs and proves its dominance compared to DelFin, BiLoc, DeepFi, DNNFi and
CSI-MIMO. For instance, E-Loc decreases by 64% of P50% compared to DelFin and remains
globally under 5 meters of localization errors at 99% con�dence level.



Chapter 7

Further Studies

This chapter proposes to push further the analysis of E-Loc to deal with the OFDM access
scheme as proposed in the incoming Wi-Fi and LTE-M technologies. The �rst section presents
the E-Loc capacity in a multi-channel learning i.e. how to ensure a reliable localization when
the radio channel for the test phase di�ers from the the one during the learning. This is
recurrent in Wi-Fi communications where the target device will use speci�c channels according
to data link quality. This section shows also the reliability of E-Loc to the multi-bandwidth
learning i.e. the reliability of E-Loc (as unique learning architecture) to estimate locations
of devices that have di�erent bandwidths. This is major for location-based services that want
to provide the best localization accuracy according to the received bandwidth. The second
section highlights a new area and testbed for an outdoor-to-indoor localization. This consists
in having an outdoor gateway that must estimate locations in a building. E-Loc is evaluated
in this condition.
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PPPPPPPPPTrain
Test

CH1 CH2 CH3 CH4 CH5 CH6 CH7 CH8

CH1 2.84 2.59 2.77 2.84 2.86 3.12 3.17 3.15

CH2 2.87 2.6 2.53 2.81 2.95 3.08 3.23 2.85

CH3 2.91 2.77 2.58 2.82 2.83 3.33 2.94 3.12

CH4 3.07 2.76 2.68 2.59 2.72 3.02 2.99 2.88

CH5 3.01 2.8 2.73 2.28 2.51 2.78 2.7 2.88

CH6 2.89 2.84 2.61 2.72 2.54 2.6 2.7 2.71

CH7 2.85 2.78 2.58 2.64 2.63 2.69 2.5 2.55

CH8 3.25 2.98 2.56 2.91 2.59 2.78 2.76 2.88

Mean 2.96 2.77 2.63 2.7 2.7 2.93 2.87 2.88

Table 7.1 � One channel for training with Mtest stop criterion. Value of Mtest in DE scenario
in meters.

7.1 E�ects of Wi-Fi Radio Parameters on E-Loc solution

E-Loc is a CNN based solution developed to provide an accurate localization indoors. The
test performance and the design is performed in a speci�c context and a data communication
con�guration i.e. designed to estimate locations for Wi-Fi technology in 20 MHz and with 8
antenna elements at the gateway. In a Wi-Fi communication, a device can change its current
radio channel according to network congestion and radio interferences. Considering OFDMA-
based communications, a gateway may be allocated a di�erent sub-band for the target device
from the ones used for training E-Loc. We have then decided to assess the performance of
E-Loc as per this technology speci�cation.

7.1.1 Multi-channel learning

In this analysis, the SE and SA data collection scenarios are used for training locations
for the training dataset and the DE scenario of testing locations for the testing dataset. To
create multiple 20 MHz radio channels, we had to consider back the original data collection
as presented in Chapter 4 in Section 4.1.1. Indeed, the data is initially collected in 250 MHz
bandwidth with a subcarriers frequency spacing around 122.07 kHz. From these data, we
have kept 160 MHz with 366.21 MHz for the subcarriers frequency spacing to be faithful with
Wi-Fi communications. Then, we divided it into 8 Wi-Fi sub-channels of 20 MHz bandwidth
to coincide with the authorized input data by E-Loc. Here, the advanced selection in the
learning task of E-Loc is ignored to fasten the processing where one learning task can last
multiple days. The user-de�ned coe�cients of Mtest is C1 = 0.75, C2 = 1, C3 = 0.5 and
C4 = 0.5 and the learning task uses the stopping criterion where Nepochs = 1, 024.

7.1.1.1 Performance by learning one channel

First of all, we have considered for the training dataset only one 20 MHz channel in the
learning task of E-Loc. We have also calculated Mtest for all the channels but only the Mtest

of the selected channel has been exploited for the stop criterion.
Table 7.1 gathers the Mtest values calculated for all the possible channels for the testing
dataset. If the system is able to select the channel to train and the channel for the real-
time location estimation, the channel 4 is the best for training associated with the channel
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PPPPPPPPPTrain
Test

CH1 CH2 CH3 CH4 CH5 CH6 CH7 CH8

CH1 2.82 2.45 2.61 2.94 2.86 2.98 3.1 3.19

CH2 2.92 2.78 2.55 2.84 2.93 2.93 3.4 2.89

CH3 2.72 2.88 2.51 2.78 2.73 3.3 2.97 3.09

CH4 2.95 2.67 2.51 2.59 2.61 3.14 2.93 2.86

CH5 2.93 2.83 2.68 2.44 2.51 2.79 2.65 3.03

CH6 2.93 2.92 2.47 2.54 2.55 2.62 2.67 2.6

CH7 2.92 2.87 2.56 2.65 2.56 2.63 2.62 2.68

CH8 3.24 2.97 2.59 2.93 2.69 2.67 2.84 2.83

Mean 2.93 2.80 2.56 2.71 2.68 2.88 2.9 2.9

Table 7.2 � One channel for training with average Mtest stop criterion. Value of Mtest in DE
scenario in meters.

PPPPPPPPPTrain
Test

CH1 CH2 CH3 CH4 CH5 CH6 CH7 CH8

Mavg
test 2.9 2.81 2.14 2.4 2.47 2.54 2.66 2.77

Table 7.3 � All the channels for training with average Mtest stop criterion. Value of Mtest

calculated in DE scenario in meters.

PPPPPPPPPTrain
Test

CH1 CH2 CH3 CH4 CH5 CH6 CH7 CH8

Mavg
test 2.76 2.52 3.01 2.74 2.87 2.91 3.15 2.76

Table 7.4 � All the channels for training with average Mtest stop criterion. Value of Mtest in
SA scenario in meters.

5 for the test phase. The learned channel is then not the best for the estimation of testing
locations. If we assume the localization system does not know the channel for the learning
task, the channel 3 is the a�ordable channel to execute the location estimations related to
the last row of the table. Indeed, the table shows the channels at the center of the selected
160 MHz bandwidth provide more accurate results than selecting a bandwidth at the edge of
the original bandwidth.

We pushed this analysis by keeping only one channel for the learning task but the Mtest

of all the channels have been used for the stop criterion. To do this, we have calculated the
Mtest in each 20 MHz channel and we have computed the average of the channel as follows:

Mavg
test =

8∑
i=1

M i
test (7.1)

Where M i
test is the Mtest of the i-th 20 MHz channel in the 160 MHz samples of testing

locations. Table 7.2 shows the performance among the di�erent channels do not vary a lot
compared to the previous way to calculate Mtest.
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P50% P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

CH1 1.03 0.81 0.65 2.04 2.71 1.14 2.44 0.81 1.52 3.75

CH2 1.03 0.81 0.42 3.31 1.58 1.34 2.72 0.61 1.23 3.64

CH3 0.75 0.81 0.71 1.77 1.02 1.46 2.11 0.7 0.59 1.97

CH4 1.42 1.22 1.01 1.96 1.41 1.01 2.04 0.41 0.93 1.48

CH5 0.74 0.83 0.5 3.2 2.2 1.15 2.61 0.42 1.28 1.4

CH6 1.16 1.36 0.77 2.75 1.39 1.19 2.74 0.46 1.18 2.64

CH7 0.73 1.72 0.68 1.62 1.91 0.99 2.3 0.53 1.24 2.2

CH8 2.13 1.58 0.86 3.49 1.16 0.98 3.58 0.42 1.6 2.18

Table 7.5 � Value of P50% for 10 of the 14 testing locations in meters.

P90% P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

CH1 2.05 1.98 1.19 3.65 4.14 2.19 3.88 1.96 2.88 5.27

CH2 1.7 1.66 0.94 4.76 3.19 2.64 4.53 2.02 1.9 4.82

CH3 1.69 1.73 1.24 3.38 2.55 2.44 3.03 1.64 1.07 3.27

CH4 2.5 1.97 1.44 4.34 3.56 2.32 3.28 0.84 1.47 2.19

CH5 1.1 1.5 0.97 4.61 3.41 2.29 4.45 0.99 2.04 1.8

CH6 2.22 2.32 1.13 4.54 2.89 2.81 4.08 0.9 3.12 3.3

CH7 1.64 2.65 1.2 3.68 3.13 2.25 3.84 0.78 3.11 3.09

CH8 3.47 2.54 1.43 5.05 2.26 2.25 4.78 0.68 2.03 2.91

Table 7.6 � Value of P90% for 10 of the 14 testing locations in meters.

7.1.1.2 Performance with all the channels

Now, E-Loc learns all the channels andMtest is calculated for all the 20 MHz channels and
the Mtest is calculated as in Equation 7.1. The results are in Table 7.3. First of all, learning
all the channels ensures to have a good localization performance in all the possible channels
where the channel 3 provides the lowest errors where the Mavg

test is around 2.14 meters. This
attractiveness to a higher performance with the channel 3 exists but not expected because,
according to the de�nition of the multipath propagation, this di�erence should not exist and
it is probably linked to the selected locations for the validation phase of E-Loc. To mitigate
this, we have changed the data collection scenario of the testing samples to SA scenario. If
this assumption is valid, then we should have globally the same result. Table 7.4 presents
the results where the channel 3 is not the best for localization. This proves no WI-Fi radio
channel is globally better than the other one for the whole area.

However, the last table did not show that a channel at a location could be better than the
others. For instance, some research for the speci�cation of the OFDMA scheme highlighted
the gateway must determine the best channel to communicate with the target device to opti-
mize the data rate [Giovanidis 2007, Bankov 2018]. Then, we have gathered the performance
in DE scenario for each channel for 10 of the 14 testing location as presented in Table 7.5
and 7.6. To do this, we have gathered the localization errors of all the samples for each
testing location and we have calculated P50% and P90% for each channel. It shows clearly
that the selection of a channel can have its in�uence. For instance, the testing point "P10"
has a P90% of 5.27 meters in the channel 1 and P90% of 1.8 meters in the channel 4. We
can also observe that the best channel is di�erent from one testing location to another one
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Training mode P50% P90% P99% Mtest

E-Loc20 1.36 3.29 4.93 2.45

E-Loc4∗5 1.97 4.56 6.58 3.50

E-Loc20+4∗5 1.43 3.25 5.17 2.53

Table 7.7 � Testing on 20 MHz Bandwidth. Values in meters.

Training mode P50% P90% P99% Mtest

E-Loc20 4.16 7.07 8.01 5.84

E-Loc4∗5 1.57 3.64 5.96 2.86

E-Loc20+4∗5 1.48 3.75 5.70 2.81

Table 7.8 � Testing on 5 MHz Bandwidth. Values in meters.

where "P10" prefers the channel 5 or "P9" is better in the channel 3 according to the P90%

values. By selecting the lowest P50% and P90% of each testing location, it is possible to reach
a mean of 1.03 and 1.81 meters respectively. Finally, we can also see some di�erences for
�nding the best channel according to the selected metric such as the "P1" is better with the
channel 7 by considering P50% but is better with the channel 5 by considering P90%. We can
also see by selecting P90% could ensure to have a correct P50% and inversely. As it is better
to handle properly the extreme localization errors, a system could only �nd the best local
channels considering P90% or higher.

7.1.2 Multi-bandwidth learning

The previous study explored the performance of E-Loc according to the multi-channel
learning. This phenomenon is recurrent in Wi-Fi and LTE-M technologies but it is possible
to have the need to provide localization for multiple bandwidths. For instance, the 802.11ax
Wi-Fi standard proposes to have communication with a bandwidth varying from 2 MHz to
160 MHz. This approach has been explored in RSS-�ngerprinting to enhance the localization
[Chen 2018]. As E-Loc has been designed for 20 MHz bandwidth, we have considered the
case where E-Loc must also provide a location estimation with 5 MHz bandwidth.

To do this, we have exploited the SE and SA data collection scenario for the learning
task and the DE scenario for the testing dataset. We have considered back the input data
in Chapter 4 in Section 4.2.2. Then, we have generated new datasets from the 20 MHz
bandwidth where each new dataset is composed of subcarriers to build input data equivalent
to a 5 MHz bandwidth. As E-Loc can only consider input data of 20 MHz bandwidth, the
subcarriers which are not in the 5 MHz bandwidth are set to 0. For instance, if we keep
from 1 to 14 subcarrier indexes to build a band of 5 MHz, then the subcarriers from 15 to
56 indexes are set to zero. This allows to keep the same architecture of E-Loc as presented
in Chapter 6 and E-Loc is also able to learn di�erent bandwidths. We have trained one
E-Loc with the 20 MHz bandwidth (E-Loc20), a second E-Loc with all the datasets of 5 MHz
bandwidth (E-Loc4∗5) and one E-Loc with all the possible bandwidths (E-Loc20+4∗5). Here,
the advanced selection is ignored to fasten the processing where one learning task can last
multiple days. The user-de�ned coe�cients of Mtest are C1 = 0.75, C2 = 1, C3 = 0.5 and
C4 = 0.5 and the learning task keeps the stopping criterion where Nepochs = 1, 024.
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Training mode P50% P90% P99% Mtest

E-Loc20 3.36 4.71 5.95 4.23

E-Loc4∗5 1.62 3.97 6.61 3.18

E-Loc20+4∗5 1.44 3.53 5.20 2.63

Table 7.9 � Testing on 10 MHz Bandwidth. Values in meters.

Training mode P50% P90% P99% Mtest

E-Loc20 4.33 7.69 9.31 6.34

E-Loc4∗5 5.48 9.34 10.4 7.53

E-Loc20+4∗5 5.02 9.15 9.83 7.12

Table 7.10 � Testing with 366.21 kHz CFROFDMA. Values in meters.

Training mode P50% P90% P99% Mtest

E-Loc20 4.16 7.07 8.01 5.84

E-Loc4∗5 1.57 3.64 5.96 2.86

E-Loc20+4∗5 1.48 3.75 5.7 2.81

Table 7.11 � Testing with the 5 MHz continuous band (14 to 28 subcarriers indexes) of
CFROFDMA. Values in meters.

In Table 7.7, we have provided the obtained results for E-Loc20, E-Loc4∗5 and E-Loc20+4∗5
with a testing dataset of 20 MHz. As expected, E-Loc20 has the best localization in this case
followed by E-Loc20+4∗5. Nevertheless, E-Loc4∗5 is behind the other solutions. This result
shows if a system collects data with a bandwidth of 5 MHz at the training locations in
di�erent channels, the solution must learn the 20 MHz bandwidth with a reconstructed data
in a pre-processing scheme. We realized the inverse study where 5 MHz of bandwidth is
kept for the samples of the testing dataset and the selected subcarriers are the same used
for training E-Loc4∗5 and E-Loc20+4∗5. Table 7.8 presents the obtained results for E-Loc20,
E-Loc4∗5 and E-Loc20+4∗5 with a testing dataset of 5 MHz bandwidth. The expectation
are con�rmed where E-Loc4∗5 and E-Loc20+4∗5 performs the best results. However, E-Loc20
gets a poor accuracy. This proves learning the largest bandwidth does not imply a good
accuracy of lower bandwidth in E-Loc. We acquired also other results in Table 7.9 where 10
MHz of bandwidth is kept for the samples of the testing dataset and the selected subcarriers
combined the ones from two 5 MHz bandwidth. E-Loc20 still gets a poor accuracy that
proves its dependence to the bandwidth of CFR data. E-Loc4∗5 has a slight degradation of
its performance compared to a testing dataset with 5 MHz bandwidth. However, E-Loc20+4∗5
has an accuracy of location estimations equivalent to the other cases.
This last result shows that it is necessary to learn all the possible exploited bandwidth that
a target device could use for the data communication but it is possible to learn the largest
bandwidth and the narrowest bandwidth to reach satisfying results with the intermediary
bandwidth. E-Loc20+4∗5 is then the good solution to handle a multi-bandwidth learning.
We extended the analysis to a last case where the subcarriers are selected according to the
OFDMA scheme that are proposed in the 802.11ax Wi-Fi standards. However, this standard
proposes to transmit data with a minimal sub-band of 2 MHz. As E-Loc considers 20 MHz
bandwidth, we considered a worst scenario where a hypothetical standard is able to have a
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sub-bands of 366.21 kHz i.e. a subcarrier without neighbors. This allows us to visualize a
scenario where there are missing subcarriers in the CFR data. For instance, we have picked
from the input data composed of 56 subcarriers the following indexes: (1, 2, 3, 4, 6, 10, 12,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 39, 40, 41, 42, 48, 54, 55). We called
this new input data, CFROFDMA. In this list, we kept all the subcarriers from 14 to 28
indexes to have a continuous 5 MHz bandwidth. Table 7.10 shows clearly that no solution
performs properly in this situation but Table 7.11 highlights that, if a processing scheme
enables to only select the subcarriers from the 14 to 28 indexes, E-Loc20+4∗5 can �nd back a
good accuracy.

Hence, a CNN-based localization must ensure to not have a lot of missing subcarriers that
could deteriorate the localization performance. As the Wi-Fi 802.11ax standard integrates
the OFDMA scheme (it is also true for recent LTE communications), it is then necessary in
this case to have a known bandwidth or a continuous range of subcarriers in the known band-
widths. This requires to modify slightly the existing OFDMA protocol [Wi-Fi Alliance 2019]
or to adapt the localization solution to this technical speci�cation.

(a) Area and gateway location.

(b) Testbed in the building with training (blue) and testing (red) dots.

Figure 7.1 � Localization area, gateway location, training and testing locations.
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(a) The circular array. (b) The truck. (c) The supervisory o�ce.

Figure 7.2 � The second channel sounder for the data collection.

7.2 Applications to the LTE-M Technology

This section extends the application of E-Loc with an outdoor gateway. This is typically
a common situation with the LTE communications. In indoor localization, this technology
could be exploited in areas where the Wi-Fi is missing. Speci�cally, we have been related
to the LTE-M technology as per its complementary to the mMTC slice. The �rst section
highlights the area, the testbed, the equipment and some data processing. The second section
presents the localization performance of E-Loc and other solutions in this context. The last
section pushes forward the study with an evaluation of ML techniques to mitigate outdoor
locations from indoor locations.

7.2.1 Presentation of the Experiment

The new area is the Orange Labs building at Belfort. Figure 7.1a shows the localization
area in a black rectangle and the position of the gateway in cyan. The distance between the
area and the gateway is around 235 meters. The outdoor propagation medium is composed
of a lake, trees, cars and surrounding buildings. The indoor environment is composed of
di�erent kind of walls, furniture, doors, desks, active electronic equipment and windows.

As in the previous testbed, the communication is also between an unique transmitter
(the target device) and an unique receiver (the anchor gateway). Figure 7.1b provides in the
experiment area, the training locations in blue and the testing locations in red. This area
encapsulates the "Labobox" used for the indoor-to-indoor localization. The mean distance
between training locations is around 3 meters which is longer than the previous testbed. The
TMG is more chaotic because of the presence of furniture and present employees but covers
as most as possible the area. There is 108 indoor training locations and 55 indoor testing
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locations. We consider back the three scenarios of CSI data collection as presented in the
Chapter 4.

The previous channel sounder has been changed by a new one [Conrat 2019] that is
able to collect more robust CSI measurements without systematic data collection failures
of the previous acquisition card. Furthermore, this new equipment consumes drastically
less energy than the previous one which allows long range data acquisition with a mobile
transmitter and a mobile receiver. Finally, the mobile transmitter and receiver did not
require an interconnection system because each one has its own processing unit and embedded
batteries. We mounted the antenna elements (circular array geometry, see Figure 7.2a) of the
gateway (the transmitter) at the top of a truck as presented in Figure 7.2b. A supervisory
o�ce has been installed in the truck that monitored the CSI data collection (see Figure 7.2c).
The receiver composed of an unique antenna element has been mounted on a carriage with
the processing unit to be able to record CSI data at all the de�ned locations. As the further
studies concern the LTE-M communications, the signal has been transmitted at 868 MHz
with a bandwidth of 7.32 MHz with a subcarrier spacing of 244.1 kHz i.e. 30 subcarriers.
The selected central frequency placed the transmission in Orange's licensed bands to avoid
procedures for transmission authorizations. However, the system interfered with the Orange's
LoRa network that is transmitting on the site. The consequence is a sudden peak on the
CFR amplitude and phase. This can be corrected as in the Chapter 4 but we notice this
peak occurred always for the same subcarriers. Hence, we remove this peak considering these
subcarriers and the neighbor values for the correction. Finally, 50 samples have been collected
in the SE and SA scenarios where each lasted 20 seconds and 100 samples in the DE scenarios
for 20 seconds.

7.2.2 Outdoor-to-indoor localization in LTE-M

Here, the CFR tensor data has been changed because of the di�erent number of subcarriers
and thus, we needed to verify the performance of E-Loc and other existing solutions. In the
standard speci�cation, the LTE-M technology ensures communications in 1.4 MHz bandwidth
and possibly in 5 MHz bandwidth (See Appendix B). Then, we propose in this section a
performance evaluation close to LTE-M context with 1.46 MHz, 4.4 MHz and 7.32 MHz
i.e. 6, 18 and 30 subcarriers respectively. Finally, instead of keeping an unique design as
proposed in Section 7.1.2, this analysis shows it is possible to have accurate CNN solutions
with a minimal designing e�ort.

Solution DelFin E-Loc
hhhhhhhhhhhhhhhhhhhhMax-Pooling

Bandwidth (MHz)
1.46 4.4 7.32 1.46 4.4 7.32

Layer1 (2,1) (2,1) (2,2) (2,1) (2,1) (2,2)

Layer2 (2,2) (2,3) (2,3) (2,2) (2,3) (2,2)

Layer3 (2,3) (2,6) (2,5) (7,3) (7,6) (7,5)

Table 7.12 � Size of convolutional kernels modi�ed for di�erent bandwidths.
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(a) 7.32 MHz bandwidth.

(b) 4.4 MHz bandwidth.

(c) 1.46 MHz bandwidth.

Figure 7.3 � Localization errors CDFs of the deep learning architecture in outdoor-to-indoor
localization with 7.32, 4.4 and 1.46 MHz bandwidth in meters.

7.2.2.1 Settings for E-Loc

First of all, as DelFin and E-Loc requires to have a features vector before the fully-
connected layers, we must modify the windows of maxpooling layers to achieve this require-
ment while maintaining identical convolution layers, dropout and zero-padding. Furthermore,
as the number of antenna elements of the anchor gateway is equal to the previous experiment,
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only the second dimension of windows of max-pooling layers would change from the initial
settings. Table 7.12 gathers the di�erent max-pooling modi�cations for each bandwidth at
each layer.

For the learning task, we activate the stopping criterion as proposed in the previous
chapter without the advanced selection because of the time-consuming procedure to learn the
whole database. Nepochs = 256 and the threshold for Ploss80 is equal to 3 meters recalibrated
by the mean spatial space between training locations.

7.2.2.2 Localization Performance of solutions

First of all, we have studied the localization performance of E-Loc, DeepFi, DelFin,
BiLoc, DNNFi and a MLP with a 7.32 MHz bandwidth. Here, MLP considers the resulting
input data tensor of the CFR processing in E-Loc otherwise the CSI pre-processing in other
methods are equivalent as presented in Chapter 6 Section 6.3.3.3. Then, the input data are
clean from path loss, timing and phase o�sets.

Figure 7.3a presents the localization error CDFs of the methods for 7.32 MHz bandwidth.
First of all, the over�tting of DBN-based solutions are still important even though DeepFi
and BiLoc are better than DNNFi in this case. Their location estimations accuracy is then
lower than E-Loc, DelFin or a simple 3-layer MLP.
It is harsh to distinguish the performance gap between the MLP, DelFin and E-Loc. Remov-
ing the advanced selection leads to an uncertainty about the true localization performance
of these architecture. In 7.32 MHz bandwidth, the di�erences are quite large enough to
determine the best solution. E-Loc performs the lowest errors where P50% and P90% are
respectively equal to 5.45 and 12.16 meters. The second best performing solution, the MLP
gets 5.81 and 13.46 meters. E-Loc is then the most accurate solution despite of the di�erence
of performance between solutions are less dominant that it was indoor.

We have then pushed the assessment of the methods with 4.4 and 1.46 MHz bandwidths
represented respectively by Figure 7.3b and Figure 7.3c where 1.4 MHz bandwidth corre-
sponds to the current LTE-M technology. With 4.4 MHz bandwidth, E-Loc keeps the �rst
place with P50% and P90% equal to 6.55 and 13.67 meters. Compared to 7.32 MHz, P50% and
P90% increases by 20.2% and 12.4%. These values are correlated with the variations in Sec-
tion 7.1.2 about the multi-bandwidth learning with the Wi-Fi signals. Here, DelFin is more
distant in extreme values with the MLP and E-Loc solutions that highlights the di�culty
of the learning task with only the CFR amplitude. This proves the used features in E-Loc
is extremely e�cient. However, E-Loc is equivalent to MLP with 1.46 MHz bandwidth that
reveals the convolution layers requires a certain bandwidth to extract relevant features. Here,
E-Loc has P50% and P90% equal to 7.75 and 20 meters that means the values increased by
42.2% and 64.4%. DelFin is here very under�tting because of the lack of useful information
in the input features.

As LTE-M technology operates with 1.46 MHz bandwidths, the LTE-M network has coarse
results to be exploitable for indoor localization. Speci�cally, P90% of E-Loc in LTE-M with a
4.4 MHz bandwidth is equal to 13.67 meters while in Wi-Fi with a 5 MHz bandwidth, P90%

is equal to 3.64 meters (see Table 7.8 in Section 7.1.2). This gap between both technologies
is �rstly induced by the di�erence in spatial spacing of training locations. In the LTE-M



120 Chapter 7. Further Studies

Figure 7.4 � Outdoor locations around the studied are at range of the gateway.

context, there is 3 meters while in Wi-Fi there is around 0.8 meters. Another consequence is
the central frequency where the transmission at 868 MHz is less sensible to the environment
and thus, it can easily penetrate the objects but the signal is more similar from one room to
another one. The multipath fading is also extremely carried by the most powerful paths and
it is possible that the weaker paths in our experiment are severely masked by the dominant
paths.

Hence, outdoor LTE-M network is not very competitive for indoor localization where a
localization with indoor Wi-Fi gateway is more robust and accurate. If the area is covered
by the Wi-Fi technology, then it should be prioritized for indoor localization. Nevertheless,
the LTE-M technology can be used for detecting the outdoor from indoor locations or in
outdoor-to-outdoor localization. This last use case is out of the dissertation's scope.

7.2.3 Outdoor-Indoor Classi�cation

7.2.3.1 Presentation

As the performance of indoor localization are coarse in LTE-M compared to Wi-Fi based
communications, we have decided to analyze if the LTE-M technology could be appropriated
as a relay when the area is not covered by the Wi-Fi or for distinguishing outdoor locations
from indoor locations. To analyze this case and to propose solutions, we have also collected 44
outdoor locations around the studied area such as presented in Figure 7.4. For each outdoor
location, we have kept the data collection scenarios and the same number of samples per
scenario as it was done in the outdoor-to-indoor localization. Finally, all the further analyses
were based on the input CFR data tensor built from the processing scheme of E-Loc (see
Chapter 6).
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hhhhhhhhhhhhhhhhhBeing from
Estimated as

Indoors Outdoors

Indoor location True Positive (TP) False Negative (FN)

Outdoor location False Positive (FP) True Negative (TN)

Table 7.13 � Terminology from the confusion matrix of the binary classi�cation of a sample
collected at a location.

Here, the distinction of outdoor from indoor is equivalent to a classi�cation where one
class is represented by the samples from training indoor locations and the other class by
the samples from training outdoor locations. However, we did not distinguish training from
testing locations outdoors during the data collection. For instance, if we say that we have 30
training outdoor locations, then 14 other outdoor locations are kept for the testing phase. In
this example, the testing dataset for an outdoor-indoor classi�cation would be composed of
all the samples from the 14 outdoor locations and the 55 indoor testing locations as per the
selected data collection scenarios.

Now, we can specify further details about the evaluation of classi�cation of CFR samples
stored in the testing dataset. As there are two classes, we employ a speci�c terminology from
binary classi�cation as presented in Table 7.13. For instance, if a test sample coming from a
indoor location is identi�ed as an indoor localization by the ML technique, then it is a true
positive. From these de�nitions, it is possible to de�ne multiple classi�cation performance
indicators as follows:

• The true positive rate (TPR) indicates the ratio of testing samples from indoor locations
estimated as indoors:

TPR =
TP

TP + FN
(7.2)

• The true negative rate (TNR) indicates the ratio of testing samples from outdoor loca-
tions estimated as outdoors:

TNR =
TN

TN + FP
(7.3)

• The balanced accuracy (BACC) is the average of the two previous ratios:

BACC =
TPR+ TNR

2
(7.4)

• The positive predictive value (PPV) indicates the ratio of all the predictions as indoors
being truly testing samples from indoor locations:

PPV =
TP

TP + FP
(7.5)
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Figure 7.5 � The TPR and TNR, 30 training outdoor locations and from 5 to 70 training
indoor locations at 1.46 MHz bandwidth.

• The F1 score is the harmonic mean of TPR and PPV:

F1 = 2 ∗ TPR ∗ PPV
TPR+ PPV

(7.6)

7.2.3.2 Number of Locations per Class

As it is a binary classi�cation, we have evaluated more precisely the required number of
indoor and outdoor locations. It is major if we want to give advantage to one class or to have
a balance classi�cation between both classes. To do this, we �xed the number of training
outdoor locations to 30 where the 14 others are for the TNR calculation. We have considered
the SE scenario for the training dataset and the DE scenario for the testing dataset. The
testing dataset is then composed of all the samples in the DE scenario from the 14 outdoor
locations and the 55 indoor testing locations. Then, we varied from 5 to 70 the number
of training indoor locations picked from the 108 available ones. We have also respected an
uniform spatial distribution of training indoor and outdoor locations and a bandwidth of 1.46
MHz to remain faithful to the LTE-M technology. The TPR calculation was based on the
testing indoor locations and we have used the NB classi�er.
Figure 7.5 presents the results related to the explained con�gurations. The TNR and TPR
are equivalent if the number of indoor and outdoor locations for the learning task are equal.
Hence, the following studies consider 30 training indoor and outdoor locations picked in order
to have an uniform coverage in their class area.

7.2.3.3 Data Complexity Reduction

After selecting the number of indoor and outdoor locations for the learning phase, we have
decided to analyze the reliability of DCR methods in this case. Here, we have considered
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Figure 7.6 � Values of BACC in training and testing phase, and the F1 score for all the tested
methods.

the SE and SA scenarios for the training dataset composed of samples from the 30 outdoor
locations selected in the previous analysis and the 30 training indoor locations. We have also
picked the samples in the DE scenario from the 14 other outdoor locations and the 55 indoor
testing locations.

We have then selected three UDCR methods : PCA, KPCA, KECA and three super-
vised data complexity reduction (SDCR) methods: supervised principal component analysis
(SPCA), linear discrimimant analysis (LDA) and Fukunaga-Koontz transform (FKT) (See
AppendixD for SDCR methods' details). A SDCR methods integrates the learning task into
the DCR procedure and the consequence is the performance are impinged by the signal space
transformation. In our analysis, the FKT has been slightly modi�ed where a �rst dimension-
ality reduction is done at the �rst transformation. We used the same training and location
estimation steps as presented in Chapter 5 where the location estimation is supported by the
NB classi�er.

We have calculated the BACC with the training and testing datasets and the F1 score
on the testing dataset. Figure 7.6 shows the three ratios for each method. First of all, we
can observe the application of DCR methods improves the learning of the training datasets
expect for the SPCA which has poor results. The SDCR methods such as LDA and FKT
perform the best BACC in training with 91.3% that shows their reliability in this condition.
Furthermore, the BACC with the testing dataset is the highest with the LDA method with
67.5% and closely following by the FKT with 67% while the UDCR methods are below the
BACC value without a DCR method. The supervised learning in the DCR process enables
to keep a good generalized classi�cation. Finally, the LDA gets a lowest F1 score (80.7%)
compared to FKT (90.1%) that means its capacity to estimate indoor locations as indoors is
weaker.

Hence, LDA is suitable to develop a security system where the devices known as outdoors
must be recognized as outdoors to not connect with an indoor localization system. Inversely,
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XXXXXXXXXXXRatios
Methods

NB Khiops kNN DT-GB SVM MLP

BACC 0.670 0.713 0.726 0.706 0.735 0.699

F1 0.902 0.882 0.887 0.869 0.869 0.879

Table 7.14 � Based on FKT, BACC and F1 score values for the six selected classi�ers.

FKT is better in the case where the devices known as indoors must be recognized as indoors
to not connect with an outdoor localization system.

7.2.3.4 Selection of a Better Classi�er

The study of the DCR methods has been realized with the NB classi�er but the perfor-
mances may change for a method according to the ML technique. We have then decided
to select the FKT method and to observe the variation of the BACC and F1 score on the
testing dataset. We have then compared 6 classi�ers that are NB, Khiops solution developed
by Orange [Boullé 2008], kNN, a decision tree with gradient boosting (DT-GB), SVM and
a MLP with one layer (See Appendix D for details). Table 7.14 refers the di�erent value of
BACC and F1 score of the tested methods. Here, we can see all the tested classi�ers have a
higher BACC value than the NB. This means the classi�cation task is better understood by
the methods. However, the reverse of the medal is a lower F1 score value. Hence, a previous
choice with LDA can be replaced by a solution mixing a FKT-based DCR method and SVM
classi�er because of the best BACC value with the lowest F1 score.

7.3 Synthesis

The chapter pushes forward the analyses of E-Loc in the Wi-Fi technology where the
data communicated to the anchor gateway can be processed in a di�erent Wi-Fi channel
from the current one used for the learning task. We have shown E-Loc is robust whatever
the radio channel exploited for the learning task. However, learning all the channels ensures
a good localization over all the channels. Then, we have studied the robustness of E-Loc
against narrower bandwidths than the current one used for the learning task. The results
show E-Loc has the best performance with the known bandwidths. We also provided some
results for the future OFDMA based systems such as being able to select a band that have
been learnt by E-Loc. In other hand, E-Loc must ful�ll the OFDMA scheme by learning all
the possible bandwidths de�ned in the communication standard.

The second part highlights the performance of E-Loc and other existing solutions in an
outdoor-to-indoor localization based on the LTE-M technology. It requires then to make a
new data collection campaign with an outdoor gateway but we keep all the scenarios and
the same number of antenna elements at the gateway and at the target device as in the
Wi-Fi testbed. However, the central transmission frequency, the bandwidth, the number of
subcarriers, the area and the locations changed from the initial experiment. Here, E-Loc
achieves the lowest localization errors with 7.32 and 4.4 MHz bandwidth. The gap vanishes
with 1.46 MHz bandwidth compared to a 3-layer MLP. We show the achieved accuracy with
E-Loc is poor compared to the indoor-to-indoor localization. Considering bandwidth around
5 MHz, the Wi-Fi based solution achieves 3.68 meters for P90% while the LTE-M based one
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is around 13.67 meters. This highlights a global system cannot depend on a unique wireless
network but must combine the existing networks to provide the best quality of services.

Finally, we have then considered the LTE-M technology for a system being able to deter-
mine if a sample is emitted from indoors or outdoors. We have �rst de�ned the best number
of indoor locations to keep for the training dataset compared to a �x number of outdoor lo-
cations. Here, the best solution is to have equivalent number of indoor and outdoor training
locations. In the second time, we determined the most relevant DCR methods where the
SDCR methods provide the best results. At the end, we have determined the best suitable
methods depending on an indoor and outdoor system for secured accesses. For instance,
mixing a FKT-based DCR method and SVM classi�er is a good solution for security systems
which must mitigate outdoor locations from indoors.





Conclusions and perspectives

The main objective of this thesis manuscript is to provide studies of the application of ma-
chine learning techniques and localization solutions of connected devices in the context of
the �fth generation of mobile networks (5G). As this new network covers many use cases,
this work focuses on the reliability and e�ciency of �ngerprinting based localization for the
massive Machine-Type Communication (mMTC). This 5G networks slice deals with di�erent
challenges such as the low-energy and low-cost target devices and the ambient connectivity,
the ability to assume connectivity everywhere and anytime.

At �rst, the wireless technologies are classi�ed according to the network coverage such as
the wide-area networks or the personal area network. Here, we have presented many local-
ization solutions operating with the existing mobile networks, the Wi-Fi and the Bluetooth
while some standards are still unexplored by the location-based services. A vision about
the future development shows precisely the next generation of wireless communications are
mainly oriented towards the deployment of the 5G mobile networks such as the long-term
evolution advanced, machines (LTE-M) technologies or the Wi-Fi network with the 802.11ax
standard. Afterwards, we have de�ned more precisely the 5G network and the concept of
slices which contextualizes many use cases. Considering the mMTC slice because of its tech-
nical and ecological challenges, the conditions are synthesized to understand how to develop
an indoor localization based on the wireless technologies �tting the best with the mMTC
requirements. The Wi-Fi and the LTE-M are the most promising technologies in the PhD
dissertation context.

The knowledge of compliant technologies to the context allows us to focus on the existing
localization approaches. These solutions require data signal information that are mainly the
time of arrival (ToA), the angle of arrival (AoA), the received signal strength (RSS) and
the channel state information (CSI). The exploitation of these data leads to consider the
multilateration, the multiangulation, the angle-distance localization and the �ngerprinting as
the localization approach. The �ngerprinting is then selected because of its compliance to
the mMTC context and its brighten future with the simultaneous localization and mapping
(SLAM) solutions. In the selection of the data signal information, the ToA and AoA are
excluded because ToA requires a synchronization procedure that increases the complexity of
the localization networks. The AoA needs heavy computing power and to know the antenna
elements geometry of the gateway. Moreover, the NLOS conditions disturb drastically the
identi�cation of the direct line path corresponding to the AoA. We have also disregarded the
RSS information that needs multiple gateways. Eliminating the other potential candidates
makes the CSI �tting as much as possible the mMTC slice context. Hence, we brought a new
way to justify the selection of the approach and the signal information for the development
of a localization solution.

After collecting signal information to build the signal map i.e. the database of signal
information, the �ngerprinting approach can either estimate locations with a correlation of
the incoming samples with the database or provide a location with a machine learning (ML)
technique. Nowadays, ML techniques are promising with the recent performance and the



128 Conclusions and perspectives

low-computational resources for the location estimation. Then, we have brie�y presented the
major features and concepts of the machine learning that enables to understand the methods
exploited in the thesis. The presentation of the deterministic and probabilistic location
estimation highlights the possibility to have a localization based on classes of locations or a
ML technique providing directly Cartesian coordinates. This allows to have a good horizon of
the existing proposals from the academic and industrial world from which we have extracted
two major trends to explore: the data complexity reduction and the application of deep
learning (DL) solutions.

The development of the CSI �ngerprinting is then compliant with the mMTC slice condi-
tions speci�cally in use cases such as the smart homes or o�ces. However, the CSI �ngerprint-
ing is severely doomed by the lack of open database despite of the spread of multiple inputs
multiple outputs (MIMO) communications with orthogonal frequency division multiplexing
(OFDM) scheme. Then, we have methodically realized a data collection in a replenished
5-room apartment with a Wi-Fi oriented communications. The collection of CSI data is not
natively possible with mobile phones. We have then performed our data collections with a
channel sounder which can collect the channel frequency response (CFR). This equipment
is composed of a unique MIMO receiver with eight antenna elements and a unique MIMO
transmitter with four antenna elements. The central frequency has been set to 5.2 GHz with
a bandwidth of 250 MHz and a subcarriers spacing of 122.07 kHz. The new database is
rigorously built according to di�erent data collection scenarios, a precise and speci�c training
mesh grid (TMG) i.e. the spatial con�guration of training locations and arbitrary locations
for testing the solutions. The whole area was covered by the unique MIMO receiver con-
sidered as the MIMO anchor gateway an unique gateway. We also considered one antenna
element for the transmitter set at all the locations for simulating a low-cost and low-energy
device. To explore Wi-Fi-based �ngerprinting localization, we have limited the bandwidth
to 20 MHz composed of 56 subcarriers spaced by 366.21 kHz. Afterwards, preliminary stud-
ies considered the data collection scenarios, the number of antenna elements at the MIMO
gateway or even the labels selection i.e. how to create classes from the collected data. We
found that a new data collection scenario called the spatial averaging (SA) scenario provides
equivalent results to a data collection scenario in a dynamic environment. This is a major
improvement for the crowd sourcing based data collection or with technical teams collecting
data at night because this scenario reduces drastically the deployment e�orts. We also proved
the impact of labels selection where �ner is the representation, better are the accuracy of the
localization solution. These results have been submitted in major revision to the Elsevier
Journal of Network and Computer Applications (JNCA).

From the collected data, we have studied the CSI data that is a complex and high-
dimensionality data rendering harsh the learning task of ML techniques. We have then as-
sessed di�erent unsupervised data complexity reduction (UDCR) methods to ease the learning
task of a naïve Bayes (NB) classi�er from the CFR amplitude. In this study, the tested meth-
ods are the principal component analysis (PCA), the independent component analysis (ICA),
the factor analysis (FA), the kernel principal component analysis (KPCA) and the kernel en-
tropy component analysis (KECA). The objective of the analysis is to ensure the validity of
a comparison of naïve Bayes (NB) methods for indoor localization. We have applied these
methods to all the data collection scenarios for the training and testing datasets considering
four di�erent numbers of the antenna elements of the gateway. We pushed the number of
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results to �ve other TMGs extracted from the initial TMG. To be able to determine the best
UDCR methods, we have de�ned a novel multi-score assessment that encapsulates all the
results into �ve metrics for each tested TMG. Finally, we proved with a good con�dence that
the KECA method is the best UDCR method to ease learning task of ML techniques. These
results have been added to the publication submitted in the Elsevier Journal of Network and
Computer Applications (JNCA).

Valuable information and a new assessment method have been brought but the revealed
localization performance with UDCR methods were coarse. To handle this, we have �rst
explored other supervised ML techniques where the random forest and the multi-layer per-
ceptron (MLP) revealed to be e�cient classi�ers where the MLP performed the best results.
Afterwards, we proposes three distinct studies from the study of the learning task of the MLP
to a reliable and accurate DL based solution, E-Loc which is compliant with the mMTC con-
ditions. A �rst major result is to prove the accuracy of a neural network increased with the
depth of its structure if the labels are Cartesian coordinates instead of a class number. It
put forward the advantages of DL architecture for CSI �ngerprinting for indoor localization.
We have also shown the learning task of DL solutions requires to de�ne a new and unique
stop criterion mixing the training loss, the location estimations with the testing dataset and
other parameters such as a number of learning epochs. The stop criterion must be reinforced
by an advanced selection to avoid biases in the assessment of methods in the future studies.
All these requirements allow a �rst study of di�erent DL solutions where a solution based
on the convolutional neural network (CNN) performs the best learning and testing perfor-
mance. Hence, we have proposed a �rst solution, DelFin that considers the CFR amplitude.
DelFin improves the localization compared to existing CFR amplitude based solutions or a
solution based on KECA. We have modi�ed DelFin to build a second solution, E-Loc. This
new architecture learns CFR data input tensors which are free from the path loss, timing
and phase o�sets. We have then elaborated a new CFR data processing scheme which han-
dles the power diversity of target devices and synchronization issues. E-Loc decreases by at
least 50% the localization errors compared to the state-of-the-art. DelFin and E-Loc have
been published and presented in the international indoor positioning and indoor navigation
conference (IPIN) in 2018 and 2019 respectively.

E-Loc have been designed as per speci�c bandwidth and channel and in the case where
the gateway is indoors. We have then pushed the study of E-Loc to multi-channel and
multi-bandwidth learning. We have shown there is globally no best channel for localiza-
tion. However, each testing location has a preferred channel to perform the localization.
This phenomenon has been studied in the orthogonal frequency division multiplexing access
(OFDMA) scheme for the data rate where some solutions have been released for the future
communication standards. From the multi-bandwidth learning, we put forward it is also
mandatory to force the OFDMA scheme to have subcarriers of a bandwidth learnt by E-Loc
where all the residual subcarriers must be removed for the location estimation. Otherwise,
another option is to know in advance all the possible bandwidths supported by the standard
and to design the data collection according to this condition for training well E-Loc. Other-
wise, we think the system must determine the missing subcarriers by interpolation methods
to build a continuous bandwidth. Finally, we have investigated a situation with an outdoor
gateway based on the LTE-M technology. E-Loc performs the best results for 4.4 and 7.32
MHz bandwidth but the solution is as e�cient as a 3-layer MLP with a 1.4 MHz bandwidth,
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the current bandwidth of the LTE-M technology. Furthermore, the median localization error
is around 7.75 meters while E-Loc with an indoor gateway provides a maximal localization
error around 5 meters. As the LTE-M based indoor localization is not accurate, we have
investigated the usefulness of this network to determine if a sample have been emitted from
indoors or outdoors. With a Fukunaga-Koontz transform fused with a support vector ma-
chine method, we realized the best location estimations where the balanced accuracy and F1
score are around 73.5% and 86.9% in our experiment.

Our works lead to eight major contributions about the data collection, the localization
speci�cations and the development of solutions.

Principal contributions

A fresh insight - The thesis brights a new insight about the speci�cations of future indoor
localization. Here, we precisely identify the conditions and the requirements of localization
solutions for the mMTC context such as a location estimation with a unique transmitted
signal to save the battery, a high tolerance to the transmitted power diversity and the syn-
chronization of target devices, a single localization gateway with an unknown location and
a reliable accuracy in the indoor area. This allows to identify Wi-Fi and LTE-M as core
technologies, the CSI �ngerprinting and the ML techniques for the indoor localization in the
mMTC context.

Very detailed CSI databases - The study of the developed methods was possible thanks
to a methodological data collection into two di�erent areas for indoor-to-indoor and outdoor-
to-indoor localization. These works provide detailed databases for future researchers and
developers in the CSI �ngerprinting based on the Wi-Fi and LTE-M technologies.

A novel data collection and labels study - Precisely, these database propose di�erent
data collection scenarios where the SA scenario was for the time introduced in �ngerprinting
to lighten the data collection of the training dataset. The consequence is the training dataset
does not need to be collected in a dynamic environment where people are not moving around
the transmitters and could deteriorate the data collection. We also gave a unique study about
the labels selection for classi�ers where �ner is the labels representation, better will be the
global localization of the future system.

A robust method for localization assessment - In our works, the assessment of UDCR
methods have been possible thanks to the de�nition of multiple scores for a global performance
assessment. In this way, future solutions could generalize their localization as per multiple
data collection scenarios, multiple data communication con�gurations and multiple training
mesh grids TMGs. Hence, we identi�ed KECA was a reliable solution to reduce the data
complexity.

Unique deep learning evaluation - We have identi�ed that DL architecture present very
powerful if the labels are Cartesian coordinates instead of class number. We also de�ned a new
and unique stop criterion with a novel metric and other parameters that helped us to analyze
the performance of di�erent models generated from the same architecture. This contributes
to de�ne an advanced selection method for the DL solutions for indoor localization.
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An innovative solution for mMTC-oriented indoor communications - The studies
led to the development of an innovative solution, E-Loc designed for the indoor localization
of mMTC oriented devices. E-Loc implements a novel algorithm to process the CFR data as-
sociated with a CNN based DL solution that improves considerably the localization accuracy
compared to the existing solutions from the state-of-the-art that stick with the context.

A study for OFDMA-based systems - Standards for Wi-Fi and 5G networks would
support the OFDMA scheme to improve the data rate and other communication features.
Here, a further study of E-Loc brings relevant information for the multi-channel and multi-
bandwidth learning in order to support the OFDMA scheme in the �ngerprinting-based
localization procedure.

New assessments for the LTE-M - Many indoor localization systems have been evaluated
as per an indoor gateway. The PhD dissertation brings new assessments about the e�ciency
of these solutions considering an outdoor LTE-M gateway. Furthermore, we also proposed
a solution to be able to distinguish accurately indoor from outdoor locations to have future
continuous LBS in the mMTC context.

Perspectives and future works

The PhD dissertation proposes multiple analyses of ML techniques in the mMTC context,
the de�nition of di�erent algorithms and assessment methods and a DL based indoor local-
ization solution that surpassed the existing solutions. This opens also multiple perspectives
of development and analyses for future works.

Enhancing E-Loc architecture - A �rst step toward a continued solution is to evaluate
the performance of E-Loc with the ensemble learning and to de�ne rules that enable an
improvement of its accuracy. E-Loc has been proposed in this work with a supervised learning
strategy where the labels are the Cartesian coordinates i.e. the location of a sample during the
data collection. However, it is also possible to perform the localization according to actions
and rewards as proposed in the reinforcement learning. This requires to de�ne speci�c actions
for all the locations and to create a reward context. E-Loc can also be improved by adding
new CSI data such as proposed in [Guo 2017] and could be studied with the SA scenario as
per a collected database with the support of a SLAM solution or a ray tracing simulator.
Another way of progression is that the transmitter was composed of four antenna elements
and we could use each antenna element to enlarge the database and the information variety
per location into the data. Finally, the performance of E-Loc could be assessed in 3D indoor
localization to have a wider vision of the location estimations or based on a CSI database
collected with a SLAM solution.

Improving the OFDMA compliance - E-Loc is limited to resource blocks/units provided
during the learning task and the localization accuracy is coarse if there are missing subcarriers
in the input data. A perspective could be to make E-Loc more compliant to OFDMA scheme
where the missing subcarriers or resource blocks/units could be interpolated with the known
subcarriers or resource block/units by inferring them with a DL architecture such as proposed
in BERT [Devlin 2019]. This perspective can be extended to the case where antenna elements
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are missing and could improve considerably the robustness and the accuracy of DL based
solutions. A further aspect could be also to push the study about multi-channel learning in
order to see if the best channel in localization is also the best for optimizing the data rate.
As a solution, it could be possible to implement a DL architecture to determine locally the
best channel as per the collected database.

LTE+Wi-Fi+SLAM solution - Our solution and the analyses consider two cases: a
Wi-Fi indoor-to-indoor localization and a LTE-M outdoor-to-indoor localization. The Wi-Fi
is very reliable for indoor localization where LTE-M is coarse. However, a perspective is to
fuse LTE standards with Wi-Fi and SLAM. The data collection could be supported by the
SLAM in indoor and outdoor environment collecting the LTE-M and Wi-Fi signals. Based
on CSI �ngerprinting, the mMTC oriented devices could be localized indoors by the Wi-Fi
gateway or outdoors through the LTE-M signal. The locations of Wi-Fi gateways could be
estimated according to another method that is not restricted by a battery life.

Other deep learning based solutions - In the development of E-Loc, the localization
accuracy is reinforced by the introduction of inception models. It is also possible to ex-
plore other CNN architecture such as the capsule networks [Pechyonkin 2017]. We have also
seen the long-short term memory (LSTM) architectures perform good results but have been
slightly explored in some papers in RSS-based �ngerprinting [Hsieh 2018, Sahar 2018]. The
LSTM is time-consuming and could be very complicated to analyze with the stop criterion of
E-Loc. However, there are other recurrent neural networks such as the gated recurrent unit
that could reduce the execution time of the learning task. The study and the implementation
of such a method could be interesting because of the very large number of applications and
results in the natural language processing that could be transposed to the indoor localization
problem.



Appendix A

Generalities about Radio Waves

Propagation

This appendix presents some generalities about radio waves propagation. The goal is to
give the elementary information to have a global understanding as, for instance, about the
e�ciency of the channel state information (CSI) compared to the received signal strength
(RSS) based solutions.

A.1 Introduction to Radio Waves Propagation

The �rst wireless technologies emerged from the Maxwell� theory about electromagnetic
waves, the conception of the �rst antennas and the processing to modulate the signal. The
design of the existing and future ones still consider these basis and the fundamentals about
the propagation channel such as an indoor environment or a communication in open area.
Here, we will consider the Maxwell� theory is well-known and thus, we will provide only these
fundamentals that impact the selection of a wireless technology and the design of an indoor
localization system.

A.1.1 Free-Space Propagation

The free-space propagation (FSP) is the basic propagation channel where the receiver
collects a unique signal from the transmitter that has propagated as per the direct line path
and without any obstacles. In Figure A.1a, we have represented it where the receiver is in
line-of-sight (LOS)as per the transmitter. A classic way to characterize this channel is to use
the Friis formula as follows:

Pr = PtGrGt(
λ

4πd
)2 (A.1)

Where Pr is the received power in Watts, Pt is the transmission power in Watts, Gr is
the antenna gain of the receiver (Ø), Gt is the antenna gain of the transmitter (Ø), λ is
the wavelength of the electromagnetic wave in meters and d is the distance between both
elements in meters.

This situation is rarely met in urban and indoor areas where the majority of the telecom-
munication activities occurs. In Figure A.1b, we have illustrated this with a undesired signal
that follows a path passing above the roof of a house. The receiver is still in LOS to the
transmitter but the undesired signal interferes with the signal of the direct line path. How-
ever, it does not systematically exclude the FSP model which can be applied to this system
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(a) Free-space propagation.

(b) A second path caused by a building.

Figure A.1 � Propagation from a transmitter to a receiver to characterize a free-space prop-
agation.

Figure A.2 � Position of the building as per the �rst Fresnel ellipsoid.

if we respect the �rst Fresnel ellipsoid condition that is the top of the roof must be outside
of the �rst Fresnel ellipsoid. The radius of the m-th Fresnel ellipsoid can be calculated as
follows:

ρm =
1

2

√
mλd (A.2)

According to Figure A.2 and assumingm = 1, the point S is outside of the Fresnel ellipsoid
and thus, it is possible to characterize the channel with the Friis formula. Nevertheless,
this situation is idyllic and rarely met in urban and indoor areas. It is then necessary to
characterize this phenomenon called the multipath propagation.

A.1.2 Signal Propagation

A path of a signal can be subject to re�ection, di�raction and scattering which lead to a
multipath propagation channel. Furthermore, all the paths could have met objects and thus,
the signal in each path is attenuated.

Re�ection
The re�ection occurs when the signal meets an object that has larger dimensions than the
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wavelength of the signal. Thus, the signal will rebound onto the surface where the angle of
re�ection can be found with the Descartes law (considering a smooth/specular surface). The
walls, the �oor, the roof and the furniture are indoor elements that can create re�ections.

Di�raction
In the re�ection, the major power of the signal is sent in a beam. In the di�raction, the signal
will be re-emitted in many directions and it occurs mainly at the edge of the objects.

Scattering
The scattering happens when the signal meets a rough surface which means the irregularities
are higher than the wavelength. Instead of being re�ected mainly in a direction, it will be
re-emitted in multiple directions.

Refraction and transmission
The transmission coe�cient is applied on a path when the signal goes through an object.
The refraction is a deviation of the signal during its passage into the object.

A.2 Multipath Propagation

The multipath propagation occurs when an electromagnetic wave can propagate as per
di�erent paths to reach the same location. A way to characterize the multipath propagation
is to model it as a linear �lter. Let t the time, τ the propagation delay, x(t) the transmitted
signal, y(t) the received signal, h(τ, t) the channel impulse response (CIR) of the propagation
channel and w(t) the thermal noise, then we have:

y(t) = h(τ, t) ∗ x(t) + w(t) (A.3)

y(t) =

∫ ∞
−∞

h(τ, t)x(t− τ)dτ + w(t) (A.4)

In the time domain, h(t, τ) is mathematically represented as follows:

h(τ, t) =
M∑
k=1

γk(t)e
jφk(t)δ(τ − τk) (A.5)

Where M ,f ,γk,φk and δ(τ − τk) are respectively the number of multipath, the transmission
frequency, the path loss, the phase shift and the time delay of the kth path represented by
a Dirac function. However, this information is often acquired in the frequency domain as
follows:

Y (f) = H(f, t)X(f) +W (f) (A.6)

Where

H(f, t) =

M∑
k=1

γk(t)e
−2jπfτkφk(t) (A.7)

Where Y (f) is the Fourier transform of y(t), X(f) is the Fourier transform of x(t), H(f, t)
is the Fourier transform of h(τ, t) called the channel frequency response (CFR), and W (f) is
the Fourier transform of w(t).
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Figure A.3 � Location of two measurements of the CIR and CFR.

Hence, the characterization of the multipath propagation can be realized with the CIR
and the CFR. In Figure A.3, we have selected a transmitter represented by a yellow star
and two locations of the receiver: the location A in LOS to the transmitter (LOS path) and
the location B in non line-of-sight (NLOS) to the transmitter. We used a channel sounder
[Conrat 2006] where the data acquisition is described Chapter 4 but here is just to provide
a data visualization about the CIR and CFR of each location. we have then plotted in
Figure A.4 the CIR and CFR for the two locations where the central frequency is at 5.2 GHz
and the bandwidth is 250 MHz.

We can see here the impact of the environment according to the frequency in the environ-
ment. This phenomenon can be the results of the composition of objects. It is also possible
that the presence of human can also lead to complementary shadowing and multipath fading.
This impinges the data link i.e. the received power. The selection of the frequency is also
major in the conception of a wireless technology to be suitable for a variety of environments.

The Point A here has a heavy �rst peak i.e. there is probably a dominant direct line path
and thus, the multipath propagation can be characterized as a Rician fading. In another
hand, the point B does not have a dominant �rst peak and thus, it can be characterized as a
Rayleigh fading. This characterization of the locations is a major component for the design
of propagation models and wireless technologies.

The granularity of the information with CIR and CFR is also dependent on the bandwidth.
This is the spatial resolution of the system. In Figure A.5, we have plotted the CIR of point
A with 80 and 250 MHz bandwidth. Undoubtedly, the reduction of the spatial resolution
leads to have less information about the multipath delay and it is then harder to characterize
the propagation channel.

Another phenomenon is the angular resolution that is the capacity of a system to deter-
mine if a path come from one or another direction. This is determined by the number of
antenna elements at a device. Higher is the number of antenna elements, more accurate will
be the determination of the direction of arrival of paths. Chapter 2 gives details about how
to determine these directions.
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(a) Point A CIR. (b) Point A CFR.

(c) Point B CIR. (d) Point B CFR.

Figure A.4 � CIR and CFR of point A and B with a communication at 5.2 GHz and 250
MHz of bandwidth.

(a) 250 MHz bandwidth. (b) 80 MHz bandwidth.

Figure A.5 � CIR of point A with a communication at 5.2 GHz and two di�erent bandwidths.





Appendix B

Speci�cation of Wireless Technologies

Figure B.1 � The technical characteristics of di�erent WLAN and PAN.
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Figure B.2 � The technical characteristics of di�erent LPWAN.



Appendix C

Simultaneous and Localization

Mapping

With the spread of embedded sensors in mobile devices such as smartphones, the inertial navi-
gation emerges to provide fast positioning in GNSS-free environments and are the foundations
of simultaneous localization and mapping (SLAM) in robotics which can be well-performed
by Bayesian inference or dead-reckoning. This part only highlights some inertial navigation
techniques but this approach can be well-integrated with other localization approaches.

C.1 Dead-reckoning

It is the simplest way to perform a SLAM or a tracking and it is the �rst form of lo-
calization. The goal of dead-reckoning is to measure di�erent information with embedded
sensors or measuring devices and to determine positions with some simple state equations.
For instance, this method may be based on the prediction of the current position with the
equation of linear movements such as follows:

x(t) = x(t− 1) + ∆Tv(t) +
∆T 2

2
a(t) (C.1)

Where ∆T is the time di�erence between two records, x(t) is the current position, x(t− 1) is
the previous position and v(t) and a(t) are respectively the speed and the acceleration of the
user equipment. The speed and the acceleration are often measured with an accelerometer.
One practical aspect of the dead-reckoning based system is it only needs to store the previous
position and thus saving battery.

In mobile navigation, it is possible to �nd a large range of devices based on this method.
Huawei in collaboration with the Jiaotong University [Lu 2016] has worked on a hybrid solu-
tion mixing pedestrian dead-reckoning (PDR) with accelerometer and magnetometer, and a
�ngerprinting approach for limiting errors of the PDR method. Hence, the position is calcu-
lated in two ways and then, the mobile user position is estimated with weighting coe�cients.
In this way, the proposal improves the accuracy of classic PDR by 57% with 1.67 meters of
mean error. He Wang et al. [Wang 2012] of the Duke University propose an unsupervised
indoor location estimation system with the dead-reckoning approach. The authors propose
to navigate with the fusion data from a gyroscope, a compass and an accelerometer and the
RSS. However, the inertial navigation is degraded by the growth of the estimation location
error [Woodman 2007]. To handle this, the system is updated with seed landmarks i.e. some
known locations which a�ect speci�cally the embedded sensors. They add some organic
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landmarks which are speci�c RSS values showing the passage from one room to another one.
This is done by clustering the RSS values where each cluster should correspond to a room.
After 2 hours, the average instantaneous location estimation error is approximately equal to
2 meters. This performance is extremely dependent on the number of landmarks.

C.2 Bayesian Inference

The goal of the two �rst methods are to estimate the position thank to a mathematical
modeling of the system and statistics. Let xk is the position we want to predict, xk−1 is the
previous position and wk,vk are the process noise and the measurement noise respectively. A
general equations system can be written as follows:{

xk = f(xk−1, wk)

zk = g(xk, vk)
(C.2)

With zk are the measurements of sensors at instant k. The position at instant k can be well-
predicted by two solutions: the Kalman �lters or particle �lters depending on the linearity
of the equations system.

C.2.1 Kalman �lters for linear dynamical systems

When the modeling leads to a linear equations system, Equation C.2 has the following
form: {

xk = Axk−1 + wk

zk = Bxk + vk
(C.3)

With A and B are state transition matrix and observation matrix respectively.

Kalman �lter has two steps: a prediction step which estimates the position as well as
some parameters and an update step for the next estimation. Parallel to the linearity, two
additional requirements are necessary to perform prediction and update steps: knowledge of
statistical distribution of noise and measurement errors and initial conditions. If the problem
meets the �lter requirements, it is possible to obtain the optimal solution where the gain
of Kalman �lter is minimal. Welsh and Bishop [Welch 1995] provide a precise introduction
about Kalman �lter.

However, when the condition of linearity does not hold, others versions of Kalman �lter
can be implemented such as extended Kalman �lter or unscented Kalman �lter [Julier 1997].
These extensions linearize the equation system from modeling. This transformation deterio-
rates the solution and furthermore, it is possible noises do not follow a Gaussian distribution.

C.2.2 Particle �lters for nonlinear dynamical systems

Nonlinear dynamical systems are useful to consider if the statistical distributions of ran-
dom processes cannot be assumed because of the complexity of the problem. Here, Kalman
�lter meets some limits for an accurate estimation of user position. However, the processes
may still be considered as Markov process and it is possible to use approaches based on the
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Monte-Carlo method. The idea of this �lter is to seed particles for recovering the probability
density function of the position at instant k. This solution is also known as Sequential Monte
Carlo methods.

Let x0,...,k = {xj , j = 0, . . . , k} a set including previously estimated positions and the
unknown position xk and z1,...,k = {zj , j = 1, . . . , k} a set of all the measurements from the
beginning of the tracking to the moment of location estimation. The main goal is to estimate
a posteriori probability density p(x0,...,k | z1,...,k) that is the probability to have the set of
positions according to the set of measurements. However, the particle �lters tend to have
better results in approximating p(xk | z1,...,k). This density can be approximated as follows:

p(xk | z1,...,k) =

NPAR∑
i=1

wikδ(xk − xik) (C.4)

With wik a weight associated to a particle xik, NPAR the number of particles and δ is a Dirac
distribution.

The system generates at �rst NPAR particles in the beginning of the localization with
the same weight. The �rst location is known and enables to provide the �rst modi�cation of
weights with speci�c schemes or other ones to improve the computation time and the e�ciency
of the method. Then, the system will estimate the next position with the knowledge of the
importance-based weights of particles, the marginal probability p(z1,...,k | xk), the probability
p(xk | xk−1), the equations system and other information. Sanjeev Arulampalam et al.
[Arulampalam 2002] provide a tutorial on Particle �lters for Bayesian tracking that explains
in details this technique and its variants.

For SLAM and inertial navigation, particle �lter requires some initial conditions to initiate
the �lter and map of the building or �oors where the navigation has to be performed. The
map is necessary to restraint the domain of the seed of particles. Frédéric Evennou et al.
[Evennou 2005] propose a solution that reduces the particles emission to a speci�c area based
on Voronoï diagram and de�ne p(z1,...,k | xk), p(xk | xk−1) and the law to update the weight
of particles as per their problem of localization. Finally, the work compares a �ngerprinting
method, Kalman �lter and particle �lter in a 35 by 35 m2 building. With this �lter, the
accuracy is improved by 76% and 13% compared to �ngerprinting method and Kalman �lter
respectively.





Appendix D

Presentation of Various Classi�cation

Techniques

This appendix will present brie�y ML techniques exploited in the PhD dissertation that have
not been detailed before because of consistence matters of the main content. Then, a �rst
part is dedicated to ML techniques and a second part is to develop the methods from the
state-of-the-art.

D.1 Further techniques

D.1.1 Supervised data complexity reduction

D.1.1.1 Linear Discriminant Analysis

The linear discrimimant analysis (LDA) [Gretton 2005] has been introduced by Sir Ronald
Fisher in the 30s ans is also n as the Fisher's linear discriminant. Suppose we have C classes,
each one with a mean νi and covariance Σi. We de�ne Σ = 1

C

∑C
i=1 Σi and the scatter

between class variability as follows:

Σb =
1

C

C∑
i=1

(νi − ν)(νi − ν)T (D.1)

Where ν is the mean of class means. Then, the class separation, a scalar revealed by Fisher
in the direction −→w is de�ned as follows:

S =
−→w TΣb

−→w
−→w TΣ−→w

(D.2)

Then, −→w is an eigenvector of ΣbΣ
−1 and the separation factor corresponds to the eigenvalue.

Assuming it is possible to diagonalize ΣbΣ
−1, the projection subspace is represented by the

eigenvectors related to the �rst C − 1 eigenvalues.

D.1.1.2 Supervised Principal Component Analysis

The application of the supervised principal component analysis (SPCA) has been intro-
duced in [Barshan 2011] and the idea is to maximize the dependence between UTX and Y
where U is an orthogonal transformation matrix. To compute the dependency, the authors
exploit the Hilbert-Schmidt independence criterion [Friedman 2002]. Assume a binary clas-
si�cation where is N the number of input data, the k �rst data are from the class 1 and the
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N-k others from the class 2. Let de�ne H = I− 1
N 1 the centering matrix where 1 is a all-ones

matrix and L de�ned as follows:

L =

[
1k×k 0k×N−k

0N−k×k 1N−k×N−k

]
(D.3)

Where ′ is an all-zeros matrix. Hence, the SPCA consists in optimizing the following equation
by determining the matrix U as follows:

arg min
UTU=1

tr(UTXHLHTXTU) (D.4)

The optimal solution of Equation D.4 is a matrix U shaped with the eigenvectors of
XHLHTXT where the sum of eigenvalues satis�ed the Hilbert-Schmidt independence crite-
rion.

D.1.1.3 Fukunaga-Koontz Transform

The Fukunaga-Koontz transform (FKT) [Xiaoming, H. 2004] has been �rstly designed for
binary classi�cation where the goal of the method is to �nd axes that represent extremely
well one class and not the other class and vice versa. Let Σi the variance of the class i and
Σ =

∑2
i=1 Σi.

Firstly, the FKT performs an eigendecomposition where Φ is the matrix of eigenvectors
and D the diagonal matrix with eigenvalues. Then, the algorithm projects the dataset of each
class with the projection matrix that is P = ΦD−

1
2 . Finally, the method performs a second

eigendecomposition on one of the resulting class dataset resulting from the �rst projection.
The eigenvectors reveal the �nal subspace of the data complexity reduction.

In the FKT application, the authors only proposed the data complexity reduction at the
second projection. In our study, we have also performed a �rst complexity reduction at the
�rst projection that improved slightly the performances by exploiting only the high-variance
data of the global dataset.

D.1.2 Machine Learning

D.1.2.1 Support Vector Machine (SVM)

The support vector machine (SVM) has been invented in 1963 and many researches use
this method as a primary tool for classi�cation [Shalev-Shwartz 2014]. The idea is to separate
one class to another one by a hyperplane. If we have training dataset of n points where yi is
the label of the i-th data, xi, then a hyperplane must satisfy the following equation:

< −→w ,−→x > −b = 0 (D.5)

However, this hyperplane cannot prevent from being close to one or the other class. to
deal with this and assuming linearly separable classes, the SVM will try to determine two
hyperplanes in order to have the larger distance between them. Hence, the two classes will
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be separated by a "margin" where the central hyperplane is the one we should �nd with
Equation D.5. Mathematically, it consists in solving the following equation:

min‖−→w ‖
s.t. yi(<

−→w ,−→xi > −b) ≥ 1
(D.6)

This approach is called the hard-margin but limited if the data class clusters are not fully
separated i.e. some data of one cluster are present in the data of the other cluster. To handle
this, a solution is to use a soft-margin introduced by the hinge loss function as follows: 94

arg min−→w

1

n

n∑
i=1

max (0, 1− yi(< −→w ,−→xi > −b)) (D.7)

Finally, the SVM can use the kernel trick and other advanced features from the ML theory.
When multiple classes are considered in the classi�cation, an option is to implement a one-
versus-all classi�cation [Shalev-Shwartz 2014].

D.1.2.2 Decision Trees (DT)

Figure D.1 � Decision trees with two splits.

The decision tree (DT) method [Breiman 1984] is top-down learning architecture and can
be represented as in Figure D.1 where the root is the black box and the last orange boxes are
the leafs. Here, a split occurs at each question and the input data will be classi�ed as per
the "yes" or "no" answer to the question in the box. In this way, the DT is able to classify
individuals or other things. Then, a split consists in dividing a dataset into two subsets and
a DT must determine the number of splits to reach a satisfying score of classi�cation. To
do this, the algorithm implements some rules to determine a variable at each step that best
splits the input dataset. The most famous one in classi�cation is based on the Giny impurity
that measures the risk of misclassi�cation as per the distribution of all the possible labels.
Mathematically, let pi the fraction of samples labeled in the class i and n the number of
classes, this can be written as follows:

IG = 1−
n∑
i=1

p2i (D.8)
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Equation D.8 has been introduced with the classi�cation and regression tree model in the 80s
known as CART but it can be also improved with the information gain as presented in the
ID3, C4.5 and C5.0 models. The advantages of DT methods, it is easily interpretable as a
white box and it is able to handle both numerical and categorical data. Beyond of the split
methods, it is possible to improve the DT with advanced methods but with the loss of the
ease to understand the classi�cation.

D.1.2.3 Ensemble Learning

The ensemble learning is a variety of meta-algorithm designed for improving the stability
and the accuracy of decision ML techniques.
A �rst solution is the bootstrap aggregating also called bagging. The idea is to generate
multiple subsets by an uniform sampling from the original dataset and with a replacement.
This last method consists in repeating some observations in the subsets. Afterwards, the ML
model is replicated as many times as there are subsets. If it is an arti�cial neural network,
it should be replications otherwise a DT solution just needs to be initialized. Each model
will learn its subsets and generate its answer. The �nal result is based on an aggregation of
the results or a majority vote in the case of classi�cation. This method has been widely used
with DT solutions such as the random forests [Breiman 2001].
A second solution is known as the gradient boosting. In its simple version, the idea is to learn
at �rst the model with the full dataset. Then, the algorithm will identify the misclassi�ed
samples and creates a new dataset from this. This new dataset will be used for training a
second model and so on, until reaching a satisfactory criterion [Julier 1997].

D.1.3 Neural Networks

D.1.3.1 Adaptive moments (Adam)

Figure D.2 � Adam algorithm. [Goodfellow 2016]
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D.1.3.2 Restrictive Boltzmann Machine (RBM)

The restricted Boltzmann machine (RBM) is designed from the generative stochastic
arti�cial neural networks that means the neurons of the architecture can learn probability
distribution over the input dataset [Goodfellow 2016]. In the RBM architecture, one layer is
considered as visible and the other as hidden. Let assume W the weight connection matrix,
h the vector of hidden units (value of hidden neurons) with b the associated bias vector and
v the vector of visible units (value of visible neurons) with a the associated bias vector. A
RBM is de�ned as per the energy of its con�guration as follows:

E(v, h) = −aT v − bTh− vTWh (D.9)

Hence, the probability distribution over hidden and visible vectors is de�ned as follows:

P (v, h) =
1

Z
e−E(v,h) (D.10)

Equation D.10 does not allow a learning task. However, as the RBM is a bipartite graph, the
hidden and visible units are independent and then, considering m visible units and n hidden
units, we have the following equations:

P (v, h) =
m∏
i=1

P (vi, h)

P (h, v) =
n∏
j=1

P (hj , v)

(D.11)

Where P (vi, h) and P (hj , v) are a distribution function. In the RBM, we often considered
the Bernouilli distribution for the hidden and visible units. Then, P (vi, h) and P (hj , v) can
be represented by a sigmoid function as follows:

P (vi, h) =
1

1 + exp(−ai −
∑

jWijhj)

P (hj , v) =
1

1 + exp(−bj −
∑

iWijvi)

(D.12)

Equation D.10 can be extended with a Gibbs sampling procedure. Finally, the learning task
is not equivalent to multi-layer perceptron that corrects the weights with back-propagation
but the RBM implements the one-step contrastive divergence algorithm.

D.2 Details about some solutions

Here, we present further details about some solutions from the state-of-the-art. Here,
we will not present DeepFi [Wang 2017b] as Biloc [Wang 2017a] is an extension. Then, we
will have FIFS [Xiao 2012], CSI-MIMO [Chapre 2014] and BiLoc. As a reminder, if R is the
number of antenna elements at the receiver, S the number of subcarriers and T is the number
of antenna elements at the transmitter, then an element of the CFR tensor H is as follows:

hrst = |hrst|ej∠hrst , r ∈ [1, . . . , R], s ∈ [1, . . . , S], t ∈ [1, . . . , T ] (D.13)

The tuple (r, t) is called a spatial link and in�uences the data rate.
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D.2.1 FIFS

The FIFS only consider the CFR amplitude to provide the location estimation that is
support by a NB classi�er. Here, we will then only provide the information about the CFR
pre-processing. Simply, the FIFS method gathers the subcarriers per antenna elements per
spatial link as follows:

hfifsrt =

S∑
s=1

|hrst|2 (D.14)

D.2.2 CSI-MIMO

The CSI-MIMO also exploits the NB classi�er to provide the localization (The authors
tested the kNN classi�er but we kept the NB classi�er for our studies). The pre-procssing of
CSI data considers the CFR amplitude and phase. First of all, it sums the complex values
of all the spatial links for a given subcarrier s such as follows:

havgs =
R∑
r=1

T∑
t=1

hrst (D.15)

Afterwards, it does a two-by-two di�erence in amplitude and phase:

h|.|s = |havgs | − |h
avg
s+1|

h∠.s = ∠havgs − ∠havgs+1

(D.16)

The last step consists in averaging element-wise multiple samples. If we have collected M

samples, H
|.|
i and H∠.

i representing the amplitude and the phase tensors of the i-th sample
resulting from Equation D.16 respectively, then the last step is:

H |.| =
1

M

M∑
i=1

H
|.|
i

H∠. =
1

M

M∑
i=1

H∠.
i

HCSI−MIMO = [H |.| H∠.]

(D.17)

D.2.3 BiLoc

BiLoc considers the CFR amplitude and phase where the phase is calibrated to handle
the synchronization issues. If T = 1, then for all the subcarriers, the processing is done as
follows:

ν1 = 0.5 ∗ (|hrs|+ |h(r+1)s|)

ν2 = arcsin(
(∠hrs − ∠h(r+1)s)λ

2πd
)

(D.18)

Where ν1 is the average amplitude, ν2 is the phase di�erence based AoA, λ the wavelength
and d the distance between antenna elements.
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The second step of BiLoc is then to create two autoencoder deep belief network per
training locations. One learns the average amplitude and the other one learns the phase
di�erence. In our context, we have also normalized both CFR amplitude and phase. After
learning all the training locations (assuming there is K training locations), BiLoc estimates
the posteriori probability of a sample to be at a training location as follows:

P (xi|ν1, ν2) =
P (ν1, ν2|xi)∑K
k=1 P (ν1, ν2|xk)

with P (ν1, ν2|xi) = exp(−(1− ρ)
|cν1 − ν̂1|
η1σ1

− ρ |ν
2 − ν̂2|
η2σ2

)

(D.19)

Where ν̂1 is the reconstructed average amplitude, ν̂2 is the reconstructed phase di�erence
based AoA, σ1 and σ2 are the variance of the average amplitude and estimated AoA, respec-
tively; η1 and η2 are the parameters of the variance of the average amplitude and estimated
AoA, respectively; and ρ is the ratio for the bi-modal data.
Finally, the location is estimated as follows:

x̂ =
K∑
k=1

P (xk|ν1, ν2)xk (D.20)
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Abstract:

The diversification of needs and services demands accurate localization to enhance the users´ quality of experience. In outdoor
environments, the localization is mainly provided by the satellite navigation but its application is limited in urban canyon or indoor
environments because of the signals weakening. However, more and more devices in the daily life integrate wireless communications
to provide improved services. Hence, a localization solution can operate with wireless networks but it must respect new paradigms
from the Internet of Things classified into three network slices in the fifth generation of mobile networks (5G). Specifically, this thesis
dissertation considers the application of machine learning techniques in indoor localization of connected devices in a 5G context, the
massive machine-type communications (mMTC).
We have proposed to figure out the best wireless technologies that fits the mMTC context which were the Wi-Fi and LTE-M. Then,
we have identified the different signal information and localization approaches that the selected wireless technologies could support to
estimate devices locations. This led to consider solutions in CSI-based fingerprinting which is widely by the application of machine
learning techniques. We have thus determined two major research trends: the data complexity reduction (DCR) and the deep learning.
To study both cases, we have at first collected data in indoor environment related to Wi-Fi communications and evaluated the impact on
data collection scenarios or the selection of labels to represent the locations. Afterwards, we have analyzed multiple DCR methods as
per the results of the first studies. We elaborated a new method which enables a fast and accurate assessment of unsupervised DCR
(UDCR) methods and can be extended for future CSI-based fingerprinting solutions. The performances of existing solutions based on
deep learning architecture guided the thesis dissertation to propose a solution respecting the mMTC slice. Precisely, we built DelFin and
E-Loc based on convolution neural networks where the last was the most faithful to mMTC slice. E-Loc outperformed the state-of-the-art
solutions in many cases and we have pushed the analyses of our solutions considering the 802.11ax standard, the last Wi-Fi standard
and the long-term evolution for machines (LTE-M) in an outdoor-to-indoor localization.

Keywords: Indoor environments, Fingerprinting localization, 5G, Massive machine-type communications, Machine learning, Chan-
nel state information, Wi-Fi, LTE-M

Résumé :

La multiplication des besoins et services requiert une géolocalisation précise pour fournir la meilleure expérience aux utilisateurs. En
extérieur, la géolocalisation est fortement soutenus par la navigation par satellites mais lorsque l’utilisateur se trouve dans des canyons
urbains ou en intérieur, l’affaiblissement des signaux émis par les satellites rend inopérant une telle approche. Avec l’intégration de la
connectivité dans les objets du quotidien, il est de plus en plus possible d’utiliser les réseaux sans fil pour fournir une géolocalisation.
Cependant, l’émergence des objets connectés connue sous le nom d’internet des choses a mis en exergue différents paradigmes. Ces
derniers sont aujourd’hui regroupés dans trois contextes de la cinquième génération de réseau mobile (5G). Ce mémoire de thèse
s’intéresse à l’application des techniques de Machine Learning pour la géolocalisation en intérieur des objets connectés dans un contexte
5G, les communications machines massives.
Nous avons donc proposé de déterminer les réseaux sans fil pouvant correspondre au mieux aux contraintes du contexte 5G sélectionnée.
Ensuite, nous avons exploré les différentes informations du signal et approches de géolocalisation selon les technologies sans fil
candidates qui furent le Wi-Fi et le LTE-M. Cela a résulté en la sélection de l’information de l’état du canal et de la géolocalisation
par empreinte. Cette dernière a permis de considérer l’utilisation de techniques de machine learning pour l’estimation des emplacements
des objets connectés. Nous avons donc identifié deux tendances d’étude: la réduction de complexité des données et l’application du
deep learning. Pour étudier ces deux cas, nous avons commencé par réaliser une campagne de collectes de données considérant une
communication Wi-Fi en intérieur. Avec cette première base de données, nous avons pu fournir de premiers résultats dans des études
préliminaires. Puis, nous avons effectué une première étude poussée sur la réduction de la complexité de l’information de l’état du
canal résultant à la mise en place d’une nouvelle méthode d’évaluation dans le contexte technique du mémoire de thèse. Ensuite, nous
avons considéré l’application de techniques de deep learning dans le contexte des communications machines massives. Cela a résulté
en l’élaboration d’une solution finale, E-Loc basée sur le réseau neuronal convolutif fournissant une précision grandement supérieure
par rapport aux solutions existantes. Finalement, ce mémoire a étendu l’application de la solution proposée selon la technologie WI-Fi
802.11ax et dans un contexte de communication LTE-M.

Mots-clés : Environnement intérieur, Géolocalisation par empreintes, 5G, Communications machines massives, Machine learning,
Information de l’état du canal, Wi-Fi, LTE-M
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