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Abstract

With the rise of AI-embedded systems assisting decisions in the context of medicine, justice, recruiting, Human-AI trust has become an utmost design priority. Numerous governments and large enterprises as well as researchers propose various strategies on how to foster trust in AI-embedded systems. However, trust is a complex, multifaceted concept, and Human-AI trust, being a recent research avenue, faces several challenges. On the theoretical level, the difference between trust and other related theoretical concepts (e.g. reliance, compliance, and trustworthiness) needs to be understood as well as the factors affecting Human-AI trust. On the methodological level, trust is difficult to assess, and appropriate protocols have to be understood.

In this thesis, I tackle these challenges empirically through two lenses - academia and industry. I first conduct a systematic literature review of empirical studies on Human-AI trust in the context of decision making to get an overview of how trust is defined and evaluated in academia. However, as most studies are focusing on users’ trust investigated in the controlled lab setting with AI mock-ups, I go further to investigate to which extent these findings hold true for other stakeholders with AI-embedded systems deployed in the market. To do so, I conduct a series of semi-structured interviews on the topic of Human-AI trust definitions and evaluation with people who develop and design AI-embedded systems assisting decision making and with people who are affected by these decisions.

I argue that theoretical understanding of Human-AI trust directly affects experimental protocol and measures choices. Drawing from the social sciences literature, I propose guidelines on improving experimental protocols for studying Human-AI trust in the context of decision making. I also demonstrate that discussing theoretical concepts, such as Human-AI trust, with laypeople of different backgrounds not only can validate the academic theories, but also potentially contribute to theoretical advancement. Lastly, I provide an overview of factors that can affect Human-AI trust in the context of decision making and, based on the comparison between the findings of academia and industry, I highlight research opportunities and design implications for academic researchers and AI practitioners.

This thesis provides theoretical and empirical evidence on Human-AI trust in the context of decision making and opens the ways to support trust in Human-AI interaction.

Keywords: Human-AI trust, decision making, systematic review, semi-structured interviews, industry, experimental protocol
Résumé

Avec l’essor des systèmes d’aide à la décision intégrant l’intelligence artificielle (IA) dans le domaine medical, judiciaire ou du recrutement, la confiance entre l’humain et l’IA est devenue une priorité dans la conception de ces systèmes. De nombreux gouvernements et grandes entreprises ainsi que des chercheurs proposent diverses stratégies pour favoriser la confiance dans les systèmes intégrant l’IA. Cependant, la confiance est un concept complexe et multidimensionnel, et la confiance entre l’humain et l’IA, qui est un sujet de recherche récent, fait face à plusieurs défis. Sur le plan théorique, la différence entre la confiance et d’autres concepts théoriques proches (par exemple, la conformité) doit être comprise, de même que les facteurs affectant la confiance entre l’humain et l’IA. Sur le plan méthodologique, la confiance est difficile à évaluer, et il est nécessaire de définir des protocoles appropriés.

Dans cette thèse, je traite de ces défis de manière empirique à travers deux perspectives : académique et industrielle. J’effectue d’abord une revue systématique de la littérature des études empiriques sur la confiance entre l’humain et l’IA dans le contexte de la prise de décision afin d’obtenir une vue globale de la façon dont la confiance est définie et évaluée dans le monde académique. Cependant, comme la plupart de ces études sont en laboratoire et avec des maquettes d’IA, je poursuis cette analyse pour savoir dans quelle mesure ces résultats sont valables sur le terrain avec des vrais systèmes intégrant l’IA et différentes parties prenantes. Pour cela, je mène une série d’entretiens semi-structurés autour de la définition et de l’évaluation de la confiance entre l’humain et l’IA. Les participants sont soit des personnes qui développent ou conçoivent des systèmes intégrant l’IA pour l’aide à la prise de décision ou bien des personnes qui sont affectées par ces décisions.

Je soutiens que la compréhension théorique de la confiance entre l’humain et l’IA influence directement le choix des protocoles expérimentaux et des mesures utilisés pour les études empiriques. En m’inspirant de la littérature en sciences sociales, je propose des recommandations pour améliorer ces protocoles expérimentaux. Je démontre également que la discussion de concepts théoriques, tels que la confiance entre l’humain et l’IA, avec des personnes ordinaires de différents profils peut non seulement valider les théories académiques, mais aussi contribuer à l’avancement de la théorie. Enfin, je donne un aperçu des facteurs qui peuvent affecter la confiance entre l’humain et l’IA dans le contexte de la prise de décision. En comparant les résultats provenant du monde académique avec ceux provenant de l’industrie, je souligne les opportunités pour la recherche pour les chercheurs académiques et des implications pour la conception
pour les professionnels de l'IA.

Cette thèse fournit des preuves théoriques et empiriques sur la confiance entre l’humain et l’IA dans le contexte de la prise de décision et ouvre des voies pour promouvoir la confiance dans l’interaction entre l’humain et l’IA.

**Mots-clés** : Confiance humain-IA, prise de décision, revue systématique, entretiens semi-structurés, industrie, protocole expérimental
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“Never trust anything that can think for itself if you can’t see where it keeps its brain.”

— J.K. Rowling, *Harry Potter and the Chamber of Secrets*
1

Introduction

1.1 Context

Everyday humans are involved in decision making, whether they notice it or not: when to leave to arrive on time, what to buy, what job to accept. However, we rarely make decisions alone and turn decision making into a social process by soliciting advice from other people, especially when it comes to difficult decisions [Sniezek and Van Swol, 2001; Van Swol and Sniezek, 2005]. When receiving advice from other people, one can enter in a conflict between their initial opinion and the newly received information when they differ: which one is more pertinent to make a better decision [Yaniv and Kleinberger, 2000]? As there is often uncertainty around the quality of the given advice [Sniezek and Van Swol, 2001], researchers showed that one’s trust in the advice is one of the important contributors that catalyzes advice taking. The main reason is that it serves as a mental shortcut to resolve the conflict between the opinions (personal and the one of the advisor) [Van Swol and Sniezek, 2005; Wang and Du, 2018].

Technology can also help people in making decisions. There exists a class of systems designed with this purpose – decision support system (DSS) [Bertl et al., 2022; Madhavan and Wiegmann, 2007]. These systems can aggregate information from numerous sources, assist in organizing and analyzing it [Bertl et al., 2022], often surpassing human capabilities and speed, which makes them especially advantageous in high-stake scenarios [Madhavan and Wiegmann, 2007]. Since
these systems can provide recommendations, one might enter in the same conflict between their own opinion and newly received information, but this time it is offered by a system, rather than a human. However, as humans have tendency to view technological systems as social actors, they can form “relationships” with systems and experience emotions and attitudes just like they would with other humans [Cannon-Bowers and Salas, 1998; Reeves and Nass, 1996]. Therefore, human trust in a DSS and its recommendations is as equally important for decision making as with human advice [Madhavan and Wiegmann, 2007].

Traditional DSS, however, has several limitations. First of all, they demonstrate limited performance for ill-structured problems [Er, 1988; Vohra and Das, 2011], that is problems that evoke a highly variable set of solutions with no criterion to determine which one is correct or false, for example, developing a new marketing strategy [Cats-Baril and Huber, 1987; Voss and Post, 1988]. This is because data capture and collection has been proven challenging for traditional DSS [Er, 1988; Vohra and Das, 2011], especially in the decision domains where new evidence is produced at a rapid pace like medicine [Lagioia and Contissa, 2020]. Therefore, such systems are also not capable of adapting to unknown, new situations [Phillips-Wren, 2013].

To overcome these limitations, a newer generation of DSS now embed Artificial Intelligence (AI) to benefit from powerful computing tools to better aggregate, integrate, manage and analyze big, complex data [Bertl et al., 2022; Gupta et al., 2022; He and Li, 2017; Phillips-Wren, 2013]. In this thesis, I refer to such systems as AI-embedded systems assisting decision making (I will detail their different types in Section 1.1.2). While there is no universally accepted definition of AI [Duan et al., 2019], in this thesis, I follow the definition provided by the European Commission: AI is a system capable of “perceiving their environment through data acquisition, interpreting the collected structured or unstructured data, reasoning on the knowledge, or processing the information, derived from this data and deciding the best action(s) to take to achieve the given goal” [Samoili et al., 2020]. DSS can embed a diverse set of different AI techniques at once [Lagioia and Contissa, 2020], which lay on a spectrum between data-driven AI and knowledge-based AI (as classified by [Mattioli et al., 2022]): artificial neural networks, genetic algorithms, decision trees, fuzzy logic techniques, to name a few [Aljaaf et al., 2015; Phillips-Wren, 2013].

In contrast to traditional DSS, AI-embedded systems assisting decision making are more adapted to solve unstructured, ambiguous problems,
respond appropriately and timely to a new situation, aggregate and learn from new data and past interactions [Phillips-Wren, 2013]. Because of these capabilities, they have become more widespread in high-stake domains, where the problems can be unique and non-trivial [Lagioia and Contissa, 2020] and decisions have real impacts on people’s lives, such as public safety [Kalhan, 2013], hiring [Ajunwa et al., 2016] or loan approval [O’Dwyer, 2018]. AI-embedded systems assisting decision making, however, bring new challenges to the decision makers. One of them is that they are a “black box,” that is it is difficult to understand how a system arrived to a certain conclusion [Adadi and Berrada, 2018; Lagioia and Contissa, 2020]. It is because, in contrast to some traditional DSS, developers do not program their interpretation of the structure of the decision to make. Instead, they develop an architecture that “connects the dots” and makes its own model from a large quantity of data (in deep learning, for example) [London, 2019]. This, in turn, obfuscates understanding why a certain AI recommendation was produced, anticipation of potential biases in decision making, and identification of the reasons for wrong predictions [Scherer, 2015; Yu and Kohane, 2019]. As this prevents users from adequately evaluating the quality AI recommendations and solving the conflict between their own opinion and what AI suggests, the topic of human trust in AI-embedded systems assisting decision making is ever so important. International institutions (European Commission [2020], G20 [2019]) and governments (USA [Defense Innovation Board, 2019; White House Office, 2020], Estonia [AI Taskforce, 2019], or France [Villani et al., 2018]) have highlighted the need for considering trust in the design of AI, because it plays an important role in the adoption of these technologies [Hoff and Bashir, 2015] and the improvement of decision making [Bansal et al., 2019]. In the private sectors, companies such as AXA Research Fund [2019], Accenture Federal Services [2019], or KPMG [2019] are also taking this path of research in order to foster trust by going beyond system’s accuracy and tackling the issue of black-box and non-deterministic nature of AI through promoting privacy, security, algorithm accountability and transparency. Thus, designing and ensuring peoples’ trust in AI has raised interest in the Human-Computer Interaction (HCI), and it is especially crucial for the context of decision making.

1.1.1 Trust

Trust affects many spheres of our lives, and the proof of this is the numerous fields that studied it: Philosophy [Baier, 1986; Lagerspetz, 2016], Psychology [Colquitt et al., 2011; Simpson, 2007], Sociology [Gambetta and Gambetta, 2000; Misztal, 1996], Economics [Akerlof,
Literature on trust has two predominant axes: understanding the conditions necessary for trust to exist and exploring what factors affect levels of trust once it is established. For one’s trust in an entity to exist, the most common condition is for this entity to be trustworthy [Schoorman et al., 2007]. This condition is broken down in three main elements: ability (possession of relevant and sufficient competence to provide a good recommendation), benevolence (being well-meaning to the one who trusts), and integrity (adherence to the values and principles acceptable by the one who trusts) [Schoorman et al., 2007]. In this thesis, I also explore the conditions necessary for trust in AI to exist. However, instead of focusing on the qualities of an entrusted entity, I aim to highlight the elements that differentiate trust from other theoretical concepts such as confidence, distrust, reliance, compliance, etc. Therefore, I turn my attention to the elements from the environment that can trigger trust on a cognitive level, which I review in Chapter 2.

For trust levels to change, factors related to the person itself, the system, and the context come in play [Adams et al., 2003; Bindewald et al., 2018; Hancock et al., 2011; Hoff and Bashir, 2015; Schaefer et al., 2014, 2016]. Generally, the most studied factors are related to the systems’ performance [Hancock et al., 2011], for example, its accuracy and errors, followed by the ones related to the context, e.g. task difficulty, and then by the user-associated ones, e.g. domain expertise [Hancock et al., 2011]. Since trust in AI is a relatively young field of research, there is only two literature reviews that summarize and categorize factors that influence trust in AI [Browne et al., 2022; Glikson and Woolley, 2020]. As Glikson and Woolley [2020] consider trust in AI in a general context
and Browne et al. [2022] look at the factors pertinent to the medical decision making, I complete their reviews with investigating factors that affect trust in AI in a larger decision making context in Chapter 3.

1.1.2 Taxonomy of Decision Support Systems

To better describe the AI-embedded systems assisting decision making I consider in this thesis, I will use the taxonomy of traditional DSS for I view such systems as a subset of DSS. As DSS can assist decision making in different ways, for various users, in numerous domains, there are many approaches to categorize them [Aqel et al., 2019; Power, 2002]: based on User Relationship (active, passive, cooperative) [Jelassi et al., 1987], Scope (personal, group, organizational) [Hackathorn and Keen, 1981], Specificity (custom-made vs vendor-ready-made) [Turban and Aronson, 1997], Type and Frequency of decision making (ad-hoc and institutional) [Donovan and Madnick, 1977], to name a few.

For my scope, I use the categorization of Power [2002], inspired by Alter [1976], that relies on the mode of assistance. Power [2002] identifies 5 main categories of DSS depending on how exactly they support decision-making process:

1. Data-driven DSS: tools that aid in analysis of large amount of structured data through accessing more detailed information, broader summary or change the viewed data dimensions [O’Brien and Marakas, 2007].

2. Knowledge-driven DSS: tools that provide recommendations via the knowledge stored as rules, relationships or probabilities [O’Brien and Marakas, 2007].

3. Model-driven DSS: tools that provide access to a model and allows for its manipulation.


5. Communications-driven DSS: tools that facilitate communication and collaboration between humans.

In this thesis, I focus on data- and knowledge-driven AI-embedded systems. I also note that I differentiate DSS from a recommendation system [Liang, 2008]. A recommendation system provides recommendations through analyzing previous users’ behaviors and can
infer their interests and preferences, e.g. a movie recommendation on Netflix. While recommendation systems can assist in decision making, e.g. choosing a movie to watch or an item to purchase, I focus on the decision-making processes that are not based on users’ preferences. It is because I am interested in scenarios that have considerable implications on someone’s life (health, financial security) as I believe the issue of trust is particularly pertinent here. I also highlight that I do not consider systems that belong to “decision making technologies” [Stohr and Viswanathan, 1999], which automate decision making replacing users rather than assisting them.

To be even more concrete, here are the most representative examples of the AI-embedded systems I consider in this thesis:

- **AI-embedded system for cancer treatment**, one of the examples is IBM Watson for Oncology (Figure 1.1-a). The system uses natural language processing and a variety of search techniques to analyze both structured and unstructured medical data- and knowledge-bases to produce a list of suggested cancer treatment for a specific patient. The list has ranking based on the confidence scores [Horizon Cancer Center, 2015; Lagioia and Contissa, 2020; STATNews, 2017] (classification task). The system is developed by IBM Watson, purchased by hospitals who are clients, and the principal users are medical doctors (domain experts) whose decisions based on AI recommendations will affect patients. Even though the system showed higher accuracy rates than clinicians, after 4 years of development and deployment and investment of $62 million, the doctors in MD Anderson Cancer Center in Houston, USA, stopped using its recommendations completely [Lohr, 2021; Ross and Swetlitz, 2017]. Lack of doctors’ trust in AI recommendations was among the reasons for its abandonment, because the doctors could not understand how it derived these recommendations and were not ready to take upon the responsibility in case AI makes a mistake [Lagioia and Contissa, 2020].

---

**Figure 1.1**: Schematic representations of existing AI-embedded systems assisting decision making for simplification purposes that in the scope of the thesis. a) IBM Watson for Oncology, AI-embedded system for cancer treatment; b) Hirevue, AI-embedded system for talent acquisition; c) Stockbot, AI-embedded systems for financial investments.
• AI-embedded system for talent acquisition, one of the examples is Hirevue\(^1\) (Figure 1.1-b). The candidates upload their video replies, and the system’s AI analyzes their tone of voice, used words, and facial expression to evaluate and rank them comparing their performance to the one of the actual employees of a company (classification task). Hirevue develops the system, sells their solution to their clients (companies), where the main users are HR teams whose hiring decisions based on AI recommendations affect the perspective candidates. Such systems usually raise issues of trust due to the lack of transparency of the selection process, potential biases (see Amazon case [Anonymous, 2016]), and claims that AI is not adept at tasks that require social and empathetic skills [Figueroa-Armijos et al., 2022; Hunkenschroer and Kriebitz, 2022].

• AI-embedded systems for financial investments, one of the examples is Stockbot [Mohanty et al., 2022]. Using a prediction model based on an artificial neural network (long short-term memory, LSTR) trained on the past prices of a stock, the system predicts future stock prices and provides a recommendation on whether to buy or to sell a certain stock (regression and classification tasks) [Ghorbel, 2022]. While this specific system is not deployed in the market, usually it is a company that develops such systems and sells their solution directly to users, who might not necessarily be domain experts. The decisions they make based on AI recommendations typically affect their own losses and revenues. This direct consequence could be one of the sources of trust issues [Burke and Hung, 2021] alongside with the fact that on a more global scale algorithmic trading can contribute to financial instability [Arena et al., 2018].

In a nutshell, I do not focus on any specific decision domain, a particular task (classification or regression), type of user (domain expert or not) nor a set of stakeholders (e.g. only users are affected by AI recommendations or someone else who does not interact with AI directly). The scenarios I can consider can be summarized as the following represented in Figure 1.2: a user has to make a decision that can have substantial consequences for them or someone else, AI-embedded system provides information useful for the decision, and the user has the last say in the decision.

\(^1\) https://www.hirevue.com/
1.2 Problem Statement

When I was planning to run an experiment to investigate how one factor affects human trust in AI in the context of decision making, I ran into several methodological challenges. First of all, I did not know what is the best method to measure trust: through 1-item questionnaires, multi-item questionnaires or behavioral measures. Additionally, each method included a plethora of measurement tools, which further complicated the choice. After a brief literature review, I realized that the Human-AI Trust community does not follow a standard experimental protocol on which I could rely to run my study. I have also noticed a theoretical confusion in terminology between trust, reliance, confidence, and trustworthiness in the research articles. High level policy reports and guidelines promoting the idea of building AI-embedded systems that people can trust also often remained vague about what Human-AI trust means.

I argue that to efficiently develop and design AI-embedded systems people can trust in the context of decision making, we need to have a strong foundational understanding of this concept [Gille et al., 2020]. Therefore, in this thesis, the question I address is the following: What is Human-AI trust in the context of decision making? This question can further be broken down into four research questions:

RQ 1  What differentiates Human-AI trust from other related constructs, such as reliance, compliance, trustworthiness, etc.?
To disentangle trust from other related concepts, one must identify the key elements that contribute to trust existence, also sometimes called conditions or prerequisites for trust to form. My aim in this thesis to highlight the ones that differentiate trust from reliance, distrust, and confidence. Understanding what key elements differentiate trust from these concepts has a direct impact on the choice of experimental protocol and measures of trust. Note that I differentiate key elements of trust from trust factors. The former are what trigger trust mechanism on a cognitive level, and the latter are what change the levels of trust. For example, high accuracy of AI recommendations can increase trust in AI, but trust in AI can exist even if high accuracy is absent. Hence, it is a trust factor, but not a key element.
How to evaluate Human-AI trust in the context of decision making?

To evaluate a concept, one has to design an appropriate experimental protocol as well as to choose fitting measures. Consequently, this implies two sub-challenges:

RQ 2.1 What do we have to include in the experimental protocol for Human-AI trust to exist in the context of decision making?

RQ 2.2 How to choose the appropriate measures for Human-AI trust in the context of decision making?

What factors affect Human-AI trust in the context of decision making?

Trust factors is what affects trust level, either positively or negatively. Having a comprehensive overview of these factors can have design and governance implications.

Do the academic postulations about trust definition, factors, and evaluation of Human-AI trust reflect the real world considerations?

Most of our knowledge about Human-AI trust comes from academic findings, which focus on the perspectives of users and investigate their interactions with AI mock-ups. Thus, we know little about whether Human-AI trust has the same meaning in the real-world context, that is for the stakeholders other than users that exist in the Human-AI decision making ecosystem and for the systems deployed in the market. I refer to the latter as “industry” perspective.

1.3 Research Approach

In this thesis, my goal is to understand how both academia and industry view and evaluate Human-AI trust in the context of decision making. I approach is thus two-fold: theoretical and empirical.

Firstly, I build on social and cognitive sciences to understand how to define and evaluate trust. I transpose this knowledge and compare with the current overview of the literature on Human-AI trust in the context of decision making. It is, thus, possible to, first of all, disentangle Human-AI trust from other related theoretical concepts (RQ 1). It also lets me to identify shortcomings in the empirical methodologies
used in Human-AI Interaction community (RQ 2). Lastly, I conduct the first review of factors that affect Human-AI trust exclusively in the decision-making context.

Secondly, to compare the academic findings about trust definitions, factors and evaluations with the current views from the industry, I empirically explore people’s reflections through interviews. Specifically, I am interested in the reflections of AI practitioners, people who develop, design, and deploy these systems, and decision subjects, people who do not interact with AI, but are affected by AI recommendations. This provides me with a perspective on Human-AI trust that does not focus just on users and comprises the influence of the socio-technical context the systems are deployed in. Through a comparison between the findings from academia derived thought the theoretical approach, I identify research opportunities - theoretical, empirical, and design - related to human trust and decision making unexplored in Human-AI Interaction community. I also highlight the aspects of Human-AI trust well explored in academia that the industry can benefit from.

1.4 Research Methods

My work includes these research methods:

- **Systematic Review.** Called “a study of studies” [Institute for Qual-
ity and Efficiency in Health Care, 2016], a systematic review provides a very detailed, often quantified summary of the articles selected on a specific topic [Okoli, 2015]. It allows to have a comprehensive overview of the state of a research field, including trends in the topics studied, methodologies used, and results. I conducted a systematic review to understand how trust is defined and evaluated in Human-AI Interaction community presented in Chapters 2 and 3.

• **Theoretical Literature Review.** I reviewed social and cognitive sciences literature on methodology of studying human-human trust. It allowed me to identify shortcomings in the emerging methodological trends in Human-AI Interaction community and to propose guidelines to overcome them presented in Chapter 2. The literature review also shed the light on the research opportunities to be explored yet.

• **Semi-structured Interviews.** Semi-structured interviews is a type of interviews where an interviewer investigates a set of pre-defined topics, but at the same time is free to change their order and to introduce follow-up questions to deepen the discussion [Adams, 2015; Whiting, 2008]. I used this method to explore whether AI practitioners consider Human-AI trust in their working practices and to study decision subjects experiences and needs with Human-AI decision making presented in Chapter 3. Obtaining this information with semi-structured interviews provided insights on how AI practitioners and decision subjects define Human-AI trust with their own terms and what they think about trust evaluation.

• **Thematic Analysis.** Thematic analysis is a method to analyze qualitative data and identify meaningful patterns in it [Clarke and Braun, 2013]. It is an iterative process where researchers assign codes to the (transcribed) text and group them into larges themes. The themes are usually the important aspects of the studied phenomenon. I used thematic analysis to interpret the semi-structured interviews of AI practitioners and decision subjects in Chapter 3.

1.5 Contributions of the Research

This thesis contains 4 types of contributions: methodological, survey, theoretical, and empirical as categorized by Wobbrock and Kientz [2016]. Methodological contributions inform researchers how to conduct their investigations. Survey contributions summarize academic work on a
research topic and describe existing trends and gaps. Theoretical contribu-
tions yield new or improved definitions, frameworks or models. Empirical contributions produce a new piece of knowledge based on collected data [Wobbrock and Kientz, 2016].

- **Methodological**

  - *Guidelines for Empirical Protocols and Trust Measures.* I provide 8 guidelines to standardize the design of empirical protocol for studies on Human-AI trust in the context of decision making, emphasising the importance of integrating elements from trust definition. I also provide 6 guidelines to facilitate the choice and use of trust measures, emphasising that the nature of trust. This contribution is presented in Chapter 2 and addresses RQ2.

- **Survey**

  - *Landscape of Current Trends in Protocols and Measures for Human-AI Trust Evaluation.* As an outcome of the systematic literature review, I summarize and categorize the existing protocol choices per each standard section of an empirical protocol in the current studies on Human-AI trust in the context of decision making. I do the same for the existing qualitative and quantitative trust measures. This way the community has a compact overview of all the possible ways to design their studies and a straightforward access to the repertoire of trust measures used in the research community. This contribution is presented in Chapter 2 and addresses RQ2.

  - *Landscape of Factors that Affect Human-AI Trust in the Context of Decision Making.* As an outcome of the systematic literature review, I provide a structured overview of all the trust factors considered in the studies on Human-AI trust in the context of decision making, organizing them in three groups. This contribution is presented in Chapter 3 and addresses RQ3.

- **Theoretical**

  - *Difference between Trust and Related Concepts.* I highlight the key elements that differentiate trust from confidence, distrust, reliance, compliance, and trustworthiness. This contribution is presented in Chapter 2 and addresses RQ1.

  - *Research and Design Implications around Human-AI Trust Factors.* I
identify the research and design opportunities for academic researchers and AI practitioners. For academic researchers, they are mostly related to the investigation of socio-contextual trust factors, e.g. trust between AI users and AI team, relative performance, social transparency, and surprising AI recommendations. For AI practitioners, they are related to the practitioners’ design, development, and deployment practices, e.g. the way they communicate about their AI, types of AI explanations, and individual differences of users. This contribution is presented in Chapter 3 and addresses RQ3.

• Empirical

– Human-AI Trust Definition and Factors as Seen in the Industry. As an outcome of the semi-structured interviews, I describe how AI practitioners and decision subjects define Human-AI trust with their own words. I also discover what they think can affect Human-AI trust in the context of decision making and which of these factors they consider the most important. This contribution is presented in Chapter 3 and addresses RQ4.

1.6 Overview of the Thesis

The main body of this thesis consists of two articles that tackle the above-identified research questions. The table below describes the link of each chapter with the research questions:

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>In this chapter, I present a systematic literature review of definitions of Human-AI trust as well as empirical methodologies and measures used to evaluate it in the context of decision making. The first part of the chapter focuses on trust definitions, and specifically identifying the elements that differentiate trust from other trust-related theoretical concepts. The second part of the chapter focuses on summarizing and categorizing empirical methods and measures to evaluate Human-AI trust present in the reviewed papers. I also provide guidelines and research opportunities to standardize empirical protocols and to choose appropriate measures.</td>
<td>Academia: trust evaluation (RQ2)</td>
</tr>
</tbody>
</table>
Chapter 3  
*Human-AI Trust in the Context of Decision Making through the Lens of AI Practitioners and Decision Subjects*

In this chapter, I present reflections of people from the industry, AI practitioners and decision subjects, on Human-AI trust definition and factors obtained with semi-structured interviews. I also compare these findings to the ones from the systematic literature review. In the first part of the chapter, I compare how the interviewees define trust and whether they differentiate it from other related theoretical concepts.

In the second part of the chapter, I compare what factors play an important role for Human-AI trust according to the interviewees versus the reviewed papers. I also provide research and design opportunities for academic researchers and AI practitioners.

Chapter 4  
*Discussion, Future Perspectives, and Conclusions*

This chapter summarizes the findings and the contributions of my thesis. I also propose the short-, mid- and long-term perspectives stemming from my work.

1.7 Publications and Collaborations

The content of this thesis is built on three articles:


This work also resulted in the participation and co-organization of the following workshops:

- Oleksandra Vereschak, Gilles Bailly, Baptiste Caramiaux. *On the Way to Improving Experimental Protocols to Evaluate Users’ Trust*


- Fatemeh Alizadeh, Oleksandra Vereschak, Dominik Pins, Gunnar Stevens, Gilles Bailly, Baptise Caramiaux. Building Appropriate Trust in Human-AI Interactions. 20th European Conference on Computer-Supported Cooperative Work (ECSCW 2022), Jun 2022, Coimbra, Portugal. (hal-03724018)
Empirical studies can advance understanding of what Human-AI trust is, what factors affect it and to which extent. As mentioned in Chapter 1, human trust is a complex concept to study due to its multifaceted and multidisciplinary nature and the theoretical confusion with other related constructs such as confidence, distrust, reliance, compliance, and trustworthiness. Therefore, constructing an experimental protocol and choosing appropriate trust measures can be a challenge. To address this, the literature does not yet provide guidelines that support the empirical study of Human-AI trust in the context of decision making.

In this chapter, we focus on how to evaluate trust between human users and AI-embedded systems in decision making. Specifically, we investigate what differentiates trust from other theoretical constructs, what needs to be included and controlled for in the design of an experimental protocol and what trust measures to choose. We, thus, present a comprehensive survey of the Human-AI trust definitions and the experimental methodologies set to investigate it in the context of de-
cision making. Through this systematic literature review, we aim to summarize and categorize the most common elements of trust definitions alongside with current empirical approaches in the research on Human-AI trust in the context of decision making. We are also set to identify good practices and potential caveats among these approaches. Finally, we draw guidelines and research opportunities for the empirical study of Human-AI trust in the context of decision making.

2.1 Objectives and Approach

This chapter addresses two research questions of this thesis: **Definition-RQ1** What differentiates Human-AI trust from other related constructs, such as reliance, compliance, trustworthiness, etc.? and **Evaluation-RQ2** How to evaluate Human-AI trust in the context of decision making? through the lens of ACADEMIA (Figure 2.1). This chapter shares 4 objectives. The first one stems from RQ1, targeting to disentangle trust from other theoretical constructs. We analyze the existing trust definitions presented in the empirical studies on Human-AI trust in decision making to find common elements between them. We present our findings in Section 2.4.

The second objective focuses on the design of the experimental protocol and is related to RQ 2.1 of this thesis: *What do we have to include in the experimental protocol for Human-AI trust to exist in the context of decision making?* Having identified the key elements of trust in Section 2.4, we investigate to which extent they are incorporated and controlled for in the current methodological practices of studying Human-AI trust in the context of decision making through a systematic literature review. We summarize and categorize our findings following a typical structure of an experimental protocol design: Participants (Section 2.5), Task (Section 2.6), and Procedure and Design (Section 2.7).

The third objective focuses on the choice of measures and is related to **RQ 2.2** of this thesis: *How to choose the appropriate measures for Human-AI trust in the context of decision making?* Using the systematic literature review, we describe and categorize different trust measures used in the corpus, diving them in two groups - Quantitative (Section 2.9) and Qualitative (Section 2.10).

Finally, the forth objective is to provide a standardized guidance on the design of experimental protocols, choice of trust measures, and possible research directions; it encompasses RQ 2.1 and RQ 2.2. Draw-
ing from literature on social and cognitive sciences exploring Human-
Human trust, we propose a set of guidelines to help researchers in the
design of experimental protocols and in choice of the trust measures.
The main purpose is to prevent the identified caveats in the study of
trust in the specific context of AI-assisted decision making. In comple-
ment to guidelines, we identify research opportunities regarding the
elaboration of practical methods to studying trust and its dynamics
in laboratory experiments or the investigation of relevant factors (e.g.
individual differences, task outcomes) on Human-AI trust.

This chapter is structured as follows. We first present the method-
ology behind the systematic review of empirical studies investigating
Human-AI trust in the decision making context. We then present and
discuss results alongside with guidelines and research opportunities
for the experimental protocol and measures respectively. We start each
results’ subsection with a categorized summary of the methods used
in the corpus, which we discuss in the light of social and cognitive sci-
ences literature on Human-Human trust, highlighting strengths and
limitations. Based on this, we provide guidelines and research op-
portunities stemming from our discussion, summarized in Table 2.1,
Section 2.3.

2.2 Research in Human-AI Interaction

The notion of trust in the fields of CSCW and HCI is transverse to
several research lines of inquiry. In this section, we describe how the
systematic review presented further on in this chapter, contributes to
two lines of inquiry in the Human-AI literature: empirical research
on trust in AI, Human-AI guidelines, and multidisciplinary constructs
in AI (including explainable and interpretable AI).

2.2.1 Empirical Research on Trust in AI

Many empirical studies (e.g., [Ashoori and Weisz, 2019; Hancock et al.,
2011; Hoff and Bashir, 2015; Lee and See, 2004; Yin et al., 2019]) investi-
gate the impact of factors related to user, system and task on trust
while interacting with an AI. For instance, Yin et al. [2019] explores the
impact of stated and actual system accuracy on users’ trust, and Feng
and Boyd-Graber [2019] studies how experts and novices of the given
task react to Machine Learning recommendations. Recently, Glikson
and Woolley [2020] reviewed, synthesised and discussed these empirical
findings. While their focus was on factors that affect users’ trust,
they also remarked the need to address the great variance of measures used to study trust in AI. The authors urged to refer to other disciplines in an effort to improve the current research methodology on trust in AI with human subjects. Our work does so by drawing from social and cognitive sciences, and henceforth, opens a cross-disciplinary dialogue about the practices suitable for studying trust. Our main focus is, thus, investigating how to study trust rather than factors that affect trust. Readers can refer to Glikson and Woolley [2020] for a general overview of the latter, to Chatzimparmpas et al. [2020] for a review of advances in visualization techniques related to trust, and to Chatila et al. [2021] for a discussion of the role of explainable AI in the context of trust.

2.2.2 Human-AI Guidelines

An increasing number of Human-AI guidelines provide both high and low level suggestions on how to build systems that users can trust. They focus on different aspects such as transparency [Microsoft, 2018; Royal College of Physicians, 2018; Special Interest Group on Artificial Intelligence, 2019; UNI Global Union, 2017], understandability [Society, 2017; UNI Global Union, 2017] or explainability [of Business Ethics, 2018]. Trust plays an important role in these guidelines. For instance, a recent review [Jobin et al., 2019] states that at least 30% of the ethical guidelines for AI name trust as one of the main ethical principles. Amershi et al. [2019] present guidelines to help in designing and evaluating AI-embedded systems that users can trust and work with efficiently. A framework for building trust in AI proposed by Accenture Federal Services [2019] names Human Centered Design as one of the main tools to instill trust in users.

These Human-AI guidelines are often built on practitioners’ experience and existing empirical literature. While trust is often mentioned, it is challenging to assess how exactly and which of the recommendations might contribute to users’ trust development. The future Human-AI Guidelines can benefit from our review through further understanding of trust and through being able to assess rigorosity of the empirical studies their guidelines are based on.

2.2.3 Multidisciplinary Constructs in AI

Working on Human-AI Interaction (HAI) requires to manipulate several multidisciplinary and complex theoretical constructs such as fairness [Mulligan et al., 2019], explainability [Wang et al., 2019], interpretability [Gilpin et al., 2018] or trust. Loose use of definitions and
conflicting terminology, inherent to multidisciplinary terms, cause misunderstandings in the community. Consequently, multiple projects have been developed with the aim of disentangling these constructs in the HAI community by providing more theoretical foundations. For instance, Mulligan et al. [2019] examine fairness from the perspectives of various fields from law to computer science and create a heuristic tool for more structured interdisciplinary discussions and research collaborations around fairness. Wang et al. [2019] examine explainability as another construct which usually lacks thorough comprehension. Leveraging research on human reasoning and biases, they identify gaps in the existing Explainable AI techniques and propose and validate new ways to facilitate decision-making with AI explanations. Gilpin et al. [2018] discuss the theoretical differences between interpretability and explanability when interacting with an AI.

Our work contributes to the line of research of multidisciplinary constructs in Human-AI Interaction in two ways. First, we examine trust and its main theoretical components, and this construct has not been the major focus of this line of research yet. Second, we go beyond theoretical notions of trust and explore how current empirical practices of studying trust in Human-AI Interaction can be improved though drawing from other sciences.

2.3 Systematic Review Methodology

We propose a systematic review of previous research in Human-AI trust literature in order to understand how human trust has been empirically investigated in AI-assisted decision-making. In this section, we describe the method used to perform the systematic review. It encompasses three phases: keywords identification, and 2 steps of papers selection (see Figure 2.2).

2.3.1 Keywords Identification

We first conducted an explanatory search to identify the search keywords. In the ACM Digital Library, we searched for papers likely to include an empirical study about human trust in an AI-embedded system, where participants have to make a decision. For that, we required the abstract to include either artificial intelligence or machine learning together with either trust or decision. The full text should have included either trust or reliance with participant to filter out purely theoretical, technological or modelling papers.
This exploratory search produced 386 results. Out of them, we chose 48 relevant papers (using the same selection procedure as for the final selection of the papers, see Paper Selection) to identify the most reoccurring and relevant venues, which are CHI, IUI, and HRI. To find new keywords to be included in our final research string, we manually reviewed every publication in all of their proceedings from 2005 to 2020 (8108 papers in total) to find additional relevant papers. This step resulted in 17 more relevant papers, and from their abstracts we identified additional keywords used to describe the systems (e.g., algorithm, agent). We had iterated different combinations of the keywords up until the moment all papers, deemed relevant in the exploratory step, appeared among the search results of ACM Digital Library. The final search string is the following:

((("Abstract": "artificial intelligence" OR " ML " OR " AI " OR "machine learning" OR "systems" OR agent OR algorithm* OR automat*) AND ("Abstract": trust OR decision* OR user*)) AND ("Full Text Only": "trust" AND "participants")

### 2.3.2 Selection Criteria

The refined search led to 5026 papers, and we manually selected the relevant ones for our scope based on five criteria:

1. **Trust.** A paper to be selected should have results discussing Human-AI trust. If there are no results on trust reported in the paper or

---

2. This phase was conducted in April 2020. We set no time restriction, the earliest papers found dated 2005. Such year range coincides with the recent rise of interest in Human-AI research [Grudin, 2009].
3. This phase was conducted in April 2020.
if there are results on Human-Human trust instead of Human-AI trust, the paper is not included.

2. **Experiments with human participants.** We excluded all the papers that did not have an experiment (e.g., theoretical, guidelines). We also excluded the papers that ran experiments without human participants, for instance, experiments using simulated cognitive models.

3. **AI technology.** We considered the papers involving AI technologies\(^5\). As AI is a broad term, this criterion was an important selection challenge. To address it, we followed the methodology presented in [Glikson and Woolley, 2020] and included the following systems if a paper did not explicitly mention the system is AI-embedded: robots, virtual agents, and automated vehicles.

4. **Human decision making.** There is a full spectrum of ways in which humans and machines can collaborate to make a final decision with uncertain outcomes, from AI-assisted human decision making (human-centered) to AI system assisted by a human (machine-centered). A paper would be deemed relevant if it is a participant who makes the final decision(s) based on the system’s output(s). For example, a hiring system could suggest to accept candidate A, but it is up to a user to take the final decision.

5. **Format.** We included only full papers, so that all the reviewed papers could contain similar level of details about a study. Therefore, posters, late-breaking works, workshops etc., were excluded. We also excluded papers in a language we could not read.

\(^5\) We found several keywords including automated decision aid (e.g., [Huang and Bashir, 2017]), AI-based decision support system (e.g., [Buçinca et al., 2020]), intelligent assistant (e.g., [Ajenaghughrure et al., 2018]), intelligent agent (e.g., [Tokushige et al., 2017]), classifier (e.g., [Yang et al., 2020]), etc.

### 2.3.3 Papers Selection

The paper selection consisted of two steps, both manual. In the first one, we focused on papers’ formats and their abstracts. We excluded 2570 papers due to their format and 2202 papers due to the main goal of a study and type of system, which left us with 254 papers.

In the second selection step, the principal investigator read the full texts of these 254 papers. All the papers were read twice with a time gap of 2 weeks in a randomly reshuffled order without seeing the previous annotations during these weeks to ensure selection stability. 171 papers were deemed irrelevant because they did not have studies with human participants (n=73) or decision making (n = 66), they used irrelevant systems (n=13), did not focus on trust (n=15), or instead on...
Human-Human trust (n=4).

2.3.4 Corpus Overview

The final corpus consisted of 83 papers. We did a first analysis on the publication venues and the year of publication, depicted in Figure 2.3. It shows that 79 were published in the conference proceedings and 4 in journals. Papers published at CHI (n=16), IUI, and HRI (n=11 each) account for 45.7% of the selected corpus (Figure 2.3-a). The other venues were centered around socio-technical systems (e.g., CSCW, FAccT), interfaces (e.g., AutomotiveUI, DPPI), and autonomous and intelligent agents (e.g., AAMAS, HAI). 66% of the corpus have been published in the past 5 years (see Figure 2.3-b). Such a trend reflects the increasing number of publications in the venues as well as establishments of new venues (e.g., FAccT, HAI).

Henceforth, all reported percentages are rounded up to the nearest tenth.

Figure 2.3: a) Number of the selected papers per publishing venue. b) Number of the selected papers per year from 2005 to 2021. Please note that the data for 2021 is incomplete since the data collection for this survey was conducted in the beginning of January 2021.

2.3.5 Corpus Analysis

1) Papers Annotation. To be able to analyze and discuss the information present in every empirical study in a structured and systematic way, we elaborated a grid of analysis of the corpus of papers. First, we extracted the definitions of trust used and their origins. Then, we extracted the information corresponding to each element of an experimental protocol:

- **Participants**: experience, expertise, and number;
- **Task**: the process of decision-making, task feedback and outcomes;
- **Procedure and experimental design** focusing on instructions and the order of questionnaires;
• **Data collection methods and analysis**: types of measures used, how they are implemented and analyzed.

2) **Papers Analysis**. Once we annotated each paper based on the grid above, we identified similarities in the methods used in each section and grouped them. This resulted in a categorized and complete overview of methods used for studying trust in AI-embedded systems assisting human decisions. This allowed us to identify the common practices in the community and compare them to the ones of Human-Human trust research. To do so, principal investigator, with a background in social and cognitive sciences, relied on handbooks and reviews (e.g., [Castelfranchi and Falcone, 2010; Gillespie, 2011; Lyon et al., 2015]) to identify Human-Human trust community discussions on methodology, raised issues, and proposed solutions pertinent to each element of an experimental protocol. If the common practices between Human-AI trust and Human-Human trust differed or if no common trend was spotted for the former, we explained the limitations of the current approaches stemming from our corpus. Additionally, drawing from social and cognitive science literature on Human-Human trust, we provided guidelines (G) aiming at overcoming these methodological limitations. We also proposed research opportunities (RO) for investigating further trust factors and trust methodology in the context of AI-assisted decision making.

2.3.6 **Review Structure and Summary**

Each section of this review is dedicated to each element of an experimental protocol we used as an annotation grid for our corpus. We start each subsection with a categorized summary of the methods used in the corpus, which we discuss in the light of social and cognitive sciences literature on Human-Human trust, highlighting strengths and limitations. Based on this, we provide guidelines and research opportunities stemming from our discussion. Table 2.1 reports a summary of the guidelines and research opportunities per section.

2.3.7 **A Practical Example**

We illustrate a case example to show how to apply our guidelines (and more generally this review) in practice. Consider designers who have been working on an AI-embedded system for college recruitment following principles of trustworthy AI and would like to evaluate users’ trust in it. First, thanks to Sections 2.4.1 and to Sections 2.4.2 of this review, they are familiarized with what trust is (G1). Using section 2.4.3, they can avoid confusing terminology in their literature review search
<table>
<thead>
<tr>
<th>Sections</th>
<th>Guidelines</th>
<th>Research Opportunities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>(G1) Provide a clear definition of trust</td>
<td>(RO1) Investigate individual differences</td>
</tr>
<tr>
<td>Section 2.4</td>
<td>(G2) Prevent any confusion between trust and related constructs</td>
<td>(RO2) Investigate how groups of users trust an AI-embedded system</td>
</tr>
<tr>
<td>Participants</td>
<td>(G3) Assess the expertise and prior experience of users</td>
<td>(RO3) Investigate how AI-embedded systems are perceived by indirectly impacted stakeholders</td>
</tr>
<tr>
<td>Section 2.5</td>
<td>(G4) Consider users’ self-confidence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(G5) Favour a higher number of participants</td>
<td></td>
</tr>
<tr>
<td>Task</td>
<td>(G6) Consider alternative interaction flows</td>
<td>(RO4) Investigate the impact of the interaction flows, as factors, on trust</td>
</tr>
<tr>
<td>Section 2.6</td>
<td>(G7) Ensure to involve vulnerability</td>
<td>(RO5) Investigate the impact of delayed feedback on the dynamics of trust</td>
</tr>
<tr>
<td></td>
<td>(G8) Assess participants’ likeliness to exhibit realistic behaviors</td>
<td>(RO6) Investigate to what extent virtual outcomes might replace real ones</td>
</tr>
<tr>
<td>Procedure and</td>
<td>(G9) Ensure to control initial participants’ expectations</td>
<td>(RO7) Investigate new methodologies to assess dynamic trust in practice</td>
</tr>
<tr>
<td>Design</td>
<td>(G10) Favour interactions over a long period of time</td>
<td></td>
</tr>
<tr>
<td>Section 2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>(G11) Favour the use of well-established questionnaires that comprise the key elements of trust</td>
<td>(RO8) Investigate whether single-item questionnaires capture trust as well as other measures</td>
</tr>
<tr>
<td>measures</td>
<td>(G12) Report psychometric statistics</td>
<td>(RO9) Explore more fundamental correlates between physiological sensing and trust</td>
</tr>
<tr>
<td>Section 2.9</td>
<td>(G13) Use the term “trust-related behavioral measure” to avoid theoretical confusion</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(G14) Favour measures relative to the system’s precision</td>
<td></td>
</tr>
<tr>
<td>Qualitative</td>
<td>(G15) Increase empirical rigor when reporting on qualitative methods</td>
<td></td>
</tr>
<tr>
<td>measures</td>
<td>(G16) Adopt under-used qualitative methods for studying trust (Critical Incident Technique, Repertory Grid, Hermeneutics)</td>
<td></td>
</tr>
<tr>
<td>Section 2.10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the main guidelines and research opportunities organized according to the constructive elements of an experimental protocol.

and write-up (G2). Reminded that individual differences such as age, gender, cultural background can contribute to trust variance (G3, G4), designers make sure to explore this in their analysis (RO1). Additionally, Section 2.5.2 can bring attention of the system's developers to the fact that college decisions might be made in group, rather than individually, (RO2) and to the fact that university using AI for candidates selection can affect indirect stakeholders - students (RO3). While developing an experimental protocol, designers are reminded that their participants have to have something at stake while doing the task (G7,
G8), and Section 2.6.3 can provide multiple examples of how to do it. Designers also learn about the importance of the first impressions for participants’ trust formation (G9), and can find several examples of how to introduce the system in Section 2.7.1. From Section 2.7.3, they can understand that their study should allow for an interaction long enough to record multiple stages of trust development (G10). This would also encourage them to explore which trust measures are more suitable for this (RO7, RO8, RO9). Lastly, Section 2.8.1 will help developers select an appropriate trust questionnaire (G11) and remind them what questionnaire-related statistics should be reported (G12). Section 2.8.2 will familiarize them with other trust-related measures, which do not measure trust directly (G13). If developers decide to conduct qualitative studies with their participants Sections 2.9.2 and 2.9.3 will provide them with some examples of appropriate tools to run, analyze and report one (G15, G16).

In the following sections, we present the analysis of the reviewed papers and detail the guidelines and research opportunities mentioned above.

2.4 Trust Definitions

In this section, we review existing definitions used in the Human-AI literature, highlighting the differences with the ones used in Human-Human trust literature. We identify the components of trust. We then suggest what should be considered while defining trust in a paper as it influences the choice of the experimental set-up and empirical methods to study it.

2.4.1 Definitions in Human-AI Trust

Only 26.5% (n = 22) papers of our corpus provide a definition of trust resulting in 11 different definitions. 50% of these definitions are adopted directly from the social sciences literature on Human-Human trust [Boon and Holmes, 1991; Mayer et al., 1995; Young and Albaum, 2002] or adapted to Human-Machine trust, based on the grounds of social sciences [Ekman et al., 2016; Lee and Moray, 1992; Lee and See, 2004; Madsen and Gregor, 2000]. Other papers provide definitions based on a review of existing definitions of trust in Human-Machine trust [Rajaonah et al., 2006] or propose their own based on Human-Machine and Human-Human trust definitions [Ajenaghrure et al., 2010]. Finally, three definitions’ origins were not provided [Bridgwater et al., 2020; Salomons et al., 2018; Xie et al., 2019]. We thus observe a va-

\footnote{We consider Lee and See [2004] and Lee and Moray [1992] as one definition source, because both of them have the same first author and are almost identical.}
riety of definitions in the few reviewed papers with definitions. Three of them are most reoccurring (appearing in 15 out of 22 papers; 68%):

1. “An attitude that an agent will achieve an individual’s goal in a situation characterized by uncertainty and vulnerability” [Lee and See, 2004] \((n = 10, 45.5\% \text{ of the 22 papers with definitions})\);

2. “The extent to which a user is confident in, and willing to act on the basis of, the recommendations, actions, and decisions of an artificially intelligent decision aid” [Madsen and Gregor, 2000] (adapted from [McAllister, 1995]) \((n = 3, 13.6\%)\);

3. “The willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that party” [Mayer et al., 1995] \((n = 3, 13.6\%)\).

2.4.2 Elements of Trust

By looking at the common terms in all the trust definitions in the corpus, we identify three most common types of phrases characterizing trust. They mirror three key elements of trust which arise in economics, psychology, and sociology [Rousseau et al., 1998]: trust is linked to a situation of vulnerability and positive expectations, and is an attitude.

All the reviewed definitions (11) define trust as an attitude, with one paper explicitly stating that it is an “unobservable variable” [Xie et al., 2019]. 8 definitions include phrases related to positive expectations [Bridgwater et al., 2020; Ekman et al., 2016; Lee and See, 2004; Madsen and Gregor, 2000; Mayer et al., 1995; Rajaonah et al., 2006; Salomons et al., 2018; Young and Albaum, 2002], but only 3 definitions [Lee and See, 2004; Mayer et al., 1995; Xie et al., 2019] mention vulnerability. Vulnerability and positive expectations emerge from these definitions as they are the condition for trust to exist [Hosmer, 1995; Luhmann, 1979], and the idea that trust is an attitude dictates how it should be investigated and measured.

To better illustrate these elements, let’s imagine a situation where a patient has a serious illness, and their doctor proposes a treatment. The patient is in a situation of vulnerability, the first key element of trust, as this situation involves uncertainty of the outcomes of a decision, with potential negative or undesirable consequences [Hosmer, 1995; Luhmann, 1979]. For instance, following a treatment might just not work.

\(8\) See Appendix A for the full list of trust definitions.

\(9\) It is not surprising as many definitions of our corpus rely on the one proposed by Mayer et al. [Mayer et al., 1995], a slightly modified version of the most widely accepted trust definition in social sciences [Evans and Krueger, 2009; Rousseau et al., 1998].
<table>
<thead>
<tr>
<th>Definition</th>
<th>Origin</th>
<th>Vulnerability</th>
<th>Positive Expectations</th>
<th>Attitude</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee and See [2004] and Lee and Moray [1992]</td>
<td>Automation, adapted from Human-Human Trust</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>95; 108; 183; 298; 345; 389; 395; 396; 397</td>
</tr>
<tr>
<td>Mayer et al. [1995]</td>
<td>Human-Human Trust</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>109; 278</td>
</tr>
<tr>
<td>Ekman et al. [2016], a combination of Lee and See [2004] and Mayer et al. [1995]</td>
<td>Automated Vehicles, adapted from Automation and Human-Human Trust</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>380</td>
</tr>
<tr>
<td>Madsen and Gregor [2000] (adapted from McAllister [1995])</td>
<td>HCI, adapted from Human-Human Trust</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>84; 181; 387</td>
</tr>
<tr>
<td>Young and Albaum [2002]</td>
<td>Human-Human Trust</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>400</td>
</tr>
<tr>
<td>Boon and Holmes [1991]</td>
<td>Human-Human Trust</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>130</td>
</tr>
<tr>
<td>Rajaonah et al. [2006]</td>
<td>Review of Human-Automation and Human-Computer Trust</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>290</td>
</tr>
<tr>
<td>Their own definition</td>
<td>Review of Human-Human and Human-Computer Trust</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>7</td>
</tr>
<tr>
<td>Flawed source stated</td>
<td>–</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>45</td>
</tr>
<tr>
<td>No source stated</td>
<td>–</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>312</td>
</tr>
<tr>
<td>No source stated</td>
<td>–</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>384</td>
</tr>
</tbody>
</table>

No definition: 2; 10; 17; 46; 49; 53; 54; 63; 65; 71; 76; 88; 99; 107; 117; 123; 127; 137; 139; 143; 145; 149; 164; 179; 186; 195; 203; 205; 214; 230; 249; 253; 261; 273; 274; 279; 287; 288; 294; 302; 321; 332; 329; 332; 343; 346; 350; 353; 354; 358; 359; 361; 368; 370; 371; 382; 383; 388; 392; 394; 402

Table 2.2: List of trust definitions in the reviewed Human-AI papers with highlighted key elements of trust.
or might provoke severe side effects. Uncertainty might be due to the unpredictable nature of the world as well as the lack of human knowledge and capabilities [Castelfranchi and Falcone, 2010]. However, it is necessary to distinguish two natures of uncertainty (sometimes referred as risk vs. ambiguity [Knight, 1921]): the possibility of outcomes can sometimes be estimated (e.g. the treatment has 30% of success with full recovery) or not (e.g. the percentage of success or the side effects of the treatment are not known). In this chapter, the notion of vulnerability relates to both types of uncertainty. Without vulnerability, there is no need for trust to emerge [Castelfranchi and Falcone, 2010; Gambetta, 2000; Lascaux, 2008; Offe, 1999].

Similarly, trust will not emerge if the patient does not have positive expectations, the second key element, about the treatment the doctor assigned them. Even if the patient decides to follow it anyway, we cannot claim that the patient trusts the doctor [Hosmer, 1995; Luhmann, 1979]. Trust has grounds to form only when one thinks that negative outcomes associated with trusting do not exist or are very unlikely [Lewis and Weigert, 1985].

The third key element is that trust does not systematically translate into a behavior. For example, the patient’s level of trust might not be sufficient enough to follow the doctor’s suggestion or the patient trusts the doctor’s suggestion enough, but, lacks financial resources to follow it. It is also possible to have actions without trust if the patient has no other option, but to follow the doctor’s suggestion. A socio-cognitive approach to defining trust suggests that trust is rather an attitude [Castelfranchi and Falcone, 2010], i.e. a certain way of feeling about the object [Bohner and Dickel, 2011]. Trust then cannot always be fully observable to the third parties (unless clearly and objectively communicated in a verbal or written form), which has an important impact on the choice of the methods to study trust (see sections 2.9 and 2.10).

The definition of trust plays a role for an experimental set-up (vulnerability and positive expectations) and choice of trust measures (attitude). Therefore, the first guideline would be:

**G1** Provide a clear definition of trust in a paper, which would guide researchers in their experimental protocol as well as readers in better understanding of the decisions behind it.

In the rest of our paper, we rely on the Lee and See [2004] definition when referring to trust: “An attitude that an agent will achieve an
individual’s goal in a situation characterized by uncertainty and vulnerability.” We favour this definition as it comprises the three key elements of trust and is the most used definition in the corpus as well as in the Human-Automation literature. We note, however, that mentioning both “vulnerability” and “uncertainty” in this definition appears to be redundant since vulnerability already comprises uncertainty as explained above. On the other hand, it is the only definition in the corpus that explicitly highlights the notion of uncertainty as impossibility to estimate the likelihood of outcomes, which characterizes the general theme of the scenarios employed in our corpus - decision making with uncertain outcomes.

2.4.3 Constructs Related to Trust

The three elements presented above are constitutive to trust. Concealing one element leads to consider a different concept, yet related to trust. For instance, without an element of vulnerability in a situation, it would be more appropriate to consider confidence instead of trust [Evans and Krueger, 2009; Luhmann, 2000], which is the case in 3 definitions from the corpus [Bridgwater et al., 2020; Madsen and Gregor, 2000; Salomons et al., 2018]. Continuing with the previous example, let’s say the illness is not severe and the treatment is unlikely to have serious side effects. When the patient decides to follow the treatment without considering any alternatives and thinks that they will only be better off with it, this suggests that the patient is confident in the doctor’s suggestion. When there is more of vulnerability for the patient’s health, the patient might start looking into alternatives or into not accepting the treatment at all. If in the end they decide to follow the doctor’s suggestion despite potential serious side effects of the treatment, this suggests that the patient trusts this suggestion [Luhmann, 2000].

Without positive expectations, it is more appropriate to discuss distrust. This construct is often confounded with low levels of trust [Mcknight and Chervany, 2001]. While there are some researchers who deem trust and distrust as the opposite ends of one construct [Rotter, 1980], recently the community views them as two separate ones [Lewicki et al., 1998; Sitkin and Roth, 1993]. This means that they can both reach high and low levels and exist simultaneously. Just like for trust, too much of distrust can be harmful as it can lead to inability to identify correct recommendations. Only calibrated levels of trust and distrust are beneficial for decision-making as under this condition users are less likely to blindly follow incorrect recommendations and to override correct ones [Mcknight and Chervany, 2001].
Sometimes trust is confounded with behaviors such as **reliance** and **compliance**. The former is defined as the decision to follow someone’s recommendation, and the latter as the decision to ask for a recommendation in the first place. As we have discussed before, trust does not always translate to a behavior, but there is definitely a relation between them [Deutsch, 1958, 1960; Hoff and Bashir, 2015; Holmes and Rempel, 1985; Lee and See, 2004; Meyer and Lee, 2013]. Figure 2.4 summarizes how these constructs are related to trust.

Finally, trust is also related to **perceived trustworthiness**. If the patient thinks that the doctor is trustworthy (e.g., has many diplomas, was recommended by someone), this does not mean the patient will trust them. Generally, perceived trustworthiness is not recommended to be used as a proxy for how much another person trusts the counterpart. In addition, having beliefs about the degree of someone’s trustworthiness does not involve any vulnerability, a key element of trust [Gillespie, 2003].

As these constructs are related to trust, they are sometimes used interchangeably, leading to a further theoretical entanglement between these related terms.

**G2** To **prevent any confusion between trust and related constructs**, such as confidence, reliance, distrust, and trustworthiness, one should put particular care on the choice of terminology.

In the next sections, we will summarize and categorize different methodologies used while designing an experimental protocol for studying Human-AI trust in the context of decision making.
2.5 Participants

We now discuss elements related to the participants’ profiles and how they can impact trust formation and development.

2.5.1 Experience and Expertise

Prior Experience. Studies from the corpus generally involve participants with no prior experience with neither the considered AI-embedded system nor the task associated with it \((n = 49, 59\%)\). Some experiments recruit participants with prior experience with the task at hand \((n = 25, 30.1\%)\), for instance, with the expert domain or the AI-embedded system \((n = 6, 7.5\%)\). Additionally, six papers provide a training session before the actual experiment. In these papers, expertise is either assessed by asking about their educational and professional backgrounds or by testing their knowledge on the topic.

Our past experiences drive our expectations [Pavlov, 2010; Sutton and Barto, 1998], and can affect the way we update our beliefs. For example, if the past experience with a system was negative, a participant is more likely to overreact to an error during an experiment, reconfirming their initial expectations [Fareri et al., 2012]. Therefore, inquiring about participants’ prior experience can help in analysing the study’s data. It is thus recommended to:

G3 Assess the expertise and prior experience of users regarding both the AI-embedded systems and the task when running a study.

Subjective expertise. A small subset of papers \((n = 10, 12\%)\) also ask participants about how well they think they understand how to use the system or, in other words, measure their subjective expertise (also called self-confidence or self-efficacy [Perry, 2011]). Subjective expertise is how well participants think they can achieve their goal (e.g., solving a problem). Research suggests that people are generally overconfident in their abilities, which leads to biased judgement [Lichtenstein et al., 1977; Yates, 1990] and in turn might affect trust-related perceptions and decisions [Lee and Moray, 1994].

It is believed that its magnitude depends on gender [Barber and Odean, 2001], age or culture [Hyde, 2005]. In our corpus, only 3 studies consider these individual differences, but they do not link them to self-confidence. The first research opportunity would be:
Investigate individual differences related to self-confidence, gender, culture, and beyond to establish their precise impact on trust.

It is, therefore, important to:

G4 Assess self-confidence, or subjective expertise, of participants in studies on trust in AI-embedded systems alongside with other individual differences.

Subjective expertise can explain a variation in users’ trust as well as objective skills and knowledge, but it is not entirely clear yet why and how exactly in the context of decision making with AI-embedded systems.

2.5.2 Groups and Stakeholders

Number of participants. The average number of participants per study is 134 ($SD = 259.9$, median = 48), which is high in comparison with standard HCI experiments. Such a high number can be explained by the fact that some crowd-sourcing studies ($n = 29$, 33.7%) recruited very large number of participants (i.e., 1994, 757, and 1042 in Yin et al. [2019]). Consequently, the average number of participants per crowd-sourcing study is 340 and is much higher than the one of the rest - 51. This could be an indicator that in the corpus, trust has been mostly studied by recruiting a large number of participants in order to compute quantitative correlates (see Section 2.9). It could also be due to the fact that studies related to social sciences and psychology are recommended to recruit a larger number of participants [Brysbaert, 2019; Roscoe, 1969]. As trust is a psychological construct, one should:

G5 Favour higher numbers of participants than in standard HCI experiments [Caine, 2016].

Individual vs. group of participants The predominant trend in Human-AI trust with decision-making is to investigate trust of an individual ($n = 81$, 97.76%). However, a line of literature in social sciences suggests the importance of considering trust of a group (e.g., [Dietz and Hartog, 2006; Fulmer and Gelfand, 2012; Huff and Kelley, 2003]). Indeed, group decisions with an AI-embedded system are part of real-life cases, especially in the medical field (e.g., [Yang et al., 2016]). Moreover, group decision-making and trust processes have been shown to be different from the individual ones [Kim et al., 2013]. For example, repairing trust has been found to be more difficult for groups than for individuals [Kim et al., 2013]. In our corpus, we found only two pa-
pers that investigate trust of a group with decision-making, and they look into groups of 2 users [Shamekhi et al., 2018; Wang et al., 2010]. Thus, there needs to be more research on:

RO2 Investigating how groups of users trust an AI-embedded system and collectively make a decision similarly to real-life scenarios involving several users.

Direct vs. indirect interaction. In most experiments ($n = 75, 93.75\%$), the participant has a role of the user directly interacting with the system. However, there are other stakeholders who do not interact with the system directly, yet can be impacted by the decisions made with AI-embedded systems, and it could be insightful to investigate their trust, too. For example, would patients still listen to the doctor if they had known beforehand the doctor is assisted by an AI for diagnosis assessment [Cohen, 2020]? Would citizens be upset to the same extent about a new bus schedule if it had been created manually instead of with the help of an AI [Ito, 2018]?

Discussions around this type of trust, referred to as indirect trust, is predominately found in the research community of reputation systems, mostly with a purpose of software optimization [Gutschner, 2007]. In the reviewed corpus, we found that automated vehicles research starts to focus on studying trust of indirect stakeholders such as pedestrians, because they are also affected by the decisions of direct users [Ackermans et al., 2020; Holländer et al., 2019; Reig et al., 2018]. Besides automated vehicles, the attitudes towards AI-embedded systems of stakeholders, who are affected by the decisions of direct users, is also explored with algorithms [Brown et al., 2019; Woodruff et al., 2018]. This promising line of research should be further expanded by:

RO3 Investigating how AI-embedded systems are perceived by stakeholders indirectly impacted by the decisions made with the help of such systems in various contexts.

2.6 Task

In this section, we examine different aspects to consider when elaborating a task, focusing on the process of decision-making and its outcomes.
2.6.1 Interaction flow in the Decision Making Process

We found a large variability in the process of making decision as illustrated in Figure 2.5. The most common and simplest pattern consists of presenting a recommendation and letting the participant follow, or not, this recommendation (case 1; \( n = 46, 60.8\% \) of all the quantitative studies). This setup reflects, for instance, an autonomous system detecting a risk and suggesting an alternative way of working; the operator is then free to accept or reject this recommendation. An alternative process does not automatically provide a recommendation. It gives participants the choice of questing it if needed (case 2; \( n = 6, 9.2\% \)). This process reflects, for instance, when a person is free to choose their source of recommendations if any at all. It also has the advantage to study participants’ reliance on the system. These two processes can be combined as illustrated in Figure 2.5. After having provided an initial recommendation, participants can ask for one or several recommendations or additional information (case 3, \( n = 3, 4.6\% \)). Asking for several recommendations is common in Human-Human trust [Johnston et al., 2015; Koenig and Jaswal, 2011; Landrum et al., 2013]. For instance, asking the opinion of several doctors before deciding for a specific treatment. Finally, case 4 is interesting (\( n = 14, 21.5\% \)) because it is rare to get a recommendation after having made a decision in a real-world scenario. For example, in the 7 papers in our corpus that studied functioning prototypes, the recommendation was shown immediately, without a request from participants. The practicality of case 4 in experimental settings makes it possible, however, to compare the decision made before and after receiving a recommendation, and thus to capture the degree of participants’ compliance with the system.

The choice of an interaction flow affects what logs researchers can record related to participants’ decisions, how and if these decisions evolve. As a consequence, this choice also impacts what other mea-
sures researchers can calculate (right part of Figure 4, learn more about these measures in 8.2). Yet, usually studies in the corpus do not motivate their choice of the interaction flow. The only exceptions are the 14 papers that adopted case 4 to explore whether and when participants changed their decisions. In other cases, the link between an interaction flow and possible measures was not paid attention to. While developing a study, researchers should:

G6 Consider alternative interaction flows to derive measures related to trust (e.g. compliance, reliance, etc.) and highlight their variability with respect to the scenario at hand.

The choice of an interaction flow also changes the conditions under which recommendations appear: mandatory and immediate (case 1 and case 3), unique non-mandatory (case 2), and mandatory and non-immediate (case 4). It still remains unclear what impact this could have on participants’ trust as they would receive additional advice from the system under different circumstances. It would be thus interesting to:

RO4 Investigate the impact of the interaction flows, as factors, on trust and to study to which extent the findings might be generalized from one case to another.

2.6.2 Feedback

Once participants made a decision, they might receive feedback. In the majority of the cases, it is about participants’ performance, and rarely about the one of the system. It can be done through verbally stating that the participants’ decision was either correct or wrong ($n = 30.46\%$) as well as through updating participants’ score based on the correctness of the decision ($n = 5$). This means that participants can infer the accuracy of the recommendations indirectly depending on whether they followed one or not and whether the decision turned out to be correct or wrong. For example, a participant that did not follow a recommendation and was told that their decision was wrong can infer that the recommendation was correct. In the case when participants get feedback only after several decisions usually in the form of the percentage of correct decisions ($n = 3$), they could infer the general accuracy of the system’s recommendations, but would not be able to know which recommendations were correct or wrong. Rarely, direct feedback is given about the system’s accuracy such as number of errors the system made, updated after each mistake or percentage of correct recommendations after several decisions ($n = 1$ each). In this case, participants learn directly about the system’s accuracy and
indirectly about their performance.

The feedback can be immediate \((n = 39, 60\%)\) allowing participants to dynamically update their level of trust. For instance, you will immediately update your trust when you realize you followed a slower route with a lot of traffic due to AI’s recommendation. However, in many scenarios, feedback can only be received after some delay, e.g., the consequence of the choice of a medical treatment. In our corpus, only 7.6% of the studies provide feedback after a block of decisions \((n = 4)\), after one day \((n = 1)\) or even within weeks \((n = 1)\). This indicates there is a lack of studies with more real-world scenarios. For example, while assigning a treatment or giving out a loan, the decision maker might learn whether they were wrong over a longer period of time - weeks, months or years. As it remains unclear,

**RO5** The effect of such delayed feedback on the way trust evolves needs to be investigated.

### 2.6.3 Task Outcomes

Vulnerability is one of the pillars of trust (section 2.2). While (im)possibility to predict the likelihood of outcomes is introduced to the experiments through the nature of scenarios AI-embedded systems are used for in the studies (e.g., medical decisions, rescue operations), introducing undesired and regretful outcomes might require more thought. To immerse participants in the state of vulnerability, they must feel that their decisions matter, that is having something at stake. Therefore, task outcomes play an important part in triggering a sense of vulnerability in participants. Researchers have to:

**G7** Ensure they involve vulnerability through task outcomes (e.g., monetary incentives), to avoid a mismatch with confidence in data collection.

In our corpus, 12 studies included no element of vulnerability. Vulnerabilities associated with decisions should be realistic enough, which can be introduced through real incentives (e.g., monetary bonuses and maluses, avoiding injuries). However, this option might not always be attainable in experimental settings (e.g., budgetary constrains, no life can be put in danger). Instead, virtual incentives (e.g., game points, lives of virtual teammates at risk) can be used as a replacement. When using virtual incentives, one should:

**G8** Assess participants’ likeliness to exhibit realistic behaviors, that
is how immersive they are and to which extent participants are engaged.

We now discuss how exactly the studies in the corpus account for vulnerability.

1) Real Incentives. Only few studies introduce real outcomes \((n = 20, 30.8\% \text{ of the } 65 \text{ quantitative studies})\). One of the strategies includes temporal incentives \((n = 3, 4.6\%)\). For every wrong decision, participants have to wait a couple of seconds which can quickly be annoying. Another one is monetary incentive \((n = 12, 18.5\%)\) where participants can receive only performance bonus \((n = 8, 12.3\%)\) or bonus and malus \((n = 4, 6.2\%)\). This strategy is widespread in economics as it has been proven that participants tend to give more optimal answers and avoid random guessing (with an exception for when the task is too complicated) [Camerer and Hogarth, 1999; Hertwig and Ortmann, 2003]. If the bonuses are too small, participants might disregard them and feel unmotivated to perform well [Gneezy and Rustichini, 2000]. If the bonuses are too high, this might put unnecessary pressure on the participants, hindering their motivation [Baumeister, 1984]. Another strategy is cognitive effort incentives \((n = 2, 3.1\% \text{ e.g. solving a puzzle for a long time and losing in the end [Kulms and Kopp, 2019]})\).

2) Virtual Incentives. The majority of studies \((n = 48, 73.85\%)\) use virtual incentives, presumably because they are easier to implement. Among them, we differentiate virtual penalties \((n = 11, 16.9\% \text{ e.g. game points [Natarajan and Gombolay, 2020; Yu et al., 2016, 2017, 2019]})\), negative virtual consequences for participants \((n = 29, 44.6\%, \text{ e.g. car accident [Maurer et al., 2018; Rajaonah et al., 2006]})\) or negative virtual consequences for other stakeholders \((n = 9, 13.4\%, \text{ e.g. injury or fatality [Fan et al., 2008; van Maanen et al., 2011]})\).

However, it is unclear whether virtual outcomes (e.g. virtual car accident) might replace real ones and produce a sense of vulnerability. Recent findings in experimental economics suggest that if the virtual environment is immersive enough (through a presence questionnaire: e.g., [Whelan, 2008]), participants might suppress the feeling of participating in an experiment and consequently demonstrate more realistic behaviors in decision-making tasks with risk [Gurerk et al., 2014]. It remains that participants know that the researchers are not allowed to hurt them. For instance, one study simulates an emergency evacuation but participants rated it 1.5 out of 7 on credibility [Robinette et al.,
More exploration needs to be done to:

RO6 Investigate to what extent virtual outcomes might replace real ones and produce a sense of vulnerability.

2.7 Procedure and Design

While the previous section focuses on task, this section discusses how the task is integrated in the whole experiment.

2.7.1 Introducing the System Performance

Positive expectations are a necessary component of trust (Section 2.4.2). If before or at the initial stages of interaction participants do not have positive expectations about the system, then trust will not start forming and developing. It is thus important to:

G9 Control participants’ expectations about the system in the beginning of an experiment.

We note, however, it is more appropriate to do so in studies that explore various aspects of trust and its factors rather than studies directed at evaluating a system. In the latter case, the evaluation might be biased due to the deceiving priming effect. In the corpus, we identified three main strategies for establishing initial positive expectations.

The first one is instructions. Two studies [Yang et al., 2020; Yin et al., 2019] directly signal to participants the systems’ accuracy percentage (stated accuracy). Four studies [Andrist et al., 2013; Wang et al., 2010; Xiao et al., 2007; Yuksel et al., 2017] follow a less direct approach and introduce their systems claiming they have appropriate expertise for the task, without going into many details. For instance, the systems are simply described to be “reliable” [Yuksel et al., 2017] to do the task. Three other studies [Andrist et al., 2013; Wang et al., 2010; Xiao et al., 2007] mention the system had relevant past experience.

The second is the initial experience when interacting with the system. Several studies make the system error-free for the first recommendation [Yang et al., 2020] or in the first group of recommendations [Yu et al., 2016, 2017, 2019] to evoke positive expectations. Indeed, the effect of a mistake occurring during the early stages of an interaction on trust is unlikely to diminish over time [Lee and See, 2004; Marshall,
A mistake during the last stages of interaction can also negatively distort the trust reports due to a bias in memory [Kahneman, 2000].

The third one is the behavior of the system itself, by guarantying a minimum level of accuracy. Indeed, previous studies indicate that 60% - 80% accuracy is considered to be an appropriate window for investigating users’ trust in AI-embedded decision-support systems [Baudel et al., 2021; Yin et al., 2019; Yu et al., 2016; Zhang et al., 2020]. Below this threshold, the AI recommendations fail to be helpful for decision makers [Onnasch, 2015], and the study is thus more likely to investigate distrust rather than trust. We would expect this threshold, however, to be context-dependent. For example, 80% in the medical field would be too low.

### 2.7.2 Experimental Design

**Between-subject design** is especially appropriate when the investigated factors can introduce learning effects ($n = 43$) (e.g. the way system communicates) or are related to the profile of the participants ($n=5$) (age, nationality, etc.). However, it requires a large number of participants. In contrast, **within-subject design** requires less participants if it is compatible with the research question. For example, studies can adopt a within-subject design for investigating accuracy of the system if they are interested in how different levels of accuracy affect users’ trust. If it is not the case and running a between-subject study is not possible, one can to increase the elapsed time between the different conditions (2-5 days apart) to reduce learning effects [Yang et al., 2020].

### 2.7.3 Assessing Pre-, Post-, or Dynamic Trust

It is common practice to use questionnaires during the experiment to capture different aspects of trust (see Section 2.9.1). Introducing a questionnaire before the interaction with a system ($n = 3, 5.5\%$ of the 55 studies that included questionnaires) captures participants’ initial trust, based on their own beliefs and previous experiences if any. After the interaction ($n = 22, 40\%$), it captures participants final trust in a system, affected by the recent interaction. However, these approaches do not capture changes in the participants’ trust in the system. Trust is dynamic, it can be increased, decreased, repaired, and maintained [Lewicki and Brinsfield, 2011]. To capture some of these changes, an alternative is to introduce the same questionnaire before and after the interaction ($n = 5, 9.1\%$). In within-subject studies, it is common to

---

10 Condition is a level of the independent variable that is manipulated by the researcher in order to assess the effect on a dependent variable (from American Psychological Association Dictionary). For example, system’s accuracy as variable can have three conditions - low, average, high.
introduce the trust questionnaire after each condition \((n = 13, 24.1\%)\) to avoid interference between conditions.

Another approach is to investigate trust at a smaller time-scale - at a scale of a trial. If we consider an experiment as a collection of repetitive events, one of these events is a trial. In the context of the studies in our corpus, a trial usually consists of participants making a decision following or not a recommendation. Questionnaires can be introduced after each trial \((n = 13, 23.6\%)\) or after each block, or group, of trials \((n = 6, 10.9\%)\). While this approach might better capture the dynamics of trust, e.g. if there were any spikes in the levels of trust, and what trial exactly caused such fluctuations, it increases the length of the experiment and/or requires short questionnaires.

In summary, one major practical challenge of Procedure is the length of the experiment, then:

G10 Long interaction phases should be favored for capturing the dynamics of trust.

Moreover, trust requires pre- inter- and/or post-treatments (e.g. questionnaires) which are as long as the interaction phase. Considering several conditions also increases the length of the experiment. However, more than a third of studies \((n = 29, 35\%)\) last 1 hour or less, the interaction time being limited to about 34.5 minutes \((SD = 29.7)\). A main challenge for future work is to:

RO7 Develop new methodologies to investigate dynamic trust in practical settings.

Ideally, they should not be too long and intrusive in the course of an experiment, and should try to capture trust measures as continuously as possible (more about different types of measures see Sections 2.9 and 2.10).

2.8 Summary of Findings for Experimental Protocol

In Sections 2.5, 2.6 and 2.7, we summarize and categorize the methodologies employed in the experimental protocols for studying Human-AI trust in the decision making context. We highlight to which extent key elements of human trust (vulnerability, positive expectations, and attitude; see Chapter 2) are integrated in the design of experimental
protocol and how this can be improved (our guidelines). We also identify some elements of experimental protocol than can be factors that impact Human-AI trust and need further investigations (our research opportunities).

When it comes to participants (Section 2.5), we find that individual differences related to participants’ expectations around decision making with AI like prior experiences with AI and subjective and objective expertise of the task at hand should be better controlled (G3,4) and further studied (RO1). For example, only a small set of papers assesses to which extent participants are good at the decision-making task (objective) rather than relying solely on a self-reported evaluation of expertise (subjective). Additionally, most of the studies investigate trust of individual decision makers who are interact directly with the system. It would, therefore, be insightful to investigate trust processes when several people interact with AI-embedded system to make one decision (RO2) as well as trust of those who do not interact with the system, but are affected by the Human-AI decision (also referred to as “decision subjects” [Höddinghaus et al., 2021]; RO3). An example of such a scenario could be medical decision making, where a team of medical workers interact directly with the system to make a decision regarding a patient.

When deciding on how to design a task (Section 2.6), there are three points of consideration: interaction flow, feedback, and decision-making outcomes. The interaction flow, that is the order in which participants make their decision, see an AI recommendation, and its optionality have an impact on what trust-related behavioral measures one can derive (G6). We identified 4 possible interaction flows, represented in Figure 2.5 and the possible measures. We note, however, that recent evidence shows that making AI recommendations optional (scenario 3, Figure 2.5) or have participants make an initial decision before seeing an AI recommendations (scenario 4, Figure 2.5) reduces participants’ overreliance on AI recommendations and their acceptance of the system’s design [Buçinca et al., 2021]. It is not known yet, however, to which extent these results apply to high-risk scenarios and how different interaction flows affect Human-AI trust, and this remains to be investigated (RO4). Secondly, most studies in the reviewed papers that provide feedback about participants’ performance or quality of AI recommendations do it immediately. However, in many real-life scenarios, feedback can only be received after some delay, for example, learning about consequences of a medical treatment. While the evidence shows that the delay of AI recommendations reduces reliance on AI recommendations and the design acceptance [Buçinca et al., 2021],
it is not known yet the impact of the feedback delay on trust and related constructs (RO5). Lastly, task outcomes are the way to introduce the element of vulnerability during the study. To make participants feel more involved in the decision making, task outcomes can take form of real incentives (e.g., monetary bonuses and maluses, forced timeout) and virtual ones (e.g., game points, harm to virtual characters) (G7). As it is unclear whether virtual outcomes (e.g., virtual car accident) might replace real ones and produce a sense of vulnerability (RO6), one has to assess to which extent participants feel involved in the experiment (G8).

The considerations around procedure and design (Section 2.7) evolve around the ways to introduce the system to participants and when to include trust measures. The way the system is introduced to the participants contributes to their expectations formation. For trust to be triggered, participants should have positive expectations. This could be achieved through announce stated accuracy and other relevant information in the introduction, controlling the actual accuracy, and making sure that the erroneous AI recommendations are not in the first and last several trials (G9). Finally, the choice when to include trust measures - before, after, before and after, and/or during the interaction - affects to which extent one can capture dynamic changes of trust. Trust levels evolve throughout the interaction, and to capture the full picture of its dynamics, one has to ensure that the interaction is long enough (G10), but there is still a need for less intrusive ways to capture data about trust on a more continuous basis (RO7).

In the next sections, we will summarize and categorize different measures, first quantitative and then qualitative, used for studying Human-AI trust in the context of decision making (Figure 2.6).

2.9 Quantitative Measures

We distinguish questionnaires (multi-question and single-item) and behavioral logs to quantitatively assess trust in Human-AI interaction.

2.9.1 Questionnaires

Questionnaires usually consist of a series of questions, a minimum of three or four [Robinson, 2018]. They are a common method to measure Human-Human trust because [Gillespie, 2011]: (1) they allow to
capture a person’s attitude, what they feel and think [Lewicki and Brinsfield, 2011]; (2) participants might feel more at ease reporting their psychological state as they are not facing another person, but just a screen or a sheet of paper; and (3) they are relatively easy and quick to implement, allowing to collect a bigger quantity of data in a shorter period of time (in comparison with interviews and observations).

**Questionnaires Origins.** Among 32 papers with multi-question questionnaires in our corpus, we identified 21 different questionnaires used to measure participants’ trust in an AI-embedded system (refer to Appendix C for their full text of those we were able to retrieve). Four of the questionnaires originate from Human-Automation literature [Chien et al., 2018; Jian et al., 2000; Merritt, 2011; Muir, 1989] and are cited by almost half \( (n = 15) \) of the papers with questionnaires. 2 questionnaires were taken from Human-Human trust literature [Mayer, 1999; Ohanian, 1990; Wheeless and Grotz, 1977] \( (n = 5, 15.6\% \text{ of the } 32 \text{ papers that used questionnaires}) \). The remaining questionnaires originate from Human-Robot trust [Ross, 2008; Schaefer, 2013] \( (n = 4, 12.5\%) \), e-Commerce [McKnight et al., 2002], Human-Agent Interaction [Chien et al., 2018], Automated Vehicles [Deb et al., 2017], and HCI [Madsen and Gregor, 2000] \( (n = 1, 3.1\% \text{ each}) \). Finally, 6 questionnaires were not explicitly attributed a source. All the papers, but one [Chien et al., 2018], use an already existing questionnaire. [Chien et al., 2018] introduced their own questionnaire, which accounts for cultural influences on trust. 3 papers [Ghai et al., 2021; Müller et al., 2020; Yu et al., 2020] combine multiple existing and validated trust questionnaires to create a new one for their studies.
Such a variety of questionnaires in the corpus mirrors a general trend of a quite broad choice of questionnaires among the existing trust questionnaires in social sciences [McEvily and Tortoriello, 2011]. This could be explained by the efforts of both of the communities to make the questionnaires more context-specific. However, for now, it has led to the abundance of choice, inhibition understanding of how to appropriately choose and use a questionnaire.

Link Between Trust Definitions and Trust Questionnaires. The review of Human-Human trust questionnaires [McEvily and Tortoriello, 2011] suggests that the Mayer [1999] questionnaire equally comprises all the theoretical concepts related to trust without focusing on the related constructs. It also named two other trust questionnaires that reflect well the trust definition: Boundary Role Persons (BRP)11 [Currall and Judge, 1995], and Behavioral Trust Inventory [Gillespie, 2003].

However, theoretical discrepancies often appear both in many Human-Human trust questionnaires [Dirks and Ferrin, 2002; Graham and N., 2006; McEvily and Tortoriello, 2011] and in the questionnaires from our corpus. Indeed, several questionnaires in our corpus mainly focus on positive expectations ($n = 8, 38.1\%$ of the 21 questionnaires) or vulnerability ($n = 8, 38.1\%$). In contrast, the questionnaire by Mayer [1999] ($n = 3$) and the one by McKnight et al. [2002] equally focus on vulnerability and positive expectations [McKnight et al., 1998]12. Finally, one of the most reoccurring trust questionnaires [Jian et al., 2000] ($n = 11, 34.4\%$ of the 32 papers with questionnaires) in the corpus also includes vulnerability and positive expectations but still faces some theoretical discrepancy. 5 out of 11 of its questions are reverse coded and thus related to distrust. However, the research community preferably regard trust and distrust as two separate constructs (see section 2.4.3).

Questionnaires Modifications. More than half of the papers of our corpus using multi-question questionnaires ($n = 19, 59.4\%$) introduce modifications to the original, validated questionnaires. It includes changing some words in the questions to better fit the case study ($n = 4$), e.g. replacing the word “system” with “decision aid” [Oduor and Campbell, 2007] or reducing the number of questions ($n = 8$).

However, most of these papers do not report what are the changes ($n = 8, 42.1\%$ of the papers with modifications). Additionally, none of the modifications have been validated in all the 16 papers. This can undermine the questionnaires reliability and the accuracy of the repli-
cations as even small changes such as replacing a word or inverting two questions can invalidate the investigation of complex constructs such as trust [Saris and Gallhofer, 2007].

The abundance of possibilities between a plethora of validated trust questionnaires and of opportunities to modify them can make the choice of a trust questionnaire challenging. One should:

**G11** Favour well-established questionnaires that equally comprise all the theoretical concepts related to trust without focusing on the related constructs [Gillespie, 2003].

The examples of such questionnaires are [Aubert and Kelsey, 2003; Currall and Judge, 1995; Gillespie, 2003; Mayer, 1999; McKnight et al., 2002]. If an existing questionnaire needs modifications to better fit in the context, researchers should also ensure that these changes are consistent with the trust definition as per G11.

**Single-item Questionnaires.** Some questionnaires can have a single question (n = 24) which asks participants either to rate the trust in the system, e.g. “How much did you trust our machine learning algorithm’s predictions on the first twenty speed dating participants?” [Yin et al., 2019] or to rank the systems, e.g. “Rank the agents in order of trust” [Bridgwater et al., 2020]. Single-item questionnaires have the advantage to be quick for participants to answer [Robinson, 2018], but they are generally less appropriate to study complex constructs like trust [Robert, 2002]. Specifically, when it comes to measuring appropriate trust, there is an issue in determining which score on the Likert scale (e.g., 3 or 4) was exactly appropriate trust. The bigger question is whether “rating” trust is insightful and meaningful enough and if participants can objectively assign a score to their trust levels. There is a need to:

**RO8** Better understand whether single-item questionnaires capture trust as well as other measures.

**Psychometric Statistics for Replication.** It is a good practice once the participants’ responses are collected, to use psychometric statistics to verify whether a reused or modified questionnaire still measures trust accurately in a new, independent study. However, we found that only 14 papers out of 34 (41.2%) reported psychometric statistics in data analysis. This echoes McEvily and Tortoriello’s review
on Human-Human trust, showing that most studies in the field did not report enough information on psychometric statistics in the questionnaires’ analysis. Moreover, when it is done, the analysis often uses Cronbach’s alpha [Peter, 1979] requiring several conditions to hold true, which are rather strict (e.g., unidimensionality of the construct). Additionally, reported alone, Cronbach’s alpha gives little insight about the questionnaire [Sijtsma, 2008]. The ω coefficient [Deng and Chan, 2017; Dunn et al., 2014; Trizano-Hermosilla and Alvarado, 2016] might be more appropriate as it has more relaxed requirements, and other statistics such as confirmatory factor analysis (CFA) [Jöreskog, 1967; Moore, 2012; Plucker, 2003] need to be reported, too. See [Peters, 2014; Saris and Gallhofer, 2007] for more information about different types of psychometric statistics and how to implement them. We thus strongly encourage the community to:

G12 Adopt the practice of reporting psychometric statistics to ensure that a reused or modified trust questionnaire yielded data of good quality.

2.9.2 Trust-related Behavioral Measures

In our corpus, 25 papers (37.9% of the 66 quantitative papers) record logs about participants’ activity and use them to derive what is often referred to as “behavioral measures” of trust. As trust cannot be always inferred from a behavior (section 2.4.2), it might be misleading to refer to these measures as ”behavioral trust measures”. To avoid confusion, we preferably:

G13 Use the term trust-related behavioral measures instead of behavioral trust measures [McKnight and Chervany, 2001].

We identify three types of trust-related behavioral measures.

1) Trust-related Behavioral Measures Based on Following Recommendations. Figure 2.5 illustrates different processes to make a decision and the associated quantitative measures. Two measures are independent of the process, Decision Time, i.e. how fast a recommendation is accepted (n = 2, 8% of the 25 papers with trust-related behavioral measures, [Feng and Boyd-Graber, 2019; Yuksel et al., 2017]) and Compliance. Compliance is the number of times participants follow the systems’ recommendations (n = 18, 72%), both correct and incorrect ones. It is then possible to calculate:

- appropriate compliance: correct recommendations accepted (n = 2)
and incorrect recommendations non-accepted \((n = 2)\);

- **overcompliance**: incorrect recommendations accepted \((n = 3)\);

- **undercompliance**: correct recommendations rejected \((n = 1)\).

When the recommendation is not initially provided (case 2, Figure 2.5), it is also possible to estimate **Reliance** - the number of times participants asked for a recommendation \((n = 4, 16\%)\) and to derive [Sutherland et al., 2015]:

- **appropriate reliance**: requested recommendation when it was beneficial and did no request recommendation when it was too costly;

- **overreliance**: requested recommendation when it was too costly \((n = 1)\);

- **underreliance**: did not request recommendation when it was beneficial \((n = 1)\).

Additionally, when participants are free to ask several (typically up to two) recommendations [Bridgwater et al., 2020; Gruber et al., 2018; Yang et al., 2017], the first one being automatically given (case 3, Figure 2.5). We can thus derive the following measures, where how quickly a recommendation is accepted is considered to be indicative of high levels of trust:

- **Agreement**, when the initial recommendation is immediately accepted;

- **Moderate agreement** when asking for a second recommendation and accepting it;

- **Moderate disagreement** when asking for a second recommendation and rejecting it;

- **Disagreement** when the initial recommendation is immediately rejected;

- **Levels of questioning**, how many times an additional recommendation was asked.

Finally, when participants indicate an initial decision (before receiving the recommendation (case 4, Figure 2.5), we can estimate the **Switch ratio**, the number of times a participant who initially disagreed with
the system decided to follow its recommendation in the end ($n = 3$, 12%). It is assumed the higher the switch ratio is, the higher the levels of trust are.

Only 4 papers in the corpus break down trust-related behavioral measures into more granular ones. These measures can provide more nuanced insights about the way participants integrate AI-based system’s recommendations in their decision making relative to the system’s performance. For example, low participants’ compliance rate can be interpreted differently depending on whether most of the recommendations were wrong or not. Researchers are then encouraged to:

G14 Use trust-related behavioral measures relative to the system’s performance to be able to assess their appropriate, over-, and underlevels.

2) Other Trust-related Behavioral Measures. [Torre et al., 2018] links the amount of money shared with the system as a trust-related behavioral measure, inspired by game theory situations such as Prisoner’s Dilemma [Deutsch, 1960; Loomis, 1959]. However, such games are criticized for confounding trust with altruism [Cox, 2004] and betrayal aversion [Bohnet et al., 2008; Fehr, 2009], and for the lack of stability [Burnham et al., 2000; Johnson and Mislin, 2011; Sun et al., 2019], and hence, should not be preferred for measuring trust-related behaviors. Finally, measures were related to scenario-specific events such as how long the brakes were hold for and with what intensity [Frison et al., 2019] in an automated vehicle.

3) Physiological Measures. In quest of collecting objective trust data, which is not under participants’ control and, hence, is less subjective than responses to trust questionnaires, researchers start turning to physiological measures [Novak, 2014]. There is some evidence that higher levels of stress are associated with lower levels of trust. For instance, Heart Rate Variability (HRV) ($n = 2$, 3% of the 66 papers with quantitative studies) measures the variability of time interval between heartbeats [Shaffer and Ginsberg, 2017]. As elevated levels of stress can be indicated by low HRV, this could also be an indicator of lower levels of trust. Another example is Galvanic Skin Response (GSR) ($n = 2$, 3%) which measures the intensity of an experienced emotion with the electrical conductance of the skin, which varies with sweat [Rosenzweig, 2015]. High levels of stress can be generally indicated by high GSR, and hence, could be potentially linked to lower levels of trust [Morris et al., 2017]. However, in our corpus, no relationship has been found between these measures (HRV and GSR) and trust [Frison
et al., 2019; Gupta et al., 2019; Wintersberger et al., 2017].

Another was is Electroencephalography (EEG) \((n = 2, 3\%\)) which records activity of the brain. This approach is more promising as there is some evidence that the predominant brain areas correlated with trust are the frontal and occipital ones [Wang et al., 2018], but the papers in our corpus either did not deeply explore the EEG data [Gupta et al., 2019] or used it primarily for a preliminary model construction [Ajenaghughru et al., 2019]. Finally, hand trajectories [Freeman, 2018], easily captured with a computer mouse has recently been shown to reflect the evolution of decision making as well as hesitations [Freeman, 2018; Maldonado et al., 2019]. While the relationship between hand trajectory and trust is yet to be determined, this measure can provide additional information in comparison with integral measures discussed above. Research community could benefit from:

RO9 Exploring more fundamental correlates between physiological sensing (e.g. EEG, mouse trajectories) and trust in Human-AI interaction.

2.10 Qualitative Methods

Qualitative methods produce less structured data than the quantitative ones. They might thus aid in discovering new aspects of trust and build new theories [Lewicki and Brinsfield, 2011]. We identified 10 qualitative methods to collect data in non-retrospective or retrospective ways among 34 papers with qualitative studies. We also identified 3 methods to analyze the collected data.

2.10.1 Non-retrospective Methods

Only a small number of studies use qualitative methods while a participant is interacting with the system. Think-aloud protocol \((n = 3, [Buçinca et al., 2020; Drozdal et al., 2020; Frison et al., 2018])\) can generate authentic and spontaneous reactions of the participants as these ones are not given any prompts to speak up. Moreover, this method avoids memory distortion effects, which sometimes happens with methods used post experiment. The papers use this method to investigate participants’ decision-making with a system and what role trust played in the process. Observations in the field \((n = 1; [Yang et al., 2016])\) is used to understand doctors’ daily routine and decision-making process. However, this method might not be appropriate as
trust does not always translate in a behavior (see section 2.4.2). It remains useful for preparing potential interview questions about trust post experiment.

2.10.2 Retrospective Methods

Retrospective methods are used after the experiment. We distinguish interview-based methods, which received a lot of attention, and non interview-based methods.

1) Interview-based methods. Semi-structured interviews are the most common type of interviews (n = 24, 82.6% of 29 studies with interviews) as they both provide control over the topic while leaving room for unexpected insights [Magaldi and Berler, 2020]. In our corpus, they primary focus on understanding participants’ general experience with the system, decision-making process or general perceptions and attitudes towards a system. Only 3 semi-structured interviews primarily focus on Human-AI trust [Maurer et al., 2018; Sultanum et al., 2018; Yang et al., 2016], rather than considering it as one of the multiple factors of users’ experience to evaluate.

Non-structured interviews (n = 1, [Gupta et al., 2019]) and in-depth interviews (n = 1, [Jin et al., 2020]) have been used in our corpus to study participants’ general experience with AI. They both allow for gathering more personal, sensitive or confidential information, which is especially appropriate for discussing a topic of trust. In particular, in-depth interviews tend to be longer, useful to build a relationship with an interviewee and to ask more detailed questions.

We found one instance of focus groups (or group interviews) to study participants’ general attitude to AI [Woodruff et al., 2018]. Focus groups are less time-consuming and less expensive than the above types of interviews but there is a risk that the responses of one person bias the rest of the participants. Moreover, some participants might get too shy to express their real opinions, especially for such personal topics as trust [Nyumba et al., 2018]. With this method, the paper in our corpus explore trust of people with a specific background - members of marginalized communities [Woodruff et al., 2018].

The following interview-based methods are especially appropriate to study the dynamics of trust, i.e. how trust evolves over time. Critical incident technique [Flanagan, 1954] is a set of procedures used to collect data from narrated past experiences (or observations) to identify and
brainstorm about important events related to a pre-defined problem [Andersson and Nilsson, 1964]. When applied to trust, it is especially useful to study real life cases in which trust was established, destroyed or repaired [Münscher and Kühlmann, 2011]. Researchers directly ask participants what aspects of others’ behavior was important for trust weakening or strengthening. This information can in turn be applied, for example, towards improving patients’ experience during a medical visit [Wendt et al., 2004; Yañez Gallardo and Valenzuela-Suazo, 2012] or enhancing intercultural business negotiations [Münscher and Kühlmann, 2011]. Although this method is an established method, we did not find it in our corpus.

Repertory grid is an interview-based method relying on card sorting. During the interview, participants establish links between different elements (words, objects) which is useful to make some concepts emerging. The main advantage of this method is to minimize the researchers’ influence on a study by reducing the interviewer’s input and maximising the interviewee’s output [Ashleigh and Meyer, 2011]. Researchers are thus less prompted to introduce their preconceived assumptions about whether and how an element of the studied environment affects trust. They can then study participants’ understanding of trust, its development, breakage and repair processes with a reduced interviewer bias, which enhances validity of the data. This method has also been used in Human-Human trust [Lewicki and Brinsfield, 2011], but not in our corpus, probably because it is quite time consuming. It is more suitable for studying small groups where individual differences play an important role.

To conclude, several interview-based methods are available to study trust. Some of them, Critical Incident Technique and Repertory Grid, should be more largely considered in Human-AI trust (see later G16) as they have been demonstrated useful, especially to study the dynamics of trust, in other domains (e.g. Human-Human trust).

Our analysis also reveals the lack of information to evaluate or replicate interviews as well as to compare the findings between papers. For instance, only few papers provide question examples ($n = 5$, 17.2% of 29 papers with interviews) or describe the general topics of the interviews ($n = 12$, 41.4%). Among them, only [Cai et al., 2019; Jin et al., 2020] mention they conducted a pilot study to identify the prominent questions and to refine their wording to study Human-AI trust. It is thus difficult to assess to what extent the questions were really understandable for the participants.

13 An example of repertory grid based on studying trust in organizational settings. The interviewer presents a random pair of words, elements, related to work settings: face-to-face contact, lengthy detailed contracts, frequent emails etc. The participant indicates if these elements are similar/dissimilar with regards to trust, and explains why: “face-to-face contact and lengthy detailed contracts are similar, because they represent ‘engagement’ (keyword)” or “dissimilar, because the former is associated with ‘transparency’ (keyword) and the latter with ‘bureaucracy’ (keyword)”. Later on, the participant indicates whether there is a link between each of the combinations of elements and keywords, which later will be translated into a cognitive map with points proximity determined by words similarity [Bachmann, 2011] (see more in Chapters 13 and 14 of [Lewicki and Brinsfield, 2011].)
Reporting on qualitative studies should experience more of empirical rigor in Human-AI community to support evaluation and replication of interviews in the context of AI-assisted decision making.

2) Non Interview-based Methods. Non interview-based methods are generally less used. However, they might be useful as they are simple and fast to collect data. For instance, some studies just let participants leave any comment they wish after the experiment \((n = 2)\) or opt for a open-ended question \((n = 3)\) (i.e., what-how-why questions) to study participants’ general attitude to AI [Kolasinska et al., 2019], to understand participants’ decision-making [van Huysduylen et al., 2018], and to directly investigate participants’ trust [Glass et al., 2008].

Another method is UX curve \((n = 1, \text{[Frison et al., 2018]}\)), used for understanding the reasons behind long-term system use or abandonment (more about it here [Kujala et al., 2011]). Participants draw a line which represents their experience with a system, saying out loud what events changed it and if they affected it positively and negatively and by how much. This method serves to get accurate and chronological insights about what, in what direction and by how much affected participants’ trust and experience during an interaction with a system.

Finally, open-card sorting \((n = 1, \text{[Drozdal et al., 2020]}\)) identifies what are the most important factors for participants’ trust. Participants rank various pre-selected prompts and few ones introduced by them in order of importance for their trust in a system (for more details about the method [Spencer and Warfel, 2004]). Overall, it is not yet established how efficient these methods, marginally used, are to assess trust in our context. More work is needed to more systematically compare these qualitative measures.

2.10.3 Analyzing Qualitative Data

21 papers (out of 34) explicitly state the method used to analyze the data. These methods are: Grounded Theory, Thematic Analysis, and Discourse Analysis.

Grounded Theory aims to generate hypotheses based on the themes and categories found in the qualitative data. Consequently, the findings are the presentation of a new theory that includes the core themes [Floersch et al., 2010]. Usually, these themes emerge from the data after it is annotated with open and axial coding. Open coding is aimed
at summarizing small portions of text with one or two words - codes, and axis coding organizes these codes into groups. Researchers then study how these groups interact with each other to establish a theory or framework [Floersch et al., 2010]. 6 papers in our corpus analyze their data in this manner [Alan et al., 2014; Chromik et al., 2020; Liao et al., 2020; Park et al., 2019; Veale et al., 2018; Yu et al., 2020].

Unlike Grounded Theory, Thematic Analysis focuses on identifying the themes most relevant to the research objectives of a paper, without necessarily exploring the relationship between them. Therefore, the main findings are presented as a description of the most important themes. 16 papers in our corpus state using Thematic Analysis as a new theory development was not their objective.

Rather than analyzing what participants say, Discourse Analysis focuses on how they say it [Potter and Edwards, 1996], i.e., the type of vocabulary, grammar, non-verbal communication used. The advantage of this approach in comparison with the above mentioned ones is that it could supply researchers with insights from the cues which participants are unlikely to voluntarily control. 1 paper in the corpus analyzed the way participants spoke to robots before making a decision, particularly the amount of words used, while studying their trust [Xiao et al., 2007].

In complement to the previous methods identified from the reviewed corpus, we also introduce a method used in Human-Human trust literature. Hermeneutics is suitable to analyze not only interviews transcript but also existing stories published in popular media outlets (e.g. [Ito, 2018; Ross and Swetlitz, 2017]). With the rising media coverage and popularity of workshops and webinars related to AI, researchers should consider Hermeneutics to interpret the current narratives (see G below) as an alternative data source on users’ trust.

This method is most widely employed by historians and theologians to interpret human actions and their outcomes [Mantzavinos, 2020]. It offers a toolbox for finding patterns and common threads in texts to justify their interpretation and theories drawn from them. Gerard Breeman, researcher in trust and politics, finds hermeneutics useful for investigating the reasons why people trust and why exactly those reasons were given in that specific context [Breeman, 2011]. Before analyzing the text, a research determines key factors that can influence trust in a certain scenario based on theory. This framework becomes a guiding thread for a researcher while analysing the text to find passages that either confirm or go against the theory. In the final
step, a researcher update the framework they established incorporating new insights from the text [Breeman, 2011]. The main limitations of hermeneutics is that this method relies on preselected concepts, which might lead to a biased interpretation and sub-optimal understanding of the case. Plus, it focuses on analyzing a very specific event, which could hinder results’ generalization.

To sum up, very few qualitative studies (n = 4, 11.8% of 34 qualitative papers) consider Human-AI trust as their central focus. The rest of the qualitative studies in our corpus view trust as one of the multiple factors of users’ experience. This finding is similar to the one by [Frison et al., 2019], which urges to use qualitative methods for deepening our understanding of Human-AI trust as little is known about its nature and how different it is from Human-Human and Human-machine trust. Some qualitative methods for studying trust stemming from other domains could be found useful in the Human-AI Interaction research, too, being that for studying different aspects of trust (i.e. dynamics of trust) or for having a tool to analyze a different type of data (i.e. media reports). We encourage the community to:

G16 Adopt under-used qualitative methods for studying trust in Human-AI interaction such as Critical Incident Technique, Repertory Grid and Hermeneutics.

2.11 Summary of Findings for Trust Measures

In Sections 2.9 and 2.10, we summarize and categorize the quantitative and qualitative measures used in the experimental protocols to evaluate Human-AI trust in the decision making context. Similarly to the sections related to the protocol, we provide guidelines on how to improve the use of measures and highlight the research opportunities that need further investigation, drawing from social and cognitive sciences literature.

Among the quantitative measures, we identify two major groups - questionnaires and trust-related behavioral measures. The reviewed papers contain 21 questionnaires, and as many of them are borrowed from other fields (e.g., Human-Human trust, Human-Robot trust), they are modified to have appropriately adapted terminology. If this is the case, the modifications have to be described and their impact on the integrity of the questionnaires - verified through psychometric statis-
tics (G12). While choosing the questionnaires, one has to look out for well-established ones that equally comprise the theoretical concepts related to trust (see Chapter 2; G11), and section 2.9 provides examples of such. The questionnaires may contain different number of questions, some consisting of 1 question only, but it is not clear yet whether single-item questionnaires capture trust as well as other measures (RO8). Among trust-related behavioral measures (the wording preferred to “behavioral trust measures”, G13), derived from behavioral logs, we identify the ones based on the way people followed recommendations (decision time, reliance, compliance, switch ratio) and on physiology (heart rate variability, galvanic skin response, electroencephalography). Trust-related behavioral measures are useful to assess participants’ decisions vis-à-vis the system’s performance and to measure their appropriate, under- or over-levels (G14). Physiological measures remain a promising approach to evaluate trust, especially its dynamics, but more fundamental correlates need to be established (RO9).

We categorize qualitative methods into non-retrospective and retrospective. The former means that the data is collected while participants interact with the system, and these methods are think-aloud and observations. Retrospective means that the data is gathered after the interaction, and they are notably interview-based: individual interviews (semi and non-structured) and focus groups. Non-interview-based methods are open-ended questions, UX curve, and open-card sorting. We find that reporting on qualitative studies should experience more of empirical rigor (G15); for instance, not providing examples of questions asked inhibits studies’ replication. The qualitative data is analyzed (when the method is reported) with grounded theory, thematic analysis, and discourse analysis. We propose additional methods underlooked in Human-AI trust literature like Critical Incident technique and Repertory grid for data gathering and Hermeneutics for data analysis (G16).

2.12 Discussion

Trust has recently emerged as key concept in Human-AI Interaction. While many studies investigated the factors influencing trust, our approach focuses on how to evaluate trust in the context of AI-assisted decision making. This survey offers a lens on existing methodologies and highlights the difficulties of properly studying this multi-faceted and dynamic construct. This survey also provides an opportunity to
improve validity and replicability of future experiments by proposing practical guidelines. Finally, it identifies challenges and research opportunities. We now discuss these different contributions.

2.12.1 Main Findings and guidelines

We summarize the main findings from our analysis of 83 papers investigating trust and AI-assisted decision making.

Our first finding (F1) is that trust definitions are often incomplete or even not provided. Established definitions exist in related fields [Evans and Krueger, 2009; Mayer et al., 1995; Rousseau et al., 1998] as well as HCI [Lee and See, 2004], but few studies explicitly mention any. However, trust is a multi-dimensional construct and Human-AI interaction is a recent field of research, it is, thus, important to clearly define trust to avoid conflicting terminology and misunderstanding in the community. In particular, we found (F2) that the three key elements of trust are not always incorporated in the reviewed studies. The sense of vulnerability is often missing or questionable due to the lack of realistic outcomes in the experiments. The system is not always introduced in a way that participants have positive expectations. Finally, several methods capture participants’ behaviors while trust is an attitude. Consequently, several papers investigated constructs related to trust such as distrust, confidence or reliance, rather than trust. It is important that Human-AI community adopts the theoretical evidence establishing the difference between these related constructs [Evans and Krueger, 2009; Meyer and Lee, 2013; Sitkin and Roth, 1993].

We derived several guidelines from these two findings. In particular, we recommend to provide a clear definition of trust (G1), to introduce task outcomes (G7), to control participants’ expectations in the beginning of an experiment (G9) through instructions or system’s performance or to clarify that common quantitative measures based on users’ logs are generally trust-related behavior measures, i.e. do not necessary capture the attitude (G13).

We also found that (F3) there is a large variability among the designs and the measures used to assess trust. For instance, there is no “standard” task, nor procedure, nor questionnaire. While it could be explained by a variety of scenarios in the real life, it also appears that the relevance or validity of existing methods are still under debate. For instance, it is not clear to what extent behavioral, especially physiological, measures can be used as a proxy to capture trust [Alós-Ferrer and Farolfi, 2019; Naef and Schupp, 2006] or whether single-item question-
naires are as robust as multi-question questionnaires [Robert, 2002].

We derived several guidelines from this finding. We suggest to consider the different interaction flows (G6) illustrated in Figure 2.5 before choosing the final one to ensure it fits the research question, the envisioned scenarios as well as the target measures. We also recommend using established questionnaires that comprise all the key elements defining trust (G11). Lastly, more information should be reported regarding the modifications and analysis performed (e.g. in questionnaires, G12) and methods used (e.g. interview questions, G15) to foster replicability and increase scientific rigor.

Beyond that, we identified (F4) a profound conflict between the importance of investigating the dynamics of trust and the (temporal) constraints of laboratory experiments. Indeed, trust can be developed, damaged or repaired, but the underlying mechanisms of this in Human-AI interaction are still not well understood. It thus requires interaction phases long enough to make these different phenomena happening, but also fine-grained measures to precisely capture them.

Regarding this finding, we recommend to favor interactions over a long period of time (G11) and to include, for instance, questionnaires at different stages of the experiment. However, laboratory experiments are often limited to one or two hours, and methods such as questionnaires are not always appropriate to reflect on users’ attitude at this level of granularity. This raises several research opportunities to go beyond this trade-off.

### 2.12.2 Challenges and Research Opportunities

We identified two main classes of research opportunities. The first one is further investigation regarding methodologies to study AI-assisted decision making. We already acknowledged one major challenge of studying trust experimentally: the conflict between the importance of the dynamics of trust and the constraints of laboratory experiments. Future work could investigate novel practical methods which do not break the interaction flow and do not make the experiment longer (R07, R08, R09). In particular, several novel measures have been recently introduced, e.g. EEG, mouse trajectory. Future research could investigate to what extent these components have an impact on Human-AI trust and whether there is a relationship between them and trust (R09). More generally, it is important to foster connections between the Human-AI and Human-Human trust communities and to investigate how to transpose methods from other fields to the
Human-AI interaction one. We propose several quantitative and qualitative methods used for studying Human-Human trust to apply for Human-AI trust, but it is not an exhaustive list. This work hopes to promote further exploration of other fields studying trust to enrich the pool of trust methods in Human-AI Interaction community. We would also like to note that within the Human-AI Interaction community, we covered the part represented by ACM Digital Library, and hence, further exploration of methods used in this community in AAAI Digital library, IEEE Xplore and HCI journals will be beneficial.

The second class of research opportunities is the investigation of factors on Human-AI trust. A main challenge is to incorporate the key elements of trust (vulnerability, positive expectations, and attitude) in the experimental protocol in Human-AI interaction setting. For instance, further work should investigate the impact of task outcomes (R06) and scenarios (R04, R05) on trust. Another challenge is to better understand the role of individual differences (e.g. prior experience, self-confidence (R01)), groups (R02) or stakeholders (R03) on trust in the context of AI-assisted decision making.

Lastly, our guidelines and research opportunities are based predominantly on studies conducted in the laboratory settings with systems’ mock-ups or prototypes, and further evaluation is needed on how efficiently they can be used with implemented systems in real-life settings.

2.12.3 AI in AI-based decision-making systems

In this chapter, we have deliberately considered AI-based decision-making systems in a relatively wide sense. We did not make strong constraints on the AI technology involved (for instance, if it relies on machine learning or knowledge-based models). As a matter of fact, AI has become an umbrella term that encompasses different types of technology achieving a wide range of highly complex tasks (speech recognition, character generation, content-based recommendation, etc.). This has two implications in our work.

First, this approach allowed us to extract generic guidelines that could be used by designers, developers and HCI practitioners independently of the type of AI involved in the system, as long as the goal of the algorithm is to provide recommendations to users in a decision-making process. That said, we are aware that the study of trust is, to some extent, context-dependent, and certain results may change according to the type of system considered. For instance, we mentioned several studies that indicated that 60% - 70% accuracy could be considered to
be a threshold for investigating users’ trust in AI-embedded decision-support systems [Yin et al., 2019; Yu et al., 2016; Zhang et al., 2020]. But this threshold may vary according to the application domain and the task at hand. Nonetheless, we believe that the proposed guidelines capture the fundamental elements that ensure trust to be assessed in this context.

Second, the fact that AI is considered as a generic technology able to achieve complex and high-level cognitive tasks, leads researchers in Human-AI interaction to borrow concepts and methods from other fields (especially cognitive science, psychology and behavioural economics) in order to study the phenomena at play. In this work, we have extensively used the literature on Human-Human trust as proxy to help us draw the lines of an experimental methodology to assess trust in Human-AI interaction, i.e. we provided tools to assess if trust has formed and developed in AI-assisted decision-making. While interaction with AI-based systems has undoubtedly its own peculiarities compared to interaction with humans, we believe that, by relying on fundamental components of trust (identified from behavioural psychology studies), we broach a more universal approach to trust assessment in Human-AI interaction.

2.13 Conclusion

In conclusion, this work can benefit different types of audience. Primarily, this work can benefit to designers who look for operational guidelines to study the impact of AI-embedded systems on trust. Second, this work can also benefit to researchers through the identification of under-explored factors (e.g. participants’ profile) and research opportunities regarding the methods. Third, educators can include our findings in their lectures on Human-AI interaction, too. Finally, public policy actors may see work as a framework to assess trustworthy interaction. Maybe more importantly, we expect to foster connections between the Human-AI and Human-Human trust communities. Trust is a multi-disciplinary construct requiring endeavours across fields.
TAKE AWAY MESSAGES

Contributions:

− A demonstration of Human-AI trust in terms of vulnerability, positive expectations, and attitude to disentangle it from confidence, distrust, reliance, compliance, and trustworthiness;
− An exhaustive presentation of the variety and complexity of the methods to study Human-AI trust in the decision-making context;
− A structured discussion of the current Human-AI trust protocols highlighting flaws in methodologies with a stronger link to the Human-Human Trust community;
− A set of guidelines and research opportunities to improve research quality in Human-AI Trust, highlighting the need for a greater empirical rigor and standardization in the community.
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Human-AI Trust in the Context of Decision Making through the Lens of AI Practitioners and Decision Subjects

As demonstrated in Chapter 2, the predominant approach to study Human-AI trust in the context of decision making relies on controlled lab experiments during which users interact with AI mock-ups [Glikson and Woolley, 2020; Vereschak et al., 2021]. However, in a survey of trust in Human-AI interaction in medical decision making, Browne et al. [2022] show that trust can get impacted in other stages of AI deployment cycle before and after initial users’ interaction. Together with a survey on Human-AI decision making [Lai et al., 2021, preprint], they call for a further investigation of Human-AI trust in real world contexts. Additionally, as Jakesch et al. [2022] demonstrate that the ethical values instilled in AI can have different significance and meanings to different groups of people (users, AI practitioners, crowd-workers), it can also be true for trust. For example, Lockey et al. [2021] identify that different types of users do not encounter the same issues related to Human-AI trust. Notably, users who are domain experts are especially sensitive to trust factors that can put their skills and knowledge under questions, while common users are more concerned with unfair or unethical impact [Lockey et al., 2021].
In this chapter, we focus on how people associated with AI-embedded systems deployed in the market understand Human-AI trust and to which extent it differs from the academic findings. Specifically, we explore how they define it with their own words, whether they differentiate trust from other related theoretical constructs and what they think can affect Human-AI trust in the context of decision making. Based on the comparison between the reflections of the people from the industry and the academic findings about Human-AI trust definition and factors, we highlight research opportunities and design implications for academic researchers and people who develop and design AI-embedded systems.

3.1 Objectives and Approach

This chapter addresses two research questions of this thesis (Figure 3.1): RQ4 Do the academic postulations about trust definition, factors, and evaluation of Human-AI trust reflect the real world considerations? (in particular, Definition and Factors through the lens of Industry) and RQ3 What factors affect Human-AI trust in the context of decision making? (Factors through the lens of Academia). This chapter shares 3 objectives. The first one is to complete our understanding of Human-AI trust through the academic lens and provide a landscape of factors studied in the literature on Human-AI trust in the context of decision making (RQ3). This is done through the extension of the systematic literature review conducted in Chapter 2.

The second objective is to investigate how people associated with AI-embedded systems deployed in the market define Human-AI trust and what they think affects it in the context of decision making. Specifically, we interview two groups of people that come before and after users in the decision-making chain: AI practitioners and decision subjects. AI practitioners are the stakeholders involved in different aspects of system design and deployment in the field, their roles range from AI developers to project managers. Decision subjects are the stakeholders who do not directly interact with AI-embedded systems, but who are affected by decisions made by users based on the AI’s recommendations, e.g. in the medical context doctors are users and patients are decision subjects. Lastly, the third objective is to compare the academic findings and the interviewees’ reflections (RQ4). As the experiences of the interviewees can yield contextual nuances about AI systems deployed in the market, comparing their views with the findings of academic literature on Human-AI trust can inform us about...
the extent to which the current state of art is represented in the real world settings and vice versa. We also derive research opportunities and design implications for academia and industry based on this comparison.

This chapter is structured as follows. We first present the methodology behind the semi-structured interviews with AI practitioners and decision subjects. We then present and discuss results alongside with research and design implications. We start each results’ subsection with reporting the interviews findings, which we discuss in the light of academic findings from the systematic review, highlighting the similarities and differences between them. Based on this, we provide research and design implications stemming from our discussion targeted at academic researchers, AI practitioners or both.

3.2 Related Work

In this section, we provide a brief overview of the methods to study Human-AI trust in assisted decision making and the different stakeholders at play with such systems. A deeper analysis of the previous work is provided all along the document as we compare our interview findings to the academic literature.

3.2.1 Human-AI Trust

Human-AI trust literature has two major themes of interest: defining what trust is and what factors affect it. A systematic literature review on Human-AI trust in the decision-making [Vereschak et al., 2021] defines Human-AI trust through three key elements, all encompassed in the trust definition by Lee and See [2004]: vulnerability (or risk) of humans to the actions of the AI-based system, positive expectations of humans with respect to the AI-based system outcomes, and attitude as opposed to a behavior. These three elements of trust are important as they directly affect the design of experimental protocols in academic research [Vereschak et al., 2021]. For instance, the necessity to make users’ decisions have an impact, such as earning or loosing money, in order to induce a sense of “vulnerability”. This definition of Human-AI trust builds primarily on theoretical works. Little is known about how different stakeholders, such as users, AI practitioners, or decision subjects define trust in practice (i.e. in real use and development cases) and how their opinions reflect the existing academic literature.
The second major theme of interest in the study of Human-AI trust concerns the factors that affect trust in interaction. The predominant approach to study such factors is laboratory experiments (e.g. Ghai et al., 2021; Jensen et al., 2019; Lai and Tan, 2019; Müller et al., 2020; Park et al., 2019; Suresh et al., 2020; Sutherland et al., 2015; Tokushige et al., 2017; Yin et al., 2019; Zhang et al., 2020]). For instance, [Yin et al., 2019; Yu et al., 2017] study how different levels of accuracy affect Human-AI trust. These experiments generally rely on an AI mock-up rather than a real system deployed in the real-world context [Vereschak et al., 2021]. Moreover, experiments involving quantitative assessment of trust factors control only a limited number of factors (typically 1-3).

The qualitative approach is less predominant, but has the advantage to favor external and ecological validity (rather than internal validity). These studies investigate more generally users’ experience with AI-embedded systems [Eiband et al., 2019; Frison et al., 2018; Luger and Sellen, 2016; van Huysduyven et al., 2018], their design needs [Cai et al., 2019; Yang et al., 2016], their perception of AI [Kolasinska et al., 2019], and transparency [Jin et al., 2020; Schneider et al., 2019]. One exception, Glass et al. [2008] set users’ trust at the center of their research question, and propose that AI explanations can address most of the trust issues the users highlighted. Therefore, there is a need for a broader overview of the factors that affect trust between humans and AI in the context of decision making from real-world use cases as well as from the literature. In addition, most of this work targets a single type of stakeholder, who are the users of the systems under study, even for the domains involving decision subjects [Cai et al., 2019; Jin et al., 2020; Yang et al., 2016], which we review in the following section.

3.2.2 Stakeholders of AI-embedded Systems for Decision Making

AI-based systems assisting decision making involve numerous stakeholders. There are several proposed typologies of stakeholders for this context, with different levels of granularity and overlaps in terminology [Ayling and Chapman, 2022; Deshpande and Sharp, 2022; Güngör, 2020; Jakesch et al., 2022; Scott et al., 2021; Yurrita et al., 2022]. We singled out the groups of stakeholders that are most linked to AI-assisted decision making2 (see Table 3.1): users [Ayling and Chapman, 2022; Deshpande and Sharp, 2022; Güngör, 2020; Jakesch et al., 2022; Scott et al., 2021]; AI practitioners [Ayling and Chapman, 2022; Deshpande and Sharp, 2022; Güngör, 2020; Jakesch et al., 2022; Scott et al., 2021; Yurrita et al., 2022]; and decision subjects [Ayling and Chapman, 2022; Yurrita et al., 2022].

2 In the context of this chapter, we focused on stakeholders that are related to the development or the use of AI-assisted decision making systems. Additional stakeholders however exist, such as regulators and policy makers, whose contributions, although interesting, are out of the scope of this chapter.
The stakeholders that have received the most attention in the literature are the users of the systems in play [Lai et al., 2021, preprint]. Researchers have repeatedly pointed to the need to explore and assess users’ trust in these systems to facilitate their adoption (e.g., [Bisantz and Seong, 2001; Schoeffer et al., 2021; Seong et al., 2002]). In contrast, AI practitioners and decision subjects received less attention in the literature. Research looking at decision subjects’ trust in AI is still scarce. The literature primarily focuses on general design needs [Lyons et al., 2022; Scott et al., 2022] and experiences with AI [Park et al., 2021; Veale et al., 2018], their understanding of AI fairness [Brown et al., 2019; Gemalmaz and Yin, 2022; Lee et al., 2019; Woodruff et al., 2018] or XAI (explainable AI) [Barocas et al., 2020; Lima et al., 2022; Schoeffer et al., 2022]. However, as far as we know, only few studies looked at their perceptions of trust and the factors they perceive as affecting trust in the context of AI-assisted decision making [Ammitzbøll Flügge et al., 2021; Ferrario and Loi, 2022; Okolo et al., 2021; Ramesh et al., 2022]. Ammitzbøll Flügge et al. [2021] and Okolo et al. [2021] consider the importance of trust between users and decision subjects, but do not examine what factors contribute to decision subjects’ trust in AI. Ferrario and Loi [2022] and Ramesh et al. [2022] explicitly focus on decision subjects, but do not compare their findings with the other stakeholders involved in AI-embedded systems.

Similarly to decision subjects, research mainly focuses on human-centered AI values different from trust, e.g., interpretability or explainability [Kaur et al., 2020], fairness and accountability [Hong et al., 2020; Kaur et al., 2020; Liao et al., 2020; Veale et al., 2018]. Only one paper sets trust at core of the research question; yet, it mostly looks on how AI practitioners establish trust among themselves while working with data [Passi and Jackson, 2018]. A more global perspective of AI

<table>
<thead>
<tr>
<th>Icon</th>
<th>Acronym</th>
<th>Stakeholder</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="User Icon" /></td>
<td>U</td>
<td>Users</td>
<td>Individuals directly interacting with the system</td>
</tr>
<tr>
<td><img src="image" alt="AI Practitioner Icon" /></td>
<td>P</td>
<td>AI practitioners</td>
<td>Individuals who design, develop and deploy AI-based solutions</td>
</tr>
<tr>
<td><img src="image" alt="Decision Subject Icon" /></td>
<td>DS</td>
<td>Decision subjects</td>
<td>Individuals affected by an AI-assisted decision-making system</td>
</tr>
</tbody>
</table>

Table 3.4: The different stakeholders involved in the use of AI assisted decision making systems. This chapter focuses on AI practitioners and Decision subjects, two stakeholders who received less attention in the Human-AI trust literature.
practitioners on how they build Human-AI trust is yet to be explored.

To summarize, users are at the center of Human-AI trust research in the decision-making context while AI practitioners and decision subjects are also key stakeholders of such systems. Moreover, most studies are conducted in the lab with AI mock-ups and thus, they do not inform about the current understanding and practices around Human-AI trust in real-world organizational settings [Glikson and Woolley, 2020]. In particular, trust can mean different things for different stakeholders [Yurrita et al., 2022], but currently a holistic overview of Human-AI definitions and factors is lacking. Our article investigates Human-AI trust through the lens of AI practitioners and decision subjects and compare their views with academic findings to fill these gaps.

3.3 Methodology

The project spanned over one year starting in 2021. In this section, we illustrate our methodology by starting with our positionality in relation to this research, which motivated it, but which also delimited our analysis.

In the interest of reflexivity, we explicitly position ourselves as four HCI researchers operating in the academia in Western countries, conducting research in the context of Human-centered AI using both quantitative and qualitative methods. Two of us mainly build and use AI models and the others two study how people use AI systems in the context of decision making. In particular, the primary investigator has three years experience in Human-AI trust research. The motivations of this work build upon the recent experiences of this group of researchers and are threefold: 1) we realized that there was no consensus about “what is trust” and “what contributes to trust” when discussing with colleagues in HCI, AI and robotics, while they agreed on its importance; 2) we observed a discrepancy in the academic literature between the theoretical definitions of trust (in AI and social sciences) and the way it is investigated in controlled laboratory experiments (typically, the frequent absence of vulnerability); 3) we noticed that the topic of trust has an increasing impact on the start-up and industrial ecosystem involving AI, in which we are also involved.

Based on these elements, we came to these three research questions:
• How do AI practitioners and decision subjects define Human-AI trust in the decision-making context?

• What do AI practitioners and decision subjects think affects Human-AI trust in the decision-making context?

• What are the differences between the interviewees and the literature in the way they define Human-AI trust and the factors they propose?

3.3.1 Participants

We recruited participants through a convenience sampling technique combined with snowballing among colleagues and friends, and through announcements at events and on the project’s social media channel. We had two selection criteria to find interview participants: 1) they either work (as practitioners) on AI-embedded systems that support risk-sensitive decision making (e.g., in health, law, finance), or they have been affected by their decisions (as decision subjects), 2) the system is used in the real world. We did not focus on any particular corporate position nor on any specific AI application in order to obtain a diversity of perspectives among interviewees. In total, we conducted 14 semi-structured interviews (7 with AI practitioners, 7 with AI decision subjects).

The AI practitioners are based in Europe and Oceania, and each worked for a different company. The AI decision subjects are all based in Europe and had been affected by AI decision making in three different risk-sensitive areas. The participation in the study was on a voluntary basis. Table 3.2 provides an overview of the decision subjects’ backgrounds and in what context they received a Human-AI decision. Table 3.3 provides an overview of the AI practitioners’ backgrounds, their positions in the company, and the application areas of AI. Three participants work on Explainable AI or XAI (two are responsible for implementation and research, and another is the company’s CEO, chief

<table>
<thead>
<tr>
<th>Id</th>
<th>Background</th>
<th>Decision Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>Software developer</td>
<td>Job application</td>
</tr>
<tr>
<td>DS2</td>
<td>Medical student</td>
<td>Phone contract</td>
</tr>
<tr>
<td>DS3</td>
<td>Mechanical engineer</td>
<td>Job application</td>
</tr>
<tr>
<td>DS4</td>
<td>Business economics researcher</td>
<td>Loan application</td>
</tr>
<tr>
<td>DS5</td>
<td>Mechanical engineer</td>
<td>Job application</td>
</tr>
<tr>
<td>DS6</td>
<td>Accounting and project management</td>
<td>Job application</td>
</tr>
<tr>
<td>DS7</td>
<td>Computer engineer</td>
<td>Job application</td>
</tr>
</tbody>
</table>

Table 3.2: Characterization of decision subjects, notably their background and in what context they received a Human-AI decision.
executive officer). Three other participants are senior project and product managers, and one more is the company’s CEO.

### 3.3.2 Interview Protocol

We conducted semi-structured interviews of the recruited participants. The questions were compiled by two authors. They were independently reviewed by the other two authors and approved by the ethics committee of the research institution. In addition, we conducted a mock interview with an AI practitioner and a decision subject and adjusted the wording of the questions to improve their understanding. These data were not used for analysis. The questions were designed in English and translated to French and German for those participants preferring one of these languages. Interviews took place either by telephone or videoconference, whichever participants preferred. Participants could also choose whether or not to allow us to record the interviews for note-taking purposes. All 14 participants agreed to do so. A total of 685 minutes were recorded, and each interview lasted an average of 50 minutes. Participants had access to our written notes before we used them in the article to ensure that their anonymity was maintained. All participants allowed us to quote them in the study.

The interview protocol consisted of four parts (Table 3.4) evolving around: the context with respect to their interaction with AI, Human-AI trust definitions, trust factors, and trust evaluation. In this chapter, we focused on the data regarding definitions and factors in the analysis. Where possible, we kept the formulation of questions identical (see Trust Definition in table 3.4) for both groups of the participants. We adjusted the formulation of the questions related to the personal experiences to reflect the role of each group (example in Trust Factors, Table 3.4). There were 8 questions in total as approximate guidance for the interviewers (Appendices D and E). When needed, they deepened the topic with follow-up questions about all the stakeholders involved

<table>
<thead>
<tr>
<th>Id</th>
<th>Role</th>
<th>Background</th>
<th>Organization</th>
<th>Type of AI</th>
<th>AI Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>XAI R&amp;D</td>
<td>CS and Maths</td>
<td>Large</td>
<td>CNNs</td>
<td>Transport, paleontology</td>
</tr>
<tr>
<td>P2</td>
<td>XAI R&amp;D</td>
<td>Eng. and Maths</td>
<td>Small</td>
<td>OR</td>
<td>Task planning</td>
</tr>
<tr>
<td>P3</td>
<td>CEO</td>
<td>Maths</td>
<td>Small</td>
<td>Supervised ML</td>
<td>Evaluation of law cases</td>
</tr>
<tr>
<td>P4</td>
<td>Research mgr.</td>
<td>HCI</td>
<td>Large</td>
<td>OR, supervised and unsupervised ML</td>
<td>Project-based</td>
</tr>
<tr>
<td>P5</td>
<td>Research mgr.</td>
<td>Human Factors</td>
<td>Large</td>
<td>Not specified</td>
<td>Project-based</td>
</tr>
<tr>
<td>P6</td>
<td>CPO</td>
<td>Engineering</td>
<td>Small</td>
<td>ML (not specified)</td>
<td>Finance and business</td>
</tr>
<tr>
<td>P7</td>
<td>CEO</td>
<td>Bio. Eng. &amp; Research</td>
<td>Small</td>
<td>Deep learning</td>
<td>Medical</td>
</tr>
</tbody>
</table>

Table 3.3: Characterization of AI practitioners, their companies, and AI they work with as reported by the interviewees themselves. “Small” refers to the companies with less than 20 employees, “Large” - with over 1000 employees. Explanation for abbreviations: XAI - explainable AI, R&D - research and development, mgr. - manager, CEO - chief executive officer, CPO - chief product officer, CS - computer science, eng. - engineering, CNNs - convolutional neural networks, OR - operations research, ML - machine learning.
Table 3.4: Structure and examples of questions per each group of participants.
Data analysis of this chapter mostly relies on answers around understanding and factors of Human-AI trust. A full list of questions is in Appendices D and E.

<table>
<thead>
<tr>
<th>Context</th>
<th>AI practitioners</th>
<th>Decision Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you describe your role in the company?</td>
<td>Could you please tell me about your experience with Human-AI decision making?</td>
<td></td>
</tr>
<tr>
<td>What is the main objective of your system?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Trust Definition | How would you define Human-AI trust in your own words? | How would you define Trustworthy AI with your own words? |

| Trust Factors | What is your strategy to establish trust in your AI? | Have you ever trusted AI too much/too little? |

| Trust Evaluation | How would you know if someone trusts your AI? | Do you think AI developers consider human trust? |

3.3.3 Analysis of the Interviews and Comparison with the Academic Literature

The first and second authors transcribed all interviews, removed all personal information (name of team, company, city, etc.) from the text, and assigned a code name to each interviewee, P for AI practitioners and DS for decision subjects. After transcription, the researchers deleted the audio files and allowed participants to review the interview text if they wished. The two researchers also translated the French and German texts to English and validated the translation with native speakers of the respective languages. Subsequently, the two researchers read all interviews at least twice and independently identified pertinent phrases and coded them. Based on the thematic analysis method [Clarke and Braun, 2013], the first and second authors compared and finalized the list of selected phrases and fine-tuned the wording of the codes. Codes were organised under a series of sub-themes, which were organised under four main themes: one about the definition of trust and three about its factors (as described in Section 3.3.4).

Once the themes were created, we analysed how they were addressed in the academic literature. To achieve this, we reviewed 113 empirical studies from the academic literature on Human-AI trust in the context of decision making. For each article, we annotated both the elements of trust and the trust factors investigated and discussed in these studies. These studies were selected following the same methodology as [Vereschak et al., 2021]: we include all their articles (83) as well as 30 articles published after their review was conducted (from January 2021 onward). Henceforth, when mentioning “academic literature”, we refer to this scope. The full description of the selection method is in Appendix F and the full table summarizing all the trust factors is in...
Appendix G.

3.3.4 Result presentation

We choose to report the results as distinct sections for clarity. Each section relates to a theme stemming from the analysis. Section 3.4 reports on the key elements of trust and how they differ from trustworthiness. The three following sections report on the Human-AI trust factors. The first author, inspired by the terminology from the existing trust frameworks [Adams et al., 2003; Bindewald et al., 2018; Hancock et al., 2011; Hoff and Bashir, 2015; Schaefer et al., 2014, 2016], named these factor-related themes: “Socio-Technological Context” (Section 3.5), “System’s Development and Design” (Section 3.6), “People’s Preferences and Experiences” (Section 3.7).

For both definitions and factors, we first report the views of the interviewees (Interview findings) and then compare them to the academic literature (Literature comparison). The aims are 1) to highlight what AI practitioners could further consider regarding Human-AI trust in their working processes or to motivate further investigation to understand why they do not discuss some factors, and 2) to bring nuances and identify gaps in the academic literature on Human-AI trust in the context of decision making. Some of these research opportunities apply to both.

3.4 Trust and Trustworthiness in Human-AI Interaction

In this section we discuss the interviewees’ reflections on the key elements of trust in Human-AI interaction and interviewees’ opinions about what makes AI trustworthy and the link with trust. Findings are summarized in Table 3.5.

3.4.1 Key Elements of Human-AI Trust

Interview findings The interviewees characterize Human-AI trust with 4 keywords: risk associated with a decision (P2, P4-P7, DS2, DS4-DS6), positive expectations (P6, DS5, DS7), task complexity (P2, P4-P6, DS5), and attitude (P2-P6).

The interviewees identify risk associated with a decision as an element that gives trust in AI foundation to start existing: “When my physical integrity or money is at risk, it makes sense to consider trust there,
<table>
<thead>
<tr>
<th>Interviewees</th>
<th>Academic Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trust</strong></td>
<td></td>
</tr>
<tr>
<td>Reaction to the system</td>
<td>Reaction to the system</td>
</tr>
<tr>
<td>Risk</td>
<td>Risk</td>
</tr>
<tr>
<td>Positive expectations</td>
<td>Positive expectations</td>
</tr>
<tr>
<td>Task complexity</td>
<td>Task complexity</td>
</tr>
<tr>
<td>Attitude (not explicitly)</td>
<td>Attitude (not explicitly)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Trustworthiness</strong></th>
<th></th>
<th><strong>Property of the system</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Property of the system</td>
<td>Property of the system</td>
<td></td>
</tr>
<tr>
<td>Fairness</td>
<td>Fairness</td>
<td></td>
</tr>
<tr>
<td>Robustness</td>
<td>Robustness</td>
<td></td>
</tr>
<tr>
<td>Transparency</td>
<td>Transparency</td>
<td></td>
</tr>
<tr>
<td>Privacy (not explicitly)</td>
<td>Privacy (not explicitly)</td>
<td></td>
</tr>
<tr>
<td>Human-approved (linked to Accountability)</td>
<td>Human-approved (linked to Accountability)</td>
<td></td>
</tr>
<tr>
<td>Reputation of the company (linked to Accountability)</td>
<td>Reputation of the company (linked to Accountability)</td>
<td></td>
</tr>
<tr>
<td>Human-like</td>
<td>Human-like</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Keywords presented by the interviewees and the academic literature when defining trust and trustworthiness. In comparison with the literature, the interviewees additionally mention task complexity for defining trust and reputation of the company, human-like and human-approved for trustworthiness.

when there is something important for me [at stake]” (P4). The nature of risk is also called “vulnerability” (P5) or “responsibility” (P2). P4 states that risks such as economic loss or threat to health or life are universal: “... a foundation [for defining risk] would be the physical needs and individual and social integrity from the Maslow’s Hierarchy.” Decision subjects, notably, refer to risk as something that can impact their health (DS2, DS4, DS5, DS6) or financial stability (DS4, DS5, DS6). Otherwise, what is considered risky is person-dependent, because “not everyone has the same priorities” (P4). For example, DS4 evokes that even Tinder recommendations can still put them in a position of vulnerability. In this scenario, DS4 feels there are moments when “the algorithm says that I am ugly”, hence they are faced with “something about myself that I do not want to accept” (DS4).

Then, P6, DS5, and DS7 state that for trust to emerge, people must have **positive expectations** that AI will help them achieve their goal. The goal is defined as “the best answer in the shortest time” (DS5, DS7). P6 highlights that AI recommendations must support the goal of people interacting with or affected by the system, it is important that “the owner of an AI-embedded system will not recommend [the user] something in company’s interest” (P6). DS5 agrees that it is important that AI recommendations “support humans in their work.”

P5 also proposes that when users face a **complex task**, trust emerges as a tool to overcome complexity: “sometimes you can’t, evaluate everything, you sort of use that quick «I just trust you, I just trust you to do the right thing»”. P2 and P6 describe “complex task” as a situation when a user
cannot determine the quality of AI recommendation and, as a result, has many doubts around the final decision. DS5 echoes P2 and P6 and provides data analysis as an example of a complex task: “it is very difficult for a human to perform calculations and test the system.” A task is also perceived as more complex if the decision to make is a long-term one (P4).

Lastly, the interviewees differentiate between trust and related behaviors. P4, P5, and P6 postulate that inferring users’ level of trust in AI from simply observing their behaviors could be misleading, because users “can have a complex and elaborate way of thinking [about AI-embedded systems and recommendations], it is very multifactorial” (P4). Typical trust-related behaviors – reliance (deciding to use AI for decision making) and compliance (deciding to follow an AI recommendation) – do not mean users trust in AI. P3 says that even though “becoming the client, that’s the sign of trust”, there can be many reasons beyond trust for one not to use their AI. For example, a user can follow AI recommendations not because of trust, but because they have no other solution (P2). However, considering compliance and reliance is still useful, because they can serve as “an indicator: as long as there aren’t too many complains, no negative comments, [...] and the user uses the solutions, we can consider that trust is not broken” (P2).

**Literature comparison**  Interviewees’ reflections coincide with the way the academic literature conceptualizes Human-AI trust [Jacovi et al., 2021; Vereschak et al., 2021], which consider three elements of trust (risk associated with a decision, positive expectations and attitude). The only difference is that the academic literature deems task complexity only as a trust factor (we discuss it more as a trust factor in 3.5.3), rather than a key element of trust. If task complexity is a key element required for trust to exist, experimental protocols might need to control it in addition to positive expectations and including risk associated with decisions. Moreover, considering task complexity could give another perspective for legal frameworks categorising AI-embedded systems. For example, in addition to dividing such systems based on risk associated with them (e.g., as in the report by European Commission [92]), complexity of the tasks they deployed for can be another axis of comparison.

There are also nuances in what the interviewees said about the three trust elements they have in common with the academic literature. The experience of DS4 feeling vulnerable when their appearance was judged by AI indicates that vulnerability goes beyond monetary losses or health hazards, which is the ways it is usually presented in the
controlled lab experiments where risk is associated to vulnerability [Vereschak et al., 2021]. Then, decisions to make in trust experiments often affect the user (intrinsic risk) [Vereschak et al., 2021]. However, it is arguable that decision subjects who suffer most considerable decision consequences (extrinsic risk, e.g., health implications, job opportunities). Therefore, differentiating intrinsic and extrinsic risks and including both where applicable in experimental protocols is important.

3.4.2 Key elements of AI Trustworthiness

Interview findings Four interviewees (P2, P4, P5, P7) explicitly differentiate trust in AI from AI trustworthiness, only P6 does not view these concepts differently. Contrary to trust which is seen as “human reaction” (P5), trustworthiness of AI is more related to a feature of the system (P2, P5), “whether the job has been well done” in designing and developing the system (P7). To be considered trustworthy, AI recommendations have to be fair, “human-like,” (P1), robust and transparent. According to P1, to earn the label of trustworthiness, technical AI certification might not be enough and more evaluations with people have to be done, because trustworthiness “is beyond certification, and it would be something like «human-approved» [...].” (P1).

P4 states that trustworthiness of AI goes beyond the way system is designed and developed, it is rather about the reputation of AI practitioners working on AI: “For me, it’s not so much a question of AI, trustworthiness, it’s more between the individual himself and the entity or the organization that makes the system.” P4 further continues by providing an example that nobody is questioning trustworthiness of Google’s search results until the 2018 Google data breach scandal [Newman, 2018]: “It is the institution [behind the AI] that transmits trustworthiness to me. [...] nobody asks if it is the system behind that is biased, not biased, what we question is the institution.” DS1 echoes this reflection by stating that trustworthiness of AI is determined by the way the company is handling and using their data.

Literature comparison Our primary finding is that AI practitioners (and to some extent decision subjects) distinguish well between “trust” (human reaction and attitude) and “trustworthiness” (property of the system). Interestingly, interviewees explicitly mentioned three out of 8 key elements of trustworthiness expressed in the literature [Li et al., 2022]: “fairness”, “robustness” and “transparency”. They implicitly mentioned “privacy” when DS1 talks about the importance of the way a company handle their personal data. The term “accountability” was
not used, but interviewees reported on two related concepts: “human-approved” and “reputation of the company”. It could be that the term “accountability” is not widespread outside of the policy and research worlds. Only two elements from the literature [Li et al., 2022], “reproducibility” and “generalization” were not addressed by the interviewees. This is not very surprising as the literature on trustworthy AI concede that these two elements are less discussed than the others [Li et al., 2022]. One key difference with the literature is the introduction by P1 of the element “human-like” AI, i.e. AI that gives recommendations that a human would give. We found very few studies linking "human-like" and (un-)trustworthiness [Castelo et al., 2019; Patrzyk et al., 2017; Yu and Li, 2022]. Therefore, it is unclear whether human-likeness is a separate key element of AI trustworthiness or a factor that affects it.

<table>
<thead>
<tr>
<th>Socio-Technological Context</th>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Human-Human Trust</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust in AI team</td>
<td>P2, P4, P7</td>
<td>DS7</td>
<td>–</td>
</tr>
<tr>
<td>Trust in other users</td>
<td>P3, P6</td>
<td>–</td>
<td>46; 87; 156; 266; 316</td>
</tr>
<tr>
<td><strong>Time Dynamics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-term interaction</td>
<td>P1, P2, P4, P7</td>
<td>–</td>
<td>68; 214; 266; 343; 396</td>
</tr>
<tr>
<td>Delay of AI recommendation</td>
<td>–</td>
<td>–</td>
<td>50; 181; 273</td>
</tr>
<tr>
<td><strong>Type of Task</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective evaluations</td>
<td>–</td>
<td>DS4</td>
<td>179; 189</td>
</tr>
<tr>
<td>Task Complexity</td>
<td>P6</td>
<td>DS5</td>
<td>7; 71; 95; 130; 249; 343; 346; 359; 388</td>
</tr>
<tr>
<td>Responsibility / risk</td>
<td>–</td>
<td>–</td>
<td>49; 88; 115; 179; 214; 249; 298; 361</td>
</tr>
<tr>
<td><strong>Marketing</strong></td>
<td>P4</td>
<td>DS1, DS7</td>
<td>172; 189; 95; 196; 292; 383; 392; 351</td>
</tr>
</tbody>
</table>

Table 3.6: Summary of the Human-AI trust factors related to socio-technological context discussed by AI practitioners and decision subjects and studied in academic papers on Human-AI trust in the context of decision making.

3.5 Trust Factors Related to the Socio-Technological Context

A first theme generated from the thematic analysis concerns factors related to the socio-technical context. These factors consider how the en-
environment in which the interaction between humans and systems can affect trust. The interviewees discuss four of them: Human-Human trust, Time dynamics, Type of task and Marketing. Table 3.6 provides a summary by reporting these factors, the respondents who mention them, and the academic literature that addresses them.

### 3.5.1 Human-Human Trust

**Interview findings** Interviewees suggest that people’s trust in AI is strongly related to how much one trusts other stakeholders (human-human trust) in the socio-technical ecosystem. We distinguish four cases illustrated in Table 3.7. Case 1 is about trust between the users and the AI team (P2, P4, P7). If users (i.e. customers) trust the AI team, their trust in AI “[…] is established before the system exists. […] Trust is very strong in the co-design phase [between users and the AI team]” (P4). Case 2 is about the trust between the users and other users of the same system (P3 and P6). Indeed, previous experiences of other users influence users’ trust in AI: “We have 10,000 users, and 90% of them say «the feedback from the AI was very interesting», now [knowing this, current users] will tend to trust the AI.” (P6). This trust in AI is further strengthened if “a domain expert confirms what the AI recommends” (P6). The interviews raise only one case (3) involving decision subjects: trust between decision subjects and AI team. For instance, DS7 cites the example of Elon Musk and Tesla, explaining that the trust of decision subjects in the company’s high-level management influence their perceptions of and trust in the AI systems they develop.

<table>
<thead>
<tr>
<th>Trust between…</th>
<th>Interviewees</th>
<th>Academic Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 users and AI team</td>
<td>✓ ✓</td>
<td>–</td>
</tr>
<tr>
<td>Case 2 users and other users</td>
<td>✓</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Case 3 decision subjects and AI team</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>Case 4 decision subjects and other users</td>
<td>–</td>
<td>✓</td>
</tr>
</tbody>
</table>

**Literature comparison** The main difference between the interviews and the literature is that trust in the AI team (case 1 and 3) is generally absent in the literature. In contrast, respondents believe that this plays an
important role in the trust between humans and AI, particularly with regard to the trust between users and the AI team (case 1). It could be explained by the fact that most controlled lab experiments do not let their participants (“AI users”) interact with the AI team, while it is likely to occur in the real world. Another difference is that users’ trust in other users (case 2) is more emphasised in the academic literature than in the interviews [Brown et al., 2019; Ehsan et al., 2021; Jacobs et al., 2021; Okolo et al., 2021; Saxena et al., 2021]. Research shows that observing other users (especially colleagues) trusting the recommendations of the system can increase one’s own trust in AI [Ehsan et al., 2021; Jacobs et al., 2021]. However, from the interviews, AI practitioners serve as intermediaries between users and convey feedback as product reviews. Finally, the relationship of trust between decision subjects and other users (case 4) is absent from the interviews. The academic literature shows that if decision subjects (e.g. a patient) trust the direct user (e.g. a clinician) and the direct user trusts the AI recommendations, then they would also trust the AI recommendations [Okolo et al., 2021] and vice versa [Brown et al., 2019]. Our decision subjects did not discuss this, probably because they have a minimal interaction with the direct users (e.g. credit controllers) than those mentioned in the literature (e.g. medical doctors and caseworkers [Brown et al., 2019; Okolo et al., 2021]). Based on the above findings, we therefore propose the following implications:

1) **implications for academic researchers**: investigating the role of trust between users and the team behind AI, as well as between decision subjects and the team behind AI;

2) **implications for AI practitioners**: taking trust between direct users and decision subjects into account;

3) **implications for AI practitioners**: establishing direct exchange of experiences between AI users so that they can build trust without intermediaries.

### 3.5.2 Time Dynamics

**Interview findings** Interaction over time appears as an important factor affecting Human-AI trust for the interviewees (P1, P2, P4, P7). The development of trust is perceived as “a stimulus-response loop” (P4): through continuous interaction, users learn more about the system and adjust their expectations accordingly. Regarding AI practitioners, trust in AI tends to decrease over time as they “give limited credit to AI” (P1) because they become more aware of potential biases and caveats.
Indeed, “the more I work with [AI], the more doubt creeps into my research” stated P1. In contrast, AI practitioners seek to ensure that the user’s trust in the system increases over time, which is challenging if trust is low when first used. P7 says it is difficult to get users to understand that even if the AI recommendations are not perfect at first, if they wait and trust the company, the recommendations will improve as more data comes in: “the hardest thing is to have the first [version of the AI-embedded system] with first results, now that we will be able to continue to collect your data, [...] we will be able to go much faster” (P7). It results that AI teams mainly focus on gaining initial trust in AI to bring the product to market. Little is done to observe how trust evolves thereafter.

Literature comparison Both the interviewees and academic literature agree that Human-AI trust evolves over time because the interaction with the system adjusts one’s expectations [Colley et al., 2022; Okolo et al., 2021; Sultanum et al., 2018; Yu et al., 2017]. Nevertheless, our interviews (especially with P7) emphasize the challenge of maintaining trust in the early stages of interaction [Luger and Sellen, 2016]: how to encourage users with low initial trust to continue interacting with the system until the AI obtains more and richer data to make better recommendations? However, our interviews do not address fine-grained time dynamics: the delay to deliver AI recommendations. In contrast, recommendation delay is investigated in the academic literature [Buçinca et al., 2021; Kraus et al., 2020; Park et al., 2019]. It can reduce users’ over-reliance [Buçinca et al., 2021; Park et al., 2019], yet it might have no effect on self-reported trust [Buçinca et al., 2021]. Therefore, these findings underscore the importance of:

1) implications for academic researchers: investigating what contributes to users’ willingness to engage with an AI-embedded system when their initial trust levels are low;

2) implications for AI practitioners: focusing on more granular effects of time on trust such as delays in AI recommendations.

3.5.3 Type of Task

Interview findings The nature of the task influences Human-AI trust according to the interviewees (DS4, DS5, P6) and can be organized along two dimensions. First, the magnitude of computational needs (DS5, P6) concerns the amount of data and computational resources needed to achieve the task. Second, the degree of subjective evaluations (DS4) that may not be easily objectified. For example, users are
more likely to trust AI than humans for tasks requiring the processing of large amounts of data “because it is very difficult for a human to perform calculations” (DS5). In contrast, systems that perform subjective evaluation of humans (e.g. matchmaking) inspire less trust (DS4).

**Literature comparison** The academic literature also considers “subjective evaluations” as dimension [Kolasinska et al., 2019; Langer et al., 2022] and provides a more granular analysis of the dimension “magnitude of computational needs”. Indeed, the literature considers “task complexity” [Robinson, 2001; Sasayama, 2016] that encompasses different types of processing demands: computational, attention, memory, reasoning, etc. (e.g. [Fan et al., 2008; Müller et al., 2020; Sutherland et al., 2015]). Moreover, the literature introduces a third dimension, which is the “the degree of responsibility” [Buçinca et al., 2020; Eiband et al., 2019; Gamkrelidze et al., 2021; Kolasinska et al., 2019; Luger and Sellen, 2016; Müller et al., 2020]. Generally, tasks that are socially sensitive (e.g. sending an email) evoke little trust in AI [Eiband et al., 2019; Luger and Sellen, 2016]. Similarly, for life-and-death decisions, people are more likely to trust human advice [Eiband et al., 2019] or a combination of human and AI recommendations [Kolasinska et al., 2019] than AI advice alone. These examples involve high “vulnerability”. While the interviewees mentioned vulnerability as a key element for trust to exist (see Section 3.4.1), they do not consider it as a factor, related to the task, that can increase or decrease Human-AI trust. From these observations, we propose the following:

1) **Implications for academic researchers**: further identifying the important axes of decision-making task categorization are related to Human-AI trust;

2) **Implications for AI practitioners**: considering the magnitude of task complexity in a broader meaning as well as degree of responsibility.

### 3.5.4 Marketing

**Interview findings** The last factor related to the socio-technological context and discussed by our interviewees (P4, DS1 and DS7) is marketing: “the deciding factor [for trust in AI] is marketing and the way the AI system is presented to users, e.g. in the media” (DS1). DS1 also believes that people’s trust can be influenced by the term “AI” itself: “I think [people] trust [the AI-embedded system], as long as they do not know that AI is in play.” P4 describes the fact that trust can be built on a series of parameters that are not technical but social and related to market-
ing: “there may also be [...] marketing elements, which can be very insidious, which can generate the relationship of trust, which is not at all obvious.”

**Literature comparison**  The academic literature and interviews agree that the way an AI-embedded system is presented can affect trust between humans and AI. Then the literature provides ampler details regarding the type of information in marketing that can influence people’s trust in AI. This information includes system’s accuracy metric [Fan et al., 2008; Rechkemmer and Yin, 2022; Yin et al., 2019], the characterization of a system as (in)competent [Xiao et al., 2007], and statements of commitment to fairness and the elimination of racial bias, gender discrimination, and all other forms of discrimination, even if they do not necessarily reflect reality [Lee and Rich, 2021]. Only one aspect was mentioned by one interviewee (DS1): the chosen terminology (e.g. “algorithm”, “robot”, “sophisticated statistical model”, “artificial intelligence”) which affects trust [Langer et al., 2022]. The lack of details provided by the interviewees could be because they have no marketing experience, and as a consequence, can only speak about marketing in general terms. Therefore, these findings have the following implications for AI practitioners:

1) considering closely the **terminology they choose to describe their system**;

2) account for the **amount and type of details communicated about AI** (metrics, instilled ethical values, etc).

### 3.5.5 Summary

The main Human-AI trust factors related to socio-technological context highlighted by AI practitioners and decision subjects generally coincide with the ones stemming from the academic literature: Human-Human trust, time dynamics, type of task, and marketing. However, each party has different focuses with regard to each trust factor (see Table 3.6). For instance, the interviewees emphasise more the importance of Human-Human trust for Human-AI trust, especially trust of users in the team behind AI development. The interviewees also discuss a challenge related to trust changing over time, not highlighted in the literature: in early stages of deployment, if users’ trust in AI is low, it is difficult to prevent them from abandoning the system and convince them that they will have more reasons to trust AI later on, as the recommendations improve. In return, the academic literature provides a more detailed analysis of the way AI is presented to users and how the type of decision-making task can affect Human-AI trust.
3.6 Trust Factors Related to the Systems’ Development and Design

Another theme generated from the thematic analysis concerns a group of factors related to properties of a system, the interviewees discussed
four of them: Performance, Transparency, Interactivity and AI certification. Table 3.8 provides a summary by reporting these factors, who talk about them, and the academic literature that addresses them.

3.6.1 Performance

**Interview findings**  AI performance in terms of accuracy is the one of the most discussed factors by the interviewees (P1, P2, P7, DS2, DS4, DS6, DS7). They highlight three interesting nuances about it. First, the interviewees distinguish **absolute vs. relative performance**, where the relative performance of a system, as opposed to absolute performance, is the observed performance relative to that of another system or human being considered as baselines. “Absolute performance doesn’t help much” (P7), the question is whether the system is better than other system (P2, DS2, DS4) or a human (P7, DS2, DS4, DS5). For instance, “I would trust an algorithm that counts molecules for cancer more than a human because I think it can do that task better than the human” (DS4). Second, the interviewees highlight the role of the **context**, i.e. when and where recommendation errors occur. For instance, according to P1, users “do not forgive a slightest error [of AI]” once AI is deployed, while errors are often tolerated in testing phase (P1). Similarly, errors may not be tolerated in some environments, e.g. “[AI error] in a medical context is bad” (DS4) while they can be tolerated in other environments, e.g. dating decisions (DS4). Third, interviewees discuss the **characteristics** of recommendation errors. Interviewees may be more with human-like errors: referring to certain mistakes made by a system P1 stated “I do not believe that these are mistakes, I would have answered the same thing.” (P1). In addition to the nature of the error, frequency is important: “if everyone trusts the system and something weird happens, we’ll say, well, that’s okay. I guess if it happens too often, you start asking questions” (P2). Finally, DS6 and DS3 mention another aspect of performance beyond accuracy - **fairness**, e.g. “when everyone has an equal chance of being selected, regardless of age, gender and experience” (DS3).

**Literature comparison**  Both interviewees and academic literature (e.g. [Chien et al., 2018; Fahim et al., 2021; Tolmeijer et al., 2021; Yin et al., 2019], for more see Table 3.8) largely discuss AI accuracy as a factor that influences Human-AI trust. They also agree that fairness and biases affect trust [Kasinidou et al., 2021; Stapleton et al., 2022; Woodruff et al., 2018]. While the interviews highlight the importance of relative performance of an algorithm, few studies in the literature focus on the role of its relativity [Cai et al., 2019; Veale et al., 2018; Zhang et al., 2020; Zheng et al., 2022]. In this case, studies compare to which extent AI errors are tolerated compared to human errors (which is related
to the human-like nature of the error) [Pearson et al., 2016; Perelman et al., 2020; Richter et al., 2019; Salomons et al., 2018; Tolmeijer et al., 2022; Woodruff et al., 2018; Xie et al., 2019] rather than investigating whether taking an AI or a human provides a comparative advantage in certain decisions.

The interviewees highlight people’s perceptions of errors depending on the the context and the characteristics (nature and frequency) of the errors. In contrast, the literature focuses more on how system’s features such as design aesthetics [Yuksel et al., 2017], interactivity [Gupta et al., 2022] or expectations (mental model of the AI’s design objective) [Cai et al., 2019] change the effect of AI errors on trust. Interviewees mentioned the link between interactivity (section 3.6.3) and expectation (section 3.7.2) with human-AI trust, but without reporting on the interaction with performance. Therefore, we propose the following:

1) **Implications for academic researchers**: evaluating the role of context, frequency and nature of errors when studying AI performance and Human-AI trust;

2) **Implications for academic researchers**: shifting the focus from absolute accuracy to relative accuracy when studying AI performance and Human-AI trust;

3) **Implications for AI practitioners**: taking into account the role of design aesthetics, interactivity of AI recommendations, mental models of the AI’s role when discussing AI performance and Human-AI trust.

### 3.6.2 Transparency

**Interview findings**  AI transparency, alongside with AI performance, is another much discussed and important trust factor (P1-P7, DS3, DS4, DS7). The interviewees define it as understanding the working process of AI development team and as understanding why a specific AI recommendations was shown and its quality. AI practitioners spontaneously report on how to make transparency actionable for the users focusing on explaining the working process, e.g. “when we [...] try to be as transparent as possible on how [the AI-embedded system] works, we try to explain it to [clients], because it can be sometimes quite technical, even mathematical, and then there are no more problems, no problem of trust...” (P4), explaining the data, e.g. “You have to be very, very transparent about how you prepared the data, because any AI is biased just by the quality of the data (and also the quantity).” (P7), and explaining the recommendation, e.g. “ex-
plainability is how we prove that our results are reliable [and] accurate” (P3).

Interestingly, there are divergent opinions about the relevance of explainability in algorithmic recommendations (Explainable AI, XAI). On the one hand, some AI practitioners think it helps users calibrate their trust in AI recommendations by better understanding how they were derived and by estimating their quality (P1, P2, P3, P6). On the other hand, some practitioners and decision subjects question the role explainability plays for Human-AI trust. For instance, “one has to stop wondering how one can make tools that are more explainable, interpretable, or whatever, because sometimes there are tools that are not explainable in which we trust, a plane or a car, we don’t know how it works inside, and yet we use them [...]” (P4). P1 adds “It is a bad idea to put all the tools we’ve developed in the field of explainable AI directly into the hands of users without them knowing anything”. P1 believes that AI explanations are more important to the trust that an AI development team will have in its models than to the trust of users in the AI. The two provided reasons are the complexity of the explanations (P1, P7, DS3, DS4), e.g. “all the latest methods [of explainability] that have been developed are often so complex that humans [laypeople] do not understand them, so the methods do not help them at all” (P1) and time pressure (P7, DS7), e.g. “If users had the time to go through the explanations and review them in practice, they would have made the decision themselves in the first place” (DS7). P3 adds that while explainable AI is important for their domain (legal decision making), it is not necessarily the case for all the domains.

**Literature comparison** Transparency is a key factor for Human-AI trust according to both the interviews and the academic literature. It is thus not surprising to observe similarities between these sources of information regarding: its definition [Larsson and Heintz, 2020; LePrie et al., 2018]; the elements to explain which are the working process [Sultanum et al., 2018], the data [Anik and Bunt, 2021; Drozdal et al., 2020; Glass et al., 2008; Lee and Rich, 2021; Park et al., 2021] and the recommendations (e.g. [Buçinca et al., 2020; Faulhaber et al., 2021; Schaffer et al., 2019; Wang and Yin, 2021], for more see Table 3.8); the mitigated role of transparency due to system complexity [Wang and Yin, 2022], difficulty to make explanations actionable [Glass et al., 2008; Sultanum et al., 2018], and context [Xin et al., 2021].

However, the interviews and the academic literature do not put the emphasis on the same aspects. First, the interviewees focus more than the literature on the working process as an element to explain (rather than data and recommendations). In contrast, the academic literature includes AI confidence score associated with a recommendation
as part of transparency [Bansal et al., 2021; Desai et al., 2013; Helldin et al., 2013; Jiang et al., 2021; Pynadath et al., 2018; Rechkemmer and Yin, 2022; Schneider et al., 2019; Wang et al., 2016; Yang et al., 2017], absent from the interviewees’ discussions. Moreover, the academic literature introduced the term “social transparency” [Ehsan et al., 2021]. Rather than explaining the inner workings of an AI-embedded system to build user trust, the authors advocate providing more information about how other users have historically incorporated AI recommendations into their decision making.

Finally, the interviewees highlight the different roles of transparency for AI practitioners and decision subjects. While AI practitioners tend to raise the importance of explainability (both for themselves and other stakeholders), decision subjects do not see how transparency can affect their trust in AI since explanations might be difficult to understand and the additional information is usually not actionable. Meanwhile, the academic literature focuses only on users with only one study suggests that transparency has effect on trust of decision subjects [Park et al., 2021]. Based on these findings, we therefore propose the following:

1) **Implications for academic researchers**: evaluating the role of time pressure regarding the impact of transparency on Human-AI trust;

2) **Implications for AI practitioners**: taking into account the role of AI recommendation’s accuracy and type of explanations regarding the impact of transparency on Human-AI trust;

3) **Implications both for academic researchers and AI practitioners**: exploring the role of social transparency of AI for Human-AI trust;

4) **Implications both for academic researchers and AI practitioners**: further investigating to which extent AI transparency contributes to decision subjects’ trust in AI.

### 3.6.3 Interactivity

**Interview findings**  
Interactivity is another factor impacting Human-AI trust in the context of decision making (P1-P4, D52, D53, D54, D56). The interaction with AI is often perceived as limited to "I give you [AI] input data - you [AI] send me back the solution, and I have no other contextual elements, elements of interaction with you," (P2). However, interactivity “allows users to question [AI recommendations]” (P2), and that is the “way [...] to gain trust” (P2). P4 echoes this reflection by saying that “trust in
AI is not established because the button is red or green”, but because there is “a dialogue” (P4). Interestingly, interactivity is mentioned through different terms and expressions related to human-human interaction such as “a dialogue” (P4), “cooperation” (P1), “ask for more explanations” (P3), “negotiate” (DS4). This comparison with human-like interaction is sometimes more explicit. For instance, DS3 would prefer a decision made directly by a human, because “a human being is flexible” (DS3) and could re-examine their case and give them a second chance: “I would like to have the opportunity to negotiate and influence the [the AI’s] decision and say, «Hey, but look at this and that»” (DS4). This mechanism seems to be currently missing in their interactions with AI-based decision making process. They report that AI recommendations lack flexibility and room for negotiation. They feel excluded from the decision loop, and they see interactivity as a solution to this problem. Decision subjects’ impressions are to be a “part of the statistics” (DS2) or simply “filtered out” by AI (DS3).

**Literature comparison** The academic literature on Human-AI trust examining the interactivity of AI recommendations remains scarce [Bridgwater et al., 2020; Cai et al., 2019; Gupta et al., 2022; Okolo et al., 2021; Saxena et al., 2021]. The limited evidence they provide supports the interviewees’ claims: interactivity affects Human-AI trust, because it contributes to the refinement of the mental model about AI [Cai et al., 2019], gives a sense of striving to improve decision making [Okolo et al., 2021], allows to explore to which extent nuances are accounted for AI recommendations [Saxena et al., 2021]. As in the discussions of AI practitioners, these studies are primarily about users rather than decision subjects. However, it seems that interactivity for users and decision subjects serves different purposes. For the former, interactivity means data exploration and mental model refinement. For the latter, it is an empowerment over Human-AI decisions so as not to feel solely “part of the statistics” (DS2). Therefore, these findings both for academic researchers and AI practitioners highlight the importance of:

1) further investigating the role of **interactivity of AI recommendations**, including **decision subjects** in the scope for Human-AI trust.

### 3.6.4 AI Certification

**Interview findings** The interviewees (P1, P4, P6, DS1-DS3, DS5, DS7) share the view that knowing that an AI system has been certified is a factor that influences trust in that system because “certification has always been a way to gain confidence in technological tools, whether they
are AI [or not]” (P6). This is especially true for critical systems: “the objective is clear - we [AI team] want certification.” However, respondents do not agree on whether certification is sufficient. P4 says that “the certification alone should be enough [for Human-AI trust] if it is done well.”, while others highlight the importance of the institution behind the certification (DS1-DS3, DS5, DS7): “AI certificates are very important [for Human-AI trust] if there are organizations [that issue them] that people can trust” (DS2). This also holds for the process of certification (DS1 and DS5): it should be done, for example, “based on research studies” (DS1). P5 and DS7 are more suspicious about certification because there is not yet enough scientific evidence that “certification will build trust [in AI], I am not quite convinced of that yet” (P5) or because a certification does not warrant that everything will be alright “if there is a hack or a problem” (DS7).

Literature comparison   AI certification has not been largely studied as a factor for Human-AI trust. Two qualitative studies, from medical decision domain, report that direct users [Jacobs et al., 2021] and decision subjects [Lee and Rich, 2021] would trust an AI-embedded system more if it went through a certification. However, knowing that an AI-embedded system is certified could potentially lead to overtrust: if there is AI certification, doctors would more systematically follow AI recommendations rather than evaluating them each time they are faced with them [Jacobs et al., 2021]. Given the paucity of empirical evidence on how AI certification affects Human-AI trust and the importance it takes in the industry, these findings provide the following implication for academic researchers:

1) further investigating to which extent AI certification contributes to Human-AI trust in the context of decision making.

3.6.5   Summary

The interviews and the academic literature bring light onto four Human-AI trust factors related to the system’s development and design: AI’s performance, transparency of AI, degree of the system’s interactivity, and AI certification. AI’s performance and transparency are the factors that both the interviewees and the literature discuss the most, but each party highlights different aspects of the factors. Regarding AI performance, interviewees place less emphasis on the existence of AI errors than on the context in which they occur and their nature. With regard to AI transparency, the literature highlights more contextual aspects that vary the degree of impact of transparency on human-AI trust than the interviewees. Lastly, the interviewees focus more on the
role of AI certification for Human-AI trust. This could be explained by the fact that certification plays a more important role in industry than in academia, as it offers a competitive advantage in the market, especially for critical systems.

### People's Preferences and Experiences

3.7 Trust Factor Related to People’s Preferences and Experiences

In this section we report findings on trust factors related to people’s preferences and experiences, which are: Agency, Expectations, AI literacy and Domain expertise. They are summarized in Table 3.9.

<table>
<thead>
<tr>
<th>Trust Factor Related to People’s Preferences and Experiences</th>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency</td>
<td>P4</td>
<td>DS1, DS4, DS5, DS6</td>
<td>10; 123; 172; 181; 230; 290; 346; 359; 383; 385; no effect: 50; 104; 321; 352</td>
</tr>
<tr>
<td>Direct users</td>
<td>P7</td>
<td>DS7</td>
<td>68; 175; 220; 350</td>
</tr>
<tr>
<td>Decision subjects</td>
<td>P1, P2</td>
<td>DS1, DS2, DS4, DS7</td>
<td>54; 65; 117; 172; 293; no effect: 351; 387</td>
</tr>
<tr>
<td>Agency awareness</td>
<td>P7</td>
<td>DS7</td>
<td>46; 196</td>
</tr>
<tr>
<td>Good surprise</td>
<td>P1, P2</td>
<td>DS3, DS6</td>
<td>95; 99; 115; 117; 163; 168; 316; 321; 359; 402; 404; no effect: 387</td>
</tr>
<tr>
<td>Bad surprise</td>
<td>P5, P7</td>
<td>DS2</td>
<td>163; 203; 321; no effect: 290</td>
</tr>
<tr>
<td>Prior experiences</td>
<td></td>
<td></td>
<td>107; 107; 271; 351</td>
</tr>
<tr>
<td>AI Literacy</td>
<td>P6</td>
<td></td>
<td>372; 373; no effect: 351</td>
</tr>
<tr>
<td>Direct users</td>
<td>P5, P7</td>
<td></td>
<td>149</td>
</tr>
<tr>
<td>Decision subjects</td>
<td>P1, P2</td>
<td>DS2</td>
<td>97; 149; no effect: 351; 387</td>
</tr>
<tr>
<td>Actual expertise</td>
<td>P6</td>
<td></td>
<td>63; 179; 368; no effect: 351</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>P5, P7</td>
<td></td>
<td>94</td>
</tr>
<tr>
<td>Domain Expertise</td>
<td>P6</td>
<td></td>
<td>no effect: 271; 351</td>
</tr>
<tr>
<td>Actual expertise</td>
<td></td>
<td></td>
<td>117; 149; 358</td>
</tr>
<tr>
<td>Self-confidence</td>
<td></td>
<td></td>
<td>351</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>278; inconclusive effects: 63; 130</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>157</td>
</tr>
<tr>
<td>Personality</td>
<td></td>
<td></td>
<td>47</td>
</tr>
<tr>
<td>Propensity to trust</td>
<td></td>
<td></td>
<td>97; 149; no effect: 351; 387</td>
</tr>
<tr>
<td>Culture</td>
<td></td>
<td></td>
<td>63; 179; 368; no effect: 351</td>
</tr>
<tr>
<td>Emotional state</td>
<td></td>
<td></td>
<td>94</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>no effect: 271; 351</td>
</tr>
<tr>
<td>Work style</td>
<td></td>
<td></td>
<td>117; 149; 358</td>
</tr>
<tr>
<td>Attitudes towards robots</td>
<td></td>
<td></td>
<td>351</td>
</tr>
<tr>
<td>Operator Workload</td>
<td></td>
<td></td>
<td>278; inconclusive effects: 63; 130</td>
</tr>
</tbody>
</table>

Table 3.9: Summary of the Human-AI trust factors related to people’s preferences and experiences discussed by AI practitioners and decision subjects and studied in academic papers on Human-AI trust in the context of decision making.
3.7.1 Agency

Interview findings Decision subjects mostly led the discussions about agency and Human-AI trust (P4, P7, DS1, DS4-DS7). They highlighted the lack of flexibility of these systems which undermines trust. This lack of flexibility is illustrated with 1) the limited number of options regarding the recommendations (DS7, P7): “We need to build trust by making [decision subjects] understand that we do not always claim to be right [...] we’re going to introduce four levels [of AI recommendations] instead of the binary [...]” (P7) and 2) the rigidity of the dialogue (DS5, DS7, P7) because humans have to adapt to the system’s constraints: “this is just defined so that a machine can evaluate it” (DS6) while the system does not adapt to the humans: “these [AI] systems should be more flexible for human error. Right now, it’s so strict.”

Sometimes the system adapts to the users’ behavior, but still some agency problems can happen: “we never know how the system will evolve over time, and this raises a lot of questions” (P4). These changes may occur without people being aware of it, which undermines their sense of agency. For instance, the task management application on DS7’s phone “recognized some of my behaviors and made some decisions for me based on that.” The app would turn off notifications or mobile data without DS7’s approval, and because of this, they missed an important phone call.

Literature comparison Among the interviewees, it was predominantly decision subjects (5 out of 7 respondents) who highlighted the relationship between agency and trust in AI, while the literature focuses exclusively on the agency of direct users [Alan et al., 2014; Bučinca et al., 2021; Fogliato et al., 2021; Glass et al., 2008; Kapania et al., 2022; Kraus et al., 2020; Maurer et al., 2018; Rajaonah et al., 2006; Schaffer et al., 2019; Sutherland et al., 2015; Tolmeijer et al., 2022; van Maanen et al., 2011; Xiao et al., 2007; Xin et al., 2021]. Additionally, in all these articles, participants are fully aware to which extent they have control over AI recommendations, and their level of agency remains unchanged throughout the experiment. Hence, the issue of varying levels of control over AI is not largely studied in the Human-AI trust literature in the context of decision making. Furthermore, most of the interviewees see the agency over AI as binary, full control or none (apart from P7), while the literature oversees three levels of agency: full - AI recommendations are optional and appear on demand [Bučinca et al., 2021; Kraus et al., 2020,?; Schaffer et al., 2019; Sutherland et al., 2015; van Maanen et al., 2011], limited - mandatory AI recommendations that appear immediately [Bučinca et al., 2021; Fogliato et al., 2021; Kraus
et al., 2020; Rajaonah et al., 2006; Schaffer et al., 2019; Sutherland et al., 2015; Tolmeijer et al., 2022; van Maanen et al., 2011] or only after users’ initial decision [Buçinca et al., 2021; Fogliato et al., 2021], and none-AI recommendation executed autonomously [Kraus et al., 2020; Maurer et al., 2018; Rajaonah et al., 2006; Tolmeijer et al., 2022; van Maanen et al., 2011]. Lastly, the literature mentions that choosing what AI-embedded system to use instead of being assigned one affects users’ trust [Xiao et al., 2007], but do not address how showing multiple AI recommendations versus one can affect Human-AI trust.

Considering these elements, we propose the following implications for academic researchers:

1) further investigating what contributes to the sense of agency of decision subjects;

2) understanding how people’s trust in AI (both users’ and decision subjects’) changes as a result of varying levels of control over AI recommendations;

3) studying how binary AI recommendations versus multiple ones affects Human-AI trust.

3.7.2 Expectations about AI Recommendations

Interview findings The extent to which an AI recommendation meets one’s expectation (or not) affects Human-AI trust, especially if one finds it surprising, which means a strong disconfirmation of expectation (P1, P2, P6, DS1, DS2, DS3, DS6, DS7), moderated by past experiences (DS3, DS6). The interviewees distinguish between a positive and a negative surprising recommendations. A “good surprise, it is AI that teaches us [humans] things we did not know” (P1). In contrast, bad surprise is when an AI recommendation does not meet our expectations and is mostly likely wrong. The interviewees do not agree about the influence of good/bad surprise on Human-AI trust. While P1 believes that a good surprise can have a positive impact on Human-AI trust, P2 thinks that any kind of surprising recommendation - good or bad - undermines trust, but with a different magnitude: “a good surprise is always perceived positively, it damages trust [in AI] a bit less [than a bad surprise].”

Literature comparison Expectation and Surprise as factors affecting Human-AI trust are largely discussed by the interviewees, but not largely studied in the academic literature. While Kawakami et al. [2022] shows
that unexpected recommendations generally decrease users’ trust in AI, surprise had an inconclusive effect on users’ trust [Tokushige et al., 2017]. However, these two articles do not distinguish positive surprise from negative surprise as described by the interviewees. Lastly, two studies [Brown et al., 2019; Lee and Rich, 2021] also show that past experiences affect expectations, supporting the claims of DS3 and DS6. These findings have the following implications for academic researchers:

1) further investigating the effect of good and bad surprises in AI recommendations on Human-AI trust;

3.7.3 AI Literacy

Interview findings AI literacy appears an important factor for the interviewees for trust in AI. They distinguish public education and specific training. First, P5 believes public education on the general understanding of AI could be beneficial for calibrating human trust in AI, “because people will say «I do not trust AI», without really understanding what AI is” (P5). Similarly, P7 believes that users should understand what AI can do and cannot do; DS2 believes that “educating people about the difference between AI programs and a simple algorithm” would be beneficial. However, other decision subjects do not share this sentiment (DS4, DS6, DS7). For instance, “educational events [about AI] do not really make sense to me, because often nobody knows how the system really works” (DS4) or “the educational sessions [about AI] do not make sense to me, how can they help?..” (DS6).

Some interviewees propose training specific to certain needs. For instance, when it comes to AI literacy and patients (decision subjects), P7 is ready to “create materials, [...] flyers, [...] content, for patients so that they are informed, that they are not afraid of this new technology” (P7). They also regularly recall basic concepts of deep learning models to the doctors they work with (P7). Rather than considering the whole AI system, P1 focuses more on how to help their clients to understand AI recommendations and the risks related to explainability (section 3.6.2): “We start by introducing what the methods [of explainability] do, and also introduce what they don’t do... I often start with a little trap, i.e. I point out the little mistakes one can fall into. When I have done that, I accompany [clients] in making an interpretation [of the explanations] together” (P1).

Literature comparison The academic literature does not widely investigate how AI literacy affects Human-AI trust and their focus is largely on direct users [Cai et al., 2019; Chromik et al., 2020; Ghai et al., 2021; Kapania et al., 2022; Reig et al., 2018; Tolmeijer et al., 2021; Yang et al.,
Generally, the findings are in line with the reflections of our AI practitioners: AI literacy can be a tool to decrease undertrust caused by a lack of knowledge about the data or inner processes [Cai et al., 2019; Reig et al., 2018] or made-up misleading folk theories about AI [Reig et al., 2018]. AI literacy can also lead to decrease overtrust in AI recommendations in case of blind trust [Chromik et al., 2020; Ghai et al., 2021; Kapania et al., 2022]. However, these studies rely on participants’ self-reported familiarity with AI, rather than introducing educational sessions about AI for their participants. Therefore, the question of whether specific educational events have an impact on human-AI trust and how to design them to meet the needs and roles of different stakeholders (users, decision subjects, investors, etc.) remains open. For example, decision subjects stated that they would like the knowledge received in the educational sessions about AI to be actionable. Therefore, these findings inspire the following:

1) **Implications for academic researchers**: investigating the effect of educational sessions about AI on Human-AI trust in the context of decision making;

2) **Implications both for academic researchers and AI practitioners**: designing educational materials about AI, considering the needs of various stakeholders.

#### 3.7.4 Domain Expertise

**Interview findings**  Besides AI literacy, domain expertise is another factor, which relates to a person’s knowledge about the task they are performing, e.g., medical decision making. P6 is the only interviewee to express that task expertise can influence trust in AI: “[users] do not have the knowledge to challenge our recommendations and analyses” (P6).

**Literature comparison**  Academic literature confirms what P6 says: users with no or limited knowledge about the task at hand generally exhibit higher rates of overtrust than those who are experts in the domain [Fan et al., 2008; Feng and Boyd-Graber, 2019; Gamkrelidze et al., 2021; Ghai et al., 2021; Jiang et al., 2021; Saxena et al., 2021; Schaffer et al., 2019; van Maanen et al., 2011; Zhang et al., 2020; Zheng et al., 2022]. However, the empirical studies offer another angle on domain expertise: Both objective and subjective domain expertise have an effect on trust in AI. Indeed, even if users are not domain experts, high self-confidence, or simply considering themselves good at completing the task, might impact their trust in AI recommendations [Jiang et al., 2021; Li et al., 2007; Schaffer et al., 2019]. **AI practitioners do not seem**
to largely account for this individual difference in their practice. Therefore, these findings highlight for **AI practitioners** the importance of:

1. accounting for **domain expertise (objective & subjective)** for Human-AI trust in the decision-making context.

### 3.7.5 Summary

The AI practitioners and decision subjects talk about 4 major factors related to people’s preferences and experiences - degree of agency, expectations regarding AI recommendations, AI literacy, and domain knowledge (see Table 3.9). The reviewed academic literature also investigates these factors, but the studies usually focus more on users’ trust rather than decision subjects’ one. This gap is particularly striking for the sense of agency as this factor is predominantly discussed by decision subjects. Another difference is that the interviewees put more importance on the unmet expectations regarding AI recommendations, which can result in a good or bad surprise. The literature at the same time focuses more on domain knowledge. Furthermore, the interviewees and the literature could address the need for designing educational materials about AI, considering the needs of the various stakeholders.

### 3.8 General Discussion

In the context of AI-assisted decision making, trust is often studied through users’ perspectives, with controlled lab experiments involving AI mock-ups [Glikson and Woolley, 2020; Vereschak et al., 2021]. We argue that studying Human-AI trust through the lens of stakeholders other than users is crucial for advancing our understanding of existing practices with AI-assisted decision making systems. In this chapter, we reported on the interview findings about the definition and factors affecting Human-AI trust in the context of decision making through the lens of 7 AI practitioners and 7 decisions subjects. Moreover, the comparison of the interviewees’ reflections with the academic literature on trust in AI-assisted decision making allowed us to identify implications for academic research and AI practitioners. In light of the reported findings, this section discusses our three research questions and proposes some directions for future work.
3.8.1 Discussing Our Research Questions

1) How do AI practitioners and decision subjects define Human-AI trust in decision making in comparison to the academic literature? We find that the interviewees and the academic literature share similar views on the Human-AI trust definition. It was unexpected, because trust is a complex and abstract theoretical concept [Lewicki and Brinsfield, 2011; Lyon et al., 2015], which leads to frequent theoretical confusions [Jacovi et al., 2021; Liao and Sundar, 2022; Vereschak et al., 2021]. Interestingly, between the two groups of interviewees, we also do not find differences in defining key elements of trust. It remains that the interviewees provided a more nuanced outlook on the key elements of trust in comparison with the academic literature [Jacovi et al., 2021; Vereschak et al., 2021]. First, their discussions highlight that vulnerability and positive expectations cannot be boiled down to monetary losses and high levels of accuracy as they are presented in the empirical studies [Vereschak et al., 2021]. The interviewees point out a new possible key element of trust, task complexity, which could have experimental and policy implications. All in all, these findings show that discussing theoretical concepts with laypeople of different backgrounds not only can validate the academic theories, but also potentially contribute to theoretical advancement. Similar approach has been used to better define contestability of AI recommendations [Lyons et al., 2021], AI fairness [Saxena et al., 2019], and responsible AI in general [Jakesch et al., 2022], and we contribute to this line of literature with the findings about Human-AI trust.

2) What do AI practitioners and decision subjects think affects Human-AI trust in the context of decision making? AI practitioners and decision subjects mostly name the same factors that they believe can affect Human-AI trust. However, they prioritize them differently. For example, AI practitioners put a lot of importance on AI explanations as a way to affect Human-AI trust. At the same, decision subjects who discussed AI explanations and AI literacy mostly disagree with AI practitioners with regards to the importance of these factors, claiming that the information provided is usually of no use to them as they cannot act upon it. Additionally, both AI practitioners and decision subjects highlight the importance of AI interactivity for trust, but AI practitioners see it as a means to refine mental model of AI and decision subjects see it as a way to get involved in the decision making loop. Lastly, decision subjects discuss the sense of agency and its relationship to Human-AI trust more than AI practitioners, which is expected considering the above mentioned frustrations about their lack of actionability and power over the systems. This means that decision
subjects value more the factors of trust linked to their inclusion in the decision-making loop in comparison with AI practitioners. These findings align with the prior work [Jakesch et al., 2022] showing that different groups of stakeholders prioritize ethical values differently. Our findings extend this line of research by demonstrating this for trust and underlines the importance of undertaking a multi-stakeholder approach [Yurrita et al., 2022] for Human-AI trust.

3) What are the differences and similarities between the interviewees and the literature in the factors they propose? There is much discussion in the interviewees and the academic literature about the role of AI performance and transparency for human-AI trust. The interviewees, put more importance on contextual (e.g. frequency of errors) and social (e.g. relativity of AI performance in comparison with humans) nuances of AI performance, while the literature views it in absolute terms (the higher the accuracy, the better) and focuses on the interaction between performance and AI design. Considering that the interviewees also provide more discussions about Human-Human trust and surprising AI recommendations, we can see that the factors of trust they prioritize the most are related to human interactions and perceptions rather than purely technological and design ones (e.g., absolute performance, explanations). These observations are in line with the recent, under-explored for AI-assisted decision making concept of social transparency [Ehsan et al., 2021]. Through highlighting the history of other users’ interactions with AI recommendations rather than the inner workings of AI, it embraces the interviewees’ emphasis on trust factors related to social interactions, information actionability, and expectations as a part of the system’s design. Our findings can motivate further investigation regarding the incorporation of these socio-oriented trust factors into system’s design.

3.8.2 Future Work Directions

In this chapter, we interviewed representatives from a large panel of decision domains (e.g. medicine, finance, recruitment). Considering that type of task and level of risk have impact on Human-AI trust, it could be interesting to conduct a cross-domain comparison to see to which extent they put importance on the same Human-AI trust factors. Moreover, the literature studies two groups of factors, interpersonal differences (e.g. age, gender, culture) and systems’ embodiment (e.g. appearance, communication style), which have not been mentioned in the interviews. It is possible that these factors would have been discussed by the interviewees in another task domain. Understanding the
differences and similarities between various task domains can inform researchers and policy makers on higher level classification of domains [Lai et al., 2021, preprint].

Secondly, we considered two types of stakeholders that are not users - AI practitioners and decision subjects. While there is no widely established categorization, some researchers propose a set of 11 stakeholders’ groups [Ayling and Chapman, 2022] that are connected to the AI ecosystem, spanning from policy makers that work on high level strategies to hiring managers that recruit AI developers. An interesting research direction would be to investigate how they define Human-AI trust and to what extent they consider it in their working practices.

Finally, the scope of our study is Human-AI trust in the context of decision making. A promising direction is to investigate whether our approach and findings can be generalized to other trust contexts such as Human-Automation trust. This will be an important step to understand what sets Human-AI trust apart.
TAKE AWAY MESSAGES

Contributions:

- A comprehensive overview of Human-AI trust factors in the context of decision making;
- An advanced understanding of Human-AI trust and its factors completed with the views of AI practitioners and decision subjects;
- A set of research and design opportunities aimed to account for the particularities of the socio-technical context the AI-embedded systems are deployed at and the needs of the stakeholders other than users.
4

Discussion, Future Perspectives, and Conclusions

4.1 Progress on Research Problems

This thesis was originally motivated by the question “What is Human-AI trust in the context of decision making?” I further split it up in four research questions related to Human-AI trust definition (RQ1), evaluation (RQ2), factors (RQ3), and their comparison between the academia and industry (RQ4). In the subsequent subsections, I summarize and discuss the findings regarding these questions.

4.1.1 RQ1 What differentiates Human-AI trust from other related constructs, such as reliance, compliance, trustworthiness, etc.?

I addressed this question by conducting a systematic literature review of the studies on Human-AI trust in the context of decision making and analyzing the trust definitions they proposed (Chapter 2). I found three common elements among these definitions: vulnerability, positive expectations, and attitude. Building on social and cognitive sciences literature, I reinforced for the Human-AI interaction research community that these key elements of trust are what differentiates trust from other concepts such as confidence, distrust, behaviors like reliance and compliance, and trustworthiness. While this distinction remains true for human trust in the entities other that AI, this was the first time it was articulated for the Human-AI trust community on the
example of decision making. Highlighting the key elements of trust could also serve as a guidance for researchers to what look out for in a trust definition while selecting one among the numerous existing ones. Moreover, the key elements of trust have implications on trust evaluation, which I will discuss in the next subsection. However, vulnerability, positive expectations, and attitude might not be the only key elements of trust that contribute to its formation and differentiate it from other related concepts, which I will address in Section 4.1.4.

4.1.2 **RQ2 How to evaluate trust in the context of decision making?**

To conduct an evaluation, one needs an appropriate protocol to follow (RQ 2.1) and adequate measures (RQ 2.2). Thus, the answer to this question contains two parts. To tackle it, during the systematic literature review mentioned above, I annotated and analyzed the empirical protocols of the studies and the methods they used to study Human-AI trust (*Chapter 2*). Building on the comparison between the trends
in the analyzed corpus and the existing evaluation trends in the social and cognitive sciences literature, I proposed 14 guidelines (8 for the empirical protocol and 6 for the trust measures) aimed to support a more standardized approach to evaluating trust. Notably, almost half of these guidelines are related to the key elements of trust, which highlights that a clear theoretical definition of a concept is beneficial for its evaluation. For example, vulnerability implies that decisions that participants make based on AI recommendations should have real or virtual consequences and feel realistic. Positive expectation means that in the first trials AI recommendations should be correct. Attitude signifies that trust cannot be evaluated solely through observations and behaviors as it is mostly questionnaires and interviews that can measure attitudes. Hence, the term “behavioral trust measures” should be substituted with “trust-related behavioral measures.” Lastly, trust is not static, it evolves over time, thus to study its dynamics one has to ensure that the interaction between participants and AI has been long enough to capture various stages of trust development.

The proposed guidelines are a step towards standardization of the studies’ protocols and measures that can achieve three goals: 1) ensuring that the data collected is about Human-AI trust rather than trust-related concepts such as confidence, distrust, behaviors, and trustworthiness; 2) facilitating the studies replication; 3) supporting the cross-study comparison of the findings. While most of the guidelines on assessment of AI and its trustworthiness focus on examining technical properties of AI and performance metrics [National Commission on Informatics and Liberty, 2022], I put AI evaluation with humans at the center of my guidelines.

However, the effect of some experimental protocol decisions on Human-AI trust and data collection remains unclear. For example, it is not known whether virtual decision consequences are as effective for trust formation as the real ones. Another example would be uncertainty about to which extent 1-item questionnaires capture trust in comparison with other measures. I addressed these and other aspects of the empirical protocol and trust measure decisions in 9 research opportunities in Chapter 2.

4.1.3 RQ3 What factors affect Human-AI trust in the context of decision making?

To address this question, I expanded the previous systematic literature review, annotated, and summarized the factors the studies on Human-AI trust in the context of decision making. Following the structure of
some existing trust frameworks, I grouped them in 3 categories: factors related to the socio-technical context, to system’s development and design, and to people’s preferences and experiences. In total, I found 47 trust factors in the literature, and the most studied ones in each category respectively are type of task (the degree of subjectivity, complexity, and responsibility or risk), AI performance (mostly viewed through absolute AI accuracy and existence of errors) and transparency (mostly represented with AI explanations and confidence score), and individual differences (e.g., age, gender, etc.). This is the first overview of Human-AI trust factors in the general context of decision making.

However, I have not explored which of these trust factors are unique to the decision making context nor how they would vary depending on the decision-making domain (e.g. medical, financial, juridical). Additionally, I have only considered ACM Digital Library, and the review scope can be enlarged to IEEE Xplore Library and Scopus. Pursuing this further exploration can enhance the research community’s understanding of what trust aspects are particular to Human-AI trust and to the decision-making context.

**4.1.4 RQ4 Do the academic postulations about trust definition, factors, and evaluation of Human-AI trust reflect the real world considerations?**

To address this question, I conducted semi-structured interviews with two groups of people - AI practitioners and decision subjects. I considered specifically these two populations, because besides users, the most common focus of the empirical studies on Human-AI trust, they are the most tightly linked to Human-AI decision making. I asked them about how they define Human-AI trust and what factors they think would affect people’s trust in AI. Then I compared their reflections to the findings from the systematic literature reviews conducted for RQ1-3. From the differences in the interview and review findings, I provided two sets of implications: research opportunities for the academia and design implications for the industry.

For the trust definition, I found that despite trust being a complex and abstract theoretical concept, the interviewees define it with the same key elements as the academia - vulnerability, positive expectations, and attitude. They also proposed a new trust element not considered in the academia as such - task complexity. Since key elements of trust have direct impact on the choices around experimental protocol and trust measures, it is beneficial for the academia to further investigate the role of complexity for trust formation.
For the trust factors, the interviewees brought up 24 different factors that can affect Human-AI trust. For the socio-technological context, the most discussed factor is Human-Human trust, while type of task is not largely regarded. For system’s development and design, the interviewees almost equally discussed AI performance, transparency, interactivity, and AI certification. However, contrary to the academia, AI performance is not talked in absolute terms and always compared to another person or system. Another difference that the role of AI explanations is more disputed by decision subjects in particular due to the lack of interactivity and actionability. For the people’s preferences and experiences, (un)expectedness of AI recommendations and sense of agency were discussed the most, rather than individual differences. Therefore, the interviewees put importance on the trust factors that are related to human interaction, perception and context, while the academia focuses more on the factors related to technology and design. Thus, for AI-embedded systems to be a supportive tool for decision makers, we should aim to promote the socio-contextual factors in AI design and development. I note, however, that I recruited the interviewees from different decision-making backgrounds, and it is possible that the importance of a group of factors might vary depending on the application domain.

4.1.5 Pieces of Trust Puzzle Brought Together

The last point I would like to address is the meaning behind the representation of my thesis project as Venn diagram. In fact, each research question is a standalone piece, yet helped me to inform the results of another one, which is represented by the circles’ intersections:

- Understanding what constitutes trust and differentiates it from the related theoretical concepts contributed to guidelines for designing more standardized empirical protocols and navigating the choice of trust measures;

- Standardization of protocols and understanding what to look out for in trust measures contributes to better understanding what factors affect Human-AI trust through ensuring that the collected data is related to trust and facilitating the cross-study comparison of the findings;

- A complete overview of what factors can affect Human-AI trust in the decision making context and to which extent contributes to our understanding of Human-AI trust, and specifically how it is different from Human-AI trust in other contexts and human trust in

![Figure 4.2: Reminder of the graphical representation of the problematics investigated in the thesis.](image)
other entities. Additionally, the intersection between definition and factors underlines potentially double nature of vulnerability (risk) and task complexity as key elements for trust formation and also factors that affect the levels of trust later on;

Lastly, comparing the findings about Human-AI trust through the lenses of academia and industry allows for the validation of the theoretical concepts as well as evaluation of the prominence of the literature findings for the systems deployed in the market.

Therefore, tackling the initial question “What is Human-AI trust in the context of decision making?” through the reflections of academia and industry about trust definition, evaluation, and factors is like bringing the complementary pieces of trust puzzle together.

4.2 Scientific Contributions

In summary, the contributions of this thesis can be grouped in the following manner: methodological, survey, theoretical, and empirical as per categorization by Wobbrock and Kientz [2016].

• Methodological\(^1\)

  – Guidelines for Empirical Protocols and Trust Measures. I provided 8 guidelines to standardize the design of empirical protocol for studies on Human-AI trust in the context of decision making, emphasising the importance of including vulnerability, positive expectations, and longer interactions. I have also provided 6 guidelines to facilitate the choice and use of trust measures, emphasising that trust is an attitude and, hence, cannot solely be derived from the behaviors.

• Survey\(^2\)

  – Landscape of Current Trends in Protocols and Measures for Human-AI Trust Evaluation. As an outcome of the systematic literature review, I have summarized and categorized the existing protocol choices per each standard section of an empirical protocol in the current studies on Human-AI trust in the context of decision making. I did the same for the existing qualitative and quantitative trust measures. This way the community has a compact overview of all the possible ways to design their studies and a

\(^1\) “Methodological research contributions create new knowledge that informs how we carry out our work” [Wobbrock and Kientz, 2016].

\(^2\) “Survey research contributions [...] review and synthesize work done on a research topic with the goal of exposing trends and gaps” [Wobbrock and Kientz, 2016].
straightforward access to the repertoire of trust measures used in the research community.

– **Landscape of Factors that Affect Human-AI Trust in the Context of Decision Making.** As an outcome of the systematic literature review, I have provided a structured overview of all the trust factors considered in the studies on Human-AI trust in the context of decision making, organizing them in three groups.

• Theoretical

  – **Difference between Trust and Related Concepts.** I have highlighted the key elements that differentiate trust from confidence, distrust, reliance, compliance, and trustworthiness: vulnerability, attitude, and positive expectations. Additionally, I also proposed to further investigate the role of task complexity.

  – **Research and Design Implications around Human-AI Trust Factors.** I have identified the research and design opportunities for academic researchers and AI practitioners. For academic researchers, they are mostly related to the investigation of socio-contextual trust factors, e.g. trust between AI users and AI team, relative performance, social transparency, and surprising AI recommendations. For AI practitioners, they are related to the practitioners’ design, development, and deployment practices, e.g. the way they communicate about their AI, types of AI explanations, and individual differences of users.

• Empirical

  – **Human-AI Trust Definition and Factors as Seen in the Industry.** As an outcome of the semi-structured interviews, I have described how AI practitioners and decision subjects define Human-AI trust with their own words. I also discovered what they think can affect Human-AI trust in the context of decision making and which of these factors they consider the most important.

4.3 **Further Perspectives**

In this thesis, I set to understand what Human-AI trust in the context of decision making is through the lenses of academia and industry. Building on the comparison between these two perspectives, I present

3 “Theoretical research contributions consist of new or improved concepts, definitions, models, principles, or frameworks” [Wobbrock and Kientz, 2016].

4 “Empirical research contributions [...] provide new knowledge through findings based on observation and data-gathering” [Wobbrock and Kientz, 2016].
the Short-, Med-, and Long-Term Perspectives for this work.

4.3.1 Short-term

I identify two projects that are an immediate continuation of this thesis: 1) studying the effect of surprising AI recommendations on Human-AI trust, 2) real-world evaluation of Human-AI trust.

1) Human-AI Trust and Surprising AI Recommendations

Among all the trust factors discussed from the perspectives of academia and industry, unexpected, or surprising, AI recommendations have one of the biggest gaps in terms of the attention paid by the academia (6 studies out of 113, predominantly qualitative) and the interviewees (half of the respondents). In general terms, surprise is a conscious feeling, that is triggered after experiencing unexpected events, that is the ones that disconfirm one’s expectations [Reisenzein, 2000]. Besides being linked to expectations similarly to trust, surprise can also offer another perspective on why absolute AI accuracy might not always matter as per my call to the academia to shift towards relative and contextual AI performance.

To explore the effect of surprising AI recommendations on Human-AI trust in the context of decision making, we designed an online experiment. Participants had to assume the role of a real estate agent who revises their rentals portfolio and needs to estimate the monthly prices of their rentals based on 8 criteria. They were assisted by AI recommendations, derived by a linear regression model we trained on a database of real rentals. However, investigating surprise in the experimental settings and its effect on trust imposes two challenges: theoretical and methodological.

The first challenge is linked to controlling surprise. As surprise is linked to the degree of unexpectedness (difference between initial expectations and actual experience) [Reisenzein and Studtmann, 2007; Teigen and Keren, 2003], we need to control participants’ expectations. While it could be done with a training before the main experiment, it is not clear whether it is the expectations about AI recommendations, the task itself or both that have to be controlled. Additionally, the literature suggests that there are other prerequisites for surprise such as the ability to provide explanations about the unexpected event [Foster and Keane, 2013; Maguire et al., 2011], novelty of the event, and the confidence about an alternative outcome [Reisenzein, 2000].
Surprise evaluation is the second challenge, as there exist 4 categories of surprise measures [Reisenzein, 2000]: subjective surprise [Foster and Keane, 2013; Meyer et al., 1991; Reisenzein, 2000; Teigen and Keren, 2003]; expressions [Reisenzein, 2000; Reisenzein and Studtmann, 2007]; behavioral: reaction Time (delay between the event and the user’s reaction) [Foster and Keane, 2013; Meyer et al., 1991; Niepel et al., 1994; Reisenzein, 2000], error (increased error rate) [Reisenzein and Studtmann, 2007], attention shift [Horstmann and Herwig, 2015; Itti and Baldi, 2009; Meyer et al., 1991; Niepel et al., 1994]; and cognitive: expectations [Itti and Baldi, 2009; Kahneman et al., 1982; Maguire et al., 2011; Teigen and Keren, 2003], confidence [Kahneman et al., 1982; Reisenzein, 2000] and explanations [Foster and Keane, 2013; Maguire et al., 2011]. It remains unclear which of these measures is the most appropriate for measuring surprise.

Therefore, before investigating the effect of surprising AI recommendations on Human-AI trust, one has to understand what causes surprise and how to evaluate it. We ran the online study with 70 participants, and our preliminary findings and limitations are the following:

- The greater the disconfirmation of expectations, i.e. the greater the difference between the participants’ initial price estimation and the AI recommendation, the greater the surprise. Other variables such as ground truth, confidence in the answer, and the timing of the surprise have no significant correlation with surprise. However, this could be attributed to the nature of the experiment and the task. For example, in online experiment, we cannot determine whether a long reaction time is due to participants’ reflection or distraction. Additionally, participants reported their confidence did not fluctuate much throughout the entirety of the task. Lastly, our experimental set-up did not account for the novelty effect nor for the ability to explain an unexpected event. We argue that a more controlled experiment with the physical presence of participants is needed with tasks of varying difficulty and novelty, pre-determined in a pilot study. Think aloud protocol might be more appropriate to understand to which extent participants are able to find an explanation in the event of surprise.

- The greater the distance between the AI prediction and the real price (AI error), the lower the trust in AI, but the error alone cannot account for the changes on trust levels. Another plausible explanation is high levels of surprise, but its effect might depend at what moment of the experiment the surprise occurs. Further analysis is required to see if this relationship holds true across varying levels
of expertise of the participants. Additionally our set-up does not ac-
count for the distinction between bad and good surprises as defined
by AI practitioners and decision subjects on Chapter 3. Lastly, we
collected data about trust with less frequent periodicity than sur-
prise to make them more engaged with decision making and not to
make the experiment feel like an elaborated questionnaire. Conse-
quently, it is difficult to assess the precise changes of trust following
right after high levels of surprise are reported. Think aloud proto-
col might also be helpful for collecting the data about good and bad
surprises during the experiment as well as noting immediate trust
changes after a surprising AI recommendation.

2) Real-world Evaluation of Human-AI Trust

In this thesis, I used both the findings from the academia and reflec-
tions from the industry to investigate Human-AI trust definition and
factors, which allowed me to have a global overview about Human-
AI trust as well as understand to which extent the academic find-
ings are reflected in the real world. One aspect of Human-AI trust
I have looked so far only through the academic perspective is Human-
AI trust evaluation, and I believe it would insightful to also under-
stand the industry’s approach to it. If the societal goal is to build
AI-embedded systems one can trust, it is necessary to know how to
evaluate people’s trust in AI to understand to which extent the goal
was achieved, and I would like to know whether the industry pos-
sesses the appropriate protocols and tools to do so.

Specifically, I propose to investigate the following questions through
revisiting the interviews conducted with AI practitioners:

1. *What role does the evaluation of Human-AI trust play in the industry?*
The Human-AI interaction community has experiences a rise in in-
terest in understanding Human-AI trust and the policy makers put
it as one of the design and development priorities, but it is un-
clear whether the industry match them in their efforts to incorporate
Human-AI trust in their practices.

2. *How do AI practitioners evaluate Human-AI trust?* As seen in Chap-
ter 2, academia proposes a large spectrum of empirical protocols’
design and trust measures, and choosing one among them is not
trivial. It is not known how AI practitioners approach Human-AI
trust evaluation, whether consult academic sources or develop their
own procedures and measures.
3. What are the barriers for Human-AI trust evaluation? For those AI practitioners who do not evaluate Human-AI trust, I would like to explore the reasons behind this to see what kind of support and incentives they require. For those AI practitioners who evaluate Human-AI trust, this would be an opportunity to understand their challenges as well as to validate and complete the evaluation guidelines proposed in Chapter 2 in the real-world scenarios. It is possible the proposed guidelines not are not as actionable for the people who know little about trust and evaluations with users.

So far I have mainly envisioned the research questions targeted at only AI practitioners, because they would be in charge of conducting AI evaluations with users. It would also be beneficial to interview decision subjects about trust evaluation, because their feedback can be useful for validating certain trust measures, e.g. ensuring that wording of the trust questionnaires are understandable. Decision subjects could also explain whether and how they would like to participate in Human-AI trust evaluation as they do not directly interact with AI. Thus, the guidelines, which for now are mostly focused on trust evaluation with users, can be extended to include decision subjects in the evaluation process, too.

4.3.2 Mid- and Long-term

- Expanding the stakeholders ecosystem. In this thesis, I focused on three stakeholders, the most directly linked to Human-AI interaction: users (the main focus of the academic articles) and AI practitioners and decision subjects (the focus of the conducted interviews). As mentioned in Chapter 3, it would be interesting to investigate understanding of Human-AI trust as seen by other stakeholders. while there is no established categorization of stakeholders involved in governance, development, and use of AI-embedded systems, some researchers suggest up to 11 groups of people whose decisions can affect how Human-AI interaction will go down [Ayling and Chapman, 2022]. For instance, while I considered AI practitioners as a whole, some categorizations differentiate AI managers, AI developers, and AI UX designers [Ayling and Chapman, 2022; Yurrita et al., 2022]. As their business goals differ and might not be aligned, they might have different approaches to defining and establishing Human-AI trust. Another example could be policy makers who provide a global strategy and directives on how to regulate AI-embedded systems. The way they understand Human-AI trust might impact the legislation and national policies.
• Contextualizing Human-AI trust factors. In this thesis, I provided a global overview of Human-AI trust factors studied in the academia and considered in the industry in the context of decision making. As briefly suggested in Chapter 3, it could be interesting to conduct a cross-domain comparison to see to which extent Human-AI trust factors play importance for various types of decision making. Besides the application domain, such comparison can be expanded to different type of AI, task complexity, and the magnitude of stakes. Additionally, while I talked about the importance of Human-AI trust factors, I have not discussed how exactly they affect trust: whether they increase, decrease or have no effect on Human-AI trust. I have also mostly treated the factors separately, not exploring their interaction effect on trust. A more granular understanding of Human-AI trust factors in the context of decision making would also enable their comparison with more general trust factors, e.g. in Human-Automation interaction or Human-Human interaction, to identify the similarities and differences between these types of trust.

• Hierarchy of AI recommendations. When we receive a piece of advice from a human, we might view it differently depending on who it comes from [Tajfel and Turner, 2004]. For example, if it comes from someone superior like a boss, we might be more inclined to trust it because of their experience or even authority. On the other hand, if we receive a suggestion from a new intern, we might be more inclined to dismiss it due to their inexperience in comparison with us. Similarly, people might assign the same hierarchical structures and rule to the AI-embedded systems. Consequently, the perceived hierarchical role of AI can affect users expectations about its capabilities and role of their AI recommendations [Cai et al., 2019]. For example, the medical personnel who viewed AI more of an assistant or an intern did not expect it to be accurate, but rather to provide an additional opinion on the issue and, hence, was tolerant to AI errors [Cai et al., 2019]. I believe further investigating the perceived hierarchy of AI recommendations could shed more light on the mechanisms of algorithm aversion, overtrust in AI, and differences in Human-AI trust repair.

4.4 Conclusion

In summary, this thesis contributes to understanding of Human-AI trust in the context of decision making with a broad family of AI-
embedded systems that make predictions, can be opaque and adaptable. I explore Human-AI trust definitions, evaluation, factors through the lenses of academia, that is the empirical studies, and industry, that is AI practitioners and decision subjects. I illustrate what differentiates trust from other related concepts, such as confidence, distrust, reliance, compliance, and trustworthiness on an example of decision making. This understanding helped me to derive the guidelines aiming to standardize the empirical protocols and trust measures used in the studies on Human-AI trust in the context of decision making. I also provide an overview of trust factors related to Human-AI trust while making decisions, and demonstrate that while academia and industry share numerous factors in common, they focus on different aspects. Investigating Human-AI trust through two lenses also informed a series of research opportunities and design implications on how to further support Human-AI trust in the context of decision making. This work also calls for a deeper understanding of Human-AI trust factors and their interaction with the context and other factors. In addition, it argues for integrating the views on Human-AI trust of other stakeholders linked to regulation, development and use of AI-embedded systems assisting decision making.

Human-AI trust is a recent research domain, and the work of this thesis provides an overview on the current state of art in terms of definitions, evaluation, and factors in the context of decision making. It provides several pointers on how the research community can continue building on the existing knowledge in a way that allows for easier across-study comparison and that is reflected in the real world needs and challenges.
A

Trust Definitions

1. “an attitude that an agent will achieve an individual’s goals in a situation characterized by uncertainty and vulnerability” by Lee and See [Lee and See, 2004] and Lee and Moray [Lee and Moray, 1992] (n=9, 11.25%);

2. “the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that party” by Mayer [Mayer et al., 1995] (n=5, 6.25%);

3. “evolving affective state including both cognitive and affective elements and emerges from the perceptions of competence and a positive, caring motivation in the relationship partner to be trusted” by Ekman [Ekman et al., 2016], which is stated to be a combination of the definitions by Lee and See [Lee and See, 2004] and Mayer et al. [Mayer et al., 1995] (n=1, 1.25%);

4. “the extent to which a user is confident in, and willing to act on the basis of, the recommendations, actions, and decisions of an artificially intelligent decision aid” by Madsen [Madsen and Gregor, 2000] (adapted from McAllister [McAllister, 1995]) (n=2, 2.5%);

5. “an evolving, affective state including both cognitive and affective elements and emerges from the perceptions of competence and a positive, caring motivation in the relationship partner to be trusted” by Young and Albaum [Yuksel et al., 2017] (n=1, 1.25%)
6. “a psycho-physiological state that involves a firm belief about another’s intention and one’s willingness to act by following their words, expressions, decisions, or actions” by Bonn and Holmes [Boon and Holmes, 1991] (n=1, 1.25%);

7. “a psychological state, resulting from knowledge, beliefs, and assessments related to the decision-making situation, which creates confident expectations for human-machine system performance and guides operator reliance on automation” by Rajaonah et al. [Rajaonah et al., 2006] (n=1, 1.25%);

8. proposed their own definition: “a relationship between two entities (trustor: users and trustee: AI technologies) guided by compound cognitive processes (mental deliberation, reasoning and mental processing involving memory, learning and accumulated knowledge) during the evaluation of the trustworthiness of a trustee (AI technology) by a trustor (user) based on the accumulation of the following: trustor’s (user’s) intentions, beliefs, and anticipated behaviors” inspired by [Braynov, 2013], [Cho et al., 2015] (n=1, 1.25%);

9. “confidence in a robot’s decision-making capabilities and therefore the likelihood to follow those decisions” with a flawed source stated (n=1, 1.25%);

10. “a latent (hidden, unobservable) variable that summarizes (mental model) past experience with an agent/robot, which is useful for predicting future behavior of the trustee and making a decision to put oneself in a position of vulnerability” with no source stated (n=1, 1.25%);

11. “how confident an individual is in the abilities of the other members of the group” with no source stated (n=1, 1.25%).
Selected Human-Human Trust Questionnaires

See the next page.
### B.1 Behavioral Trust Inventory [Gillespie, 2003]

Note: Items 1–5 tap reliance-based trust and items 6–10 tap disclosure-based trust.

Please indicate how willing you are to engage in each of the following behaviors with your Leader/Team Member/Follower, by circling a number from 1 to 7.

<table>
<thead>
<tr>
<th></th>
<th>Not at all willing</th>
<th>Completely willing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Rely on your leader’s task related skills and abilities.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>2. Depend on your leader to handle an important issue on your behalf.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>3. Rely on your leader to represent your work accurately to others.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>4. Depend on your leader to back you up in difficult situations.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>5. Rely on your leader’s work-related judgments.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>6. Share your personal feelings with your leader.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>7. Discuss work-related problems or difficulties with your leader that could potentially be used to disadvantage you.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>8. Confide in your leader about personal issues that are affecting your work.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>9. Discuss how you honestly feel about your work, even negative feelings and frustration.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>10. Share your personal beliefs with your leader.</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
</tbody>
</table>
B.2 Trust Questionnaire [Currall and Judge, 1995]

that Task Coordination is a central feature of all BRP relationships, involves use of all four dimensions of trust including Task Coordination. This option would be attractive to those who wish to study whether the overall level of BRP trust impacts interorganizational collaboration. To develop Task Coordination items for a particular organizational context, researchers should use the procedure we outlined in the Method section. To develop Task Coordination items, preliminary interviews must include open-ended questions asking how BRPs engage in trusting behavior ("reliance") in the context of Task Coordination. Prior to use in a final survey, these initial items should be refined by subjecting them to Ghiselli et al.'s (1981) process analysis.

APPENDIX: TRUST ITEMS

Instructions for the items read: "Answer the questions in terms of what you would actually do in dealing with the (counterpart BRP) . . . ." The response format was: 1 = extremely unlikely, 2 = quite unlikely, 3 = slightly unlikely, 4 = neither, 5 = slightly likely, 6 = quite likely, and 7 = extremely likely. Item numbers correspond to their order in the surveys. Asterisks indicate reversed items.

Communication Dimension Items

1. Think carefully before telling the (counterpart BRP) my opinions. *
2. Give the (counterpart BRP) all known and relevant information about important issues even if there is a possibility that it might jeopardize the (respondent's organization).
3. Give the (counterpart BRP) all known and relevant information about important issues even if there is a possibility that it might jeopardize my job as the (respondent's job).
4. Minimize the information I give to the (counterpart BRP). *
5. Deliberately withhold some information when communicating with the (counterpart BRP). *

Informal Agreement Dimension Items

6. Enter into an agreement with the (counterpart BRP) even if his/her future obligations concerning the agreement are not explicitly stated.
7. Enter into an agreement with the (counterpart BRP), even if I think other people might try to persuade him/her to break it.
8. Enter into an agreement with the (counterpart BRP), even if it is unclear whether he/she would suffer any negative consequences for breaking it.
9. Decline the (counterpart BRP) offer to enter into an unwritten agreement. *
10. Suggest that the (counterpart BRP) and I enter into an unwritten agreement.

Surveillance Dimension Items

2. Watch the (counterpart BRP) attentively in order to make sure he/she doesn't do something detrimental to the (respondent's organization). *
3. Keep surveillance over the (counterpart BRP) (i.e., "look over his/her shoulder") after asking him/her to do something. *
4. Feel confident after asking the (counterpart BRP) to do something.
5. Check with other people about the activities of the (counterpart BRP) to make sure he/she is not trying to "get away" with something. *
6. In situations other than contract negotiations, check records to verify facts stated by the (counterpart BRP). *

Task Coordination Dimension Items for Superintendents

4. Ask the president to convince the membership of the local teacher's union to give support to a newly initiated cooperative program between teachers and school administrators.
5. Ask the president to convince several incompetent teachers to take early retirement.
6. Ask the president to stop false rumors about personnel decisions that are circulating among the teachers.
7. Ask the president to convince the teachers to file grievances only in extreme cases.
8. Rely on the president to convince the membership of the teachers' local to have realistic expectations about what contract changes will be made in the next negotiation.

Task Coordination Dimension Items for Presidents

4. Ask the superintendent to try to persuade the district's administrators to lend their support to a newly initiated cooperative program between teachers and administrators.
5. Rely on the superintendent to make decisions about teacher transfers and assignments with a genuine concern for teacher job preferences.
6. Rely on the superintendent to dismiss teachers only in cases when poor performance has been clearly and impartially demonstrated.
7. Rely on the superintendent to solve a grievance through informal and cooperative discussions.
8. Rely on the superintendent to adhere to the collective bargaining contract.
B.3 Trust for Management Questionnaire [Mayer, 1999]

Measures of Trust, Trustworthiness, and Performance Appraisal Perceptions

The following instructions prefaced the scales. The anchors shown below were consistent throughout. Headings of construct names are for clarity of exposition, and were not included in the surveys. Indicate the degree to which you agree with each statement by using the following scale:

<table>
<thead>
<tr>
<th></th>
<th>Disagree strongly</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Think about [company name]’s top management team [names listed in parentheses for clarity]. For each statement, write the number that best describes how much you agree or disagree with each statement.

Ability

Top management is very capable of performing its job.
Top management is known to be successful at the things it tries to do.
Top management has much knowledge about the work that needs done.
I feel very confident about top management’s skills.
Top management has specialized capabilities that can increase our performance.
Top management is well qualified.

Benevolence

Top management is very concerned about my welfare.
My needs and desires are very important to top management.
Top management would not knowingly do anything to hurt me.
Top management really looks out for what is important to me.
Top management will go out of its way to help me.

Integrity

Top management has a strong sense of justice.
I never have to wonder whether top management will stick to its word.
Top management tries hard to be fair in dealings with others.
Top management’s actions and behaviors are not very consistent.*
I like top management’s values.
Sound principles seem to guide top management’s behavior.

Propensity

One should be very cautious with strangers.
Most experts tell the truth about the limits of their knowledge.
Most people can be counted on to do what they say they will do.
These days, you must be alert or someone is likely to take advantage of you.
Most salespeople are honest in describing their products.
Most repair people will not overcharge people who are ignorant of their specialty.
Most people answer public opinion polls honestly.
Most adults are competent at their jobs.

Trust

If I had my way, I wouldn’t let top management have any influence over issues that are important to me.*
I would be willing to let top management have complete control over my future in this company.
I really wish I had a good way to keep an eye on top management.*
I would be comfortable giving top management a task or problem which was critical to me, even if I could not monitor their actions.

Think about the performance review system at [company name], and answer the following questions.

Accuracy

The evaluation of what skills I have is pretty accurate.
How much work I get done is important to my performance review.
How many mistakes I make in my work is important to my performance review.
Whether or not my supervisor likes me is important to my performance review.*
How much effort I put into my job is important to my performance review.
How many “extra” things I do is important to my performance review.
Finding ways for the company to save money is important to my performance review.
Coming up with good ideas for the company improves my performance review.

Outcome instrumentality

Whether or not I get a raise depends on my performance.
If you are one of the better performers in this company, you will get one of the better raises.
If I perform well, my chances of moving up are improved.

*--Reverse-scored item.
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C.1 Human Trust in Automation Scale [Jian et al., 2000]

Instructions: Below is a list of statements for evaluating trust between people and automation. There are several scales for you to rate intensity of your feeling of trust, or your impression of the system while operating a machine. Please select the option which best describes your feeling or your impression using the 7-point scale ranging from 1 (not at all) to 7 (extremely).

- The system is deceptive. (R)
- The system behaves in an underhanded (concealed) manner. (R)
- I am suspicious of the system’s intent, action, or outputs. (R)
- I am wary of the system. (R)
- The system’s actions will have a harmful or injurious outcome. (R)
- I am confident in the system.
- The system provides security.
- The system has integrity.
- The system is dependable.
- The system is reliable.
- I can trust the system.
- I am familiar with the system.

1 The R represents reverse coded items for scoring.
### Human-Robot Trust Questionnaire [Schaefer, 2013]

<table>
<thead>
<tr>
<th>What % of the time will this robot...</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Act consistently*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protect people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Act as part of the team</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Function successfully*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malfunction (R)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clearly communicate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Require frequent maintenance (R)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Openly communicate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have errors * (R)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perform a task better than a novice human user</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Know the difference between friend and foe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide Feedback*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possess adequate decision-making capability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warn people of potential risks in the environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meet the needs of the mission*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide appropriate information*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communicate with people*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work best with a team</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keep classified information secure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perform exactly as instructed*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Make sensible decisions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in close proximity with people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tell the truth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perform many functions at one time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow directions*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be considered part of the team</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be responsible</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be supportive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be incompetent (R)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be dependable *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be friendly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be reliable *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be pleasant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be unresponsive* (R)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be autonomous</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be predictable *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be conscious</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be lifelike</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be a good teammate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be led astray by unexpected changes in the environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* marks the questions that can be used for a shorter version of the questionnaire. The R represents reverse coded items for scoring.
C.3 Trust in Management Questionnaire [Mayer, 1999]

See Appendix B.3

C.4 Trust in Automation [Muir, 1989]

Please select a value from 1 to 10, where 1 = Not at all and 10 = Completely.

- To what extent can the system’s behavior be predicted from moment to moment?
- To what extent can you count on the system to do its job?
- What degree of faith do you have that the system will be able to cope with all systems “states in the future”?
- Overall how much do you trust the system?

C.5 Trust in Teammate [Ross, 2008]

1. To what extent does Teammate A perform this search-and-rescue task effectively?
   Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
5. To what extent can you anticipate Teammate A’s behavior with some degree of confidence?
   Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
3. To what extent is the Teammate A free of errors?
   Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
4. To what extent do you have a strong belief and trust in Teammate A to do the search-and-rescue task in the future without being monitored?
   Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
5. How much did you trust the decisions of Teammate A overall?
   Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
6. What percentage of responses by Teammate A do you think were correct?
   ___________ (enter a value between 0% to 100%)
7. How often did you notice an error made by Teammate A?
   Not At All 1 2 3 4 5 6 7 8 9 Many Times
8. To what extent did you lose trust in Teammate A when you noticed it made an error?
   Very Little 1 2 3 4 5 6 7 8 9 A Great Amount

Questions 9 and 10 of this survey seem not to be included.
C.6 Human-Computer Trust Scale (HCT) [Madsen and Gregor, 2000]

1. Perceived Reliability

R1) The system always provides the advice I require to make my decision.
R2) The system performs reliably.
R3) The system responds the same way under the same conditions at different times.
R4) I can rely on the system to function properly.
R5) The system analyzes problems consistently.

2. Perceived Technical Competence

T1) The system uses appropriate methods to reach decisions.
T2) The system has sound knowledge about this type of problem built into it.
T3) The advice the system produces is as good as that which a highly competent person could produce.
T4) The system correctly uses the information I enter.
T5) The system makes use of all the knowledge and information available to it to produce its solution to the problem.

3. Perceived Understandability

U1) I know what will happen the next time I use the system because I understand how it behaves.
U2) I understand how the system will assist me with decisions I have to make.
U3) Although I may not know exactly how the system works, I know how to use it to make decisions about the problem.
U4) It is easy to follow what the system does.
U5) I recognize what I should do to get the advice I need from the system the next time I use it.

4. Faith

F1) I believe advice from the system even when I don’t know for certain that it is correct.
F2) When I am uncertain about a decision I believe the system rather than myself.
F3) If I am not sure about a decision, I have faith that the system will provide the best solution.

F4) When the system gives unusual advice I am confident that the advice is correct.

F5) Even if I have no reason to expect the system will be able to solve a difficult problem, I still feel certain that it will.

5. Personal Attachment

P1) I would feel a sense of loss if the system was unavailable and I could no longer use it.

P2) I feel a sense of attachment to using the system.

P3) I find the system suitable to my style of decision making.

P4) I like using the system for decision making.

P5) I have a personal preference for making decisions with the system.

C.7 Trust in Automation [Chien et al., 2018]

Encompassing the cultural aspects.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Survey Items</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>General: Automation, Performance</td>
<td>Using a smart phone increases my effectiveness on my jobs.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>General: Automation, Expectancy</td>
<td>Using a smart phone will improve my output quality.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>General: Automation, Transparency</td>
<td>Using a smart phone will increase my chances of achieving a higher level of performance.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>General: Automation, Process</td>
<td>The information that a smart phone provides is of high quality.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>General: Automation, Cultural-Technological Context</td>
<td>A smart phone provides sufficient information.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>General: Automation, Cultural-Technological Context</td>
<td>I am satisfied with the information that a smart phone provides.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Performance</td>
<td>Using a smart phone helps me to accomplish tasks more quickly.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Expectancy</td>
<td>Using a smart phone helps me accomplish tasks with lower risks.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Purpose</td>
<td>GPS improves my performance.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Transparency</td>
<td>GPS is user-friendly.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Transparency</td>
<td>GPS uses appropriate methods to reach decisions.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Influence</td>
<td>I am confident about the performance of GPS.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Influence</td>
<td>When an emergent issue or problem arises, I would feel comfortable depending on the information provided by GPS.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Specific: Automation, Influence</td>
<td>I always rely on GPS to ensure my performance.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
C.8 Semantic Pairs for Credibility [Ohanian, 1990]

**Attractiveness**

Attractive-Unattractive
Classy-Not Classy
Beautiful-Ugly
Elegant-Plain
Sexy-Not sexy

**Trustworthiness**

Dependable-Undependable
Honest-Dishonest
Reliable-Unreliable
Sincere-Insincere
Trustworthy-Untrustworthy

**Expertise**

Expert-Not an expert
Experienced-Inexperienced
Knowledgeable-Unknowledgeable
Qualified-Unqualified
Skilled-Unskilled

C.9 Trust in Automation Questionnaire [Merritt, 2011]

- I believe the AWD is a competent performer
- I trust the AWD
- I have confidence in the advice given by the AWD
- I can depend on the AWD
- I can rely on the AWD to behave in consistent ways
- I can rely on the AWD to do its best every time I take its advice
A fully autonomous vehicle (FAV) is driven by technology instead of by a human. A FAV is equipped with radars, cameras, and sensors which can detect the presence, position, and speed of other vehicles or road-users. With this information, the FAV can then respond as needed by stopping, decelerating and/or changing direction. A driverless vehicle has the potential to reduce pedestrian-motor vehicle crashes and to decrease the possibility of severe injuries by controlling the driving task effectively. You have recently learned that there will be fully autonomous vehicles on the road in your area. As you consider this, how much would you agree or disagree with the following statements.

All items will be measured on the following 7-point Likert scale:

1 = strongly disagree
2 = moderately disagree
3 = somewhat disagree
4 = neutral (neither disagree nor agree)
5 = somewhat agree
6 = moderately agree
7 = strongly agree

1. (A) FAVs will enhance the overall transportation system.
2. (A) FAVs will make the roads safer.
3. (A) I would feel safe to cross roads in front of FAVs.
4. (A) It would take less effort from me to observe the surroundings and cross roads if there are FAVs involved.
5. (A) I would find it pleasant to cross the road in front of FAVs.
6. (S) People who influence my behavior would think that I should cross roads in front of FAVs.
7. (S) People who are important to me would not think that I should cross roads in front of FAVs.[reverse-scaled]
8. (S) People who are important to me and/or influence my behavior trusts FAVs (or has a positive attitude towards FAVs).
9. (E) Interacting with the system would not require a lot of mental effort.

10. (E) FAV can correctly detect pedestrians on streets.

11. (T) I would feel comfortable if my child, spouse, parents – or other loved ones – cross roads in the presence of FAVs.

12. (T) I would recommend my family and friends to be comfortable while crossing roads in front of FAVs.

13. (T) I would feel more comfortable doing other things (e.g., checking emails on my smartphone, talking to my companions) while crossing the road in front of FAVs.

14. (C) The traffic infrastructure supports the launch of FAVs.

15. (C) FAV is compatible with all aspects of transportation system in my area.

16. (E, C) FAVs will be able to effectively interact with other vehicles and pedestrians.

Note: A-Attitude, S-Social norms, E-Effectiveness, T-Trust, C-Compatibility. Higher scores indicate higher receptivity toward FAV.

C.11 Trust in E-Commerce [McKnight et al., 2002]

See the next page.
Suppose the LegalAdvice.com site was not free, but charged to access information on the site. Answer the following questions:

1. In general, people really do care about the well-being of others.
2. The typical person is sincerely concerned about the problems of others.
3. Most of the time, people care enough to try to be helpful, rather than just looking out for themselves.
4. In general, most folks keep their promises.
5. Most people are honest in their dealings with others.
6. I believe that most professional people do a very good job at their work.
7. Most professionals are very knowledgeable in their chosen field.
8. A large majority of professional people are competent in their area of expertise.
9. I usually trust people until they give me a reason not to trust them.
10. I generally give people the benefit of the doubt when I first meet them.
11. My typical approach is to trust new acquaintances until they prove I should not trust them.

Institution-Based Trust

Reverence
1. I feel good about how things go when I do purchasing or other activities on the Internet.
2. I am comfortable making purchases on the Internet.
3. I feel that most Internet vendors would act in a customers’ best interest.
4. I feel that most Internet vendors do their best to help.
5. Most Internet vendors are interested in customer well-being, not just their own well-being.
6. I am comfortable relying on Internet vendors to meet their obligations.
7. In general, most Internet vendors are competent at serving their customers.
8. Most Internet vendors do a capable job at meeting customer needs.
9. I feel that most Internet vendors are good at what they do.
10. The Internet has enough safeguards to make me feel comfortable using it to transact personal business.

Integrity
1. I feel that LegalAdvice.com would act in my best interest.
2. LegalAdvice.com is truthful in its dealings with me.
3. LegalAdvice.com would keep its commitments.
4. LegalAdvice.com is sincere and genuine.
5. LegalAdvice.com is competent and effective in providing legal advice.
6. LegalAdvice.com performs its role of giving legal advice very well.
7. Overall, LegalAdvice.com is a capable and proficient Internet legal advice provider.
8. In general, LegalAdvice.com is very knowledgeable about the law.

Willingness to Depend
1. I would be willing to provide credit card information on the LegalAdvice.com Web site.
2. I would be willing to provide my social security number to LegalAdvice.com.
3. I would be willing to share the specifics of my legal issue with LegalAdvice.com.
4. Based on the advice I just read, I would serve notice, wait, go ahead and get the repair done, and then deduct the cost of the repair from my rent.
5. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
6. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
7. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
8. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
9. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
10. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
11. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
12. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
13. I would feel secure in using the landlord/tenant information from LegalAdvice.com.
14. Based on the advice I just read, I would serve notice, wait, go ahead and get the repair done, and then deduct the cost of the repair from my rent.

Subjective Probability of Depending:

- Make Purchases
1. I would be willing to provide credit card information on the LegalAdvice.com Web site.
2. I would be willing to provide credit card information on the LegalAdvice.com Web site.
3. Given a tough legal issue, I would be willing to pay for a 30-minute phone consultation with a LegalAdvice.com lawyer.

Subjective Probability of Depending:

- Give Information
1. I would be willing to provide information like my name, address, and phone number to LegalAdvice.com.
2. I would be willing to share the specifics of my legal issue with LegalAdvice.com.
3. I would be willing to share the specifics of my legal issue with LegalAdvice.com.

Subjective Probability of Depending:

- Fellow Advice
1. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
2. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
3. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
4. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
5. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
6. Based on the advice I just read, I would serve notice, wait, go ahead and get the repair done, and then deduct the cost of the repair from my rent.

Subjective Probability of Depending:

- Legal Advice
1. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
2. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
3. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
4. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
5. I would feel comfortable acting on the landlord/tenant information supplied by LegalAdvice.com.
6. Based on the advice I just read, I would serve notice, wait, go ahead and get the repair done, and then deduct the cost of the repair from my rent.

Subjective Probability of Depending:

- Make Purchases
1. I would be willing to provide credit card information on the LegalAdvice.com Web site.
2. I would be willing to provide credit card information on the LegalAdvice.com Web site.
3. Given a tough legal issue, I would be willing to pay for a 30-minute phone consultation with a LegalAdvice.com lawyer.
D

Interview Questions for AI Practitioners

The main list of questions asked to AI practitioners during the semi-structured interviews. These interviews are a larger research project, and for this study’s analysis, we focused on the data mainly from the first two parts of the protocol. Questions not considered in this study are in lightgray.

D.0.1 Background
1. How would you describe your role in the company? What does your role imply?
2. What type of AI-embedded system you are working on?
   
   • What is its main objective and context of use?
   • What kind of users interact with the system?
   • Who are other stakeholders involved around the system?

D.0.2 Understanding of Human-AI Trust
1. How would you define Human-AI trust in your own words? what comes to your mind when I say it?
2. How would you define trustworthy AI in your own words? what comes to your mind when I say it?
3. What role does Human-AI trust play for your company/team?
• What is your company’s/team’s strategy to establish trust in your AI?

• At what moment of project development do you play out these strategies?

• Do you read any literature related to Human-AI trust and trustworthy AI? What kind?

D.0.3 Evaluation of Human-AI Trust

• How would you know to which extent someone trusts your AI?

• Has your team/company ever evaluated someone’s trust in your AI?

  • [yes] What methods did you use to obtain this information?

  • [no] Why do you think your team/company has never evaluated someone’s trust in your AI?

• [no] Imagine for a project you need to estimate trust in your AI. What would you do to obtain this information?

• I will now present three guidelines aiming to support evaluation of Human-AI trust. After I read each of them, could you please tell me whether you have ever heard about the statement and whether it might be useful for your work?

  • Trust in AI and compliance with its recommendations are two different concepts: it is not because a person has decided to follow an AI recommendation that he or she trusts it;

  • Trust is something that evolves over time, so it must be evaluated over a long period of time;

  • If, during the evaluation, the decisions made by users have no consequences (they should not necessarily be real), the data collected might not be related to trust.
E

Interview Questions for Decision Subjects

The main list of questions asked to decision subjects during the semi-structured interviews. These interviews are a larger research project, and for this study’s analysis, we focused on the data mainly from the second part of the protocol. Questions not considered in this study are in lightgray.

E.0.1 Experiences with Human-AI Decision Making

• Could you please tell me about your case and your experience with AI decision making?
  • What was the system?
  • When was it?
  • What happened exactly?
• How did you find out that you were subject of an AI decision making?
  • Did you try to find out how the decision was made? How?
  • Could you understand the decision? Why? Why not?
  • Did you try to change/influence the decision? How? Did it work?
  • Were you satisfied with the decision? Why? Why not?
Would you prefer that a human being had made the decision? Why? Why not?

E.0.2 Understanding of Human-AI Trust

1. How would you define Human-AI trust in your own words? What comes to your mind when I say it?
2. How would you define trustworthy AI in your own words? What comes to your mind when I say it?
3. How important is trust when it comes to decision making support systems?
   - Can you name some AI-embedded systems that you trust/do not trust? Why do you trust them/not trust them?
   - Has it ever happened to you that you trusted an AI-embedded system too much/too little? What happened? How did you feel in that situation?
   - Are there use cases in which trust is more important than in others? In which ones?

   Based on the competence, where do you think decision making support system stand in comparison with you on a hierarchical level (i.e., same level – colleague, co-worker; lower level – intern, assistant, right hand etc., higher level – senior advisor, boss etc.)?

E.0.3 Opinions about Industry’s Efforts towards Trustworthy AI

- Do you think the developers of decision making support systems have considered users’ trust when developing their system?
- What do you think are the biggest challenges in developing trustworthy AI?
- I will now present several practices related to development of trustworthy AI. After I read each of them, could you please tell me whether you have ever heard about the statement and what do you think about this practice as a way to learn your trust in decision making support system? Are they sufficient or not?

   - AI certification (technical robustness and safety);
   - Providing explanations and other transparency elements (access to data, being able to manipulate the data/other features, etc.)
   - Educational sessions about how the system works;
   - Conducting evaluations of users’ trust in the system
Systematic selection of empirical studies of Human-AI trust in the decision making context

To select the empirical papers that study Human-AI trust in the context of decision making, we followed the methodology of the systematic review on evaluation of Human-AI trust in the context of decision making [Vereschak et al., 2021]. We included all the studies they reviewed (n = 83) from ACM Digital Library, all of them were published prior to January 2021 (their search phase). To find new studies that were published between January 2021 and early July 2022 (our search phase), we used the search string as reported in [Vereschak et al., 2021]:

(("Abstract": "artificial intelligence" OR " ML " OR " AI " OR "machine learning" OR "systems" OR agent OR algorithm* OR automat*) AND ("Abstract": trust OR decision* OR user*)) AND ("Full Text Only": "trust" AND "participants")

This resulted in 788 papers published in ACM Digital Library over that period. The main selection criteria were 1) results section discussing Human-AI trust, 2) presence of an empirical study with human participants, 3) interaction with or discussion about AI-embedded system,
4) interaction or discussion should include humans making a decision, 5) full paper. For more detailed description of each criterion, refer to Section 3.2 of [Vereschak et al., 2021].

We selected the papers manually in two rounds. First, we only read the papers’ titles, abstracts, and checked their formats. We excluded 139 papers, because their format was other than a full paper (i.e. abstract, poster) and 532 papers, because they were out of the scope defined above. This left us with 117 papers, and the first author read their full texts twice in a randomly shuffled order to make the final selection. The second read took 10 days after the first one, without seeing the notes taken during the first pass. In this step, the author excluded 87 papers, according to the selection criteria defined above. This resulted in 30 newly selected papers, and thus the final corpus to systematically review of 113 papers.
Summary of all the discussed Human-AI trust factors in the context of decision making
<table>
<thead>
<tr>
<th>Socio-Technological Context</th>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human-Human Trust</td>
<td>P2, P4, P7, P3, P6</td>
<td>DS7</td>
<td>-</td>
</tr>
<tr>
<td>Time Dynamics</td>
<td>P1, P2, P4, P7</td>
<td>-</td>
<td>46; 87; 156; 266; 316</td>
</tr>
<tr>
<td>Type of Task</td>
<td>-</td>
<td>DS4</td>
<td>179; 189</td>
</tr>
<tr>
<td>Marketing</td>
<td>P4</td>
<td>DS1, DS7</td>
<td>172; 189</td>
</tr>
</tbody>
</table>
### Table G.1 continued from previous page

<table>
<thead>
<tr>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Studies on Trust in DM Context</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reliability and values signaling</strong></td>
<td></td>
<td>95; 196; 292; 383; 392</td>
</tr>
<tr>
<td><strong>First interaction</strong></td>
<td></td>
<td>351</td>
</tr>
<tr>
<td><strong>Performance and Errors</strong></td>
<td>P2</td>
<td>DS2, DS4, DS6, DS7</td>
</tr>
<tr>
<td>Context of errors</td>
<td>P1</td>
<td>DS4</td>
</tr>
<tr>
<td>Frequency of errors</td>
<td>P2</td>
<td>DS4</td>
</tr>
<tr>
<td>Nature of errors</td>
<td>-</td>
<td>DS3, DS6</td>
</tr>
<tr>
<td>Relativity of performance: system</td>
<td>P2</td>
<td>DS2, DS4</td>
</tr>
<tr>
<td>Relativity of performance: humans</td>
<td>P7</td>
<td>DS2, DS4, DS5</td>
</tr>
<tr>
<td>Robustness</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Usability</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Errors x design</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

- **Context of errors**: 17; 63; 94; 95; 108; 115; 127; 130; 137; 143; 161; 183; 186; 213; 214; 220; 261; 271; 273; 292; 351; 370; 371; 384; 389; 392; 395–397; **no effect**: 10; 45; 109; 302; 321; 350

- **Frequency of errors**: -

- **Nature of errors**: no effect 109

- **Relativity of performance: system**

- **Relativity of performance: humans**

- **Robustness**: 54; 361; 402; 404; relative error tolerance: 278; 279; 298; 312; 352; 382; 384

- **Usability**: 196

- **Errors x design**: 108

- **Robustness**: 400
<table>
<thead>
<tr>
<th>Systems’ Development and Design</th>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Studies on Trust in DM Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Errors x interactivity</td>
<td>-</td>
<td>-</td>
<td>129</td>
</tr>
<tr>
<td>Errors x expectations</td>
<td>-</td>
<td>-</td>
<td>54</td>
</tr>
<tr>
<td>Fairness and Biases</td>
<td>-</td>
<td>-</td>
<td>173; 340; 382</td>
</tr>
<tr>
<td>Interactivity</td>
<td>P1, P2, P3, P4, DS2, DS3, DS4, DS6</td>
<td>45; 53; 129; 266; 316</td>
<td></td>
</tr>
<tr>
<td>Transparency</td>
<td>P4, P7</td>
<td>-</td>
<td>343</td>
</tr>
<tr>
<td>Working process</td>
<td>P7</td>
<td>-</td>
<td>18; 84; 123; 196; 272</td>
</tr>
<tr>
<td>Data</td>
<td>P1, P2, P3, P6; P4, P5, P7 disagree</td>
<td>DS3, DS4, DS7 disagree</td>
<td>49; 97; 99; 117; 145; 164; 186; 205; 321; 372; 373; 394; no effect: 668; 271; 329; 402</td>
</tr>
<tr>
<td>Explanations</td>
<td>P1, P2, P3, P6; P4, P5, P7 disagree</td>
<td>DS3, DS4, DS7 disagree</td>
<td>345; 372; 373; 387; no effect: 270; 299</td>
</tr>
<tr>
<td>Type of explanations</td>
<td>-</td>
<td>-</td>
<td>30; 76; 139; 163; 288; 292; 323; 371; 389; 402; no effect: 370; 371</td>
</tr>
<tr>
<td>AI confidence score</td>
<td>-</td>
<td>-</td>
<td>87</td>
</tr>
<tr>
<td>Social transparency</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>AI Practitioners</td>
<td>Decision Subjects</td>
<td>Academic Studies on Trust in DM Context</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------</td>
<td>----------------------------------------</td>
<td></td>
</tr>
<tr>
<td>AI Certification</td>
<td>P₁, P₄, P₆ (P₅ disagrees)</td>
<td>DS₁-D₅, D₇</td>
<td>156; 196</td>
</tr>
<tr>
<td>Appearance</td>
<td>-</td>
<td>-</td>
<td>2; 108; 127; 161; 183; 203; 253; 253; 274; 288; 332; 353; 354; 400</td>
</tr>
<tr>
<td>Communication Style</td>
<td>-</td>
<td>-</td>
<td>17; 45; 71; 195; 253; 261; 287; 288; 354; 368; 380; 384; 387; 404</td>
</tr>
<tr>
<td>Privacy</td>
<td>-</td>
<td>-</td>
<td>196</td>
</tr>
<tr>
<td>Agency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct users</td>
<td>P₄</td>
<td>-</td>
<td>10; 123; 172; 181; 230; 290; 346; 359; 383; 385; no effect: 50; 104; 321; 352</td>
</tr>
<tr>
<td>Decision subjects</td>
<td>P₇</td>
<td>DS₁, DS₄, DS₅, DS₆, DS₇</td>
<td>-</td>
</tr>
<tr>
<td>Agency awareness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Element of Unexpected and Expected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good surprise</td>
<td>P₁, P₂</td>
<td>DS₁, DS₂, DS₄, DS₇</td>
<td>68; 175; 220; 350</td>
</tr>
</tbody>
</table>
Table G.1 continued from previous page

<table>
<thead>
<tr>
<th>People's Preferences and Experiences</th>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Studies on Trust in DM Context</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bad surprise</strong></td>
<td>P₁, P₂</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Prior experiences</strong></td>
<td>-</td>
<td>DS₃, DS₆</td>
<td>46; 196</td>
</tr>
<tr>
<td><strong>AI Literacy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Direct users</strong></td>
<td>P₅, P₇</td>
<td>-</td>
<td>54; 65; 117; 172; 295; <strong>no effect</strong>: 351; 387</td>
</tr>
<tr>
<td><strong>Decision subjects</strong></td>
<td>-</td>
<td>DS₂</td>
<td>(DS₄, DS₆, DS₇ - disagree)</td>
</tr>
<tr>
<td><strong>Domain Expertise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Actual expertise</strong></td>
<td>P₆</td>
<td>-</td>
<td>95; 99; 115; 117; 163; 316;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-confidence</strong></td>
<td>-</td>
<td>-</td>
<td>321; 359; 402; 404; <strong>no effect</strong>: 351; 387</td>
</tr>
<tr>
<td><strong>Individual differences</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td>-</td>
<td>-</td>
<td>107; 107; 271; 351</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td>-</td>
<td>-</td>
<td>372; 373; <strong>no effect</strong>: 351</td>
</tr>
<tr>
<td><strong>Personality</strong></td>
<td>-</td>
<td>-</td>
<td>149</td>
</tr>
<tr>
<td><strong>Propensity to trust</strong></td>
<td>-</td>
<td>-</td>
<td>97; 149; <strong>no effect</strong>: 351; 387</td>
</tr>
<tr>
<td><strong>Culture</strong></td>
<td>-</td>
<td>-</td>
<td>63; 179; 368; <strong>no effect</strong>: 351</td>
</tr>
<tr>
<td><strong>Emotional state</strong></td>
<td>-</td>
<td>-</td>
<td>94</td>
</tr>
</tbody>
</table>
Table G.1 continued from previous page

<table>
<thead>
<tr>
<th></th>
<th>AI Practitioners</th>
<th>Decision Subjects</th>
<th>Academic Studies on Trust in DM Context</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td>-</td>
<td>-</td>
<td>no effect: 271; 351</td>
</tr>
<tr>
<td><strong>Work style</strong></td>
<td>-</td>
<td>-</td>
<td>117; 149; 358</td>
</tr>
<tr>
<td><strong>Attitudes towards robots</strong></td>
<td>-</td>
<td>-</td>
<td>351</td>
</tr>
<tr>
<td><strong>Operator Workload</strong></td>
<td>-</td>
<td>-</td>
<td>278; inconclusive effects: 63; 130</td>
</tr>
</tbody>
</table>
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