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Summary 
 

Humans evolve in a complex environment. At each moment of the day, the brain 
processes a lot of information allowing us to make decisions. Information to consider can be 
external, i.e., coming from the environment and processed by the brain through our senses, 
or coming from internal sources like e.g., proprioception or memory. Whether we focus on 
external, or internal information, ignoring the irrelevant information might be as important 
as optimizing the processing of relevant information. The main goal of this thesis is to probe 
the neural mechanisms underlying these processes.  The suppression of the irrelevant 
information has often been linked with Alpha oscillations (7-14 Hz). However, the role of alpha 
oscillations in protecting perceptual and higher-level processes from distractors is still 
unclear. Here, I used magnetoencephalography (MEG) to further investigate this question.  

In the first study (Chapter 1), using a cue-based modified Stroop task, I did not find the 
expected effect of an increase in alpha oscillations over sensory regions, while processing the 
distractors. However, I have observed modulations in the activity of the ventral attention 
network (VAN) and the default mode network (DMN). Both networks have been shown to be 
inhibited during goal-driven tasks and linked with attention capture by external information 
VAN and internal focus DMN. In line with suggested inhibitory role of alpha oscillations (and 
higher frequencies), during our task, we found an increase in power in   Alpha and Beta 
frequency bands in previously mentioned networks. In addition, we found stronger theta (4 
Hz) power in anticipation and during stimulus processing over the cognitive control network.   

In my second study (Chapter 2), to create a more challenging task we developed a 
novel version of a Stroop like task with more salient distractors. Instead of colors and word-
color names we have used faces and names.  I have observed a higher alpha power over high-
order visual regions, namely the visual word form area (VWFA), when participants had to 
ignore names. Results confirmed inhibitory role of Alpha band activity. We also observed an 
increase of delta oscillation activity over the left occipitotemporal and parietal cortices. 

In my last study (Chapter 3), we used a reasoning task requiring to overcome a 
perceptual bias, thus inhibiting certain visual information. When participants had to 
overcome such bias, I have found a power increase in the alpha band located over the left 
temporal cortex, and the VAN. 

To sum up, presented results show the role of alpha (but also delta, theta and, beta) 
band activity might be involved in functional inhibition of a long-range network. However, the 
modulation of the sensory areas might be dependent on task parameters like task difficulty 
or distractor salience. 

Keywords: alpha oscillation, inhibition, ventral attention network (VAN), visual area, MEG, 
human 
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Résumé 

L'être humain évolue dans un environnement complexe. À chaque instant de la 
journée, le cerveau traite un grand nombre d'informations afin de prendre des décisions. Ces 
informations peuvent être externes, c'est-à-dire provenir de l'environnement et être traitées 
par l'intermédiaire de nos sens, ou provenir de sources internes comme, la mémoire. Que 
nous nous concentrions sur les informations externes ou internes, ignorer les informations 
non pertinentes peut être aussi important que d'optimiser le traitement des informations 
pertinentes. L'objectif principal de cette thèse est de sonder les mécanismes neuronaux qui 
sous-tendent ces processus. La suppression des informations non pertinentes a souvent été 
liée aux oscillations Alpha (7-14 Hz). Cependant, le rôle de ces oscillations dans la protection 
des processus perceptifs et de plus haut niveau contre les distracteurs n'est toujours pas clair. 
J'ai utilisé la magnétoencéphalographie (MEG) pour approfondir cette question. 

Dans la première étude (chapitre 1), utilisant une tâche modifier de Stroop, je n'ai pas 
trouvé l'effet attendu d'une augmentation des oscillations alpha dans les régions sensorielles, 
lors du traitement des distracteurs. Cependant, j'ai observé des modulations dans l'activité 
du réseau d'attention ventral (VAN) et du réseau du mode par défaut (DMN). Ces deux 
réseaux sont inhibés pendant les tâches orientées vers un but et ils sont liés à la capture de 
l'attention par des informations externes (VAN) et à la concentration interne (DMN). Le rôle 
inhibiteur suggéré des oscillations alpha (et des fréquences plus élevées), pendant notre 
tâche, nous avons trouvé une augmentation de la puissance dans les bandes Alpha et Beta 
dans les deux réseaux précèdent. Nous avons trouvé une puissance thêta plus forte dans 
l'anticipation et lors du traitement du stimulus dans le réseau de contrôle cognitif.   

Dans ma deuxième étude (chapitre 2), nous avons utilisé une version de la tâche 
Stroop avec des distracteurs plus saillants, des visages et des noms. J'ai observé une puissance 
alpha plus élevée sur les régions visuelles d'ordre supérieur, à savoir l'aire visuelle de la forme 
du mot (VWFA), lorsque les participants devaient ignorer les noms. Les résultats ont confirmé 
le rôle inhibiteur de l'activité de la bande Alpha. Nous avons aussi observé une augmentation 
de l'activité des oscillations delta dans les cortex occipito-temporaux et pariétaux gauches. 

Dans ma dernière étude (chapitre 3), nous avons utilisé une tâche de raisonnement 
nécessitant de surmonter un biais perceptuel. Lorsque les participants devaient surmonter 
un tel biais, j'ai constaté une augmentation de puissance dans la bande alpha située sur le 
cortex temporal gauche, et le VAN.  

En résumé, les résultats présentés montrent que l'activité de la bande alpha (mais 
aussi delta, thêta et bêta) pourrait être impliquée dans l'inhibition fonctionnelle. Cependant, 
la modulation des zones sensorielles pourrait dépendre de paramètres de la tâche tels que la 
difficulté de la tâche ou la saillance des distracteurs. 

Mots clés : oscillation alpha, inhibition, réseau d'attention ventral (VAN), aire visuelle, MEG, 
humain  
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Abbreviations 
ACC: anterior cingulate cortex 

CNN: ‘cognitive control network’   

DAN: dorsal attention network 

DICS: dynamic Imaging of Coherent 
Sources 

DLPFC: dorsolateral prefrontal cortex 

DMN: default mode network  

EcoG: electrocorticography 

EEG: electroencephalography 

ERF: event-related field 

FEF: frontal eye field 

FFA: fusiform face area 

FFT: fast Fourier transform 

fMRI: functional magnetic resonance 
imaging 

IFG: inferior frontal gyrus 

GC: granger causality 

LCMV: the Linearly Constrained Minimum 
Variance 

LFPs:  local field potentials 

LGN: lateral geniculate nucleus 

LIP: lateral intraparietal 

LOT: left occipitotemporal cortex 

MEG: magnetoencephalography 

MFG: middle frontal gyrus 

mPFC: medial superior prefrontal cortex 

MPRAGE: magnetization-prepared rapid 
gradient-echo 

PPC: posterior cingulate cortex / cuneus 

REM: rapid eye movement stage of sleep 

RT:  response time 

SMA: supplementary motor area 

TE: echo time 

TEO: temporo-occipital area 

TFR: time-frequency representation 

TI: inversion time 

TMS: transcranial magnetic stimulation 

TPJ: temporoparietal junction 

TR: repetition time 

V1: primary visual area 

VAN: ventral attention network 

VWFA: visual word form area 
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Humans evolve in a complex environment. At any time of the day, the brain processes 
huge amounts of information, allowing us to navigate the environment. The source of the 
information can be either external, i.e., from the environment and transmitted to the brain 
through our senses, or internal, like proprioception or memory. For example, when you drive 
your car in traffic, you must pay attention to many important things such as the color of the 
traffic lights, pedestrians on the crosswalks, or the car leaving its parking space without using 
an indicator. In this everyday example, we can see the necessity to flexibly adjust our 
attention to the environment. To make the optimal decision in the shortest possible time we 
need to select the important information and suppress the irrelevant. On the opposite side 
of the spectrum, some situations require you to concentrate on the internal information. For 
example, when you need to choose an answer on a test, it requires you to ignore the external 
distractors and suppress competing information in your memory. 

External information is initially processed in early sensory regions and transferred to 
areas responsible for increasingly abstract processing. For example, in the visual system, the 
light reflected off the stimulus arrives on the retina. Photoreceptor cells convert photons from 
the incoming light into electrical signals that are transmitted by the optic nerve to the lateral 
geniculate nucleus (LGN). The next step of the information transfer is a primary visual area V1 
(see figure 1A for an example during reading). Subsequently the more complex aspects of 
visual information are split between two major cortical processing streams. 

 First discovered in monkeys: a ventral stream that extends to the temporal lobe, and 
a dorsal stream that projects to the parietal lobe (Mishkin & Ungerleider, 1983). Each streams 
has a different functional role (Logothetis & Sheinberg, 1996). In this review, the authors 
showed that the primary function of the ventral stream would be to facilitate the conscious 
perception, recognition, and identification of objects by processing their "intrinsic" visual 
characteristics, such as form, color, etc. The dorsal stream's suggested primary goal   was to 
maintain the control of visuomotor behavior by processing their "extrinsic" characteristics 
essential for grasp, such as spatial location, orientation, or size.  Different kind of information 
can be processed by partially overlapping groups of neurons in higher-order regions, creating 
a hierarchical bottleneck (Figure 1B). It is therefore crucial that the processing of information 
is organized with clear prioritization of relevant information regarding the current goal of the 
agent. It has been suggested that ignoring irrelevant information is also crucial for specifically 
selecting relevant information (Lavie, 2005; figure 1B). 

 Internal processes such as reasoning involve higher order regions such as the 
prefrontal cortex (PFC; Krawczyk et al., 2011) and might involve ignoring any external 
stimulation. Many studies have shown that the PFC exerts top-down control over visual 
regions (for a review see Paneri & Gregoriou, 2017) that could allow the implementation of 
such a mechanism (Figure 1C). 
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Figure 1. (A) Processing of visual stimulation. Left: pathways associated with visual processing 
during reading highlighting the cortical hierarchy (lateral geniculate nucleus: LGN; visual 
cortex: V1, V2, V3, V4, MT/V5; posterior parietal cortex  PPC; pre-frontal cortex: PFC; inferior 
temporal cortex: ITC; adapted from Archer et al., 2020). (B) Illustration of the bottleneck issue 
resulting from the hierarchical organization of visual processing. A pear and an apple 
simultaneously presented might be processed by partially overlapping groups of neurons in 
high-order visual areas potentially creating spurious feature binding. The blue (next to the blue 
circle) and the red (next to the red circle) neurons in the V1 process respectively the apple and 
the pear. Some neurons in ITC (purple circle) process specifically the apple and the pear (blue 
and red neurons) but some other neurons are involved in the processing of both stimuli (purple 
neurons). Attention would allow us to prioritize processing the most relevant stimulus at a 
given time, e.g., the apple, and avoid potential spurious binding. Oscillations could allow for 
the implementation of such specific selection. (C) Protection of internal processes such as 
problem-solving would involve an inhibitory top-down control from the prefrontal cortex. In 
order to solve the problem, the activity of the regions involved (represented here by gears) 
must not be disturbed by external information. the prefrontal regions (yellow circle) must 
inhibit the primary visual areas (red circle) 

 

Whether we focus on external or internal information, it is clear that we need to ignore 
irrelevant information. However, the mechanism behind this process is not clear? Precisely, 
how is the relevant information prioritized and transferred through relevant brain networks? 

It has been proposed that oscillations, in particular in the alpha frequency band (7-
13Hz, i.e., between 7 and 13 cycles per second) could play a role in mechanisms of information 
selection. Oscillations reflect rhythmical changes in the excitability of the population of 
neurons which potentially can organize the processing of information. This idea will be further 
expended below. 

I will first briefly define oscillations and the techniques used to detect them. Then I will 
focus on alpha oscillations and their functional role. Finally, I will present the different 
experiments that I conducted during my thesis. 
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1. Oscillations: broad definition, brain recording techniques, and main frequency bands 
1.1 Definition of oscillations 

Neural oscillations originate from the rhythmical fluctuation of the excitability of 
populations of neurons. They can be generated spontaneously or in response to a stimulus 
and detected using several techniques. In closer details, the excitation of a neuron leads to 
the release of neurotransmitters by the synapse which will bind to receptors on the dendrite 
that will cause the opening of ion channels. Charged particles flow between the intra- and 
extra-cellular mediums. The movement of particles produces an electric current, and all 
currents generate a magnetic field around them. The so-called "source" or "primary" current 
corresponds to the intracellular current. To maintain the charge balance, cell generates 
extracellular currents called "secondary" or "volumic". Oscillations are detected when such 
flow is rhythmical for a given duration. 

Oscillations can be described by following parameters: the frequency, the amplitude, 
and the phase at a given time (Figure 4A). First, frequency is the number of cycles per unit of 
time (a second) and is expressed in Hertz (Hz). In the literature, specific labels have been 
proposed for different frequency bands: e.g., delta (below 4Hz), theta (4-7 Hz), alpha (7-13 
Hz), beta (15-30 Hz), low-gamma (30-80 Hz) and high-gamma (80-150 Hz). The amplitude 
corresponds to the difference between the peak and the trough of an oscillation. The 
amplitude squared gives the power of the oscillation, which means the energy in the 
corresponding frequency band. Finally, the phase is the position along the sine wave (or 
cosine wave that is 90 degrees out of phase with the sine wave) at any given time and is 
measured in radians or degrees.   

1.2 Recording techniques 
There are several ways to record brain activity developed over the years. Each method 

has its advantages and disadvantages, mostly associated with how directly the neural activity 
is measured. Depending on the method, certain experimental questions can or cannot be 
answered. Thus, to appropriately answer the scientific question at hand, the specific method 
of recording brain activity has to be chosen. Two criteria are important to consider: the 
temporal and the spatial precision of the recording (Figure 2). 
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Figure 2: Methods of Cognitive Neuroscience. Cognitive neuroscience techniques can be 
categorized according to their spatial and temporal resolution. (Adapted from Churchland and 
Sejnowski, 1988) 

 

One of the most popular techniques is the functional magnetic resonance imaging 
(fMRI). It indirectly measures the brain activity by detecting changes associated with blood 
flow (Huettel et al., 2008).  The general principle of an fMRI study is to analyze the BOLD 
(Blood Oxygen Level Dependent) signal which translates the increase of oxygen influx in the 
activated brain regions. But this phenomenon is not instantaneous as we can see in Figure 2, 
and it takes a few seconds to observe it.  

However, to detect oscillations and their fast and transient aspects, other techniques 
are more suitable.  

Two non-invasive techniques allow to record the brain oscillations in humans. 
Electroencephalography (EEG) measures the brain’s electric fields with electrodes placed on 
the scalp. The potential differences measured between two electrodes in EEG are due to the 
current lines flowing on the surface of the scalp, and thus to the volume currents. The 
Magnetoencephalography (MEG) is measuring the magnetic field resulting from the primary 
electric current that is produced by postsynaptic potentials (Cohen, 1968; Hämäläinen et al., 
1993; Hansen et al., 2010). In addition, the measurable currents (for EEG) and magnetic field 
(for MEG) on the surface of the head must result from the synchronization in time and space 
of an assembly of neurons (105 neurons). These assemblies are typically contained in 
functional macrocolumns of about 3 mm in radius and 3 mm in depth. The currents resulting 
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from the activity of a macrocolumn are modeled by a current dipole whose direction is given 
by the principal orientation of the dendrites. We can distinguish several types of dipoles based 
on this orientation. Radial dipole, perpendicular to the scalp, corresponds to the activity in 
the gyri and tangential dipole corresponds to the dipole in the sulcus of the cortex, tangential 
to the scalp (Figure 3). MEG and EEG do not have the same sensitivity to the orientation of 
the sources. The activity of the radial dipoles is better detected by EEG, whereas the magnetic 
field produced by such dipoles is expected to be poorly detected by MEG. Regardless of the 
orientation of the sensor, radial dipoles are unable to generate an external magnetic field 
outside of a volume conductor that is spherically symmetric (Baillet et al., 2001). Another 
important difference between EEG and MEG is the electrical current is more affected by the 
different tissues separating the source and the electrode because they all have distinct 
conductance while their magnetic field is much less affected by skin, bone, and cerebrospinal 
fluid. As a results, a topography of the sources is more diffused in EEG. 

 

 

 

Figure 3: Definition of radial and tangential dipoles. Dipoles with a radial direction concerning 
the skull surface are produced in the gyri of the cortex, whereas dipoles with a tangential 
direction are emitted by the sulci. Pink arrows represent electric dipoles and blue arrows 
represent the magnetic field. EEG electrodes can detect radial and tangential electric dipoles, 
however, the MEG sensors detect magnetic fields from dipoles directed tangentially to the 
cortical surface (adapted from Peitz et al., 2021). 

MEG is a noninvasive, external measurement technique with specific magnetometers, 
also known as Superconducting QUantum Interference Devices (SQUIDs). SQUIDs are cooled 
down by a liquid helium to achieve a super-conductance at very low temperatures (Figure 
4B), turning into highly responsive magnetic field sensors. Magnetic fields recorded by MEG 
are extremely small. Around a magnitude of a femtotesla, which is a 1-15 of the magnetic field 
of the earth. Magnetically shielded environment is necessary to reduce environmental 
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electromagnetic noise while recording. MEG was used in all the studies presented in this 
thesis. 

In some specific cases, another technique can be used, the intracranial electrodes. They 
are considered invasive and are mostly used in animal models such as monkeys or rats. In 
specific cases, patients with pharmacoresistant epilepsy are implanted with such electrodes 
to localize the epileptic source before surgery. This creates a unique opportunity to use this 
technique on humans. Intracranial electrodes enable recording activity of a single neurons, or 
the activity of a group of neurons around the electrode. The latter is called a local field 
potential (LFP).  

   

 

Figure 4: (A)The three parameters used to define an oscillation: phase, amplitude, and 
frequency. (B) Schema of a SQUID in liquid helium 

 

1.3 Brief overview of the role of oscillations at different frequencies 
 

To put the Alpha oscillations, the focus of this thesis, in the broader context, I will 
briefly introduce the other frequency bands observed in brain recordings.  

 

1.3.1 Delta activity 
Delta band was among the first pattern of brain activity recorded during sleep from 

the human scalp (Davis et al., 1937), named “slow waves”. The reason behind the analysis of 
the delta rhythm was for a long time focused on sleep and still is used as an index of deep 
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sleep state (Steriade, 2006). It was shown that delta oscillation (or slow-wave oscillation, 0.5-
4.5 Hz) characterizes the non-rapid eye movement (NREM) stage in rodents’ sleep and during 
the N3 stage in human sleep (Adamantidis et al., 2019). Given the strong link between sleep, 
memory consolidation and forgetting, the  research was directed to establish the mechanism 
of delta oscillations in memory during sleep (Kim et al., 2019). The authors showed that delta 
waves mediate the weakening of memory reactivations and contribute to forgetting. The role 
of delta oscillations was studied in cognitive processes other than sleep and memory. An 
increase of delta activity was shown following the target presentation in an oddball paradigm 
(Başar-Eroglu et al., 1992). I was hypothesized that the increase in delta power band could be 
involved in signal matching, decision-making, and surprise. Delta oscillations may also play a 
role in active attentional selection (Lakatos et al., 2008; Schroeder & Lakatos, 2009). Lakatos 
et al (2008; see Figure 5) used an oddball task with simultaneously presented bimodal stimuli 
(visual and auditory). Monkeys were aware of the block modality by a cue (indicating to pay 
attention to visual or auditory stimuli) to detect oddballs in that modality. Task related delta-
band oscillations in the primary visual cortex entrained to the rhythm of the stream, and this 
entrainment increased response gain for task-relevant events and shortened the reaction 
times. Authors have proposed that a major mechanism of selective attention to rhythmic 
auditory or visual input streams is the entrainment of cortical delta oscillations.  

 

 



18 
 

 

 

Figure 5: task requiring intermodal selective attention. Top: In the mixed sensory stream, 
lightbulbs and speakers stand in for both visual and audio inputs. Arrows in light blue and red, 
respectively, are used to identify visual and aural deviations. The stimulus onset asynchronies 
(SOA) for each modality were jittered (650ms; Gaussian distribution). The average SOA 
between modalities was 300ms. Bottom: Time-frequency graphs. Prestimulus delta phase and 
the impact on the reaction to a visual event. Laminar CSD profiles were produced in a sample 
experiment using conventional visual stimuli. Response amplitudes over the 50 to 135 ms 
period under the AV and AA conditions, respectively, are shown as red and blue bars between 
the color maps (adapted from Lakatos et al., 2008). 

 

1.3.2 Theta activity 
Theta band is often defined as the “hippocampal rhythm” because it was found for 

the first time in this structure in freely moving rodents (Winson, 1974) or during spatial 
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navigation tasks (Watrous et al., 2013). In the hippocampus, place cells are group of cells that 
activate when the animal is in a receptive field associated with it. From an experimental point 
of view, these neurons are identified by recording them in an animal that freely walks through 
space. The activity of these cells is peaking when the animal is at a specific location in the 
field. These activations are modulated by the theta rhythm (O’Keefe & Recce, 1993). This 
rhythm is also characteristic of the rapid eye movement (REM) stage of sleep. It is associated 
with consolidation of memory during sleep (Montgomery et al., 2008). Theta oscillations are 
also implicated in memory during awakening. It was suggested that theta rhythm could play 
a role during memory encoding and retrieval in animals (Seager et al., 2002; Vertes et al., 
2001). This rhythm has also been observed in the hippocampus during task involving episodic 
memory in humans (Lega et al., 2012). The involvement of theta oscillations has also been 
shown in short term memory task, e.g., the Sternberg working memory task (Raghavachari et 
al., 2001). This task consisted of a list of consonants presented successively that the subject 
had to memorize, followed by a probe and the subject's response. Raghavachari et al. (2001) 
showed sustained theta activity from the beginning of the test to the appearance of the 
probe. There is evidence for a role of Theta rhythm in attentional sampling over multiple 
visuospatial positions (Fiebelkorn et al., 2018). A spatial attention task was used to probe the 
attentional processes. Monkeys had to monitor three different locations because the cue was 
not reliable, and to detect the presence of a close-to-threshold target, which appeared at 
varying cue-target-intervals.  LFP data was collected from the frontal eye field (FEF) and lateral 
intraparietal (LIP), two important nodes of the frontoparietal network. With a spectral 
maximum around 4 Hz, the monkeys' capacity to recognize the target varied rhythmically as 
a function of the time delay between the cue and the target. Similar rhythm has been found 
in many behavioral and electrophysiological experiments (Brookshire, 2022; Landau et al., 
2015; Landau & Fries, 2012; Senoussi et al., 2019).   

Finally, this type of oscillation is thought to be implicated in conflict resolution. More 
specifically, theta power over midfrontal and dorsolateral regions was correlated with the 
magnitude of the conflict (Cohen & Donner, 2013). Subjects were simultaneously presented 
with visual stimulus (left or right side of the visual field) and an auditory stimulus presented 
to the side congruent or incongruent with visual stimuli. The subject had to answer with the 
right hand if the stimulus was presented in the right hemifield and the left hand if it was 
located in the left hemifield. The conflict occurred when the presented orientation of the 
visual and auditory stimuli was incongruent. Ongoing theta-band oscillations occurred during 
the decision process. A recent study further revealed that the anticipation of conflict was 
associated with increased frontal theta and posterior alpha decrease and that these two 
measures were associated with faster conflict resolution (Kaiser et al., 2022) 

1.3.3 Beta activity 
Beta oscillations have been mainly observed during sensorimotor processing 

(Pfurtscheller & Lopes da Silva, 1999). However, it has been recently shown that beta-band 
activity would be expressed in transient bursts instead of sustained oscillations. This transient 
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activity in the sensorimotor plays a role in movement control (Little et al., 2019). The beta 
rhythm has also been seen in tasks that did not involve either planning or executing motor 
actions. For example, an increased phase synchronization in the beta band during attentional 
activities reflects communications across task-relevant areas (Gross et al., 2004). In the task 
of this article, capital white letters were visually displayed in a rapid serial visual presentation 
for each experimental trial, and the subject have to detect the target letter among all those 
presented. Several types of trials were possible, notably two targets separated by one 
distractor, and two targets separated by five distractors. It was shown that the ability to 
report the second target is reduced if the delay between the two is lower than 500ms (case 
here when there is one distractor), but this prevents only conscious reporting of missing 
target stimuli, not their perceptual processing. Subjects were instructed to report all targets 
in the proper order after each stream presentation. The results showed a communication 
within the fronto-parieto-temporal attentional network. More precisely, for trials with five 
distractors, a stronger synchronization for the second target and desynchronization for the 
distractor compared to trials with one distractor. It was further shown that a number of 
variables that affect the regulation of cognitive control are reflected in beta oscillations in a 
trial-and-error task of searching for which target was rewarded from a choice of 4 (Stoll et al., 
2016).In this intracranial study in monkeys, Stoll and collaborators showed the functional 
importance of frontal beta-band oscillations in top-down control processes. They observed 
more top-down signaling accounted by the enhanced functional connectivity between visual 
and frontal regions. Moreover, the attentional modulation of feedback-related beta 
oscillations in the visual system has been documented in an EcoG study (Bastos et al., 2015). 
The authors analyzed the activity of eight macaque visual regions and discovered that across 
the several inter-areal projections, granger causality measures (reflecting the strength of 
effective connectivity) in the beta band were stronger in the feedback than in the feedforward 
direction while the opposite was observed in the theta and gamma band.  

Moreover, a human EcoG study using a semi-predictable sequence of sounds to force 
subjects to continuously update their predictions, provided evidence that beta-band 
oscillations are involved in updating the content of sensory predictions (Sedley et al., 2016). 
In line with this result, the beta activity observed in Bastos et al. 2015 might represent the 
transfer of predictions to lower-order regions (see also Bastos et al., 2012).  

Finally, it was shown that alpha/beta oscillations (12-20 Hz) were found during a goal-
driven task (Solís-Vivanco et al., 2021). The authors observed, following a signal suggesting 
the modality to attend, a power increase of alpha/beta oscillations in the ventral attention 
network (VAN; for details on VAN see section 2.1.5.1). Stronger VAN power increases were 
related to better task performance. Given the activation of the VAN has been associated with 
the capture of attention by unattended, not relevant, stimuli, these results suggest that the 
suppression of the activity of the VAN prevents the capture of attention by the unattended 
stimulus. 
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 1.3.4 Gamma activity 
 Gamma oscillations have been associated with a wide range of cognitive processes. 
For example, gamma band signal has been associated with sensory perception, memory, and 
decision-making (for a review see Fries, 2009). More precisely, gamma activity was shown to 
be associated with stimulus processing in visual perception (Fries et al., 2008).  It has been 
shown to be induced by visual stimuli and transferred in the feedforward direction (e.g. 
Michalareas et al., 2016; van Kerkoerle et al., 2014).  Regarding working memory, it was 
shown in two implanted epileptic patients that gamma oscillations increased in a quasi-linear 
way with the memory load (Howard, 2003). The task was a Sternberg task, i.e., letters were 
presented successively to the subjects who had to retain them. After a retention period, 
probes were presented, and the subjects had to say if it were part of the dataset. Gamma 
activity remained high during the retention period and returned to a base level when the 
information was no longer needed. The gamma rhythm was also modulated by attentional 
processes (Taylor et al., 2005). In this study of monkeys implanted in visual area V4, the 
authors found that attention strongly increased oscillatory activity in the gamma frequency 
range. Gamma frequency found in V4 LPF recording, was modulated by the attention 
processes. This was interpreted as increased neuronal synchronization within the population 
of V4 neurons representing the attended stimulus by the monkey. A change in gamma 
frequency with attention was found in other studies (e.g., Bosman et al., 2012). 

The mechanism behind most oscillations observed in the brain is not clearly known. It 
has been suggested that gamma oscillations can emerge from the interaction between 
excitatory pyramidal cells and inhibitory interneurons (Buzsáki & Wang, 2012). 

Discussing in detail the potential role and origin of each frequency band would require 
an entire thesis. As mentioned above, this thesis presents experiments testing hypotheses 
regarding the general role of alpha oscillations in prioritizing information in different contexts. 

 

2. Alpha oscillations 
2.1. Functional Role 

2.1.1. Background and main theoretical frameworks 

Historically, alpha oscillations were discovered by Hans Berger using EEG in 1929. 
These oscillations are particularly strong over the occipital region when subjects close their 
eyes. As a consequence, they were first considered as reflecting the idling state of the human 
brain (Pfurtscheller et al., 1996). Quickly, new hypotheses on the role of alpha oscillations 
were developed because it has been observed that alpha has a distributed activity in the 
human brain. Implications for various brain functions including sensory, motor, and memory 
processes have been investigated (for reviews see Başar et al., 1997, 1999). For example, prior 
to successful cognitive tasks, they saw consistent, 10Hz activity, phase-ordered pre-stimulus 
EEG oscillations that frequently form repetitive patterns. Moreover, during a memory task, 
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Başar et al (1997) showed that during retrieval, for the analysis of alpha amplitude, alpha 
desynchronization is more pronounced for bad performers than for good performers.  
Thereafter, new frameworks regarding the role of alpha oscillations have emerged following 
interesting experimental works that questioned this view on alpha oscillations. It has been 
proposed that alpha oscillations reflect functional inhibition (Jensen & Mazaheri, 2010; 
Klimesch et al., 2007; Palva & Palva, 2007). More precisely, it was proposed that alpha could 
be associated with an increase of inhibition every ~100ms (Mathewson et al., 2011). 
Importantly, unlike gamma oscillations, alpha oscillations would travel in the feedback 
direction and would be considered as internally controlled (Michalareas et al., 2016; 
van Kerkoerle et al., 2014).  

To explain the role of alpha oscillations, a theory was developed, i.e., the “gating by 
inhibition” theory (Jensen & Mazaheri, 2010; Figure 6). Jensen & Mazaheri (2010) 
hypothesized that the relevant information sent from one region to another is guided by the 
functional blocking of the pathway that is not relevant to the task. As we saw at the beginning 
of this manuscript, with the example of the visual processing of an apple and not a pear, there 
is a convergence of information in the visual hierarchy (see Figure 1B). It is therefore 
important to be able to prioritize the relevant information. 

 

 

 

Figure 6: In the context of the information is supposed to be routed from node a to node b but 
not to node c. A. One theory is that, on a short time scale, the synaptic connections between 
nodes a and b are strengthened, while those between nodes a and c are decreased. This would 
need a synaptic plasticity mechanism that operates quickly. B. Information might be gated 
through neuronal phase-synchronization between nodes a and c. The information flow from 
node a to c is blocked by adjusting the phase difference. C. Gating by inhibition. Functional 
inhibition actively suppresses node c. This controls the flow of information from point a to 
point b. The 9–13 Hz alpha band reflects the functional inhibition (Adapted from Jensen & 
Mazaheri, 2010). 
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 It is to explain this phenomenon that the theory of gating by inhibition was proposed 
and subsequently the nested oscillations framework (Bonnefond et al., 2017). This framework 
reconciles the gating by inhibition theory view with the communication through coherence 
framework (Fries, 2005, 2015; see Figure 7) in which synchronized gamma oscillations 
between regions allow to set up of specific communication, in order to allow internally 
controlled flexible communication. More precisely, in the communication through coherence 
framework, communication between transmitting and receiving neural pools depends on 
their gamma-band phase synchronization, or, more specifically, on whether the gamma 
oscillatory activity between the two neuronal pools is coherent. Therefore, signal 
transmission across neural connections would be controlled by the coherent phase of gamma 
oscillations (Fries, 2005). This might be achieved by the sending neuronal pool entraining the 
gamma phase in the receiving pool thus rendering their interconnection more powerful (Fries, 
2009) 

 

 

Figure 7: A sending neural group is represented by red-filled circles and a receiving neuronal 
group by green-filled circles. Action potentials of the neurons in the two groups are depicted 
by the thin vertical lines, and their motion is shown by the arrows along the connecting axons. 
Spikes that arrive at excitability peaks of the receiving neuronal group have pointed 
arrowheads. The arrowheads of spikes that miss excitability peaks are blunt. Coherent 
excitability changes between the red and green neural groups enable effective communication 
between them. However, the black neuronal group experiences excitability changes that are 
incoherent with the green neuronal group, which prevents communication between the two 
groups (Adapted from Fries, 2005). 
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Bonnefond et al.(2017; Figure 8) suggested that brain communication would be set up 
by (1) a top-down controlled low alpha power in relevant and communicating regions and (2) 
an optimal alignment of the phase of alpha oscillations (see also Palva & Palva, 2007) between 
these regions (as proposed in the gamma band by Fries et al., 2005, 2015) (3) an increase of 
alpha power in irrelevant brain regions possibly associated with an anti-phase alignment with 
relevant regions. This setting would allow gamma oscillations, induced by stimuli, and locally 
controlled by alpha oscillations, i.e., they could occur only during the excitable phase of alpha 
oscillations, to be specifically transferred between relevant regions. As for the “gating by 
inhibition” theory, functional inhibition of irrelevant brain regions is also crucial in this 
framework. 

 

 

Figure 8: The functional connection between A and C is established by the synchronization in 
the alpha-band. This allows for representational specific neuronal firing reflected by the 
gamma band activity to flow to region C. High alpha power in B and an asynchrony between 
B and C could be used to block communication between B and C. Information is thereby routed 
between regions based on both changes in alpha-band power, as in gating by inhibition, and 
phase synchronization between the regions, as in the communication through coherence. 
(Adapted from Bonnefond et al, 2017). 
 

Below, I present experimental works showing a link between alpha oscillations and 
perception and how they are modulated by attention. More specifically, I present the 
evidence in favor of and against a link between, top-down controlled, alpha oscillations and 
functional inhibition in particular to protect perceptual and memory processes from 
distractors. 
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2.1.2. Alpha power influences perception and is modulated by attention 

 

Figure 9: Left, the design of a detection task. Right, the topography of power of alpha band 
before stimulus presentation in the detection task. Stronger posterior alpha power was 
observed for misses than hits trials (adapted from van Dijk et al., 2008) 
 

Many studies have focused on how alpha power is related to visual perception. They 
hypothesized that if alpha oscillations are related to functional inhibition, low alpha power 
should be associated with higher cortical excitability than high alpha power (Romei et al., 
2008; Sauseng et al., 2009).  

In a detection task, it was shown that higher pre-stimulus alpha power, in the parieto-
occipital sulcus, was associated with a decrease of the likelihood of reporting a near-threshold 
stimulus (van Dijk et al., 2008; Figure 9). In this study, a smaller disc superimposed on a larger 
disc with different contrasts (gray levels) were shown to subjects. If there was a small 
variation in the gray levels between the two discs, subjects had to report it. Authors 
discovered that when prestimulus alpha power increased, visual discrimination ability 
decreased. Additionally, when alpha power is low, people have a higher likelihood of 
reporting TMS-induced phosphenes (Romei et al., 2008) or visual stimuli even in the absence 
of any visual stimulation (an increase of the False alarm rate; Iemi et al., 2017). Alpha 
modulations have therefore been proposed to be specifically associated with changes of the 
criterion parameters, i.e., the amount of sensory evidence needed to make a ‘signal present’ 
decision, as defined in the signal detection theory (Iemi et al., 2017; see Samaha et al., 2020 
for a review). Signal detection theory  (Emmerich, 1967; Macmillan & Creelman, 2005) 
quantifies the ability to differentiate a stimulus from noise - or by extension to differentiate 
between two stimuli. Signal detection theory allows us to know whether a change in 
performance is related to a change in perceptual sensitivity or in the response criterion. 
Overall, these studies indicate that alpha power could impact the likelihood of reporting the 
presence of (near-threshold or absent) stimuli by changing the excitability of visual areas.  

 
 Furthermore, many studies have shown that alpha oscillations can be internally (top-
down) controlled. Most of these studies manipulated spatial attention. In the Oxford 
dictionary, attention is defined as “the act of listening to, looking at or thinking about 
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something/somebody carefully; an interest that people show in somebody/something”. The 
attentional system operates in two dimensions: (1) the spatial dimension, by allowing the 
selection of relevant information to be processed, and (2) the temporal dimension by 
maintaining the resources to process such information. We can define two subtypes of spatial 
attention. The first subtype of spatial attention is the overt attention which is associated with 
eyes movement toward the attended stimulus. In contrast, in the covert attention, eyes are 
fixed on a different spatial location than the attended stimulus. Only the so-called attention 
spotlight is on the attended stimulus.  

In sensory regions, as in the primary visual cortex, it was shown that alpha oscillations 
are modulated by covert spatial attention in anticipation of stimuli (Fries et al., 2008; Worden 
et al., 2000; Wyart & Tallon-Baudry, 2008, 2009). The alpha decrease was observed 
contralateral to the attended stimulus (Capilla et al., 2014; Thut, 2006; Worden et al., 2000) 
while the alpha increase was observed in some studies contralateral to the unattended side, 
in particular when distractors were presented (Gutteling et al., 2021; Haegens et al., 2012; 
Kelly et al., 2006; Rihs et al., 2009). Worden et al.  (2000) developed a cued attention task 
using an arrow to indicate to the participants the side they should attend in each trial. If the 
stimulus, i.e., moving dots, appeared on the attended side, they had to indicate the motion 
direction. They had to ignore the stimulus when it was presented on the other side. They 
showed, using EEG, a posterior increase of alpha power before the stimulus contralateral to 
the side-to-ignore. This result was supported by several other studies using different 
paradigms (Gould et al., 2011; Händel et al., 2011; Kelly et al., 2006), including during stimulus 
presentation when a relevant change was expected to occur on the stimulus (Bauer et al., 
2014; see also Händel et al., 2011). All previous studies focused on visual areas, but similar 
results were found over somatosensory areas (e.g. Haegens et al., 2012) and over auditory 
areas (Wöstmann et al., 2019). Overall, these studies show a role of alpha power increase in 
functional inhibition or, in other terms, a disengagement of irrelevant areas that may 
decrease distractors processing. 

An alpha increase has also been observed over posterior regions to protect working 
memory from distracters (Jensen & Tesche, 2002; Jokisch & Jensen, 2007). Bonnefond and 
Jensen, in 2012, developed a working memory task in which each trial consisted of a set of 
four consonants to memorize followed by a retention period (see Figure 10). Then a probe 
was presented, and the subjects had to determine whether it was part of the memory set or 
not. A distractor was systematically presented during the retention period, 1.1s after the last 
consonant letter of the memory set. Two types of distractors, a “strong” one which was a 
consonant, i.e., it could be incorporated into working memory, and a “weak” one which was 
a symbol. These types of distractors were presented in different blocks, so the participants 
could anticipate which kind of distractor would be presented in each trial. The authors 
reported that alpha power over the occipitotemporal cortex was higher in anticipation of the 
distractor onset, of strong distractors than in anticipation of weak distractors. Furthermore, 
a stronger alpha power before strong distractors was associated with faster reaction times to 
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the probe (Bonnefond & Jensen, 2012, 2013; see also Payne et al., 2013). The authors 
interpreted these results as indicating that, a top-down controlled, alpha power increase 
would protect working memory against distractors. 

 
 

 

 
Figure 10: Design and results of the memory task used in Bonnefond and Jensen, 2012. Top: 
Design of the task. 1.1s after a memory set of four consonants, a distractor was presented to 
the subjects. There were two types of distractors depending on the block trials. Half of the 
block contained trials with “weak” distractors (a symbol) and the other half contained trials 
with “strong” distractors (a consonant). After this, a probe was presented, and the subject had 
to press a button to indicate whether the probe was part of the memory set or not. Bottom 
left: Time-frequency representation of power when comparing strong and weak distracters. 
Results revealed higher alpha power in anticipation of strong distracters r than of weak 
distracters. Bottom right: Source analysis of the alpha activity for the same period comparing 
strong to weak distracters (8–12 Hz; 0.6–1.1 s; t values are masked corresponding to a p-value 
of 0.05). Results are significant in the left occipitotemporal cortices (red areas; Adapted from 
Bonnefond and Jensen, 2012). 
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However, recent results and reviews have questioned the role of alpha increase as a 
mechanism for suppressing distractors processing in particular in attention tasks. Foster and 
Awh (2019) presented evidence that alpha decrease is important for signal enhancement but 
reported limited evidence for a role of alpha power in distractor suppression (Foster & Awh, 
2019). Although studies have shown that distractor suppression is an important component 
of visual attention, the authors bring to their review the view that perception at a relevant 
location can also occur through signal enhancement, which directly improves processing at 
attended locations. To support their claim, they cite several studies demonstrating that the 
topography of alpha activity follows the attended location, even in the absence of a distractor. 
To complete, research has demonstrated that alpha-band activity followed the cued location 
when the target location was cued but not when the distractor location was cued (Noonan et 
al., 2016). This finding suggests that alpha-band activity plays a role in signal enhancement 
but offers no evidence for a role in distractor exclusion. 

 
 

 

Figure 11: Example of a steady-state visual evoked potentials (SSVEP) task. Left, presentation 
of the task. Black letter sequences changing at 4 Hz were superimposed on white flickering 
squares (15Hz or 20Hz). Each stimulus is presented at different frequency of flash. Right 
topoplot of the amplitude of the SSVEP (15Hz, 20Hz, 4Hz). Results showed no suppression of 
SSVEPs amplitude of the unattended stimuli but an enhancement in the attended side of 
stimuli  (adapted from Antonov et al., 2020) 

Moreover, three studies used steady-state visual evoked potentials (SSVEPs), i.e., the 
activity generated by visual stimulations at a certain frequency, to test for the link between 
alpha oscillations and excitability (Antonov et al., 2020; Gundlach et al., 2020; Zhigalov & 
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Jensen, 2020; Figure 11). They all reported an absence of relation between alpha power, in 
particular the contralateral increase to the unattended side, and the amplitude of the SSVEPs 
within the same hemisphere. However, the localization of this alpha increase was parietal 
while SSVEPs were observed over occipital regions (Zhigalov & Jensen, 2020). This alpha 
increase could either reflect the gating of the information in higher-order regions as 
suggested by Zhigalov & Jensen (2020) or an inhibition process preventing attention shifts to 
the unattended side. This could be particularly important in these studies in which covert 
attention was maintained on the same side for several seconds. It is possible that the authors 
did not observe a link between occipital alpha and occipital SSVEP amplitude because the 
rhythmical stimulations might prevent the detection of alpha oscillations (see Samaha et al., 
2020 for a short discussion on that issue). 

In any case, the link between alpha increase and functional inhibition e.g., protecting 
perceptual, memory, or reasoning processes from distractors remains to be validated. In 
particular, the context of the experiment, e.g. the frequency of the distractor, the perceptual 
load, or the paradigm used to study the suppression of the distractor might play a role 
(Gutteling et al., 2021; Noonan et al., 2016; van Moorselaar & Slagter, 2020; Wöstmann et al., 
2022).  

 
 
2.1.3. Alpha phase and frequency influence perception and attentional modulation 

 
As I mentioned above, alpha oscillations could be described as pulses of inhibition, 

therefore perception should also be influenced by the phase of alpha oscillations but also by 
their frequency as it impacts the duration of the window of excitability. 
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Figure 12: (A) Two examples of results of correlation between phase and behavior. These 
results showed that the alpha phase before stimulus influence behavior. Left, the pre-stimulus 
alpha phase was strongly predictive if the subject perceives or not a peripherical flash. Right, 
the same task with a spatial cue. Results showed that the alpha phase was significatively 
linked with the detection of a flash light in the attend position (adapted from VanRullen et al., 
2011). (B) Left: Task orientation discrimination design. The predictability of the stimulus onset 
was manipulated using a cue (650 and 1400ms post-cue). (B) Right: Topography and time 
frequency representation of the intertrial phase concentration. Results showed that in trials in 
which subject could predict the stimulus onset, the alpha-band phase concentration before 
the stimulus was higher than in trials in which they could not predict the timing (unpredictable 
trials). These results therefore revealed that alpha phase can be adjusted in anticipation of 
predictable stimuli to optimize their processing (adapted from Samaha et al., 2015). 

 Many studies have demonstrated periodicities in perception and attention (for a 
review see VanRullen, 2016). Several studies have indeed shown that the phase of alpha 
oscillation before the stimulus influenced the likelihood of perceiving a near-threshold 
stimulus as well as the amplitude of early evoked potentials (Alexander et al., 2020; Busch et 
al., 2009; Busch & VanRullen, 2010; Dou et al., 2021; A. M. Harris et al., 2018; K. E. Mathewson 
et al., 2009; Samaha et al., 2017; VanRullen et al., 2011;Figure 12A). Moreover, a transcranial 
magnetic stimulation (TMS) study showed a relationship between the alpha phase and the 
likelihood of perceiving a (occipital) stimulation-induced phosphene in participants (Dugue et 
al., 2011). In addition, this phase influence depended on alpha power in line with the alpha 
inhibition hypothesis (Fakche et al., 2022) 
 

Similarly to alpha power, some studies have reported evidence showing that the alpha 
phase could be under top-down control using tasks in which the timing of stimulus display 
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was predictable. The alpha phase was adjusted before the stimulus onset either to optimize 
(alignment of the excitable phase) or suppress (alignment of the inhibition phase) the 
processing of relevant or irrelevant information respectively (Bonnefond & Jensen, 2012a; 
Samaha & Postle, 2015; Solís-Vivanco et al., 2018, Figure 12B).  

Moreover, it has been directly and indirectly shown that when the onset of two simple 
stimuli, presented successively at a given position, occurs within a cycle of alpha oscillations, 
they would be considered/integrated by the neural system as a single item (e.g., Samaha & 
Postle, 2015; Shen et al., 2019; see also Baumgarten et al., 2015 in the somatosensory 
domain). For instance, Samaha and Postle (2015) specifically showed that the alpha peak 
frequency of each participant was correlated with the likelihood of perceiving one or two 
visual flashes when two flashes were presented with a short delay between them . 

Similarly, one study has shown that the frequency of alpha oscillations could also be 
under top-down control. Wutz et al. (2018) showed that the instruction of the task (i.e., the 
context) could influence the frequency of oscillations adjusted in anticipation of stimuli so 
that when two stimuli presented closely in time need to be integrated, the frequency of 
anticipatory oscillations would be slower than when the two stimuli need to be segregated to 
perform the task. The idea is that the two stimuli would have a higher likelihood to be 
processed within a cycle if the frequency was slower.  

However, there is only sparse evidence for alpha phase/frequency adjustment in 
anticipation of relevant/irrelevant stimuli and one study did not find phase adjustment in 
anticipation of predictable stimuli in a cross-modal (visual/auditory) attention task. Some 
authors reported no evidence of phase alignment in anticipation of targets or distracting 
stimuli (van Diepen et al., 2015). These authors presented to subjects a cue indicating to 
identify targets in the visual or auditory domains presented simultaneously. If subjects had to 
attend to visual stimuli, they had to inhibit the processing of the simultaneous auditory 
stimulus to perform optimally. For visual stimuli, they had to respond according to the 
orientation of gratings and for stimuli according to tones. The fact that the authors did not 
find an anticipatory adjustment of the alpha phase might result from (1) the lack of learning 
period and (2) the low difficulty level of the task. In particular, given that the two types of 
stimuli do not share any common characteristics, the unattended stimulus could be poorly 
distracting. This is highlighted by the small difference in response time between the 
experiment where both stimuli are presented at the same time and the one where only one 
is presented.  

 

2.1.4. Generators and laminar profile 

The origin of alpha oscillations is not consensual in the literature. 

Although in this thesis there will be no result on the laminar profile of alpha 
oscillations, it seems nevertheless important to address this point in more detail. It should be 
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noted that in our study number 2 (see chapter 2), we use a headcast to perform a high-
resolution MEG which we hope will allow us to study alpha oscillations at the laminar level 
(for details see below section 3.2.2). 

 
It is important to start with a quick remembering of the cortex composition. The cortex 

is composed of six layers with a characteristic distribution of neuronal subtypes and their 
intra-cortical and sub-cortical connections(Palomero-Gallagher & Zilles, 2019; Remmelzwaal 
et al., 2020 see Figure 13). The Molecular Layer is the first layer, and it comprises a few 
dispersed neurons. It mostly consists of pyramidal neuron apical dendrite extensions, 
horizontal pyramidal neurons, and axons, horizontal Cajal cells (Cajal-Retzius cells), and glial 
cells. Layer I is the main target of interhemispheric cortico-cortical Afferences. Layer II is the 
outer granular layer, which contains numerous small pyramidal and stellate neurons. Small 
and medium-sized pyramidal neurons, as well as non-pyramidal neurons with axons 
orientated vertically in the cortex, constitute Layer III, the outer pyramidal layer. Layer III is 
the principal source of cortico-cortical Efferences. These three first layers could be grouped 
under the name supragranular layers. Layer IV, the inner granular layer, is the primary target 
of Thalamo-Cortical Afferences originating from Type C thalamic neurons as well as intra-
hemispheric cortico-cortical Afferences. Large pyramidal neurons are found in Layer V, the 
inner pyramidal layer. These neurons' axons exit the brain and attach to subcortical structures 
like the Basal Ganglia. Layer VI has a mix of big, tiny, and multiform pyramidal neurons. 
Efferent fibers are sent into the thalamus by Layer VI, forming a precise and particular link 
between the cortex and the thalamus. Both excitatory and inhibitory connections exist. 
Neurons provide excitatory fibers to thalamic neurons and collaterals to the reticular nucleus 
of the thalamus, which inhibits the same or nearby thalamic neurons. These two last layers 
are grouped under the name of infragranular layers. This layer also receives connection from 
the feedback pathway (Bonnefond et al., 2017; Markov et al., 2014) 
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Figure 13: The cerebral cortical layers; the cortex is composed of six layers with a characteristic 
distribution of neuronal subtypes. Supragranular layer (I-III), granular layer (IV), and the 
infragranular layer (V-VI) in the neocortex. (Adapted from Remmelzwaal et al., 2020) 

 
First, some studies investigated the laminar profile of alpha oscillations in the visual 

cortex. In vivo, laminar recording in the visual cortex revealed alpha generators across all 
cortical layers except in the inferotemporal cortex in which alpha generators were found only 
in supragranular and infragranular layers (Bollimunta et al., 2008). Synchronization of alpha 
is often stronger in deeper layers than in superficial (Buffalo et al., 2011; but see Haegens et 
al., 2015). Alpha oscillations could involve somatostatin cells engaged via lateral connections 
or trans-laminar fast-spiking neurons engaged by layer 6 neurons (Bortone et al., 2014; Olsen 
et al., 2012) or layer 5 pyramidal cells (Buchanan et al., 2012)  but further research is needed 
to evaluate their behavior during alpha oscillations. Layer 1 interneurons might also be 
involved as dendrites from layers 2/3A, 3B, and 5, in which alpha oscillations are observed, 
reach this layer (Angelucci & Bullier, 2003; Tamura et al., 2004). 

 But other studies worked on the possibility that alpha oscillations could be generated 
in other regions. The thalamus, in part, could play the role of generator of alpha oscillation 
(Hughes et al., 2011; Hughes & Crunelli, 2005; Lorincz et al., 2008, 2009). More recently, a 
study on cats has highlighted a strong coherence between the thalamus activity, in the lateral 
geniculate nucleus, and the alpha rhythm in the visual cortex (Lorincz et al., 2009). The activity 
rhythm of this relay could play a role in the temporal segmentation of inputs arriving in the 
visual cortex. Furthermore, it has been shown that lesion of the posterior thalamus, reduces 
alpha activity (Lukashevich & Sazonova, 1996). The pulvinar, another nucleus of the thalamus, 
is connected to layer 2/3 of a given visual area and layer 4 of the connected visual area below 
in the hierarchy and as such might be able to control the flow of information between visual 
regions (Saalmann & Kastner, 2011). Granger causality analyses in monkey data indeed 
showed that alpha oscillations in the pulvinar would drive alpha oscillations in V4 and 
temporo-occipital area (TEO) (Saalmann et al., 2012). 
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2.1.5. Alpha oscillation beyond early sensory region and top-down control of alpha  
2.1.5.1. Alpha in high order area 
 

We have seen in the sections above the role of alpha oscillations in the early sensory 
areas. We will now focus on its potential role in higher areas including in some networks. 

 
We saw briefly in section 1.3.3 the role of the VAN (see also Figure 14). This network 

has been associated with the capture of attention by unattended, but relevant, stimuli 
(Corbetta et al., 2008; Corbetta & Shulman, 2002). According to the authors, in these both 
papers, avoiding the capture of attention by irrelevant stimuli required the inhibition of the 
VAN. We can therefore suggest that alpha oscillations can play an inhibitory role in the VAN, 
in certain tasks that require focus on a target to respond.  An element that allows us to detail 
this theory is the paper of Solis-Vivanco et al. (2021). The authors showed that decreased 
distractor interference over participants was linked with increased alpha/beta power in the 
VAN. 

 
Another network where alpha can play a role is the default mode network (DMN). DMN 

is engaged during internal concentration. During a task, this network's activity usually 
diminishes (Ossandon et al., 2011; Raichle, 2015). This network contains bilateral and 
symmetrical cortical areas, in the medial and lateral parietal, medial prefrontal, and medial 
and lateral temporal cortices (Raichle, 2015). Ossandon and colleagues (2011) used a task that 
consisted of a visual target search. Subjects, who have intracranial electrodes, had to find the 
letter “T” among thirty-five letter “L”. They randomly alternated between the easy condition 
(target in grey color and distractor in black) and the difficult condition (all the letters are grey). 
Over the DMN, they detected a significant decrease in gamma activity but also an increase in 
alpha/beta activity for a shorter period in the easy condition compared to the difficult. This 
finding suggests that, in the difficult condition, it was necessary to inhibit the DMN by 
alpha/beta activity for a longer period to succeed in the task. 
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Figure 14: Left, Dorsal attention network (DAN, in yellow) and ventral attention network (VAN, 
in blue; only a part of the regions of the VAN are depicted here). FEF: frontal eye fields, IPS: 
inferior parietal sulcus, SPL: superior lobe, IFG: inferior frontal gyrus, IPL inferior parietal lobe, 
MFG: middle frontal gyrus, TPJ: temporoparietal junction. DLPFC: dorsolateral prefrontal 
cortex (adapted from Aboitiz et al., 2014). Right, fMRI results highlighting the VAN and the 
DAN (Adapted from Vossel et al. 2013) 

 
2.1.5.2. Top-down control of alpha  

 
The process through which the mind adaptably influences bottom-up sensory 

processing (i.e., exogenous) is known as top-down processing (i.e., endogenous). It involves 
our expectations, attentional concentration, and other cognitive factors.  Many studies have 
shown the top-down control of alpha oscillations. For example, in a study with monkeys, the 
authors found that electrostimulation of V4 induced alpha oscillation in V1 (van Kerkoerle et 
al., 2014). Another study has shown that top-down control of alpha oscillations could 
originate in brain regions of the dorsal attention network (DAN; see Figure 14) such as the 
frontal eye field (FEF) and the parietal cortex (Zhigalov & Jensen, 2020). A few covert 
attentional studies have revealed, using EEG, MEG, and TMS that FEF (as well as the right 
inferior gyrus) was involved in the top-down control of posterior alpha power modulation 
(Marshall, Bergmann, et al., 2015; Popov et al., 2017; Wang et al., 2016). Additionally, 
involvement of the dorsolateral prefrontal cortex (DLPFC) in controlling posterior alpha phase 
adjustment (see section 2.1.3) has been found in working memory and a bimodal attentional 
task (Bonnefond & Jensen, 2012a; Solís-Vivanco et al., 2018). 

One of the brain structures that may therefore be involved in the top-down control of 
alpha is the DLPFC. This role has been highlighted by several teams in different tasks involving 
working memory or attentional task (Bonnefond & Jensen, 2013; Zanto et al., 2010).  

 
The role of these different regions in different contexts and how they interact remain 

however unclear (see next section).  
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2.2. Open questions regarding alpha oscillations and axes of the thesis 

My thesis consists of three chapters testing overlapping and distinct questions. 

First, as discussed in section 2.1.2, there is still a debate regarding whether alpha 
oscillations are involved in the disengagement of irrelevant areas and/or in suppressing the 
processing of unattended information/distractors. Testing this hypothesis was one of the 
main goals of this work and involved the three chapters.  

Moreover, most experiments studied alpha modulation in primary cortices (and 
parietal cortex) but few teams have attempted to determine whether these alpha oscillations 
are associated with inhibition of irrelevant information processing in brain regions higher up 
the sensory cortical hierarchy (see Snyder & Foxe, 2010 for an EEG study with limited spatial 
resolution). It thus remains to be clearly determined whether these oscillations are also 
involved in the functional inhibition of higher-level regions, especially since an opposite role 
of these oscillations, i.e., a facilitating role, has been demonstrated in monkeys at the level of 
the temporal cortex (Mo et al., 2011). Moreover, Solis-Vivanco et al. (2021) have shown that 
upper-band alpha/beta (10-20Hz) were associated with an inhibition of the ventral attention 
network (VAN), which encompasses the inferior and medial frontal gyri and the 
temporoparietal junction (see Figure 14), during a cross-modal attention task. This network 
has been associated with the capture of attention by unattended, but relevant, stimuli 
(Corbetta et al., 2008; Corbetta & Shulman, 2002). Corbetta et al. (2002, 2008) suggested that 
the inhibition of the VAN was crucial for preventing the capture of attention by irrelevant 
stimuli. In line with that idea, Solis-Vivanco et al. (2021) reported that higher alpha/beta 
power in the VAN was associated with lower distractor interference over subjects. Only this 
study has reported this alpha/beta increase over the VAN so far. Whether alpha increase 
related to functional inhibition can be found in higher-order regions including the VAN will be 
addressed in the three chapters. 

Furthermore, as mentioned in section 2.1.3, there are also contradictory evidence 
regarding the existence of alpha phase adjustment in anticipation of a predictable stimulus. 
This will be addressed in the first chapter of the thesis. 

As also discussed in section 2.1.2, modulations of alpha oscillations have mainly been 
observed during stimulus anticipation in attentional or memory tasks (Bonnefond & Jensen, 
2012; Capilla et al., 2014; Haegens et al., 2012; Thut, 2006; but see e.g. Bauer et al., 2014;). 
Thus, it remains to be tested whether alpha oscillations can play an inhibitory role during 
stimulus processing.  This could be particularly crucial in complex cognitive tasks (e.g., 
reasoning) requiring inhibition of visual processing to reason more abstractly. This is the goal 
of the third chapter. 

Finally, as discussed in section 2.1.4, relatively few studies have identified the brain 
regions that may control these sensory alpha oscillations. As most experiments in the 
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oscillation literature have focused on attention, results have revealed the involvement of the 
dorsal attentional network namely the frontal eye field (FEF), cortex, parietal cortex or even 
the pulvinar (Marshall, O’Shea, et al., 2015; Marshall, Bergmann, et al., 2015; Popov et al., 
2017; Saalmann et al., 2012). The evidence is scant, however. Furthermore, in tasks requiring 
cognitive control and inhibition, such as reasoning or Stroop tasks, the dorsolateral prefrontal 
cortex (DLPFC) plays a particularly important role. Thus, it remains to be determined whether 
and how this brain region is involved (in the same frequency band or via cross-frequency 
coupling) in the control of the power and the phase (see Solis-Vivanco et al., 2018) of sensory 
alpha oscillations. This will be addressed in the three chapters. 

 

3. General outline of the thesis 
 

To answer these questions, three MEG experiments have been conducted. Each will 
be described below and will constitute the chapters of this thesis 
 
3.1. Experiments 
 

The data for the word-color and reasoning tasks were acquired before the beginning 
of my thesis. 
 
3.1.1. Word and color task 

This experiment was an adaptation of the Stroop task involving a visual cue indicating, 
at each trial, whether the participants should process the color of the ink of the word (‘color’ 
condition) or the word itself (‘word condition’). The ink and the color indicated by the word 
were incongruent. This experiment was designed to address points  1, 2, 3, and 5 about (1) 
whether visual alpha oscillations can emerge in high-level visual regions (here in particular 
the visual word form area, VWFA, which should be inhibited for subjects to be able to report 
the color of the 'ink'; see Polk et al. 2008), but also in the VAN (2) whether alpha inhibition 
phase can be adjusted in order to optimally suppress the processing of the word in the ‘color’ 
condition (the timing of the onset of the stimulus was predictable) and (3) whether these 
alpha oscillations are controlled by the DLPFC.   
  
3.1.2. Faces and names task 

This experiment is similar to the task presented above. We designed this task because 
the design of the previous task was not adapted for optimal distractor suppression. In this 
task, participants were asked at the beginning of each block to either attend the name or the 
face of a stimulus by combining a name on top of a face. More specifically they were asked to 
determine whether the name/face was more considered as female or male. The names and 
faces could be either congruent or incongruent. This experiment will answer questions 1, 2, 
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and 5 about whether visual alpha oscillations can emerge in high-level visual regions, (here in 
particular the VAN, the visual word form area, VWFA, which should be inhibited in the 
condition where subjects have to attend faces and the Fusiform Face Area, FFA, in the 
opposite condition) and whether these oscillations are controlled by the DLPFC. In addition, 
we aim at analyzing the laminar profile of alpha oscillations in this task (future direction; see 
section 2.1.4 and see below). 

 
3.1.3. Reasoning task 

This experiment we used was a reasoning task hypothesized to involve the inhibition 
of the visual cortex by the DLPFC in order to perform well as demonstrated by an fMRI 
experiment (Prado & Noveck, 2007). Specifically, subjects were given a rule and asked to 
respond whether the stimuli that appeared afterward confirmed this rule or not. For example, 
the rule could be “If there is a J, then there is not a square” and the stimulus a J in a square. 
In that example, participants must overcome the so-called “matching bias”, the tendency to 
answer “correct” whenever the stimuli presented match the ones mentioned in the rule, to 
perform well. This experiment will address points 1, 2, 4, and 5 mentioned in section 2.2 as to 
whether visual alpha oscillations reflect functional inhibition during stimulus processing in a 
high-level cognitive task and whether the DLPFC exerts top-down control over these posterior 
oscillations. 

 
3.2. Techniques 
 

3.2.1. Behavior analysis 
Behavioral data are informative regarding the processing performed by the brain. 

Analyses of hit rate and response time (RT) inform about the task difficulty and the processing 
time 

 
3.2.2. High-resolution MEG (and MRI) 

For analyzing brain oscillatory activity, different techniques are available. We used 
MEG for the three experiments to investigate the role of alpha oscillations (see section 1). We 
chose MEG because this technique combines a high spatial and temporal resolution which 
was necessary to answer the questions formulated above. Moreover, the advantage of 
measuring magnetic fields rather than electric fields, as in EEG-is that they pass through the 
skull and other tissues between the active neurons and the MEG detectors without distortion 
(unlike EEG, where the signal is more blurred or fuzzy). 

In our second study (chapter 2), we used high-resolution MEG that is expected to allow 
us to detect the activity with excellent spatial precision, which can go up to the laminar scale. 
This precision is possible thanks to individual headcasts that drastically reduce head 
movements within the MEG and thus significantly improve its spatial resolution(Bonaiuto et 
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al., 2018; Meyer et al., 2017). Two factors reduce precision of results in MEG data. The co-
registration between anatomical MRI and the MEG data and the movement of the head 
during the acquisition which can create ~5mm of uncertainty. In previous studies, the 
headcast reduced head movements by under 0.2 mm in the x and y dimensions, and under 
1.5 mm in the z dimension, while co-registration error was under 1.5 mm in any dimension 
(Bonaiuto et al., 2018).  In our study, we adapted this headcast to the supine position of the 
subject which already reduces the head movements, especially on the z-axis. These headcasts 
were designed by Denis Schwartz and Sébastien Daligault from the anatomical MRI of each 
subject using a 3D printer available at the Cermep imaging center of Lyon (Figure 15). I have 
been involved in the development of this headcast, including the improvement of the design 
and pilots to check the reproducibility of the repositioning of the headcast and the MEG coils. 
To obtain this headcast we first extracted an image of the skull from an MRI image of the 
subject. Based on it, we constructed a foam head-cast that fit with the participants’ scalp and 
the MEG dewar (Bonaiuto et al., 2018; Meyer et al., 2017). First, scalp surfaces with coils 
positions were extracted from the MRI scan. Next, the surfaces obtained were modelized to 
print with the 3D printer. The 3D printed model was then placed inside a replica of the MEG 
dewar and the space between was filled with polyurethane foam to create the participant-
specific headcast with a location for MEG fiducial coils placed during scanning. 

 

 
 

 
 
 

 

 

 

3.2.3.  MEG data analysis 
 
3.2.3.1. Preprocessing 

To obtain results with MEG there are some steps to follow. As we see above (section 
1), the magnetic fields due to neural activity are extremely weak, thus measuring them is 
challenging both in terms of required sensitivity and also in the ability to suppress 
interference several orders of magnitude stronger than the signals of interest. Before analysis, 
MEG data often undergo several preprocessing steps. First is artifact detection and removal. 
The different types of artifacts are blinks, saccades, and muscles contraction during the period 
of interest. Muscles artifacts can result from neck or jaw contraction. The activity produced 

Figure 15: Design of the headcast used for the study in the chapter 2 
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by this contraction adds noise higher than recorded brain activity. For the blinks and saccades, 
in addition to the fact that produce a little muscles contraction around the eyes, all our tasks 
are visual so if the subject closed his eyes or did not look at the desired location, this did not 
allow him to perform the task properly. To detect all these artifacts, we started with 
automatic detection by computing the z-score followed by visual control. The z-score 
describes the position of a point s in terms of its distance from the mean when measured in 
standard deviation units.  There is another important element to check, the head movement. 
Using the coils on the subject (for the first and last study) or in the headcast (for the second 
study) it is possible to follow head movement during the task and see the relative position to 
the MEG sensors. This step is important because when evaluating MEG data at both the 
sensors and sources levels, head motions may reduce statistical sensitivity. As a result, it is 
advised to include head motions in the offline MEG analysis (for further information see Stolk 
et al., 2013). 

3.2.3.2. Time frequency and sensor analysis  

We saw above that oscillations can be described by three features, frequency, power, 
and phase (see section 1 and Figure 4A). The best way to characterize their temporal 
dynamics is the time-frequency analysis. This analysis measures the changes in power and 
phase of neural oscillations across time at different frequencies. This allows us to see the 
dynamic of these changes. The time-frequency representation (TFR) allows us to see the 
results of this analysis in one graph with the time on the x-axis, frequency on the y-axis, and 
the power on the color scale. This type of analysis can be calculated for each MEG sensor to 
see what they record individually. Thus, we can define if activity comes from left occipital 
regions, for example, but it is difficult to be more precise. Moreover, Planar gradients of the 
MEG field distribution were computed for the sensor-level studies (Bastiaansen & Knösche, 
2000). In order to approximate the signal obtained by MEG systems with planar gradiometers, 
we employed the closest neighbor approach to determine the horizontal and vertical 
components of the estimated planar gradients. The biggest signal of the planar gradient is 
often situated above the source; therefore, this format makes it easier to analyze sensor-level 
data. To enhance precision, it is necessary to turn to another type of analysis, the source 
analysis.  

 

3.2.3.3. Source analysis 

The goal of the source analysis is to estimate the source producing the activity 
recorded by sensors. There are several techniques and parameters for estimating sources. In 
this paragraph, we will first see the general functioning of the forward and inverse model. 
Then we will discuss the methods that we have used during this thesis.  
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Before it is necessary to align the anatomical MRI of the subject and the sensor of the 
MEG. For this step, we used fiducials placed on the subject during the MRI session and those 
placed in the headcast during the MEG session. It is commonly referred to as co-registration. 

The forward model (also called a gain or lead field matrix) allows to calculate an 
estimate of the field measured by the MEG sensors for a given current distribution. To do this, 
one of the methods is to build so-called "realistic" models of the different tissues of the head. 
These models are built for each subject individually from their anatomical MRI. -Image 
processing methods, call segmentation, are then used to extract the different brain 
structures. We calculate the leadfield, i.e., for each point of the constructed mesh we simulate 
a source and look at the sensors to see the results that will be recorded if this was the case 
during our experiments. 

The next step is to compute the inverse model. It consists of estimating the 
distribution of the current sources having produced the magnetic fields measured at the 
surface of the scalp, each source is represented by a current dipole. There are several 
techniques to solve the inverse problem, but we will develop here only the beamformer 
method. Among other methods we can mention minimal norm estimation (MNE; Pascual-
Marqui et al., 1994), low-resolution brain electromagnetic tomography (Loreta; M. 
Hämäläinen & Ilmoniemi, 1994) or dSPM (dynamic statistical parametric mapping; Dale et al., 
2000). The MNE is a distributed inverse solution that discretizes the source space into 
locations on the cortical surface or in the brain volume using many equivalent current dipoles. 
It estimates the amplitude of all modeled source locations simultaneously and recovers a 
source distribution with minimum overall energy that produces data consistent with the 
measurement.  

 The beamformer is a spatial filtering method. It is an approach consisting of 
calculating at each point of the space a filter which applied to the data extracts the 
contribution of the source placed in this point and cancels the contribution of the other 
sources. We used two types of methods during this thesis: Dynamical Imaging of Coherent 
Sources (DICS) and the Linearly Constrained Minimum Variance (LCMV). The first one is based 
on estimation calculated in the frequency domain (Gross et al., 2001). The second one is on 
the time domain (Van Veen et al., 1997). 

 

3.2.3.4. Statistics  

For the statistic part of our MEG analyses, we have used the nonparametric cluster-
based permutation analysis (Maris & Oostenveld, 2007). To summarize, the first step is to 
calculate paired t-tests for each data sample between two conditions over subjects, which 
are then thresholded at P < 0.05. The second step is to select significant samples to group into 
connected sets (clusters) based on temporal, spatial, and spectral adjacency. Then we keep 
the sum within each cluster, and the procedure is repeated 1000 times on randomly shuffled 
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data in the condition assignment within each individual. From this distribution, the cluster 
probability of each is computed. Clusters are labeled as significant under a P-value (e.g., P ≤ 
0.05). 

 

 

 

 

 

 

 

 

 

 

 

 



43 
 

Chapter 1: Functional 
inhibition of the 
ventral attention and 
default mode 
networks during an 
attentional task 
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Abstract 

Selective attention is a crucial mechanism that allows us to focus on relevant 
information or, conversely, to ignore irrelevant information. Recently, several studies have 
provided results questioning the link between alpha oscillations and functional inhibition. In 
this MEG study with 20 participants, we used a modified Stroop task to determine (1) whether 
alpha oscillations are associated to functional inhibition over high-order visual regions as well 
as the ventral attention network (VAN), (2) whether alpha phase is adjusted in anticipation of 
relevant and irrelevant stimuli. We did not find a significant increase of pre-stimulus alpha 
power and phase in the attend-color condition compared to the attend-word condition, in 
line with the absence of Stroop effect at the behavioral level. However, we found higher 
alpha/beta power (10-20 Hz), compared to control conditions, in the VAN in anticipation and 
during the processing of stimuli in all conditions. We also found higher alpha/beta in several 
nodes of the default mode network (DMN). The alpha-beta power in several node of the VAN 
and DMN was associated with faster reaction times indicating that the inhibition of these 
networks might help to perform the task. In addition, we found stronger theta (4 Hz) power 
in anticipation and during stimulus processing over the cognitive control network.  
Furthermore, this theta power was associated with faster reaction times possibly indicating 
that good performances in the task involved a high level of cognitive control.  

 
Introduction 

Selective attention is a crucial mechanism that allows us to focus on relevant 
information and, conversely, to ignore irrelevant information. For instance, it has been shown 
that ignoring elements of a stimulus in a working memory task would allow to remember 
more efficiently (Zanto & Gazzaley, 2009). Understanding this mechanism seems therefore 
crucial.   

Over the past few years, many research groups suggested that alpha oscillations 
(~10Hz) would be involved in such a mechanism as an increase of alpha amplitude would be 
associated with a decrease of the excitability and vice versa  (for a review see Foxe & Snyder, 
2011; Jensen et al., 2012; Klimesch et al., 2007). In visual attention tasks, it was shown, using 
magnetoencephalography (MEG) and electroencephalography (EEG), that alpha amplitude 
decreased over posterior regions contralateral to the attended stimulus (Capilla et al., 2014; 
Dombrowe & Hilgetag, 2014; Gould et al., 2011; Ikkai et al., 2016; Kelly et al., 2009; Rihs et 
al., 2009; Rihs et al., 2007; Thut, 2006; Worden et al., 2000). Similar results were found over 
somatosensory areas in somatosensory attention paradigms (Haegens et al., 2012; Haegens, 
Händel, et al., 2011; Trenner et al., 2008) . An increase of alpha amplitude was further 
observed over posterior regions ipsilateral to the attended side, in particular when a 
distracter was presented on the unattended side, (Green et al., 2017; Gutteling et al., 2021; 
Haegens et al., 2012; Ikkai et al., 2016; Kelly et al., 2006; Rihs et al., 2009; Sauseng et al., 2009; 
Siegel et al., 2008; Wildegger et al., 2017). In working memory tasks, an increase of alpha 
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power was also observed in the non-engaged stream (Bonnefond & Jensen, 2012; Jokisch & 
Jensen, 2007; Park et al., 2014; Payne et al., 2013). This alpha increase would allow to protect 
perceptual and working memory processes from distractors. In addition,  an increase of high-
alpha/low beta amplitude has been observed in the ventral attention network (VAN), 
interpreted as reflecting inhibition of this network (see Corbetta & Shulman, 2002), during a 
goal-driven task (Solís-Vivanco et al., 2021).  

 
Recently, several studies have provided results questioning the link between alpha 

oscillations and functional inhibition (Antonov et al., 2020; Foster & Awh, 2019; Gundlach et 
al., 2020; Zhigalov & Jensen, 2020). These studies tested the link between excitability, as 
indexed by steady-state visual evoked potentials (SSVEPs) and alpha oscillation using EEG or 
MEG. They reported no link between the non-attended SSVEPs and the ipsilateral alpha 
increase in amplitude, space, or latency. In particular, one of this study showed that the 
target/distractor’ SSVEPs  was localized in the early occipital cortex whereas the alpha 
modulation originated in the occipito-parietal cortex (Zhigalov & Jensen, 2020). They 
hypothesized that the parietal increase could implement a gating rather than a gain control 
mechanism. However, it is possible that rhythmical visual stimulation could alter the 
detection of alpha modulation in the early cortex (see Samaha et al., 2020 for a discussion) 
Altogether, these studies showed that the link between alpha oscillations and functional 
inhibition remains to be clarified. Furthermore, alpha modulation has been mostly reported 
in early visual regions; whether a similar mechanism could be observed over higher order 
visual regions remains to be investigated (but see Capilla et al., 2014; Snyder & Foxe, 2010). 

 
In addition to the top-down modulation of alpha amplitude, different studies have 

shown that alpha phase could be adjusted in anticipation of relevant or irrelevant stimuli 
when the timing of stimulus presentation was predictable (Bonnefond & Jensen, 2012; 
Samaha & Postle, 2015; Solís-Vivanco et al., 2018). This adjustment appears to optimize 
behavioral performances by improving the processing of relevant stimuli and suppressing the 
processing of irrelevant stimuli. One study, however, did not find phase adjustment in 
anticipation of predictable stimuli (van Diepen et al., 2015). Finally, it is still unclear which 
brain regions are involved in the control of posterior alpha. A few covert attentional studies 
have revealed, using EEG, MEG and TMS that frontal eye field (FEF) (as well as the right inferior 
gyrus) was involved in the top-down control of posterior alpha power modulation (Marshall, 
Bergmann, et al., 2015; Popov et al., 2017; Wang et al., 2016). Additionally, an involvement 
of the left frontal gyrus in controlling posterior alpha phase adjustment has been reported in 
a working memory and a bimodal attentional tasks (Bonnefond & Jensen, 2012; Solís-Vivanco 
et al., 2018). The role of these different regions in different cognitive tasks or in controlling 
alpha amplitude versus phase remains to be further explored. 

 
The goal of the experiment presented in this paper was to determine (1) whether 

alpha oscillations are associated to functional inhibition over high-order visual regions as well 
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as the VAN (see Solís-Vivanco et al., 2021) and (2) whether alpha phase is adjusted in 
anticipation of relevant and irrelevant stimuli and (3) which brain regions are involved in 
controlling visual alpha amplitude and phase.  

 
To investigate these questions, we used MEG and designed a cue-based modified 

Stroop task inspired by the Stroop task (Stroop, 1935). In the Stroop task, participants are 
asked to report the color of the ink of a word indicating a different color. In the current study, 
a cue indicated, in each trial, to the participants whether they should report the color of the 
ink (attend-color condition), or the color indicated by the word (attend-word condition). In an 
fMRI study that used a Stroop task, the authors reported an increase of the  BOLD signal in 
the ‘color area’ and a decrease in visual word form area while participants were reporting the 
color of the ink (VWFA; Polk et al., 2008). As a negative correlation between alpha oscillation 
and BOLD signal has been shown in several EEG-fMRI tasks (e.g. Laufs et al., 2006; Scheeringa 
et al., 2011), we hypothesized that alpha oscillations should increase in the VWFA and possibly 
decrease in the color area in the attend-color condition. Moreover, as in our task design 
participants could predict stimuli onset, we hypothesized that the alpha phase would be 
adjusted in anticipation of the stimuli but with a different adjusted phase in the VWFA and 
the color area in the attend-color condition. More precisely, we expect that, at the moment 
of the processing of the stimulus, the phase adjusted in VWFA would be associated with 
inhibition, to optimally suppress the processing the word, and the phase adjusted in the color 
area would be associated with excitation, to optimally process the color of the ink. We 
predicted that alpha amplitude and phase modulations would be correlated with 
performance.  

 
 We did not find a slower reaction times in the color than in the attend-word condition. 
This absence of effect might result from the presentation duration or the training of 
participants. We found no significant modulation of alpha power and phase in anticipation of 
the stimuli in the attend-color compared to the attend-word condition. We however found 
higher alpha/beta power in the VAN in anticipation and during processing of stimuli in both 
conditions. We also found alpha/beta in several nodes of the default mode network (DMN) 
indicating a possible inhibition of this network in anticipation and during stimulus processing. 
The alpha-beta power in some nodes of the VAN and DMN was associated with faster reaction 
times indicating that the inhibition of these two networks might help to perform the task. In 
addition, we found strong theta power in anticipation and during stimulus processing over 
the right dorsolateral prefrontal cortex, the ACC, and the ventromedial prefrontal cortex, i.e., 
regions associated with cognitive control. High theta power was associated with faster 
reaction times, possibly indicating that good performances in the task involved a high level of 
cognitive control.  
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Methods 

Participants 
The study was carried out at the Donders Institute for Brain, Cognition and Behaviour. 

Twenty healthy native Dutch-speaking volunteers (age:  23 ± 2.95 years; 15 females) 
participated in the experiment after providing written informed consent according to the 
Declaration of Helsinki and the local ethics board. They were recruited from Radboud 
University’s research participation scheme. All subjects had normal or corrected-to-normal 
vision and were right-handed according to the Edinburg Handedness Inventory (Oldfield, 
1971).    

 

Stimulus material and procedure  

 
The cue-based modified Stroop task (see Figure 16) was designed using MATLAB 

(MathWorks) and Psychtoolbox (psychtoolbox.org).  The background of the screen was black 
during the entire experiment. Following an intertrial period of 1500 to 2000ms during which 
blinks were allowed, a trial started with a white dot presented during 1200ms (baseline 
period) followed by a cue during 100ms. The onset of the cue corresponding to the time 0 in 
our analyses. Three different cues, representing abstract geometrical shapes, were presented 
(see Figure 16). One indicated to the participant to attend the word (attend-word condition) 
while another one indicated to attend the ink’s color (attend-color condition). These two cues 
were presented in 80% of trials. The third cue indicated that the participants would just have 
to determine whether a stimulus was presented in the trial (detect condition; 20% of the 
trials). The association between a given cue and a given condition was randomized across 
participants. After a delay of 1200ms (i.e., constant across trials), during which participants 
were asked to fixate the central white dot, visual stimuli were presented centrally for 100ms. 
We used three colors, red, blue, and yellow. Each word designating a color was associated 
with incongruent colors of the ink. The word blue (‘BLAUW’ in Dutch) was written in red or 
yellow, the word red (‘ROOD’ in Dutch) was written in blue or yellow and the word yellow 
(‘GEEL’ in Dutch) was written in blue or red. Colored words were presented in 80% of the trials 
while no stimuli were presented in 20% of the remaining trials (525 trials in total). The 
participants also performed a similar task in fMRI another day (see procedure; data not 
analyzed here) with the aim of comparing Blood Oxygen Level Dependent (BOLD) signal and 
time-frequency power variations. Trials without stimuli were used in order to get a better 
BOLD signal estimate of the anticipatory activity in the fMRI data. They were also used in the 
present experiment in order to keep the design similar between recording methods. 
Participant were asked to respond as fast and accurate as possible by pressing one of the 
three buttons of a response pad. Each button was associated with a color and the association 
was randomized across participants. In the attend-color and attend-word conditions, 
participants were asked to press any button when no stimulus was presented. In the detect 
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condition, the first and second buttons were associated with the ‘stimulus present’ and 
‘stimulus absent’ responses respectively. Reaction time (RT) and response accuracy (RA) were 
recorded along the experiment. Trials of each condition were randomly presented. 

 
In addition, two localizer tasks were performed. In the word localizer task, participants 

were presented with words, pseudo-words or checkerboards for 80ms with an intertrial 
interval of 800ms. We used 120 highly imaginable nouns (3-7 letters and 1-3 syllables in 
length). Pseudo-words were derived from them so that the frequency distribution of 
consonants was similar between words and pseudo-words. Checkerboards were rectangles 
and extended from 2° to 6° away from fixation with approximately the same vertical size as 
letter strings. The different categories of stimuli were presented in different blocks (6 per 
condition) of 20 trials. The task of participants was to detect deviants (words and pseudo-
words with lower-case letters and checkerboards with missing black squares; 5% of trials). In 
the color localizer task, participants were presented with colored or grayscale paintings (215 
trials in each condition). Stimuli were presented in center of the screen and measured 10*6cm 
at a distance of 80cm. The task of the participants was to detect drawings of a child among 
known paintings (5% of trials). However, these tasks were performed at the end of the 
recording session, participants moved more than during the main task and were more tense 
generating many muscular artifacts. An issue with the code of the triggers further impacted 
the analyses. The remaining number of trials did not allow us to localize the areas specialized 
in color and word processing in each participant and to perform region of interest analyses at 
the source level. 

 

Data acquisition  

 
Neuromagnetic activity was recorded at a sampling rate of 1200Hz, using a 275 first-

order axial gradiometers whole-head MEG system (VSF/CTF Systems, Port Coquitlam, 
Canada) housed in a magnetically shielded room. To measure the subject’s head position 
relative to the MEG during the experiment, three marker coils were placed respectively at the 
nasion and the left and right ear canals. During the experiment, horizontal and vertical eye 
movements were recorded using vertical and horizontal EOG electrodes. Subjects were in the 
supine position during the recording. 

 
An anatomical T1 MRI of the participants was acquired with a 3T Siemens Sonata 

system (Erlangen, Germany) with a voxel size of 1mm3. For the co-registration of the MRI and 
the MEG data, tablets of Vitamin E were used and placed at the position of the coils.  
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Figure 16 Task design and behavior results.  (a) Following a 1200ms baseline, a cue (the three 
types of cue used are presented below the task design) instructed the participants to either 
attend the color of the ink (attend-color condition; 40% of the trials), the color designated by 
the word (attend-word condition; 40% of the trials) or to determine whether a stimulus was 
presented (detect condition; 20% of the trials).  Participants were asked to respond as 
accurately and fast as possible following the presentation of the stimuli. A stimulus was 
presented in 80% of the trials in each condition. (b) behavioral results. Mean of response times 
(RT) of all subjects for trials with correct answers and conditions with a stimulus presented on 
the screen. Error bars represent standard error of the mean. No significative difference 
between word and attend-color conditions was observed. Significant differences between the 
mean RT in word/color condition and detect condition were observed (*** = p<0.001). 

 

Procedure   

 
The experiment was conducted over three consecutive days for each participant. 

During the first day, inclusion criteria were confirmed, general information about the study 
and informed consent letters were provided, and detailed instructions about the experiment 
were presented. Participants then performed a practice session composed of 150 trials inside 
the MEG room (60 trials for the two main conditions and 30 for the detect condition). This 
training session was necessary for the participants to get familiar with the cue-stimulus delay. 
This familiarity allowed us to test whether alpha phase was adjusted in anticipation of stimuli 
(see Bonnefond & Jensen, 2012; Samaha et al., 2015; Solís-Vivanco et al., 2018). During the 
second day, the MEG experiment or an fMRI experiment with a similar task was conducted 
(fMRI analyses performed separately). During the third day, the fMRI or the MEG experiment 
was performed depending on the neuroimaging technique used during the second session. 
During the fMRI session, the MRI of each subject was obtained. Participants were asked to 
wear no make-up during recordings and to wash their hair and change their clothes between 
the fMRI and the MEG session when the fMRI session occurred first. We did not observe 



51 
 

different noise levels in the MEG recordings (using fieldtrip data quality check procedure) 
between participants who performed the fMRI first and those who performed the MEG first. 

 

Data analysis 

 

Reaction times (RTs) were obtained from the subjects’ response pad responses. RTs 
shorter than 250ms or longer than the mean + 2std were excluded. 

 
The MEG analyses were performed using the Fieldtrip software package (Oostenveld 

et al., 2011). MEG data were epoched 1000ms before the onset of the cue until 600ms after 
stimulus onset. An automatic rejection, based on a z-score algorithm across sensors 
exceeding a threshold given by the data variance within each participant, of eye blink or 
saccades, SQUID jumps, or muscles artifacts was run. Additional visual inspection was applied 
to the remaining trials before including them in further analyses. Only epochs without 
artifacts and with correct answer were considered. 60% of the trials were kept in average. 

 

  For the sensor-level analyses, Planar gradients of the MEG field distribution were 
calculated  (Bastiaansen & Knösche, 2000). For this purpose, we used a nearest neighbor 
method where the horizontal and vertical components of the estimated planar gradients 
were derived, therefore approximating the signal measured by MEG systems with planar 
gradiometers. This representation facilitates the interpretation of the sensor-level data, 
because the largest signal of the planar gradient is typically located above the source. 
Time-frequency representations (TFRs) were obtained using a fast Fourier transformation 
approach with a 3 cycles long adaptive sliding time window (ΔT = 3/f; e.g., ΔT = 300 msec for 
the 10Hz frequency). A hanning taper (ΔT long) was multiplied by the data before the Fourier 
transformation. For the planar gradient, the TFRs of power were estimated for the horizontal 
and vertical components and then summed. The power for the individual trials was averaged 
over conditions and log- transformed. 
 

In order to determine the amplitude of the alpha activity phase-locked prior to 
stimulus onset, TFR of the power of averaged epochs (i.e., the event related fields; ERF) were 
calculated as well. 

Source localization for the main task was performed using a frequency domain 
beamforming approach based on an adaptative filtering technique (Dynamic Imaging of 
Coherent Sources, DICS; Gross et al., 2001). We obtained cross-spectral density matrices by 
applying a multitaper FFT approach (ΔT = 300 msec; one orthogonal Slepian taper resulting in 
4 Hz smoothing) on data measured from the axial sensors. A realistically shaped single-shell 
description of the brain was constructed, based on the individual anatomical MRIs and head 
shapes (Nolte, 2003). The brain volume of each participant was divided into a grid with a 1-
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cm resolution and normalized to the template MNI brain (International Consortium for Brain 
Mapping, Montreal Neurological Institute, Canada) using SPM8 (www.fil. ion.ucl.ac.uk/spm). 
The lead field and the cross-spectral density were used to calculate a spatial filter for each 
grid point (Gross et al., 2001), and the spatial distribution of power was estimated for each 
condition in each participant. A common filter was used for both conditions, i.e., it was based 
on the cross-spectral density matrices of the combined conditions. The regularization 
parameter was set at 5%. As in the sensor-level analyses, the estimated power was averaged 
over trials and log transformed.  The contrast between conditions was performed and 
averaged across participants. The source estimates were plotted on a standard MNI brain 
found in SPM8. 

 

Statistics 

 
Regarding the behavior, accuracy and response time (RT) were analyzed using t-tests. 

The significance of power differences observed between conditions at both sensor and source 
levels were assessed using a cluster based nonparametric randomization test (Maris & 
Oostenveld, 2007). This test controls for the Type I error rate in situations involving multiple 
comparisons over sensors, frequencies, and times by clustering neighboring sensors, time 
points, and frequency points that show the same effect.  

 
By randomly permuting the data across the two conditions and recalculating the test 

statistic 1000 times, we obtained a reference distribution to evaluate the statistics 
significance of a given effect (Monte Carlo estimation). Sensors or voxels for which the t value 
of the difference between conditions exceeded an a priori threshold (p < .05) were selected 
and subsequently clustered on the basis of spatial adjacency, and the maximum sum of the t 
values within a cluster was used at the cluster-level statistic.  
 
Results 

Similar performances in the attend-color and in the attend-word condition 
 

We did not observe any differences between the attend-word and attend-color 
conditions in terms of accuracy (respectively: 92.4±5.1; 91.5±4.9), but we did observe a 
significant difference between these conditions and the detect condition (97.3±3.6; 
tstat(19)=-5.91,p=1.08e-5; tstat(19)=-5.94,p=1.01e-5). 

 
Analysis of RTs, for trials with correct answers, revealed no difference between the 

attend-word and the attend-color conditions (see Figure 16; respectively 781 ± 135.7ms vs 
788.9 ± 137.1 ms). We observed a significant difference between word or attend-color 
condition and detect condition (585.9 ± 181.9 ms; tstat(19)= 7.95, p=1.83e-7 and tstat(19) 
=7.27, p=6.70e-7).  
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To summarize, subject responded faster and with higher accuracy when they just had 

to detect whether a stimulus was presented. 
 
 Whether it results from training or from the stimulus duration presentation, we could 

not find a Stroop effect (i.e., a slower RT in the attend-color condition).  
 
We further analyzed the number of interference errors, i.e., reporting the color of the 

word and of the ink in the attend-color and attend-word condition. We observed a higher 
number of interference error compared to the other error participants could make (i.e. 
reporting a color that was not presented in either dimension) in both conditions (F(1,19) = 
30.73, p = 2.39*10-5) while the response times to both types of errors were not different.  

 

No difference in anticipatory alpha power and phase in attend-color vs attend-word condition 

 
We then quantified the alpha power from the MEG data for the attend-color condition 

and the attend-word condition. The TFR of power did reveal several time-windows with 
increased alpha power in the attend-color condition over the left temporal cortex. These 
increases of alpha power occurred every ~600ms (possibly following a delta rhythm) with a 
burst occurring just after the onset of the stimulus. None of these effects did however survive 
multiple comparisons correction (p <0.01 before correction).  

 
Similarly, in the averaged epochs (testing for the alpha phase alignment), we found 

bursts of strong alpha power in the attend-color condition but as for the analysis above, these 
effects did not survive multiple comparisons correction. In both conditions, higher alpha 
power of the average epochs was however observed over temporal regions compared to 
baseline (p < 0.05) indicating a general alpha phase adjustment effect. 
 

Alpha/Beta increase in the ventral attention and the default mode networks in anticipation of 
relevant stimuli  

 
In both conditions, we observed a power increase in the 5-7Hz and 10-20 Hz range 

over middle and right scalp regions before and during stimulus processing ([attend-color+ 
attend-word]; Figure 17a). The cluster-based randomization test controlling for multiple 
comparisons over time (baseline vs. anticipatory period), frequency (4-30 Hz), and sensors 
revealed that this difference was significant from 700ms before stimuli onset (cluster-level 
statistic [CS] = 80535, p = 9.9*10-4; one cluster only was found as the two frequency bands 
were connected on a few data points). The effect reported also survived an FDR correction at 
sensor level. Also, as in Solis-Vivanco et al. (2021), we explored the association between 
averaged power values of both conditions and the number of total interference errors along 
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the task. We found that stronger power (baseline corrected) during the anticipatory period 
was inversely related with interference errors but this effect did not reach significance 
(attend-color condition: r=-0.3; p=0.14; attend-word condition: r=-0.2; p = 0.2) which was 
expected given the low number of participants (Schönbrodt & Perugini, 2013). The statistical 
test (baseline vs anticipatory period) also highlighted a significant decrease in the 10-25 Hz 
range over the left hemisphere (CS =-8301, p = 9.9*10-4) and in the 8-12Hz over the occipito-
temporal cortex (CS =-108, p=0.04). We interpreted this decrease as reflecting motor and 
stimulus processing anticipation respectively (see Solis-Vivanco et al., 2021 for a discussion 
and further analyses on a similar effect). 

 
The power increase of 10-20 Hz was further explored at source level (15 Hz; CS = 4842, 

p = 9.9*10-4; the regions reported here also survived an FDR correction at source level; Figure 
17b). More precisely, we labelled the top significant areas using the AAL atlas by Tzourio-
Mazoyer et al. (2002), and found the right inferior frontal gyrus (IFG; MNI [42 32 12]), the 
right medial frontal gyrus (MFG, MNI [42 20 50]), the right temporo-parietal junction (TPJ, 
MNI [58 -52 24])), the right middle temporal cortex [-64 – 4 – 14].  All these regions have been 
found to be part of the ventral attention network (VAN) or connected to it (Alves et al., 2019). 

 
We further found the bilateral medial superior prefrontal cortices (mPFC; MNI[-16 40 

20] and [22 40 24]), the right posterior cingulate cortex/ cuneus (PPC; MNI [6 -42 10]; the right 
angular cortex (MNI[42 -60 24]) and the right temporal pole (MNI[66 10 -20]). All these 
regions have been found to be part of the default mode network (DMN; Alves et al., 2019; 
Buckner & DiNicola, 2019). The power over these regions was stronger in anticipation of the 
word onset and during stimulus processing. 

 
We could not independently localize the effect observed in the 5-7Hz as it merged 

with the upper band effect due to frequency smoothing associated with the source 
localization (but see below). We however observed the bilateral anterior cingulate cortex 
(ACC: MNI[-10 20 28] and [12 34 30]), the right middle frontal node (MNI[34 48 22]) in addition 
of the other sources. Some of these regions have been found to be part of the ‘cognitive 
control network’ (CNN; Cole et al., 2012; Cole & Schneider, 2007). 
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Figure 17: High alpha/beta power over the VAN and the DMN in anticipation and during the 
processing of relevant stimuli. (a) Results from cluster-based permutation tests in each 
condition. Time-frequency representations (TFR) of power from 0.6 to 1.4 s after the cue (word 
onset at 1.2s compared to baseline (pre-cue period). 5-7Hz and 10-20Hz power was stronger 
than during baseline over a right fronto-temporal cluster in anticipation and during stimulus 
processing. 10-25Hz power was lower than during baseline over a left central cluster (b) Source 
localization of the right 10-20Hz increase (and decrease) compared to baseline. The regions 
observed are part of the VAN and DMN. 

 

We further analyzed the contrast between conditions. While we did not find 
differences between word and attend-color conditions, we found stronger 10-20Hz over right 
temporal and frontal sensors as well as left sensors in both attend-color (CS = 16509, p = 
9.9*10-4 and CS = 87, p = 0.049) and attend-word (CS = 38599, p = = 9.99*10-4 and CS = 183, p 
= 0.03) conditions compared to the detect condition (Figure 18a and b). We also observed an 
increase over the frontal sensors in the 4-7Hz band, but this effect did not survive multiple 
comparison (but see Figure 18a and b, time window [1.2 1.4s]). 

 
In the attend-color condition, this 10-20Hz effect (CS = 2722, p =0.008, Figure 18c) was 

localized over the right medial and superior frontal cortex ([MNI[8 60 -2]), the IFG (MNI [54 
24 22]), the mid-frontal gyrus (MNI[34 18 44]), the TPJ (MNI [48 -48 20]), the right PCC 
(MNI[10 -34 16]), the ACC (MNI[-6 34 26] and [12 40 10]). As mentioned above, these regions 
are part of the VAN and DMN. We also found the caudate nuclei (MNI [-6 10 6] and [6 12 -
10]), left SMA (MNI [49 59 62]) and left precentral gyrus (MNI [-46 6 32]). These regions might 
be associated with stronger motor anticipation in the detect condition (i.e., with a decrease 
of the beta power in this condition resulting in the stronger beta power for the contrast 
word/color condition vs detect condition observed in  Figure 18). 
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In the attend-word condition, this 10-20Hz effect (CS = 1821, p =0.006; Figure 18d) 

was localized over the IFG (MNI [56 28 12]), the middle frontal gyrus (MNI[26 24 38]), the TPJ, 
MNI [50 -50 20])), the junction between the middle and posterior cingulate cortex (MNI[-2 -
34 30] and [4 -34 30]), the ACC (MNI[-6 34 26] and [8 40 26]) and the right superior medial 
frontal cortex (MNI [6 60 10]).  As in the color condition, we also found the caudate nuclei 
(MNI [-6 6 -10] and [4 12 -10]), the left SMA (MNI [-6 -12 50]) and left precentral gyrus (MNI 
[-48 2 36]).  

 

 
Figure 18: Alpha/Beta increase over the DMN and the VAN in the attend-color and attend-
word compared to the detect condition. (a) Results from cluster-based permutation tests for 
the contrast attend-color vs. attend-detect condition. Time-frequency representations (TFR) of 
power from 0.6s to 1.6s after the cue to 0.4s (word onset at 1.2s) (b) Similar contrast in the 
attend-word condition (c) Source localization of the 10-20Hz increase (red areas) in the attend-
color condition. The networks observed are part of the VAN and DMN networks (d) Source 
localization of the 10-20Hz increase (red areas) in the attend-word condition. 

 

Stronger theta power over the cognitive control networks and alpha/beta over the ventral 
attention and the default mode networks in fast than in slow reaction time trials. 
 

We then tested whether the effects reported above were related to performances. 
We therefore performed a median split of the trials with fast and slow reaction times in all 
the conditions.  

 
  We observed a stronger alpha decrease in fast trials (7-11Hz; Figure19a; CS = -12151; 
p = 0.01) over occipital sensors in anticipation of the stimulus (1 to 1.2s post cue) in the 
attend-color condition (this effect was just below the significance level in the attend-word 
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condition). This cluster extended after stimulus onset in higher frequency band (up to 15Hz). 
Furthermore, we observed stronger 9-15Hz in the attend-color condition and in the attend-
word condition at right temporal and frontal cluster and higher frontal theta power in fast 
than in slow trials from 0.8 to 1.4s post-cue (CS = 15893, p = 0.002 in the attend-color 
condition CS = 11593, p = 0.02 in the attend-word condition; Figure19b). No significant 
differences were observed between fast and slow RT in the detect condition. 

In the attend-color condition, the source localization of the 9-15Hz (Figure19c left) 
increase revealed the involvement of the right IFG (MNI[56 36 8]), the right precuneus-
superior parietal cortex (MNI[14 -42 64]), the bilateral medial frontal cortex (MNI[-8 58 4] and 
[18 58 -0]) and the right temporal lobe (MNI[64 10 -22]). Still in the attend-color condition, 
the 7-11Hz decrease was observed over the bilateral calcarine (MNI [-0 -104 -0]). In the 
attend-word condition, the source localization of the 9-13Hz (Figure19d left) effect revealed 
the involvement of the right IFG (MNI [54 14 12]), the right TPJ (MNI[52 -40 22]), the right 
superior orbitofrontal cortex (MNI[18 32 -20]), the right inferior temporal cortex (MNI[58 -2 -
34]) and the right temporal lobe (MNI[68 10 -18]). 

 
In the attend-color condition, the 4-7Hz (Figure19c right) effect could be clearly 

localized over the right middle frontal gyrus (MNI [44 20 38]), the right inferior frontal gyrus 
(MNI[42 36 -2])  and the bilateral ACC (MNI -2 44 4] and [12 38 8]).  In the attend-word 
condition (Figure19d right), this effect was localized over the right middle frontal gyrus (MNI 
[36 32 32]), the ACC ([-0 32 24]) and the right median orbitofrontal (([16 62 -8]). As mentioned 
above, these regions have been involved in cognitive control. 
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Figure 19: Faster RT are associated with stronger alpha/beta over the DMN and part of the 
VAN and theta over the DLPFC and ACC (a) Results from cluster-based permutation tests for 
the contrast fast vs. slow reaction trials (median split) in the attend-color condition. Time-
frequency representations (TFR) of power from 0.8s to 1.6s after the cue (word onset at >1.2s). 
7-11Hz decrease was stronger over occipital regions in fast trials in anticipation of stimulus 
while 9-15Hz and 4-7Hz power were stronger in the right temporo-frontal regions and in the 
frontal region respectively for the period around stimulus presentation (0.8 to 1.4s) (b) Same 
contrast in the attend-word condition. Like in attend-color condition, fast trials were 
associated with stronger 9-15Hz power in the right temporal and frontal cluster and higher 
frontal 4-7Hz power for the 0.8 to 1.4s around stimulus presentation. (c) Source localization 
of the right 9-15Hz increase in the 0.8-1.2s window and of the 4-7Hz increase in the 0.8-1.4s 
window in the attend-color condition. Red areas indicate significant increases and blue areas 
significant decrease. The networks observed are part of the DMN, VAN and of the cognitive 
control network (d) Source localization results in the attend-word condition. Red areas 
indicate significant increases. The networks observed are similar to the ones observed in the 
attend-color condition. 

 

Discussion 
In this study, we had two main objectives. The first objective was to determine 

whether alpha oscillations are associated to functional inhibition over high-order visual 
regions as well as over the VAN (see Solís-Vivanco et al., 2021).The second objective  was to 
determine whether alpha phase is adjusted in anticipation of relevant and irrelevant stimuli 
and finally which brain regions are involved in controlling visual alpha amplitude and phase. 

  
Behaviors results did not show the expected effect, i.e., response time slower in the 

attend-color than the attend-word condition as reading is automatic and difficult to overcome 
(Augustinova & Ferrand, 2014) and, as a consequence, word are expected to be particularly 
distracting when participants have to report the color of the ink (Stroop, 1935).These results 
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could be explained by the presentation duration of the stimulus or the training of the 
participants. 

 
 As alpha power has been associated with functional inhibition (Klimesch et al., 2007), 

we expected stronger prestimulus alpha power, and possibly alpha phase adjustment (see 
e.g. Solis-Vivanco et al., 2018), in the VWFA in the attend-color than in the attend-word 
condition. Our time frequency analysis at the sensor level did not however reveal a significant 
effect after correction for multiple comparison. One explanation could be that some 
participants had a dominant VWFA over the right hemisphere which could have blurred the 
group-level analyses. Indeed, a right-lateralization of the language network has been shown 
in ~7.5% of the right-handed individuals and would be correlated with the lateralization of 
the VWFA (Gerrits et al., 2019; Knecht et al., 2000). Some studies have even revealed more 
variability for the lateralization of the VWFA than of the language network (see Carlos et al., 
2019). We could not perform the region of interest analyses in the current task to test this 
hypothesis (see method section). An increased number of participants might further be 
necessary to reveal such effect.  Another explanation could be the absence of the main 
expected behavioral effect in our task, i.e., a longer RT for the attend-color than the attend-
word condition. Indeed, there is currently a hot debate in the literature regarding the link 
between alpha oscillations and functional inhibition, more precisely the filtering of distracting 
information (Antonov et al., 2020; Foster & Awh, 2019; Zhigalov & Jensen, 2020). However, 
many factors impact our general ability to suppress distractors and possibly the presence of 
high alpha power over sensory regions. One factor is the difficulty of the relevant task, more 
precisely the perceptual load. According to Lavie (2005), participants would particularly need 
to efficiently filter out distractors when the perceptual load is high. Gutteling et al. (2021) 
tested this hypothesis by varying the noise level of faces to manipulate the perceptual load of 
the target stimuli and the salience of the distractors. They found a stronger ipsilateral alpha 
power (i.e., contralateral to the distractor) in the high load condition than in the low load 
condition. It is therefore possible that the perceptual load, e.g., due to training, was too low 
in the current task to induce a necessity for distractor filtering and hence an increase of alpha 
oscillations over e.g., the VWFA in the attend-color condition. In addition, behavioral 
experiments revealed that a stable position of distractors over a block favored their filtering 
(Noonan et al., 2018; van Moorselaar & Slagter, 2020). The change of attention in each trial 
might have further impacted the filtering of the distracting information (e.g., the word in the 
attend-color condition) and therefore the alpha increase. 

 
We further expected a pre-stimulus decrease of alpha power over the VWFA in the 

attend-word condition and over the ‘color area’ in the attend-color condition. This difference 
might have been hindered by a lack of spatial precision. Again, region of interest analyses 
might have helped to reveal this effect. We however observed a stronger alpha decrease over 
the occipito temporal regions in the attend-color condition in fast trials (below the 
significance level in the attend-word condition). We hypothesize that this decrease reflected 
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higher excitability level in visual regions involved in the relevant processing (e.g., the ‘color 
area’) allowing better processing of the stimuli and therefore a faster response. 

 
 We found an increase of pre-stimulus alpha/beta power in the VAN in the attend-

word and attend-color condition compared to baseline and to the detect condition. This 
network has been associated with the capture of attention by unattended, but relevant, 
stimuli (Corbetta et al., 2008; Corbetta & Shulman, 2002). Corbetta et al. (2002, 2008) 
suggested that the inhibition of the VAN was crucial for preventing the capture of attention 
by irrelevant stimuli. In line with that idea, Solis-Vivanco et al. (2021) reported that higher 
alpha/beta power in the VAN was associated with a lower distractor interference over 
subjects. We observed a similar trend, i.e. a negative relation between alpha/beta in the VAN 
and interference errors (reporting the color of the word and of the ink in the attend-color and 
attend-word condition respectively) but the number of participants in our study might be too 
low to get a significant effect (Schönbrodt & Perugini, 2013). Here, we however reported a 
stronger alpha/beta power over the inferior frontal gyrus, part of the VAN, in fast reaction 
time than in slow reaction time trials possibly indicating a link with optimal performance. 

  
Our results also showed an increase of alpha/beta power in the medial prefrontal 

cortex, right posterior cingulate cortex, angular cortex, and temporal pole in anticipation and 
during stimulus processing. These regions belong to the default mode network (DMN) which 
are activated during internal focus. The activity of this network commonly decreases during 
task (Ossandon et al., 2011; Raichle, 2015). Ossadon and collaborators (2011) observed a 
decrease of gamma activity during their task, but also an increase of alpha/beta activity over 
the DMN. We therefore suggest that the alpha/beta increase we observed over these regions 
would be associated with the inhibition of the DMN. We also found a higher increase of 
alpha/beta power in several of these regions when we compared fast RT with slow RT trials 
in both attend-color and attend-word conditions. These results indicate that a stronger 
inhibition of the default mode network might be associated with better performances.  

 
Finally, we found an increase of theta power over the ACC, the ventromedial 

prefrontal cortex, and the right dorsolateral prefrontal cortex (DLPFC) before and during 
stimulus processing compared to the pre-cue period in both the attend-color and attend-
word conditions. In addition, a stronger theta over these regions, together with a larger 
posterior alpha decrease, was associated with faster reaction times. It has been shown that 
ACC and DLPFC play a key role in cognitive control (Matsumoto & Tanaka, 2004). More 
specifically, some studies revealed a correlation between theta power over midfrontal and 
dorsolateral regions and  conflict effects (e.g. Cohen & Donner, 2013). A recent study revealed 
that the anticipation of conflict was associated with increased frontal theta and posterior 
alpha decrease and that these two measures were associated with faster conflict resolution 
(Kaiser et al., 2022). In the current study, the word and the ink’s color were incongruent in all 
trials maintaining a response’s conflict during the entire experiment. A strong theta power 
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over the ACC and the DLPFC, as well as a lower posterior alpha decrease, might therefore be 
necessary to perform well in the current task.  

 
This theta effect together with the absence of alpha increase over specific sensory 

regions indicate that the conflict occurred more at a decision-making level than at a 
perceptual level. 

 
To conclude, we showed that good performance in an cued modified Stroop task with 

incongruent information relied upon an inhibition of the VAN and DMN, reflected by an 
alpha/beta increase, and an involvement, revealed by a theta increase, of the ACC and DLPFC.  
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This chapter revealed the inhibition of the VAN and DMN, reflected by an alpha/beta 
increase, in a cue-based modified Stroop task with incongruent stimuli. However, we did not 
observe an increase of alpha power over sensory regions. This result might have resulted from 
the difficulty level of the task as demonstrated by the lack of Stroop effect. In addition, the 
feature attended varied across trials which could have an additional impact on the ability to 
filter the distracting information (e.g., the word in the attend-color condition) and thus on the 
need for alpha increase. We therefore developed a new task based on a face-name Stroop-
like effect. The participants were not trained the day before to insure a high-level difficulty in 
this task. We further used a block rather than a cue-based design to optimize distractor 
filtering. 
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Chapter 2: Functional 
inhibition over high-
order visual regions 
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Abstract 

 Selective attention is a crucial mechanism that allows us to focus on relevant 
information or, conversely, to ignore irrelevant information. Recently, the link between 
functional inhibition and alpha oscillation has been questioned by several studies. In this MEG 
study, we used a face-name Stroop-like task to test (1) whether alpha oscillations are 
associated with functional inhibition over high-order visual regions as well as in the ventral 
attention network (VAN) and (2) which areas are involved in the top-down control of alpha 
activity in visual regions. We found a faster response time in attend-name compared to the 
attend-face condition and a congruency effect in both conditions but higher in the attend-
face condition. We observed stronger alpha power over the VWFA in the attend-face 
compared to the attend-name condition. This alpha increase over VWFA was further 
associated with faster reaction time in the attend-face condition. We did not observe an 
increase of alpha power over FFA in the attend-name condition. Our results further showed 
an increase of alpha power over the left parietal and frontal cortex. During the prestimulus 
period, we observed an increase of delta oscillation activity over the left occipitotemporal and 
parietal cortices. We also found an increase of beta oscillation in the VAN before the stimuli 
onset. Altogether these results indicate that the inhibitory role of alpha/beta oscillations 
operates beyond early sensory regions in particular in challenging tasks. 

 

Introduction 

 Focusing on relevant information and ignoring irrelevant information is an important 
mechanism in our daily lives, enabled by selective attention. Last decades, many studies 
investigated the role of alpha oscillations (~10Hz) in this mechanism. 
 
 Magnetoencephalography (MEG) and electroencephalography (EEG) studies, using a 
visual attention paradigm, reported a decrease of alpha amplitude over posterior regions 
contralateral to the attended stimulus (Capilla et al., 2014; Dombrowe & Hilgetag, 2014; 
Gould et al., 2011b; Ikkai et al., 2016; Kelly et al., 2009; T. Rihs et al., 2009; T. Rihs et al., 2007; 
Thut, 2006; Worden et al., 2000). Furthermore, some studies revealed an increase of alpha 
power over posterior regions ipsilateral to the attended side. This was particularly true when 
a distracter was presented on the unattended side (Green et al., 2017; Gutteling et al., 2021; 
Ikkai et al., 2016; Kelly et al., 2006; Rihs et al., 2009; Siegel et al., 2008; Wildegger et al., 2017). 
This increase of alpha amplitude in the non-engaged stream was also observed in working 
memory tasks and could be interpreted as allowing to protect of working memory from 
distractors (Bonnefond & Jensen, 2012; Jokisch & Jensen, 2007; Park et al., 2014; Payne et al., 
2013). Moreover, several teams obtained comparable results over the somatosensory area 
during somatosensory attention tasks (Haegens, Händel, et al., 2011; Haegens et al., 2012; 
Trenner et al., 2008). Finally, alpha/beta increase has also been observed in the ventral 
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attention network during a goal-driven task (Ferez et al., submitted; Solís-Vivanco et al., 
2021). 
 
 In recent years, the link between alpha oscillation and functional inhibition has been 
challenged by several teams (Antonov et al., 2020; Foster & Awh, 2019; Gundlach et al., 2020; 
Zhigalov & Jensen, 2020). With the help of EEG or MEG associated with tasks using steady-
state visual evoked potentials (SSVEPs), i.e., presentation of visual stimulation at a certain 
frequency, these teams investigated the relation between excitability, as indexed by the 
amplitude of the SSVEPs, and alpha oscillations. Theirs results did not reveal a link between 
ipsilateral alpha increase in amplitude, space, or latency and attended and non-attended 
SSVEPs. Zhigalov and Jensen (2020) showed that the target/distractor’s SSVEPs were localized 
in the early occipital cortex whereas the alpha modulation originated in the occipito-parietal 
cortex. They postulated that the parietal increase could result from a gating of the flow of 
information in the brain rather than a direct gain (excitability level) control mechanism. 
However, as was discussed in other papers, the use of flickers, as stimuli, could alter the 
detection of alpha modulation in the early visual cortex (Samaha et al., 2020). Altogether, 
these results indicate that it is important to further investigate the role of alpha oscillations 
in functional inhibition. Moreover, the modulations of alpha activity have been studied mainly 
in primary visual areas, it remains to be determined whether alpha modulations can be 
observed in higher-order visual areas (but see Foxe & Snyder, 2011). 
 
 The brain regions involved in the control of posterior alpha are still not clearly known. 
The top-down control of posterior alpha power has been studied in covert attention tasks 
using EEG, MEG, and transcranial magnetic stimulation (TMS) (Marshall, O’Shea, et al., 2015; 
Popov et al., 2017; Wang et al., 2016). These three papers showed that the frontal eye field 
(FEF) was involved in controlling posterior alpha. Other frontal areas, such as the dorsolateral 
prefrontal cortex (DLPFC) could be involved in controlling alpha activity in non-spatial tasks 
such as working memory or reasoning tasks (Bonnefond & Jensen, 2012; Solís-Vivanco et al., 
2018). The role of these different regions in different cognitive tasks or in controlling alpha 
amplitude or phase remains to be further explored. 
 
 In this paper, the goal was to determine (1) whether alpha oscillations are associated 
with functional inhibition over high-order visual regions as well as in the ventral attention 
network (VAN; see Solís-Vivanco et al., 2021) and (2) which areas are involved in the top-
down control of alpha activity in visual regions.   
 
 We investigated these questions using MEG and an object-based attention task. We 
used faces with first names written on top of them. At the beginning of each block, 
participants were instructed to attend to faces or first names and to report whether they were 
female or male faces/names. In a previous study, we did not report a clear alpha modulation 
over the visual word form area (VWFA) in anticipation of color words in the condition in which 
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participants were expected to report the color of the ink (Ferez et al., submitted).  This study 
had some limitations. First, we only used incongruent trials, i.e., ink color and color word were 
systematically different. This prevented us from analyzing congruency effects on behavior and 
alpha modulation. In the current study, we included both congruent and incongruent trials. 
Second, the instructions regarding the element to attend changed with each trial depending 
on the cue. This might prevent the implementation of an efficient distractor suppression 
(van Moorselaar & Slagter, 2020; Wöstmann et al., 2022). For the current study, we used a 
block design. Third, anatomically, the area highly specialized in processing words (VWFA) and 
the area specialized in processing color (although not specifically) are close to each other, 
which might have blurred out the detection of specific modulations.  In our new study, the 
two areas highly specialized in the process of the stimuli, the VWFA for the first name and the 
fusiform face area (FFA) for the faces, are more clearly defined anatomically by different 
lateralization. VWFA is predominantly  lateralized in the left hemisphere (Cohen et al., 2002), 
whereas FFA is localized in both hemispheres, but typically shows a right-hemispheric 
dominance in adults (Hildesheim et al., 2020). We hypothesized that, when the participant 
had to attend to the first names, anticipatory alpha power would be higher in FFA and lower 
in VWFA. The reverse was expected in trials in which they had to attend to the faces. We 
further predicted that performance would depend on these alpha power modulations. We 
further hypothesized that the dorsolateral prefrontal cortex (DLPFC) would be involved in 
controlling these posterior modulations (Bonnefond et al., 2012; Solis-Vivanco et al., 2018; 
Sperling et al., 2001). Finally, we expected that alpha/beta power would be modulated over 
the VAN (Ferez et al., submitted; Solís-Vivanco et al., 2021) and that higher alpha/beta power 
would be associated with better resistance to distractors. We found that subjects responded 
faster in the attend-name condition, and we saw a congruency effect in both conditions 
(attend-face and attend-name) with slower response time in incongruent trials. We also 
found alpha power increase over the VWFA in the attend-face compared to the attend-name 
condition. This increase over VWFA in the alpha band was further associated with faster 
reaction time in the attend-face condition. However, we did not find an increase of alpha 
power in FFA in the attend-name condition. Our results showed an increase of alpha power 
over the parietal cortex. Moreover, we showed that anticipatory beta power increased in the 
VAN in attend-face condition.  
 

Methods 

Participants 
The study was carried out at the Neuroimaging center of Lyon (CERMEP). Forty healthy 

native French-speaking volunteers (age:  26.4 ± 3.19 years; 24 females) participated in the 
experiment after providing written informed consent according to the Declaration of Helsinki 
and the local ethics board. All subjects had a normal or corrected-to-normal vision and were 
right-handed according to the Edinburg Handiness Inventory (Oldfield, 1971). 
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Stimulus material and procedure  

 
This task with faces and names was designed using Python (3.7) and Psychopy 

(psychopy.org). The task was composed of 7 blocks. At the beginning of each block of 200 
trials (1400 trials in total), subjects were instructed to either attend to faces or names. The 
trial started with a period of 1900ms during which a white cross was presented in the center 
of the screen indicating that blinks were allowed. The white cross then switched to grey 
followed by a baseline period of 700 to 1100ms. Then, while the fixation cross remained on 
the screen, the stimulus was presented in the center until the subject pressed a button. The 
minimum presentation time was 400ms, even if the participants had pressed the button 
before, while the maximum time was 1500ms. The sequence of baseline followed by the 
stimulus was repeated five times before the subject could blink again. Participants were asked 
to respond as fast and accurate as possible by pressing one of the two buttons of a response 
pad. Each button was associated with a gender and the association was randomized across 
participants. Reaction time (RT) and response accuracy (RA) were recorded throughout the 
experiment. The background of the screen was grey during the entire experiment.  

 

 
Figure 20 Task design, and behavior results. Left: Trial started with a period of 1900ms during which 
blinks were allowed. This period was followed by a baseline period of 700 to 1100ms with a switch of 
the cross’ color from white to grey. The stimulus (the first name on top of a face) was presented until 
the subject pressed a button (minimum/maximum presentation time: 400/1500ms). The baseline and 
stimulus sequence were repeated five times. Participants were asked to respond as fast and accurate 
as possible by pressing one of the two buttons of a response pad. Right:  Behavioral results. Mean of 
response times (RT) over subjects for each condition, for trials with correct. Error bars represent 
standard error. A significant difference between Names and Faces conditions, and between congruent 
(Cong) and incongruent (Incong) conditions (*** = p<0.001). 
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Stimuli were 4° large with a distance of 66cm between the eyes of the participants and 
the screen. They were grey faces of women (60 faces) or men (60 faces) with the first name 
of women (60 names) or men (60 names) written in the middle in grey letters. Faces were 
created by averaging ten random faces for each gender from a face database (VGGFace2). 
First names were composed with 4 letters only, which can be frequently heard in everyday 
life. After each session, subjects completed a questionnaire about the familiarity of the names 
presented during the task. Presentation of face and name could be congruent (e.g., the face 
of women with a name associated with the female gender) or incongruent (e.g., the face of 
women with a name associated with the male gender). 

 
In addition, two localizer tasks were performed. For both, participants had to fix the 

grey cross in the center of the screen and pressed the button when they detected that the 
color of the cross was darker. This small change of color occurred between 250 and 350ms 
after the trial onset and in only 10% of the trials appears. In the face localizer task, a blink 
period of 1900ms was followed by a baseline period from 700ms to 1100ms. Then, we 
presented faces or scrambled faces (ratio 50:50) for a duration of 1000ms. The sequence of 
baseline followed by the stimulus was repeated five times (160 trials in total). For the name 
localizer task, the sequence is the same as the face localizer task except for the type of stimuli. 
We presented names or pseudo-names, i.e., the letters of the names presented before were 
randomly mixed (ratio 50:50; 160 trials in total).  

 

Data acquisition  

 

MRI acquisition 
Minimum two weeks before the MEG session, each participant underwent an MRI 

scanning protocol, acquired with a 3T Siemens Sonata system (Erlangen, Germany), for two 
reasons. First, the scalp image of participants was used to create their individual headcast 
(see below).  Second, the MRI scans were used for the MEG source localization. T1-weighted 
sagittal anatomical images were acquired using a magnetization-prepared rapid gradient-
echo (MPRAGE) pulse sequence. Spatial resolution was set to 1mm isotropic, with repetition 
time (TR) of 2100ms, echo time (TE) of 3.33ms, inversion time (TI) of 900ms, and grappa factor 
of 3. For the co-registration of the MRI and the MEG data allowing accurate source 
localization, tablets of Vitamin E, with the shape of the coils of the MEG, were used and placed 
respectively at the nasion and the left and right ear canals, and their location was later used 
to place  the MEG coils on the head-cast during the MEG recording. 

  

Head-cast construction 
We extracted an image of the skull from the MRI images of the subjects. Based on this 

representation, we constructed a foam head-cast that fit with the participant’s scalp and the 
MEG dewar (Bonaiuto et al., 2018; Meyer et al., 2017). First, scalp surfaces with coils positions 
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were extracted from the MRI scan using the brainstorm toolbox 
(https://neuroimage.usc.edu/brainstorm/). The surfaces obtained were modelized to select 
head orientation in the MEG dewar (minimizing the distance of the head from the sensors 
while allowing the subjects to see the screen that was located in front of them during the 
task) with Rhinoceros 3D (https://www.rhino3d.com) to obtain a file which was printed with 
the 3D printer Raise 3D N2 Plus (https://www.raise3d.com). The 3D printed model was then 
placed inside a replica of the MEG dewar and the space between was filled with polyurethane 
foam (Flex Foam-it! III; https://www.smooth-on.com) to create the participant-specific head-
cast into which the fiducial coils were placed during scanning. 

 

MEG acquisition 
The neuromagnetic activity was recorded at 1200Hz, using a 275 first-order axial 

gradiometers whole-head MEG system (VSF/CTF Systems, Port Coquitlam, Canada) contained 
in a magnetically shielded room. During the entire session, 3 marker coils were placed in the 
head-cast, respectively at the nasion and the left and right ear canals to measure the subject’s 
head position relative to the MEG. Participants were in the supine position during the 
recording. We recorded eye position at 1000Hz with the eye tracker Eyelink 1000 Plus (SR 
Research) which was calibrated before starting the task. 

 

Data analysis 
Reaction times (RTs) were obtained from the subjects’ button box responses. RTs 

shorter than 300ms or longer than means + 2std were excluded. 
 
The whole analysis was performed using MATLAB with the Fieldtrip software package  

(Oostenveld et al., 2010). MEG data were epoched 0.7s before the onset of the visual stimulus 
until the time of the subject’s response or until 1s after the stimulus onset if the response 
time exceeded this time. After that, based on a z-score algorithm across sensors exceeding a 
threshold given by the data variance within each participant, an automatic rejection of SQUID 
jumps, or muscles artifacts was run. Using eye tracker data, we rejected periods with eye 
blinks, saccades, and bad fixation of the central cross during stimulus presentation. All the 
epochs were visually inspected. Only epochs without artifacts and with correct answers were 
kept (76.4%). One subject was removed from the analysis due to a low number of trials 
without artifacts. 

 
  Planar gradients of the MEG field distribution were calculated for the sensor-level 
analyses (Bastiaansen & Knösche, 2000) using the nearest neighbor method. This method 
allows approximating the signal measured by the MEG system with planar gradiometers by 
deriving the horizontal and vertical components of the estimated planar gradients. This 
representation facilitates the interpretation of the sensor-level data as the largest signal of 
the planar gradient is typically located above the source. Time-frequency analyses were 
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performed in the 3-40Hz band with a step of 1Hz. The power spectrum was calculated using 
the multi-taper convolution method with a hanning taper for each frequency over a sliding 
adaptative time window of 3 cycles (∆T=3/frequency; e.g. ∆T = 300ms for 10 Hz). The power 
for the individual trials was averaged over conditions and log transformed. 
 

Source analysis was performed using a frequency domain beamforming approach 
based on an adaptative filtering technique (Dynamic Imaging of Coherent Sources, DICS; 
Gross et al., 2001). We obtained cross-spectral density matrices by applying a multitaper FFT 
approach (ΔT = 300 msec; one orthogonal Slepian taper resulting in 3 Hz smoothing) on data 
measured from the axial sensors. A realistically shaped single-shell description of the brain 
was constructed, based on the individual anatomical MRIs and head shapes (Nolte, 2003). The 
brain volume of each participant was divided into a grid with a 1-cm resolution and 
normalized to the template MNI brain (International Consortium for Brain Mapping, Montreal 
Neurological Institute, Canada) using SPM8 (www.fil.ion.ucl.ac.uk/spm). The lead field and 
the cross-spectral density were used to calculate a spatial filter for each grid point (Gross et 
al., 2001), and the spatial distribution of power was estimated for each condition in each 
participant. A common filter was used for both conditions, i.e., it was based on the cross-
spectral density matrices of the combined conditions. The regularization parameter was set 
at 5%. As in the sensor-level analyses, the estimated power was averaged over trials and log-
transformed. The contrast between conditions was performed and averaged across 
participants. All source data were estimated within the alpha range. The source estimates 
were plotted on a standard MNI brain found in SPM8. 

 
As the time windows of the different effects were relatively short, we used a linearly 

constrained minimum variance (LCMV) scalar beamformer spatial filter algorithm to generate 
maps of source activity on a 1-cm grid, and lambda of 5% (Van Veen, van Drongelen, 
Yuchtman, & Suzuki, 1997). The beamformer source reconstruction calculates a set of weights 
that maps the sensor data to time series at the source locations, allowing to reconstruct the 
signal at source level. We performed time–frequency analyses on these reconstructed time 
series and subsequently averaged the power in the alpha band (8-14Hz) or in the beta band 
(14–30 Hz) over the two windows of interest. 

 

Statistics 
Behavioral accuracy, and response time (RT) were analyzed using repeated-measures 

ANOVA (RM-ANOVA) with factors condition (attend-face and attend-name) congruency 
(congruent and incongruent), and type of stimulus (female/male). A Greenhouse– Geisser 
correction was used in case of violation of sphericity assumption and the Tukey-Kramer test 
was used for post hoc comparisons with alpha =0.05. 

 
Power differences at both sensor and source levels between conditions were assessed 

using a cluster-based nonparametric randomization test (Maris & Oostenveld, 2007). By 
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randomly permuting the data across the two conditions and recalculating the test statistic 
1000 times, we obtained a reference maximum sum distribution (p < .05) to evaluate the 
statistical significance of a given effect (Monte Carlo estimation). 
 
Results  
 

Response time analysis showed that participants were faster for the attend-name 
condition compared to the attend-face condition (Figure 20; respectively 565.2±157.4 
ms;629.1±138.6ms F(1,39)=354.07, p<0.001). Subjects were also faster for the congruent 
trials in both the attend-name and attend-face conditions (F(1,39)=161.9 P<0.001). This 
analysis further showed a significant interaction between congruency and conditions 
(F(1,39)=68 P<0.001). Post-hoc analyses revealed that the difference between congruent and 
incongruent was higher in the attend-face than in the attend-name condition (respectively 
Tukey post hoc(0.05) p= 1.06e-10;p=4.27e-7). 

Analysis of the accuracy showed that subjects performed better in the attend-face 
condition compared to the attend-name condition (respectively: 94.7%, 91,5% F(1,39)=41.5, 
p<0.001). Accuracy was also lower in the incongruent compared to congruent trials 
(F(1,39)=145.3 p<0.001). However, it is important to note that accuracy, as it is classically 
understood, did not exactly apply here. Indeed, the subjects were asked to answer if they 
considered the faces as more feminine or masculine which implies a subjective part. For the 
attend-name condition, the results can be altered by the level of familiarity. These results will 
not be analyzed further. 

 
To summarize, in both conditions, subjects answered faster and with higher accuracy 

in congruent trials than in incongruent trials.  
 

Anticipatory left occipito-parietal alpha power increase and beta power increase over the 
VAN in the attend-face condition 

 
After artifact rejection, in the attend-faces conditions we kept, on average, 265 

congruent trials (with a minimum of 198 and a maximum of 302) and 253 incongruent trials 
(with a minimum of 169 and a maximum of 308). For the attend-names condition, we kept, 
on average, 275 congruent trials (with a minimum of 189 and a maximum of 323) and 268 
incongruent trials (with a minimum of 176 and a maximum of 315). 

 
The cluster-based analysis, over time from 600ms to the stimulus onset, sensors, and 

over frequencies from 3 to 30Hz, of the contrast between attend-face and attend-name 
conditions revealed a stronger delta (3Hz) and alpha/beta power in the 600ms pre-stimulus 
period (although not sustained; see figure 21) over left occipito-parietal and temporal sensors 
(8-14Hz or temporal with short time windows up to 22Hz and up to 30Hz for parietal in the 
late window; see below)   and stronger beta power over left-parietal, right parieto-frontal (8-
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30Hz) left temporo-frontal (14-30Hz) sensors in the 200ms pre-stimulus period (cluster-level 
statistic [CS] = 5633, p = 0.038; Figure 21 top). Source-level (DICS) analysis in the 600ms period 
in the 8-14Hz revealed left occipito-parietal and temporal regions ([CS] = 1.25e3, p = 0.008;], 
Figure 21 bottom). More precisely, this analysis revealed the left occipitotemporal cortex 
(LOT; MNI[-47 -63 -11]), the left inferior parietal cortex (MNI[-53 -38 54]), the left occipito-
parietal cortex (MNI[-28 -77 42]), the left medial frontal cortex (MNI[-32 27 32]), the bilateral 
precuneus/cingulate posterior cortex (MNI[-7 -49 26] and [14 -51 26]). We suggest that the 
LOT possibly included the, functionally defined, visual word form area (VWFA). 

 
We further found involvement of the left pre and postcentral cortex (MNI[-51 -9 57]), 

and the left supplemental motor area (MNI[-14 3 64]). These regions are likely associated with 
a stronger motor preparation in the attend-name condition (associated with faster RT). 

 
Using LCMV (Figure 22), to better localize the short event in the beta band prior to 

stimulus presentation, we found peaks in the right medial frontal gyrus (MNI[36 28 40]), the 
right inferior frontal gyrus (MNI[42 34 2])and the right medial temporal cortex ([40 -50 14]). 
These regions might belong to the VAN. 

 
We also observe a bilateral inferior frontal lobe (MNI[-30 -70 44] [26 -68 54]), the 

bilateral precuneus/cingulate posterior (MNI[-6 -50 16] [2 -50 16]) and the bilateral superior 
frontal cortex (MNI[-6 32 42] [20 28 34]). Some of these regions might belong to the default 
mode network. 

 
The left supplementary motor area (MNI[-8 18 46]) and left paracentral lobule (MNI[-

8 -42 78]). The modulation over these regions might reflect the earlier motor preparation in 
the attend-name condition. 

 
Analyses in the gamma band (50-70 Hz) for the same period (400ms before the onset 

of stimulus) did not show any significant result. 
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Figure 21: Higher delta and alpha/beta power over the left occipitotemporal and parietal 
cortices in the attend-face condition compared to the attend-name condition in anticipation 
of stimuli. Top: Result of the cluster-based permutation test for the 600ms period before 
stimulus onset in the 3-30 Hz frequency band comparing attend-face and attend-name 
(threshold p <0.05; p=0.038). Time-frequency representations (TFR) of power during the 600 
ms before the onset of the stimulus. Bottom: Source (DICS) representation of the 8-14 Hz 
increase for the contrast between attend-face and attend-name condition for the 400ms 
before stimulus onset period. Red areas indicate a significant increase (p <0.05). 
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Figure 22: Higher beta power over the VAN in the attend-face condition. Top: Result of the 
cluster-based permutation test for the 600ms period before stimulus onset in the 3-30 Hz 
frequency band over the Van during attend-face. Time-frequency representations (TFR) of 
power during the 600ms before the onset of the stimulus. Bottom: Source (LCMV) 
representation of the 14-30 Hz increase for the contrast between attend-face and attend-
name condition for the 200ms before stimulus onset period. Red areas indicate a significant 
increase (p <0.05). 
 
 
Alpha power enhanced in anticipation of stimuli for face’s condition in occipitotemporal 
cortex regions for trial with short RT 

 
The number of the remaining trials after artifact rejection, in the attend-faces 

conditions we kept, on average, 130 fast congruent trials and as many slow trials (with a 
minimum of 94 and a maximum of 151) and 124 fast incongruent trials and as many slow trials 
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(with a minimum of 83 and a maximum of 153). For the attend-names condition, we kept, on 
average, 153 fast congruent trials and as many slow trials (with a minimum of 91 and a 
maximum of 161) and 131 fast incongruent trials and as many slow trials (with a minimum of 
84 and a maximum of 154). 

 
We also explored the influence of anticipatory alpha power over behavioral 

performances. Specifically, we hypothesized that left temporal (VWFA) alpha increase would 
be associated with faster RT in particular in the incongruent condition in which the name is 
interfering with the decision regarding the gender of the face. Limiting this interference would 
require particularly strong inhibition of the VWFA. We, therefore, classified trials in each 
condition (separating congruent and incongruent trials) as fast or slow (in terms of a median 
split of RT within conditions in each participant). In the attend-face incongruent condition, we 
observed an alpha increase over left parietal, occipitotemporal and frontal sensors in fast 
compared to slow trials (Figure 23 A). The cluster-based permutation test computed over 
time from 600ms to 0ms before the stimulus, sensors and over frequencies from3Hz to 30 Hz 
showed a significant difference in the 8-14Hz band in the 600 to 400ms period and the 100ms 
to 0ms period before the stimulus onset. It also revealed a frontal theta component (5-7Hz) 
in the 500 to 0ms period before stimulus onset ((overall cluster-level statistic [CS] = 317033, 
p = 0.01; Figure 23 B).  

 
We also observed beta power increase (from 18 Hz up to 30Hz) over the left and 

middle frontal sensors in the 600ms to 400ms pre-stimulus window but we did not further 
analyze further this effect in the present form of the manuscript.  We only observe stronger 
left alpha-beta power over motor areas in fast trials in all other conditions.  

 
The source-level analysis (LCMV) of alpha modulation (8-14Hz; Figure 23 C) in the 

100ms-0ms time window revealed a left network ([CS] = 5780, p = 0.009) including a left 
occipitotemporal regions (MNI coordinates [-56 -60 -6] LOT), the left superior parietal lobe 
(MNI[-20 -78 44]) and the left inferior frontal gyrus (MNI coordinates [-46 40 4]).  The source-
level analysis of the 5-7Hz effect revealed an frontal network (([CS] = 3174, p = 0.01; Figure 
23 D) including a bilateral anterior cingulate cortex (ACC: MNI[-0 46 6] and [6 44 6]]), a right 
middle/superior frontal node (MNI[28 44 16]), a bilateral superior frontal cortex (MNI[-20 32 
52] [24 28 52]). These regions belong to the cognitive control network. 
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Figure 23: Stronger alpha power over the left occipitotemporal cortex in fast versus slow 
trials in incongruent condition of the attend-face condition. A & B: Result of the cluster-based 
permutation test for the 600ms period before the stimulus onset in the 3-30 Hz frequency band 
(threshold p <0.05). C: Source (LCMV) representation of the 8-13 Hz increase. D: Source (LCMV) 
representation of the 5-7 Hz increase.  Red areas indicate a significant increase (p <0.05). 
 
Discussion 
 

In this study, our goal was to determine (1) whether alpha oscillations are associated 
with functional inhibition over high-order visual regions as well as in the ventral attention 
network and (2) which areas are involved in the top-down control of alpha activity in visual 
regions. 

 
Our results revealed a stronger alpha power over the left occipitotemporal cortex 

(LOT), which we interpreted as being the posterior part of the visual word form area (VWFA), 
in the attend-face compared to the attend-name condition. In addition, this occipito-temporal 
alpha was stronger in fast RTs in the attend-face condition. As faster RTs were associated with 
stronger alpha power, we interpret the alpha difference between attend-face and attend-
name as resulting from an increase in the former rather than a decrease in the latter 
condition. However, this did not exclude the possibility that alpha decreased over the 
LOT/VWFA in the attend-name condition (Levy et al., 2013). Moreover, we expected a lower 
alpha power over FFA in the attend-face condition (possibly reflecting a higher alpha power 
in the attend-name condition) but the lower amplitude observed over bilateral temporal 
sensors did not survive multiple comparison corrections. Together, these results indicate that 
alpha oscillations over the LOT/VWFA could prevent the processing of the distracting name 
during face processing. Given the names were written on top of the face, spatial attention 
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could not be used to implement this process. We however did not find an increase of alpha 
amplitude over the FFA in the attend name condition, even in trials with fast reaction times.  

 
There is currently a hot debate in the literature regarding the role of alpha oscillations 

in inhibition (Foster & Awh, 2019). For instance, some studies did not report an anticipatory 
alpha increase when the position of the distractor was predictable (Moorselaar & Slagter, 
2019; Noonan et al., 2016). Other studies did not report a link between alpha increase and 
distractor processing (e.g. Antonov et al., 2020; Zhigalov & Jensen, 2020). However, as 
reported in Zhigalov and Jensen (2020), the source of the alpha increase observed was the 
parietal cortex and was possibly associated with a gating mechanism of the flow of 
information rather than a gain mechanism in the early sensory cortex. It remains to be clearly 
understood in which context an alpha increase can be observed over sensory areas, i.e., 
associated with preventing the processing of distractors (Bonnefond and Jensen, in prep.). 

 
One parameter influencing the presence of high alpha power seems to be the difficulty 

of the task, more precisely the perceptual load. Lavie (2005) formulated the perceptual load 
hypothesis according to which our capacity to process stimuli is limited, and observers need 
therefore to efficiently filter out distractors when the perceptual load is high. This hypothesis 
was specifically tested by Gutteling et al. (2021). They varied the noise level of faces to 
manipulate the perceptual load of the target stimuli and the salience of the distractors. They 
found a stronger ipsilateral alpha power (i.e., contralateral to the distractor) in the high load 
condition than in the low load condition. Interestingly and in line with this idea, overall 
reaction times were slower in the attend-face condition than in the attend-name condition. 
The attend-face condition might be associated with a higher perceptual load, and therefore a 
stronger need for inhibition. This could explain the alpha increase observed over LOT/VWFA 
in the attend-face condition while no alpha increase over FFA was observed in the attend-
name condition. The stronger salience of the name (in the middle of the screen) could also 
explain these results. Gutteling and collaborators further reported an effect of the salience of 
the distractor in the high load condition. Given their spatial position, the names could be 
considered stronger distractors than the faces in our current task. However, an effect of 
congruence (a longer RT when faces and names were incongruent) was found in both 
conditions, indicating that the faces were distracting in the attend-name condition as well. 

 
Another parameter that could influence the presence of alpha increase over sensory 

regions is the frequency of a distractor at a given spatial position. It was indeed shown that 
the presence of distractors influences overall alpha power independently of distractor 
strength (Haegens et al., 2012; van Diepen & Mazaheri, 2017). Furthermore, it was also shown 
that the inhibition of the processing of the predictable distractor was only effective in a block 
design (i.e. when the position was similar across trials) and not in a flexible design in which 
the position of the distractor was indicated in each trial (Noonan et al., 2016). In general, if 
distractors are always at the same position during a task, they stop  capturing attention over 
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time (Vatterott & Vecera, 2012). This aspect is in line with the predictive processing models 
in which statistical regularities of the environment are used to limit the processing of the less 
informative stimuli (Friston, 2005; Friston, 2019; Rao & Ballard, 1999). We here used a block 
design with the same instruction and the same position of target and distractors. This type of 
design, based on a stable position/feature of distractors, could allow implementing more 
easily the inhibition needed to suppress the processing of the distractor. This could further 
explain our result showing an increase of alpha power over the LOT/VWFA in the attend-face 
condition. 

 
The coordinates reported for the LOT/VWFA in the fMRI literature are quite 

distributed (Dehaene & Cohen, 2011) and appear quite posterior in the current study. The 
localizer task will further help to determine whether a similar region is more activated for 
words than pseudo-words.  The localizer task for faces will allow disentangling the sources 
more specifically associated with face processing (Burra et al., 2017). Furthermore, one of the 
sources we reported was close to the supramarginal gyrus, a region also implicated in the 
reading function (Juphard et al., 2011; Poldrack et al., 1999) and which might need to be 
inhibited in addition to the LOT/VWFA. 

 
We further observed an increase of alpha power over the parietal cortex. As 

mentioned above, Zhighalov and Jensen also reported an (ipsilateral) increase over the 
parietal cortex. They suggested that this parietal increase would serve to gate the feed-
forward information from the early visual regions. However, they used a spatial attention task 
while we used an object-based attention task. This parietal alpha increase may implement 
inhibition over the VWFA as such region has been involved in inhibitory control e.g. during 
Stroop tasks (Okayasu et al., 2022).  

 
Similarly, we found an increase over the left dorsolateral prefrontal cortex which has 

also been involved in such inhibitory control. It remains to be determined whether this 
prefrontal and parietal alpha increase play a role in controlling VWFA alpha increase using 
connectivity tools. 

 
In addition to the alpha power increase, the connectivity between VWFA and V1, and 

between VWFA and higher-order regions may play a role in implementing the suppression of 
the processing of the distractors. In particular, an anti-phase relationship or a decrease of the 
connectivity in the alpha-band could be implemented (Bonnefond et al., 2017). It has been 
shown that the strength of feedback connectivity, for low-frequency oscillations, between 
FFA and V1 predicted the upcoming percept but also the strength of post-stimulus neural 
activity (Rassi et al., 2019). In line with this result, we can also hypothesize increased 
connectivity in the alpha band between FFA and V1 in the pre-stimulus period in the attend-
face condition and, between VWFA and V1 in the attend-name condition. In addition, the 
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coupling of alpha and gamma oscillations band could be altered in VWFA in the attend-faces 
condition (see Pascucci et al., 2018; Bonnefond et al., 2017).  

 
The fast reaction times in the incongruent trials of the attend-face condition were 

further associated with pre-stimulus strong theta over the ACC/DLPFC, i.e. brain regions 
associated with cognitive control (Matsumoto & Tanaka, 2004). Such result is in line with the 
result of our previous experiment using a modified Stroop task. Similarly, we interpret these 
results as indicating that strong theta power over the ACC and the DLPFC, might help to 
resolve response conflict in the current task.  

 
We also observed a prestimulus increase of beta power in the VAN in the attend-face 

condition. This network has been shown to be involved when attention is captured by 
unattended, but relevant, stimuli (Corbetta et al., 2008; Corbetta & Shulman, 2002). 
According to Corbetta et al. (2002, 2008), inhibiting the VAN is essential for preventing the 
capture of attention by unattended stimuli.  It remains to be determined whether beta power 
in the VAN is associated with performance (Ferez et al., submitted). The next step will 
therefore consist in determining whether beta power is further correlated with the 
interference error (e.g., indicating the gender of the names in the attend-face condition) ratio, 
as observed in the study of Solís-Vivanco and collaborators (2021). The analysis of the 
modulation of alpha and beta power during stimulus processing, in particular the analysis of 
the congruence effect, might provide further insights into the role of these frequencies in the 
LOT/VWFA and VAN during this task. 

 
We also observed an increase of delta oscillation activity over the left 

occipitotemporal sensors (source localization remains to be performed) during the 
prestimulus period. Lakatos et al. (2018) have shown that delta-band oscillations in the 
primary visual cortex could entrain to the rhythm of the stream, increasing response gain for 
events that are relevant to the task. These authors suggested that a crucial component of 
selective attention to rhythmic auditory or visual input streams is the entrainment of cortical 
delta oscillations. In addition, another study in epileptic patients implanted in the auditory 
cortex  performing an intersensory audiovisual task revealed a phase-amplitude coupling 
between delta phase and alpha power (Gomez-Ramirez et al., 2011). The authors also showed 
an increase in alpha power in the auditory cortex at the arrival of the auditory stimulus when 
the subject had to pay attention to the visual stimulus. Together, these results suggest that 
alpha oscillatory activity may be mediated by training its amplitude at frequencies without 
the delta band. It will be interesting to continue our investigation to clarify the link between 
alpha and delta oscillations in our task as alpha power increase seems to occur every ~300ms. 

 
In addition, we used headcasts in the current task. We hope to be able to explore 

source localization more precisely, possibly down to the laminar level (Bonaiuto et al., 2018; 
Meyer et al., 2017). Based on the paper of Bonaiuto and collaborators (2020), our analysis 
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will further use the link vectors between the pial and white matter surfaces to approximate 
the orientation of cortical columns and increase precision (Bonaiuto et al., 2020). This type of 
analysis will provide information regarding the laminar profile of alpha oscillations in our task. 
Our hypothesis is we will find a predominance of alpha in the infragranular layer in the 
LOT/VWFA. 
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This second chapter showed that prestimulus alpha power increased over the VWFA 
in attend-face compared to the attend-name condition. This study also showed an increase 
of beta power in the VAN in prestimulus period in face condition.  This result indicates that 
the inhibitory role of alpha/beta oscillations might operate beyond sensory regions. 
Subsequently, we aimed at determining whether a similar mechanism is at play during high-
level cognitive processes, such as a reasoning task. To test this hypothesis, we, therefore, used 
a reasoning task involving the inhibition of the visual cortex to perform well. 
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Chapter 3: functional 
inhibition over the 
visual cortex during 
reasoning 
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Abstract 

 To protect high-level cognitive process, it was shown that the suppression of the 
processing of irrelevant information is an essential mechanism. Alpha activity (~10Hz) might 
be involved in such a mechanism. In this MEG study we used a reasoning task to determine 
the involvement of alpha oscillations in inhibitory processes associated with higher order 
cognitive processes. Our results showed, after the stimulus presentation, an increase of alpha 
power in occipitotemporal regions. This increase possibly allows the disengagement of visual 
areas in order to allow abstract reasoning.  We also observed an increase of alpha power in 
the ventral attention network (VAN). The inhibition of this network is thought to be crucial 
for preventing the capture of attention by irrelevant stimuli. In our case, it could help the 
subject to resolve our task and answer correctly. Altogether, our results, provide evidence in 
favor of the implementation of functional inhibition by alpha oscillations during a reasoning 
task. 

 

Introduction 

 Recent studies have shown that the suppression of the processing of irrelevant 
information is an essential mechanism to protect high-level cognitive processes such as 
working memory (e.g. Zanto & Gazzaley, 2009) or to allow the efficient selection of the 
relevant information e.g., in the Stroop task (Polk et al., 2008). Therefore, it appears crucial 
to understand which neural mechanism underlies functional inhibition in the brain and how 
this activity is top-down controlled.  

 The results of numerous magnetoencephalography (MEG) and 
electroencephalography (EEG) studies suggest that alpha activity (~10Hz) might be involved 
in such a mechanism (for a review, see Foxe & Snyder, 2011; Jensen et al., 2012; Klimesch et 
al., 2007). 

 For instance, in visual and somatosensory attentional paradigms, a decrease of 
alpha activity has been observed in the (engaged) visual/somatosensory area contralateral to 
the attended side (Capilla et al., 2014; Dombrowe & Hilgetag, 2014; Gould et al., 2011; Grent-
’t-Jong et al., 2011; Haegens, Handel, et al., 2011; Ikkai et al., 2016; Jongen et al., 2006; Kelly 
et al., 2009; T. A. Rihs et al., 2007, 2009; Sauseng et al., 2005; Thut et al., 2006; Trenner et al., 
2008; Voytek et al., 2017; Wildegger et al., 2017; Worden et al., 2000; Wyart & Tallon-Baudry, 
2008; Yamagishi et al., 2005, 2008).  Interestingly, an increase of alpha activity in the (non-
engaged) ipsilateral side has been reported especially when a distracter was presented in the 
unattended side (Green et al., 2017; Gutteling et al., 2021; Haegens et al., 2012; Ikkai et al., 
2016; Kelly et al., 2006; T. A. Rihs et al., 2009; Sauseng, Klimesch, Heise, et al., 2009; Siegel et 
al., 2008; Wildegger et al., 2017) . More generally, an increase of alpha power has been 
observed in the non-engaged stream in working memory task (Bonnefond & Jensen, 2012; 
Jokisch & Jensen, 2007; Park et al., 2014; Payne et al., 2013) or in the ventral attention 
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network during goal-driven tasks (Solís-Vivanco et al., 2021). The interpretation is that the 
increase of the posterior alpha activity during the retention period is necessary for protecting 
working memory from external events. Even more convincing regarding the inhibition 
hypothesis is the negative correlation found, using EEG-fMRI combined, between alpha 
activity and the signal BOLD (e.g. Laufs et al., 2006; Scheeringa et al., 2011).  

However, the role of alpha oscillations in functional inhibition has been challenged 
recently, in particular in attention tasks (Antonov et al., 2020; Foster & Awh, 2019; Gundlach 
et al., 2020; Zhigalov & Jensen, 2020). These studies used steady-state visual evoked 
potentials (SSVEPs), i.e., activity generated by visual stimulations at a certain frequency, to 
test for the link between alpha oscillations and excitability using EEG or MEG. The authors 
showed that the observed ipsilateral alpha increase was not related, in amplitude, space and 
latency, to the attended and non-attended SSVEPs. Specifically, Zhigalov and Jensen (2020) 
showed that the alpha modulation originated in the occipito-parietal cortex (see also Capilla 
et al., 2014) while the target/distractor response originated in the early occipital cortex. These 
authors suggest that the parietal increase could result from a gating rather than a gain control 
mechanism. Alternatively, it could implement spatial attention, more specifically it could 
prevent unwanted shift of attention. As discussed in other papers (e.g. Samaha et al., 2020), 
the detection of alpha modulation in the early cortex could have been altered by the response 
to the flickers. In any case, the link between alpha oscillations and functional inhibition 
remains an open question.  

Moreover, if these studies seem to highlight those alpha oscillations are engaged in 
several processes, their involvement in inhibitory processes associated with higher order 
cognitive processes such as reasoning remains to be demonstrated.  

Finally, how posterior alpha activity is controlled is still not clear. Transcranial 
magnetic stimulation studies showed that perturbation of the activity of the right frontal eye 
field (FEF) during the delay period of a visuo-spatial attentional task impaired both the 
identification of target visual stimuli and the posterior alpha desynchronization. However, this 
experiment did not provide insights regarding how FEF control posterior alpha activity 
(Marshall, O’Shea, et al., 2015). More recently, an MEG study has also highlighted the role of 
FEF in the top-down control of the alpha activity in early sensory area (Popov et al., 2017). 
However, while FEF seems involved in spatial attention (Bisley, 2011), other frontal areas, 
such as the dorsolateral prefrontal cortex (DLPFC) could be involved in controlling alpha 
activity in non-spatial task such as working memory or reasoning tasks (Bonnefond & Jensen, 
2012, 2013; Solis-Vivanco et al., 2018; Zanto et al., 2010).   

In order to further explore the functional role of alpha activity in high level cognitive 
processes, we used MEG and adapted a reasoning task used in Prado and Noveck (Prado & 
Noveck, 2007). In this fMRI study, the authors showed that overcoming a perceptual bias in a 
perceptual reasoning task involved the functional inhibition of the visual cortex by the DLPFC.  
More specifically, they observed that the increase of the BOLD signal with task difficulty was 
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associated with a decrease of the BOLD signal over visual cortex. We hypothesized and found 
that the decrease of the BOLD activity they observed in the visual cortex is reflected by an 
increase in alpha power and that this activity is controlled by the DLPFC which involvement is 
revealed by an increase of gamma activity. 

 

Methods 

Participants 

The study was carried out at the Neuroimaging center of Lyon (CERMEP). Twenty-one 
healthy native French-speaking volunteers (age:  25 ± 1.78 years; 11 females) participated in 
the experiment after providing written informed consent according to the Declaration of 
Helsinki and the local ethics board. All subjects had normal or corrected-to-normal vision and 
were right-handed according to the Edinburg Handedness Inventory (Oldfield, 1971).    

Stimulus material and procedure  

The reasoning task was designed using Presentation 10.2 software (Neurobehavioral 
Systems, http://www.neurobs.com/). A trial was composed of a conditional statement 
followed by a pictorial target item. The conditional rule described a letter and shape relation 
(e.g., ‘‘If there is a J then there is a square’’) and the target item was based on a letter-in-
shape combination (e.g., a J-in-a square). The study used a within subject 2*2 factorial design 
with the factors (i) Mismatch Level (0-mismatch, 0M, and 1-mismatch, 1M, between the 
conditional rule and the target item) and (ii) Kind of rule (AA, affirmative throughout and AN, 
with a negation in the consequent, 120 trials per condition; see Figure 24A). To avoid 
predictability, 120 fillers were included using other kind of mismatching levels (2-mismatch) 
and of rules.  

Each trial started with the presentation of a central dot in the screen during 1s (Figure 
24B). The two parts of the conditional rule then appeared one line at a time, after 1s and 2s, 
respectively, at which point the central dot reappeared for 1s. This was immediately followed 
by the target item, which remained on screen until the subject judged whether the target 
verified the rule or not and press a button. Participants performed the experiment in eight 
blocks of 75 randomized trials.  

Data acquisition  

Neuromagnetic activity was recorded at a sampling rate of 600Hz, using a 275 first-
order axial gradiometers whole-head MEG system (VSF/CTF Systems, Port Coquitlam, 
Canada) housed in a magnetically shielded room. Three marker coils were placed respectively 
at the nasion and the left and right ear canals to measure the subject’s head position relative 
to the MEG during the experiment. During the experiment, horizontal and vertical eye 
movements were recorded using vertical and horizontal EOG electrodes.  
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After the MEG acquisition, an anatomical T1 MRI of the participants was acquired with 
a 1.5T Siemens Sonata system (Erlangen, Germany) with a voxel size of 1mm3. For the co-
registration of the MRI and the MEG data, tablets of Vitamin E were used and placed at the 
position of the coils. One participant was unable to perform the MRI. 

Data analysis 

Reaction times (RTs) were obtained from the subjects’ button box responses. RTs 
shorter than 300ms or longer than the mean + 2std were excluded. 

The MEG analyses were performed using the Fieldtrip software package (Oostenveld 
et al., 2011). MEG data were epoched 0. before the onset of the visual stimulus until the time 
of the subject’s response or until 1s after the stimulus onset if the response time exceeded 
this time. Based on a z-score algorithm across sensors exceeding a threshold given by the data 
variance within each participant, an automatic rejection of eye blink or saccades, SQUID 
jumps, or muscles artifacts was run. Additional visual inspection was applied to the remaining 
trials before including them in further analyses. Only epochs without artifact and with correct 
answer were considered. 

 
  For the sensor-level analyses, planar gradients of the MEG field distribution were 
calculated using a nearest neighbor method where the horizontal and vertical components of 
the estimated planar gradients were derived, thus approximating the signal measured by 
MEG systems with planar gradiometers  (Bastiaansen & Knösche, 2000). This representation 
facilitates the interpretation of the sensor-level data, because the largest signal of the planar 
gradient is typically located above the source. Time–frequency representations (TFRs) were 
obtained using a fast Fourier transformation approach with a 3 cycles long adaptive sliding 
time window (ΔT = 3/f; e.g., ΔT = 300 msec for the 10Hz frequency). A hanning taper (ΔT long) 
was multiplied by the data before the Fourier transformation. The TFRs of power were 
estimated for the horizontal and vertical components and then summed for the planar 
gradient. The power for the individual trials was log transformed after averaged over 
conditions and log transformed.  
 

Source localization of the power effects observed at the sensor level was performed 
using a frequency domain beamforming approach based on an adaptative filtering technique 
(Dynamic Imaging of Coherent Sources, DICS; Gross et al., 2001). We obtained cross-spectral 
density matrices by applying a multitaper FFT approach on data measured from the axial 
sensors. A realistically shaped single-shell description of the brain was constructed, based on 
the individual anatomical MRIs and head shapes (Nolte, 2003). The brain volume of each 
participant was divided into a grid with a 1-cm resolution and normalized to the template MNI 
brain (International Consortium for Brain Mapping, Montreal Neurological Institute, Canada) 
using SPM8 (www.fil. Ion.ucl.ac.uk/spm). The lead field and the cross-spectral density were 
used to calculate a spatial filter for each grid point (Gross et al., 2001), and the spatial 
distribution of power was estimated for each condition in each participant. A common filter 
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was used for both conditions, i.e., it was based on the cross-spectral density matrices of the 
combined conditions. The regularization parameter was set at 5%. As in the sensor-level 
analyses, the estimated power was averaged over trials and log transformed.  The contrast 
between conditions was performed and averaged across participants. All source data were 
estimated within the alpha and the gamma range according to sensor-level results (see results 
section). The source estimates were plotted on a standard MNI brain found in SPM8. 
 

The Note that for source analysis, 20 subjects were included in the source 
reconstruction, as for one subject the MRI was missing. 

 
  As the time windows of the different effects were relatively short, we confirmed our 
DICS results using a linearly constrained minimum variance (LCMV) scalar beamformer spatial 
filter algorithm to generate maps of source activity on a 1-cm grid, and lambda of 5% (Van 
Veen, van Drongelen, Yuchtman, & Suzuki, 1997). The beamformer source reconstruction 
calculates a set of weights that maps the sensor data to time series at the source locations, 
allowing to reconstruct the signal at source level. We performed time–frequency analyses on 
these reconstructed time series and subsequently averaged the power in the alpha band (7–
11 Hz) over the two windows of interest. 

 

Statistics 

Regarding the behavior, accuracy, and response time (RT) were analyzed using 
repeated-measures ANOVA (RM-ANOVA) with factors mismatching level (0-mismatch and 1-
mismatch) and type of rule (AA and AN). A Greenhouse– Geisser correction was used in case 
of violation of sphericity assumption and a Bonferroni test was used for post hoc comparisons. 
 

The significance of power differences observed between conditions at both sensor and 
source levels were assessed using a cluster based nonparametric randomization test (Maris 
& Oostenveld, 2007). This test controls for the Type I error rate in situations involving multiple 
comparisons over sensors, frequencies, and times by clustering neighboring sensors, time 
points, and frequency points that show the same effect. We analyzed frequencies from 3 to 
40 Hz (using 1-Hz increments; 3 cycles time-windows) from the stimulus onset to 1s after 
stimulus onset. 

 By randomly permuting the data across the two conditions and recalculating the test 
statistic 1000 times, we obtained a reference distribution to evaluate the statistics 
significance of a given effect (Monte Carlo estimation). Sensors or voxels for which the t value 
of the difference between conditions exceeded an a priori threshold (p < .05) was selected 
and subsequently clustered on the basis of spatial adjacency, and the sum of the t values 
within a cluster was used as cluster-level statistic. The cluster with the maximum sum was 
used as test statistic.  
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Results 

In a short interview realized after the recordings, we asked the participants whether 
they implemented a specific strategy. They simply reported that rules that included negations 
required more effort to be understood.  

Behavior 

Overall performances for each condition are shown in Figure 24.A, ANOVAs were 
carried out on accuracy and response times (correct trials only; Figure 24.C). A main effect of 
‘mismatch level’ was only found for response times (response times, p=1,06e-10, F=147,96; 
accuracy, p =0.63, F= 0,23). Responses were faster in the 0-mismatch condition than in the 1-
mismatch condition. A main effect of ‘type of rule’ was also found in response times but also 
in a lesser way in accuracy (response times p= 1,46e-6 F=45,47; accuracy p=0,48 F=0,51). 
Responses were faster and more accurate for the AA rule than for AN rule condition. These 
results could be explained by the difficulty to answer with a negative form instruction.  
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Figure 24: Stimuli, task design and behavior results. A. Overall conditions. Mismatch Level 
(0-mismatch, 0M, and 1-mismatch, 1M, between the conditional rule and the target item) and 
rule type (AA, affirmative throughout and AN, with a negation in the consequent). Accuracy 
and median of RT for each condition. B. Timing of one trial. Each trial started with the 
presentation of a visual fixation mark (a central dot) in the center of the screen for 1000ms. 
The two parts of the conditional rule then appeared one line at a time, with the first part (e.g., 
"If there is a J") appearing at 1000ms and the second part ("then there is a square") at 1500ms. 
The rule then disappeared, and the central dot reappeared for 1000ms. This was immediately 
followed by the target item, which remained on the screen until subjects pressed a button. C. 
Behavior results. RTs were shorter for 0 Mismatch than for 1 Mismatch and in AA than AN 
condition. Red lines represent the median RT and the red bar the standard deviation. *** 
p<0,001. 

MEG analyses 

Alpha amplitude increases with ‘mismatch level’ 

We first focused on the difference of power between the 1M and 0M conditions. 

We observed a stronger power in the 7-11Hz band in the 1M condition (see Figure 25.A). A 
cluster-based randomization test controlling for multiple comparisons over time, frequency, 
and sensors revealed one cluster (cluster-level statistic [CS] = 7.21e+4 p < 0.05) encompassing 
different time windows over the occipital and left temporal and frontal channels (0.2-0.45ms), 



92 
 

the right parietal channels and the right central channels (peaking later; 0.25-0.5ms; Figure 
25.B). 
 

To illustrate this effect, Figure 25.C represents the time course of the power for the 
frequency band 7-11 Hz. It shows that the, classically observed, stimulus induced decrease of 
alpha power is less important in the 1M condition and exhibit different time courses for three 
groups of channels. 

 

 



93 
 

 
Figure 25: Alpha power is stronger in the 1-Mismatch condition over the left occipito-
temporal, the right occipito-parietal and temporal and the central sensors. 
A. Time-frequency representation of the contrast 1-mismatch (1M) vs 0-mismatch (0M) 
averaged over all sensors. The alpha power is stronger in the 1M condition than in the 0M 
condition. 0 corresponds to the stimulus onset. 
B. Topography of the alpha power modulations (7–11 Hz; for the period 0.2–0.45s). The 
cluster randomization analysis revealed a significant cluster in left occipitotemporal (1) 
sensors first, then in right occipitoparietal and temporal (2) and right center (3) sensors (p < 
0.05) 
C. Time course of the alpha power in the 1M (red) and 0M (blue) conditions on different 
sensors averaged over the 7-11Hz frequency band. 
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The LCMV performed in the window in which all effects were observed ([0.2 0.45s], 
cluster statistics CS = 4074 p = 9.9*10-4) revealed alpha increase peaks over the bilateral 
cuneus (MNI[42 21 47]) and the left inferior temporal cortex (MNI[-56 -60 -10]). These regions 
are associated with visual processing (Figure 26).  

It also showed the bilateral pallidum (MNI[-24 -2 2] [30 2 2], the bilateral superior 
frontal cortex (MNI[-30 34 34] [26 38 36]), the left medial frontal cortex -28 22 42], the left 
inferior frontal opercular [-42 16 10], the bilateral inferior parietal cortices (MNI[-50 -52 40] 
[44 -54 50]), the bilateral superior parietal  cortex (MNI[-26 -58 50] [38 -56 64]) and the left 
and right cerebellum (MNI[-22 -68 -36] [36 -78 -28))These regions could belong or be 
connected to the cognitive control network. 

We also observed the bilateral precuneus (MNI[2 -50 40] [12 -48 40]) and the right 
medial/posterior cingulate cortex (MNI[12 -38 28]). These regions might be part of the default 
mode network, but further investigations are required as we did not observe the frontal part 
of such network. 

Finally, these results revealed the right medial frontal cortex [38 10 38], the right 
inferior frontal gyrus (MNI[52 8 6]), the right insula (MNI([38 4 8]), the right medial temporal 
cortex (MNI[56 -8 -20]), the right superior temporal cortex (MNI[44 -44 12]). These regions 
might be part of the ventral attention network. 

 

Figure 26: Source (LCMV) representation of the 7-11 Hz activity. Alpha power is stronger in 
the 1-Mismatch condition over the left cuneus, the right lingual gyrus and cuneus, the left 
occipito-temporal, cortex, the bilateral cognitive control network, the VAN and the bilateral 
precuneus. Red areas indicate a significant increase (p <0.05). 
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Alpha power is correlated with RT 

We did not observe stronger alpha power for fast than for slow trials (median split) in 
the 1M condition. However, we observed a negative correlation between alpha and behavior 
for the difference between 1M and 0M specifically on left occipitotemporal sensors for 
frequency 7-11 Hz. (r=-0,55; p=0.01; Figure 27). Over participants, higher posterior alpha in 
1M condition was associated with faster RT. 

 

Figure 27: Correlation between the alpha power (averaged over occipitotemporal sensors and 
frequency band 7-11 Hz) and reaction times for the difference between 1M and 0M. (r=-0,55; 
p=0.01) 

 

No alpha difference between sub-conditions 

We then quantified the alpha power from the MEG data for the sub-condition (i.e., 
0MAA, 0MAN, 1MAA and 1MAN. The TFR of power did reveal time-windows, from 400ms to 
600ms after the stimulus appears, with increased alpha power in the 0MAN compared to 
0MAA condition over the right central cortex but these effects did not survive multiple 
comparisons correction (p <0.05 before correction).  

Similarly, we found bursts of strong alpha power in the 1MAN compared to 1MAA 
condition for the period from 400ms to 800ms after the stimulus appears over the right 
central cortex, but as for the analysis above, these effects did not survive multiple 
comparisons correction.  
 

No increase of gamma power over frontal regions 

Our analysis of the gamma did not show significant results in the period after the 
stimulus appears on the screen contrary to that we expected. 
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Discussion 

The goal of the present study was to determine the role of alpha oscillations in a 
reasoning task involving functional inhibition of the visual area.  

We manipulated the matching level between the target items and the items 
mentioned in the rules in order to create a perceptual bias, i.e., the tendency to reject 
mismatching items even if they verify the rule. First, behavior results showed a clear 
mismatching effect with longer response times in the one mismatching (1M) condition 
compared to the 0 mismatching (0M). Moreover, we showed that responses were faster and 
more accurate for the conditions with affirmative instruction rule (AA) than for the conditions 
with negative instruction rule (AN). These results indicate that rules with negation increases 
the decision time. These results confirmed previous findings reporting an increase of response 
times with rules complexity (Prado & Noveck, 2006, 2007). 

The time frequency analyses revealed higher alpha power in the 1M than in the 0M 
condition, first over posterior sensors and over parieto-temporo-fontal sensors (later peak). 
Source level analysis indicated the involvement of the left occipito-temporal cortex, the left 
inferior cortex and of a bilateral fronto-parietal cortex in the early window. We interpret the 
alpha increase over the bilateral cuneus as reflecting the disengagement from visual 
processing to allow abstract reasoning. In line with this interpretation, this region showed a 
decrease of BOLD signal, when the DLPFC BOLD increased, in the fMRI task using a similar 
paradigm of Prado et al. (2007).In addition, the stronger alpha power over the left temporal 
cortex might indicate further suppression of the processing of the letter as the left temporal 
cortex has been associated with processing letters (e.g. James et al., 2005). The occipital alpha 
increase might have been necessary in both the 1M condition and 0M condition in the trials 
with rules involving one negation (AN). Indeed, participants might have to overcome the bias 
to consider these matching items as validating the rule. Region of interest analyses over the 
occipital cortex in the four conditions will allow to test for this hypothesis. A new study 
involving additional rules such as rules including a negation in the first part of the rule might 
further help to highlight this effect (see Prado et al. 2007). 

We did not find stronger alpha power in fast than in slow reaction times trials in the 
1M condition. However, we used a median split which was maybe not sensitive enough to 
reveal such effect. We will perform more fine-grained analyses to determine whether there 
is a link between alpha power and behavior at subject level. We however observed a 
correlation between the alpha power and RT differences between 1M and 0M conditions 
across participants. This correlation was specific to the left occipito-temporal cluster. This 
indicates that an efficient inhibition of the occipital and left temporal cortex in the 1M 
condition might help to perform the task optimally and might depend on participants ‘general 
ability. Such correlation will be performed at source level to further determine the specificity 
of the effect. 



97 
 

We further observed higher alpha power in regions belonging to the ventral attention 
network (VAN) and in the precuneus and posterior cingulate cortex which belong to the 
default mode network (DMN) in the 1M compared to 0M condition. The VAN has been 
associated with the capture of attention by unattended, but relevant, stimuli (Corbetta et al., 
2008; Corbetta & Shulman, 2002). Corbetta et al. (2002, 2008) suggested that the inhibition 
of the VAN was crucial for preventing the capture of attention by irrelevant stimuli. In line 
with that idea, Solis-Vivanco et al. (2021) reported that higher alpha/beta power in the VAN 
was associated with a lower distractor interference over subjects. The inhibition of this 
network in our task help subject to overcome to the perceptual bias. Similarly, the DMN has 
been associated with focus on internal thoughts and is generally found to be inhibited during 
tasks (Ossandon et al., 2011; Raichle, 2015) in line with the alpha increase observed here). 
However, we did not observe the frontal part of the DMN. This might be due to technical 
reasons (low SNR or participants’ position in the MEG) or the precuneus we observed might 
not be part of the DMN per se.  Further investigations (e.g., more precise source localization) 
will allow to tackle this issue. The frequency band found over the VAN (and DMN) in the 
current task was lower than the frequency band reported in Solis_Vivanco et al. (2021) and 
Ferez et al. (submitted; 10-20Hz).  More generally, the alpha frequency observed in the 
current task was relatively slow. It remains to be investigated whether the frequency depends 
on the specificity of the task performed or whether the mechanism behind is fundamentally 
different. A correlation between performance and alpha frequency over participants could 
provide further insights. 

 We did not find an increase of gamma oscillation over the DLPFC, dACC and 
inferior/superior parietal cortex but rather an increase in the 7-11Hz band (see Prado et al. 
2007). More fine-grained analyses at the source level will help to determine the peak 
frequency observed over these regions which might be associated with theta band rather 
than alpha band. Preliminary results seem to indicate that this is the case (cf supplementary 
figure). Connectivity analyses between the nodes of these different networks and the 
occipital and left temporal cortex will allow to determine whether these regions are involved 
in controlling the posterior alpha oscillations. 

Moreover, it will be necessary to refine the source localization by considering the head 
movements of the subjects. Indeed, in this task, the subjects were in a sitting position and 
asked for breaks outside the scanner between one to four times per session, which means 
that the head position could vary significantly during a session. In a future analysis, we will 
use e.g., an average position and reject trials with a head position above 2 standard deviations 
from the mean. 
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Supplementary figure: Time frequency over regions of interests indicate that the frequency 
band modulated in the bilateral superior frontal cortex is lower (rather in the theta band) 
than in the in the occipito-temporal cortex.   
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General Discussion 
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Summary of results 

In this thesis, we have provided new insights into the role of the alpha oscillations in 
functional inhibition. Our results were not restricted to alpha oscillations as we also reported 
effects in the delta(<4Hz), theta (4-7Hz) and beta (15-30Hz) band. 

In our first MEG study, a cue-based modified Stroop task, with always incongruency 
between color word and ink, we presented to subjects a cue in each trial indicating whether 
they had to attend the ink of the word or the color word itself. Stimuli were words indicating 
a color and were written using an incongruent ink color. In the attend-color condition, 
participants had to ignore the word to report the color of the ink. If alpha oscillations are 
linked to functional inhibition, we expected higher alpha power over the visual word form 
(VWFA) in this condition. This effect did not survive the correction for multiple comparisons. 
We however observed higher alpha/beta (10-20Hz) power in the ventral attention network 
(VAN), a network associated with the capture of attention by relevant but unattended stimuli, 
in anticipation and during the processing of stimuli in both the attend-color and attend-word 
conditions (see below for a detailed discussion of this effect). Higher alpha/beta power in this 
network was associated with faster reaction times in all conditions. We also found high 
alpha/beta power in the medial prefrontal cortex, the posterior cingulate cortex and the 
temporal pole indicating a possible inhibition of the default mode network (DMN) in 
anticipation and during stimulus processing (for a review see Raichle, 2015). In addition, we 
found that stronger theta power over the right dorsolateral prefrontal cortex, the ACC, and 
the ventromedial prefrontal cortex, e.g., regions associated with cognitive control, was 
associated with faster reaction times. This result indicates that good performances in the task 
might involve a high level of cognitive control (Cohen & Donner, 2013). The absence of alpha 
increase might be due to the low difficulty of the task and the irregularity of the distractor’s 
position or feature (see below).  

We therefore designed another task. We used faces with names written on the top 
and participants were asked to determine the gender of the faces or of the names in different 
blocks. We expected that participants would be required to suppress the processing of the 
unattended stimuli to perform the task optimally (e.g., names in the attend-face condition). 
We observed prestimulus alpha power increase in the left occipito-temporal cortex including 
left occipitotemporal cortex LOT/VWFA (but see discussion of the face-name paper, chapter 
2) in the attend-face compared to the attend-name condition. This increase over LOT/VWFA 
in the alpha band was further associated with faster reaction times in the incongruent trials 
of this condition. We interpreted this alpha increase as reflecting the functional inhibition of 
the LOT/VWFA to prevent the processing of the name, i.e., the distractor in the attend-face 
condition. We further observed higher alpha power over the parietal and left frontal regions. 
We hypothesize that these regions are involved in the top-down control of alpha oscillations 
over LOT/VWFA. Connectivity analyses will allow to test this hypothesis (see below). 
Altogether these results indicate that the inhibitory role of alpha oscillations operates beyond 
early sensory regions. During the prestimulus period, we also observed an increase of delta 
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oscillation activity over the left occipitotemporal and parietal cortices. Finally, in the attend-
face condition, we observed a pre-stimulus increase of beta power, in the VAN.  

 
Finally, we aimed at determining whether alpha oscillations would be involved in 

inhibitory processes during a high-level cognitive process. In the task we used, participants 
were presented with a conditional rule that described the relation between a letter and a 
shape, e.g., if there is a J then there is a square, followed by the stimuli representing or not 
this relation. To perform well in this task, it has been shown that participants need to 
overcome a perceptual bias, the matching bias, i.e., he tendency to answer “correct” 
whenever the stimuli presented match the ones mentioned in the rule, in order to perform 
well. We showed that alpha oscillations over the occipital and left temporal cortex, a 
frontoparietal network and the VAN might be involved in implementing this process. 

I discuss below how these different results resonate with the hypotheses and 
questions formulated in the introduction. 

 

Alpha oscillations are involved in the disengagement of irrelevant areas  

One goal of this thesis was to investigate the role of alpha oscillations in the 
disengagement of irrelevant areas, more precisely in the suppression of the processing of 
irrelevant or unattended information 

Altogether, our results showed that two factors might influence the modulation of 
alpha oscillations over sensory regions, namely the difficulty of the task through e.g., the 
perceptual load or other factors and the regularity of the distractor’s position or feature. 

Regarding the first parameter, Lavie (2005) formulated the perceptual load hypothesis 
according to which our capacity to process stimuli is limited, and observers need therefore to 
efficiently filter out distractors when the perceptual load is high. In our first study (the task 
based on Stroop stimuli, chapter 1), we did not observe the expected behavioral effect i.e., 
response time faster in the attend-word than the attend-color condition as reading is 
automatic and difficult to overcome (Augustinova & Ferrand, 2014) and, as a consequence, 
word are expected to be particularly distracting when participants have to report the color of 
the ink (Stroop, 1935). It is therefore possible that the task was not demanding at the 
perceptual level and did not require distractor filtering and hence an increase of alpha 
oscillations over e.g., the VWFA in the attend-color condition.  It is also possible that a few 
subjects exhibited a right dominance of the VWFA (for more details see discussion of the 
word-color study, chapter 1), an issue that might have been overcome in the face-name task 
(chapter 2) given the number of participants. However, an alternative or complementary 
hypothesis would be that the conflict occurred at the decision rather than at the perceptual 
level in this task (see below).  
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In our second study (face-name task) we found slower reaction times in the attend-
face compared to the attend-name conditions. This indicates that the difficulty was higher in 
the attend-face condition. This larger difficulty could either result from a higher perceptual 
load, a stronger distractor interference, or both. The overall slower reaction times, in 
particular in the congruent condition, in the attend-face condition compared to attend-name, 
could be interpreted in favor of the first effect while the stronger reaction times difference 
between congruent and incongruent trials in the attend-face condition could be interpreted 
in favor of the second effect. The salience of the names as distractors might result from 
automatic reading (Augustinova & Ferrand, 2014) and from their position on the screen. The 
combination of the two factors, perceptual load, and distractor strength could be necessary 
to involve functional inhibition and therefore high alpha oscillations. 

 Interestingly, Gutteling et al. (2021) manipulated independently the perceptual load 
and the salience of the distractors in a spatial attention task. They found both a stronger 
ipsilateral alpha power (i.e., contralateral to the distractor) in the high load than in the low 
load condition and stronger alpha power for the more salient distractors but only in the high 
perceptual load condition. In our experiment, the attend-face condition might correspond to 
the second condition (high load and high distractor salience) and resulted in higher alpha 
oscillations in the LOT/ VWFA to perform the task.  

Regarding the second parameter, it was shown that if distractors are always at the 
same position during a task, they stop capturing attention over time (Moorselaar & Slagter, 
2019; Vatterott & Vecera, 2012). In our word-color task, we used a trial design, the object 
ignored varied across trials (cue-based task) while in the face-name task, the ignored object 
remains similar within a block. The block design could therefore allow to implement more 
easily the inhibition needed to suppress the processing of the distractor. This could further 
explain our result showing an increase of alpha power over the LOT/VWFA in the attend-face 
condition in the block design and not in the trial design. The impact of the design on the 
removal of distractors seems to be an important element to consider when designing the task, 
as well as other aspects. Indeed, several researchers have tried to design a guideline of rules 
to follow in order to help study the suppression of distractors (Wöstmann et al., 2022). In this 
paper they explained that if there is no difference in performance between highly-distracting 
and less-distracting trial it was possible that the intended distractor was effectively 
suppressed or that participants realized through experience that the distraction is unrelated 
to the task at hand, which did not necessarily suggest that the distraction is not distracting. 
This could explain our results in the word-color task due to the intensive training of the subject 
the day before they performed the task. 

Our second task have combined high perceptual load, high distractor salience and 
stability of the feature/element ignored, therefore future studies manipulating these factors 
independently might allow to better characterize the role of each factor and of their 
combination in modulating anticipatory alpha oscillations. 



103 
 

An important limitation of these studies is the lack of functional specificity of the 
different target areas such as the ‘color area’ (e.g. V4), the FFA (and other face-related 
regions) and the VWFA (e.g. Vidal et al., 2010). For instance, it has been shown that, in the 
fusiform gyrus, there are distinct but also overlapping patterns of responses to faces and 
words (Harris et al., 2016).  Another study showed that reading acquisition recruit brain parts 
involved in the object and face recognition (Dehaene & Cohen, 2011). This lack of specificity 
might have hindered some effects, e.g., alpha increase over regions processing faces in the 
attend-name condition of the face-name task. 

 

Alpha oscillations play an inhibitory role during stimulus processing 

Another question we asked in the introduction was whether alpha oscillations could 
implement function inhibition during stimulus processing, in particular during a high-level 
cognitive task. 

In the reasoning task (chapter 3), we showed that alpha oscillations over occipital and 
left temporal, the frontoparietal network and the VAN were possibly involved in overcoming 
a perceptual bias.  

In a similar fMRI task, Prado et al. (2007) found (using a psychophysiological 
interaction analysis) that mismatching level was associated with the inhibition of the occipital 
cortex by the DLPFC while in the current study, we  observed high alpha oscillations over the 
same regions as these authors observed (bilateral cuneus) as well as the left temporal cortex, 
possibly involved in processing the letter (James et al., 2005). These results could indicate that 
alpha oscillations over occipital cortex could implement the inhibition of the visual cortex to 
overcome a perceptual bias in an abstract reasoning task. The trials analyzed involved one 
mismatch between the shape mentioned in the rule and the target stimuli. The letter was 
therefore particularly irrelevant in this condition and performing well might have further 
required letter processing suppression and therefore high alpha oscillations over the left 
temporal cortex., In addition, participants might have to overcome the matching bias in the 
0-mismatch condition with a negation in the rule as the matching items could bias them into 
validating the rule by default. Region of interest analyses over the occipital cortex in the four 
sub-conditions will allow to test for this hypothesis. A new experiment including more rules 
will further help to refine the role of alpha oscillations in this reasoning process. 

Although further analyses and experiments are necessary, these results indicate that 
alpha oscillations might play a key role to focus on internal processes while ignoring external 
distraction. 
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Alpha/beta oscillation are involved in the functional inhibition of regions outside the 
sensory networks 

Another goal of our work was to determine whether alpha oscillations are involved in 
the functional inhibition of high-level brain regions. In our three studies, we observed higher 
alpha and/or beta oscillation in the VAN. This network has been associated with the capture 
of attention by unattended, but relevant, stimuli (Corbetta et al., 2008; Corbetta & Shulman, 
2002). Corbetta and Shulman suggested that the inhibition of the VAN was crucial for 
preventing the capture of attention by irrelevant stimuli.  

In our reasoning task, we showed an increase of alpha oscillation over the VAN in the 
1-mimatch compared to the 0-mismatch condition. In the word-color task, we also found an 
increase of alpha/beta power over the VAN in the attend-word and the attend-color condition 
compared to baseline or detect condition in the prestimulus and stimulus processing periods. 
This increase was associated with faster reaction times.  Moreover, in our face-name task we 
also showed an increase of beta oscillation power over the VAN in prestimulus period in the 
attend-face condition. Solís-Vivanco et al. (2021)  reported that alpha/beta power over the 
VAN was associated with a lower distractor interference over participants in line with a 
functional inhibition role. Our results are therefore in line with this idea. The inhibition of the 
VAN, to prevent distraction, in anticipation of stimuli or during stimulus processing might be 
implemented by high alpha/beta oscillations.  

In the word-color task (chapter 1) and reasoning tasks (chapter 3), we further 
observed an increase of alpha/beta power over regions that belong to the default mode 
network (DMN). It was shown that the DMN is implicated in mind wandering (Fox et al., 2015) 
and that the activity of this network commonly decreases during task  (for a review see 
Raichle, 2015) allowing to be more focused on the task. We therefore suggest that the 
alpha/beta increase we observed would be associated with the inhibition of the DMN. This 
result is further in line with the intracranial results reported in Ossandon et al. (2011). In the 
easy condition compared to the difficult, authors found a significant decrease in gamma 
activity in the DMN, but they also showed an increase in alpha/beta activity for a shorter 
period. According to this study, in the difficult condition, it was necessary to inhibit the DMN 
by alpha/beta activity for a longer period to succeed in the task.  This inhibition possibly 
allowed the participants to be more focused on the task. 

 
Interestingly, the frequencies observed in the tree tasks over the VAN were different 

with alpha, alpha/beta or only beta without alpha (10-20Hz in the word-color task, 14-30Hz 
in the face-name task, and 7-11Hz for the reasoning task).  As mentioned above, a goal-driven 
task was demonstrated to involve alpha/beta oscillations over the VAN (12-20Hz; Solís-
Vivanco et al., 2021). But only Beta seems more surprising. 

Indeed, beta activity is essentially studied in motor function (Pfurtscheller & Lopes da 
Silva, 1999). In line with this literature, we also found decreased beta power over the motor 
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network in two of our studies (word-color task and face-name task) in anticipation of 
response. However, new study suggested a role of inhibition in the motor action of the beta 
activity (Schaum et al., 2021). This inhibitory role could explain our results of the beta activity 
in the VAN to inhibit it but also the results where we have alpha/beta. Moreover, this rhythm 
could also be implicated in cognitive functions. 

For instance, it has been suggested that, during attentional tasks, communications 
among task-relevant areas as the fronto-parieto-temporal attentional network would be set-
up through phase synchronization in the beta band (Gross et al., 2004).,  Furthermore, it was 
demonstrated that a variety of factors that influence the regulation of cognitive control are 
reflected in beta oscillations during a trial-and-error task in which monkeys had to choose 
which of four targets would be rewarded (Stoll et al., 2016). Authors showed that greater top-
down communication between the visual and frontal areas, was associated with increased 
connectivity in the beta band. This last element leads us to question the role of beta 
oscillations in our different tasks, especially in the top-down control of alpha oscillations, 
which should be further investigated. 

It has more recently been shown, in trial-by-trial analysis, that the sensorimotor beta 
activity is dominated by transient, high amplitude bursting events (little et al 2019). 
Moreover, authors explained that the probability of burst occurrence decreases before, and 
peaks after the movement, thus giving the appearance of slow beta amplitude modulation 
after averaging these bursts over multiple trials. We will apply similar analysis to our data to 
determine whether beta activity observed over the VAN and DMN is also associated with 
bursts. Such results would further associate these bursts with functional inhibition. 

Further analyses at the source level will allow to confirm this discrepancy. The 
difference might result from the task specificities, i.e., attention vs reasoning process or from 
fundamentally different mechanisms. Answering this question will require further 
investigations. 

 

No alpha phase adjustment in anticipation of stimulus 

In anticipation of the stimulus, there is only sparse evidence of alpha phase 
adjustment. Some studies report a phase adjustment (Bonnefond & Jensen, 2013; Solis-
Vivanco et al., 2018), while others do not (van Diepen et al., 2015). It therefore seemed 
important to investigate this question. That is why, in the word-color task (chapter 1), one of 
our goals was to test whether alpha phase could be adjusted in anticipation of the predictable 
stimulus to optimize the suppression of the distracting feature (e.g., the word in the color-
condition). Our data did not show a significantly higher phase concentration over the left 
temporal sensors (i.e., over VWFA) in the attend-color condition. This absence of effect 
provides evidence against the idea that alpha phase can be adjust in anticipation of 
predictable stimuli, through top-down control, in order to optimize target processing or 
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distractor suppression. However, this absence of difference might also result from (1) a strong 
alpha phase adjustment in the attend-word condition (with opposite phase) as well in order 
to optimize the processing of the word (2) the right dominance of the VWFA in a few 
participants or (3) the absence of inhibition requirement in this task, in line with the absence 
of alpha power increase. 

We however observed a phase adjustment over temporal sensors in both conditions. 
We will further explore this result at source level.  

 

Further analyses needed to determine which brain regions may control these sensory alpha 
oscillations 

In the three tasks, one of the objectives was to understand which higher order regions 
control these alpha oscillations. A few covert attentional studies have revealed, using EEG, 
MEG and TMS, that frontal eye field (FEF) and parietal cortex (as well as the right inferior 
gyrus) were involved in the top-down control of posterior alpha power modulation (Marshall, 
Bergmann et al., 2015; Popov et al., 2017; Wang et al., 2016). Other studies have additionally 
shown an involvement of the left frontal gyrus in controlling posterior alpha phase 
adjustment, in a working memory and a bimodal attentional tasks (Bonnefond & Jensen, 
2012; Solís-Vivanco et al., 2018).  

In all our tasks, we noted the presence of alpha/theta oscillations in frontal regions, 
and more precisely, in the regions associated with cognitive control. For the first study, it was 
in anticipation of the stimuli over the (right dorsolateral prefrontal cortex, the ACC, and the 
ventromedial prefrontal cortex. Moreover, this activity was associated with faster reaction. 
For our second study, before the stimuli, we observed an increase of alpha/theta activity in 
frontal regions in the attend-face incongruent for the faster trials. Finally, in our third study, 
we noted a peak of theta activity over the DLPFC, dACC and inferior/superior parietal cortex. 
These regions might be involved in controlling the posterior alpha oscillations. Indeed, it was 
shown that a link exists between the theta activity in frontal regions and alpha in posterior 
regions (Mazaheri et al., 2009, 2010). Mazaheri and collaborators (2009) showed in a Go-
noGo task, that an error resulted in an increased frontal theta activity slightly earlier than a 
decreased posterior alpha activity. They hypothesized that serve to reflect a top-down 
modulation by which oscillatory alpha activity in visual areas is suppressed. In the second 
study, authors found also this anticorrelated activity between midfrontal theta activity and 
posterior alpha activity in a cross-modal attention task (Mazaheri et al., 2010). Depending on 
the type of task, theta activity could increase or decrease the posterior alpha activity. We will 
use connectivity tools such as amplitude-amplitude correlation, cross frequency coupling or 
granger causality analysis to test the hypothesis that this frontal theta activity controls the 
alpha activity in posterior regions. 
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Theta oscillations over the DLPFC and ACC is involved in detecting and resolving conflict  

In addition, in the word-color task and also in incongruent trials face-name task, we 
found that stronger theta power over the right dorsolateral prefrontal cortex, the ACC, and 
the ventromedial prefrontal cortex, e.g., regions associated with cognitive control, were 
associated with faster reaction times. These results possibly indicating that good 
performances in the task involved a high level of cognitive control. These results are in line 
with a large literature showing the important role of ACC and DLPFC in cognitive control 
(Matsumoto & Tanaka, 2004) and the role of theta oscillations over midfrontal and 
dorsolateral regions to resolve conflict (Cohen & Donner, 2013). More recently, Kaiser and 
collaborators revealed that faster conflict resolution was linked with the anticipation of this 
conflict and with the increase of frontal theta power and posterior alpha power decrease 
(Kaiser et al., 2022).  

The 7-11Hz increase over these regions in the reasoning task might further be 
associated with the involvement of cognitive control in this task. Refined source level and 
connectivity might provide insights regarding this point. 

 

Delta oscillations over the left occipito-temporal and parietal cortices 

In the face-name task, we also found a higher delta oscillations activity during the 
prestimulus period over the left occipito-temporal and parietal cortices. A study showed that 
the primary visual cortex's delta-band oscillations entrain to the rhythm of the stream, 
increasing response gain for task-relevant events and speeding up reaction times (Lakatos et 
al., 2008). The authors suggested that the entrainment of cortical delta oscillations is a key 
mechanism of selective attention to rhythmic auditory or visual input streams. Because of the 
design of our task, i.e., the five stimuli that follow each other, a kind of rhythmicity can also 
be distinguished in our study which could explain the delta activity recorded. 

Moreover, another study with a similar selective attention intersensory audiovisual 
task involving epileptic patient implanted in the auditory cortex, showed a coupling between 
delta phase and alpha power (Gomez-Ramirez et al., 2011). The author also demonstrated 
that when the participant had to focus on the visual stimulus to hear the auditory stimulus, 
the alpha power in the auditory cortex increased. They concluded that these delta-entrained 
oscillations adjust the alpha-band power according to their phase. It will be interesting to 
continue our analysis to refine the relationship between alpha and delta oscillation in our 
task. Notably because our data showed that alpha appeared as burst at the occipital region 
which could be related to the delta rhythm. 
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Source localization in MEG, statistics, and inverse inference 

Our experiments had some limitations such as the use of MEG for precisely localizing 
sources or the use of cluster-based statistical analyses.  For instance, we found widespread 
networks in all three of our studies which might impact interpretations regarding e.g., the 
involvement of the DMN. It might result from an actual involvement of widespread networks 
but also from the lack of precision of the MEG or the statistical tools used. Indeed, cluster 
analyses present some limitations as they favor big clusters and might as such create spurious 
effects. However, most of the effects reported here also survived a more conservative FDR 
correction. 

We observed increase alpha over subcortical regions (e.g., basal ganglia) in the 
different studies. Although surprising, this is in line with many studies showing that, unlike 
what was previously thought, subcortical regions can be detected with MEG (Pizzo et al., 
2021). It has been shown that alpha oscillations play a role in the pulvinar level, especially in 
the regulation of attention (for a review see Froesel et al., 2021). Moreover, it was shown that 
alpha oscillations in the pulvinar would drive alpha oscillations in V4 and TEO (Saalmann et 
al., 2012) It will therefore be very interesting, especially in our face-name task using head-
cast to reduce head movements, to analyze the alpha oscillations in the subcortical regions. 

We plan to use the head localization measures recorded online during the task to 
further improve source localization (use of the mean head position, rejection of trials with 
important head movements etc.…). In particular, participants moved more during the 
reasoning task than during other tasks as they were in a sitting position.  

In addition, this thesis relies on inverse inference. Indeed, we considered the regions 
observed to belong e.g., to the VAN, the DMN and the word specific areas and, as a 
consequence, the alpha increase over these regions to reflect (the suppression of) specific 
processes they have been associated to. This is a limitation of many neuroimaging studies. 
Region of interest analyses based on localizer task might provide additional evidence in favor 
of these interpretations. 

 

To go further  

First, it will be important to finalize and refine our analyses in the face-name and 
reasoning tasks. For instance, we used localizer tasks in the face-name condition which will 
allow to better define face specific regions and how the regions are modulated during the 
task. As mentioned above, we will perform connectivity analyzes to determine which brain 
regions control the posterior alpha oscillations we observed. In addition, we will perform 
connectivity between several regions of interest. It is possible that the suppression of the 
processing of the distractors are supported by a specific connectivity between VWFA and V1, 
and between VWFA and higher order regions. In particular, an anti-phase relationship or a 
decrease of the connectivity in the alpha-band could be implemented (Bonnefond et al., 
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2017). In addition, It has been shown that the strength of feedback connectivity, for low 
frequency oscillations, between FFA and V1 predicted the upcoming percept but also the 
strength of post-stimulus neural activity (Rassi et al., 2019). In line with this result, we can 
also hypothesize the face-name task, an increased connectivity in the alpha band between 
FFA and V1 in the pre-stimulus period in the attend-face condition and, between VWFA and 
V1 in the attend-name condition. Furthermore, the coupling of alpha and gamma oscillations 
band could be altered in the VWFA in the attend-face condition (see Pascucci et al., 2018; 
Bonnefond et al., 2017).  

Furthermore, we hope to be able to get laminar-level (two compartments) resolution 
of the source localization in the face-name task using specific source localization tools and 
taking advantage of the individual headcasts (which limit head movements) we used in this 
experiment (Bonaiuto et al., 2018; Meyer et al., 2017). Our analysis, based on the paper of 
Bonaiuto and collaborators (2020), will further use the link vectors between the pial and white 
matter surfaces to approximate the orientation of cortical columns and increase precision 
(Bonaiuto et al., 2020; see annexes). This type of analysis will provide information regarding 
the laminar profile of alpha oscillations in our task. For instance, we hypothesize that we will 
find a predominance of alpha increase in the infragranular layer in the VWFA. Possibly the 
connectivity of the superficial alpha and of the deep alpha will be different. Bonnefond et al. 
(2017) hypothesized that alpha in the superficial layers, which exhibit a receptive field 
connectivity specificity at the anatomical level, might allow to implement communication 
between regions while alpha oscillations in the less specific deep layers might be associated 
with the local inhibition of groups of neurons processing irrelevant information. 

Regarding future investigations, as mentioned above, we should design tasks that 
manipulate independently the different factors (perceptual load and/or distractor salience) 
that might be involved in modulating posterior alpha oscillations. For instance, using on our 
task with faces and names we could, as Gutteling et al. (2021), vary the target load and the 
salience of the distractors. For example, we could manipulate the familiarity of the words 
used as it has been shown that familiarity impacts the speed of words processing (Juphard et 
al., 2011) and therefore should impact their distracting salience. To complete on the role of 
alpha it will be interesting to see the effect of modulation of alpha. Becoming older is linked 
to gradual changes in the brain oscillations' frequency and strength (Klimesch, 1999). Perhaps 
the frequency band most impacted by aging is alpha, with alpha oscillations at rest in healthy 
older persons being much lower in amplitude and slower in frequency than those in younger 
adults (Babiloni et al., 2006; Klimesch, 1997). We would continue to use our face-name task, 
as this lends well to the link that seems quite clear between alpha and distractor inhibition. 
So, by having young and old subjects do the task described above, we could see the impact of 
the decrease in alpha power in its inhibitory role but also see if the brain sets up a 
complementary system to achieve the task. Finally, we could complete this study with 
transcranial stimulation. This part would have two distinct goals. The first would be to 
stimulate at the alpha rhythm in young subjects at the occipito-temporal and/or parietal level 
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in order to see if we can induce inhibition in these areas. The second one is to see if this 
stimulation on old subjects could allow the recovery of a "normal" alpha and that it would 
allow the recovery of performances closer to those of young people. This study would bring 
more information about the role of alpha either by its decrease or by its increase. 
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