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Abstract
During my thesis, we studied the metacognitive abilities of individuals with

schizophrenia spectrum disorder using psychophysical and electrophysiological measures.
My work had two parts: on the one hand, a fundamental part focused on the characterization
of metacognitive abilities in these patients, thanks to a meta-analysis that highlighted the
presence of methodological biases in the study of metacognition in patients with
schizophrenia. Our work has shown that the protocols and measures used so far did not
allow a clear distinction between cognitive and metacognitive components, with the
consequence of overestimating the metacognitive deficit in this population. We corroborated
this result by analyzing behavioral and electrophysiological data collected in patients
performing a perceptual task adjusting cognitive performance to that of healthy volunteers,
showing no alteration at the metacognitive level. In the continuity of these results, we have
developed an original experimental paradigm that simultaneously quantified metacognition in
perception and memory with the ambition of isolating the metacognitive component in our
measurements and thus gaining internal validity; on the other hand, a more clinical part
focused on remediation, by trying to replicate the effect of a metacognitive training from
recent models based on psychophysics, a priori effective in a non-clinical population, and
thus potentially exploitable in the case of metacognitive alterations. After controlling for
confounding factors of motivational and/or instructional origin, we concluded that this
metacognitive training was ineffective. In sum, my thesis has corroborated existing
recommendations for the evaluation of metacognition in experimental psychology, in order to
strengthen the validity of the measure. The methodological critique that has been made has
the effect of downgrading the contribution of the metacognitive component - as captured by
signal detection theory - in the symptomatology of schizophrenia; a necessary milestone for
a reorientation of research efforts.
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Résumé
Au cours de ma thèse, nous avons étudié les capacités métacognitives des individus

avec trouble du spectre schizophrénique à l’aide de mesures psychophysiques et
électrophysiologiques. Mon travail a comporté deux volets : d’une part un volet fondamental
centré sur la caractérisation des capacités métacognitives chez ces patients, grâce à un
travail de méta-analyse mettant en évidence la présence de biais méthodologiques dans
l’étude de la métacognition chez les patients avec schizophrénie. Notre travail a montré que
les protocoles et mesures employés ne permettent pas de distinguer clairement les
composantes cognitives et métacognitives, avec pour conséquence la surestimation du
déficit métacognitif dans cette population. Nous avons corroboré ce résultat par l’analyse de
données comportementales et électrophysiologiques collectées chez des patients effectuant
une tâche perceptuelle ajustant la performance cognitive à celle de volontaires sains, ne
montrant pas d’altération au niveau métacognitif. Dans la continuité de ces résultats nous
nous sommes attachés à développer un paradigme expérimental original qui quantifie
simultanément la métacognition en perception et en mémoire avec l’ambition d’isoler la
composante métacognitive dans nos mesures et ainsi gagner en validité interne (collecte
encore en cours à ce jour); d’autre part un volet plus clinique porté vers la remédiation, en
essayant de répliquer l’effet d’un entraînement métacognitif issu de modèles récents basés
sur la psychophysique, a priori efficace dans une population non clinique, et ainsi
potentiellement exploitable dans le cas d’altérations métacognitives. Après avoir contrôlé
pour des facteurs confondus d’origine motivationnelle et / ou d’instructions, nous avons
conclu à l’inefficacité de cet entraînement métacognitif. En somme, mon travail de thèse
aura permis de corroborer des recommandations existantes pour l’évaluation de la
métacognition en psychologie expérimentale, de manière à renforcer la validité de la
mesure. La critique méthodologique émise a pour effet de revoir à la baisse la contribution
de la composante métacognitive – telle que capturée par la théorie de la détection du signal
– dans la symptomatologie propre à la schizophrénie; un jalon nécessaire pour une
réorientation des efforts de recherche.
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Preambule: Aim of my PhD

Psychosis, and more generally madness – as a more encompassing concept

regarding history - is associated with irrational thinking. Since everyone is prone to make

irrational decisions (cf. system 1 and system 2; Tversky and Kahneman 1986), there should

be something more specific about psychotic irrationality. Surprisingly enough in the history of

thoughts, this is a man who turned out to suffer from paranoid schizophrenia who made a

major theoretical breakthrough about human rationality in complex situations. His name was

John Nash, a gifted mathematician from Princeton who received the Nobel prize in

economics for his works on game theory (the so-called “Nash equilibrium”, Kreps 1989). So,

the question could be narrowed as follows: what was irrational within the notoriously rigorous

thinking of such a genius like John Nash? The famous movie adaptation from the life story of

John Nash – A beautiful mind – gives us a chance to understand from a first-person

perspective what a psychotic experience might look like. In this movie, John met with

different characters who had some importance to him: there was his eccentric roommate

named Charles, and the young girl Marcee who was Charles’ little niece. There was also the

mysterious William Parcher, a secret agent from the defense department. John maintained

rich relationships with them, and it took a while before he finally realized that anybody but

him could see and interact with them. Here is a crucial aspect of psychotic irrationality, which

sounds like a double burden: not only do patients have singular thoughts and perceptions

which are not shared with other individuals, but they also lack the ability – or at least have

some trouble – to identify these thoughts and perceptions as peculiar. In other words, from a

first-person perspective, the psychotic irrationality seems perfectly rational, everything

seems to be fine. However, from a third-person perspective, and from the clinical perspective

in particular, this specific irrationality is referred to as a “lack of insight” (Amador and David

1998), and can be broadly understood as a lack of introspective skill to delineate what

pertains to the outside world from contents that are self-generated, or to distinguish between

what is real and what is not1.

In this thesis, we recruited patients with schizophrenia with the aim of understanding

one core feature of psychosis. We worked with the working hypothesis that the clinical

symptom of “lack of insight” resulted from a metacognitive deficit (David et al. 2012), which

made it possible to ground our research in recent theoretical advancements in cognitive

science and to develop standardized protocols in laboratory settings. It opens the door for a

1 On his way to recovery, John Nash pragmatically described his delusional thinking as “essentially a
hopeless waste of intellectual effort”. Source: https://livingwithschizophreniauk.org/john-nash/
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mechanistic and quantitative account of psychosis, which in turn might inform clinical and

medical research.
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About the structure of the manuscript

This manuscript is divided into three main parts, namely an introduction, empirical

articles, and a general discussion. The introductory part consists of 1) a concise literature

review about schizophrenia spectrum disorder covering the history of the diagnosis, its

etiology and some of its main neural theories; 2) a presentation of metacognition as it is

conceived and operationalized in experimental psychology, together with the formulation of

the problematic we want to address.

1) In order to get closer to what is meant by “schizophrenia” we provide the reader with

a brief overview of the historical shaping of the diagnosis of schizophrenia, together

with a non-exhaustive list of recent theories trying to explain the psychotic

symptomatology. In particular, mentioned theories provide a grasp on the plausible

mechanistic underpinnings of positive symptoms such as hallucinations, delusions,

and delusions of control. Of note, this part is only aimed at providing contextual

elements and theories about schizophrenia, but are not necessary for the

understanding of the experimental chapters presented in part II.

2) The second section defines what metacognition is and how it is operationalized in

experimental psychology. Since it is the cornerstone of all my PhD work, particular

attention is devoted to explaining why we should and how we can achieve a bias-free

measure of metacognition. This measure will be used to quantify metacognitive

deficits in schizophrenia, as well as the efficiency of an online metacognitive training

for healthy participants. As we were interested in the potential use of experimental

paradigms for clinical purposes, we considered applying this metacognitive training to

remedy metacognitive deficits in schizophrenia.

The second part presents four empirical studies that we conducted in an attempt to

address the scientific questions expounded in the introduction: 1) a meta-analysis

quantifying metacognitive deficits among patients with schizophrenia, 2) a follow-up

behavioral study to quantify metacognition in perceptual and memory domains while

controlling the relevant parameters, 3) an electrophysiological study to investigate whether

markers of confidence would be impaired in schizophrenia, and 4) an attempt to replicate the

results of the above-mentioned online metacognitive training study.

This manuscript ends up with a general discussion about our experimental approach

and results, where I provide a critical attempt to reframe most of the known metacognitive

deficits as stemming from cognitive deficits instead. The reader will note that the

13



manuscript’s narrative sometimes switches form the plural pronoun “we” to the singular

pronoun “I”, particularly within the discussion part. This is a deliberate intention on my part,

in order to distinguish between ideas that came from team thinking and other more personal

ideas that I assume to be more speculative.
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PART I - State of the art

1. Defining Schizophrenia

1.1. A brief history of ideology-driven management of madness

Since antiquity, the evolution of concepts about madness has been far from linear.

The discourse about its origins has oscillated between medical and religious explanations,

leading to a plethora of types of treatments, which were sometimes politically

instrumentalized (Porter 2003). We can briefly outline three significant historical periods: the

Greek medical conception, the Middle Ages demonology, and the post-Renaissance

psychiatric approach.

The hippocratic corpus (a collection of medical manuscripts associated with the

Greek physician Hippocrates (460 – c. 370 BC)) was fairly opposed to superstition. Madness

was conceived as a body imbalance in terms of “humors” – an ancient term designating

some bodily fluids – and treated with medicinal plants such as hellebore. Galen (129 - c. 216

AD) even provided psychological counsels, on the theoretical grounds that inappropriate

behaviors could derive from untamed or unrecognized passions, thus prefiguring

psychotherapy. Efficient or not, we can only imagine that it was far less damaging than

forthcoming medieval trepanations.

Throughout the medieval period, the theory of humors was paralleled with the

religious interpretation of madness as possessions by the Devil. Depending on the

diagnosis, the patient was either insane or possessed, and needed either a doctor or an

exorcist, respectively. The historical apogee of the devil’s interpretation of madness has

been sadly recorded with the publication of the Malleus Maleficarum – the hammer of

witches – in 1486, which was the starting point for the gloomy “witch-hunting”, the so-called

Inquisition throughout European countries. The manuscript detailed what should be

understood as witchery, and how to proceed (through torture) to unmask and eliminate

witches. A prominent historical figure against Inquisition was Jean Wier (1515-1588). He was

a Dutch physician known for his De Praestigiis daemonum published in 1563, an influential

refutation of the Malleus Maleficarum where possession was reinterpreted as mental illness,

thus recommending medical care instead of fanatical brutality (Mora 2008). This decisive

step away from religious accounts, along with the contemporaneous stream of empiricism

and rationalization carried out by illustrious thinkers such as Copernicus, Descartes, and

later Newton, reaffirmed mental illness as stemming from body lesions. Descartes’
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description of the body as a mechanistic system (Descartes, Rodis-Lewis, and

Kambouchner 2010) surely played a significant role in this conceptual reorientation (Brown

2018).

However, this was not the end of political and medical wandering regarding mental

illness. There is a long tradition of confining mad people together, starting with the creation

of the “Hôpital Général” under Louis XIV, which was officially designed to provide education

and medical care to maladapted poor citizens of Paris, but turned out to be a strategy to

clean out the streets (Porter 2003). These unfortunate “poor citizens” were provided with an

insalubrious place where arbitrary methods of coercion were applied. Although not for the

same reasons, this tradition of confinement was prolonged and medically institutionalized in

the early 19th century with the creation of asylums under the rationale of alienism, which

constituted the first paradigm of psychiatry. Alienism is based on a philosophy of “moral

treatment” promoting both isolation and dialog with patients as a cure (Stone 2008). The

French promoter of alienism – Philippe Pinel (1745-1826) – is known for having literally

removed the chains of hospitalized mental patients and developed a seminal version of

psychiatric nosography, a conceptual framework distinguishing mental illness from the rest of

the medical world. Despite his initial honorable intention to soften the tough conceptions and

treatments related to mental illness, as well as to re-humanize the interactions with patients,

asylums were places where hazardous experimental treatments such as bleeding, fastening,

cold or hot baths, laxatives, and electroshocks were provided (Porter, 2003). Fortunately, a

significant improvement regarding the treatment of mental illness originated from one of

these experimental attempts, with the so-called “biological therapies”. Aiming at curing

psychopathology by inducing a state of shock, Jean Delay and Pierre Deniker (1955) tried to

inoculate chemical substances as a therapy. This is how the first neuroleptic was discovered

in 1952, with chlorpromazine being the first efficient treatment to attenuate hallucinations

and delusions. In parallel, anti-psychiatry movements arose against asylums, denouncing

authority abuse from clinicians, criticizing the consequences of the developing

pharmacology, and thus calling for alternative treatments of mental illness. The movement

was notably supported by François Tosquelles (1912-1994), who largely contributed to the

development of “institutional psychotherapy” designed to restore dignity and autonomy in

patients’ lives, encouraging respectful and symmetrical social bonds between therapists and

patients. The revendication for getting psychic patients out of the remote and inhospitable

asylums as well as the call for the re-establishment of urban care for mental illness also led

to the “sectorization” of psychiatry in France (Delion 2014), i.e. the creation of extra-hospital

structures aiming at providing psychological support and medical care within the local

environment of patients.
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Through history, the lack of stability of conceptions about madness as well as the

frequent use of inefficient (if not lethal) methods deteriorating both the physical and mental

conditions of patients were signs that madness had been poorly understood. The next

paragraph tries to outline the efforts made over the past 150 years to improve the psychiatric

classifications, resulting in the current conception of what we now call “schizophrenia”.

1.2. History of schizophrenia diagnosis

Here, I will briefly recall the historical shaping of the current schizophrenia diagnosis.

One important thing to keep in mind is that the very procedure of delineating diagnostic

criteria follows a clinical tradition dating back to the nosography of Philippe Pinel (1809).

Indeed, in the absence of a distinctive biological signature, the diagnosis criteria are still

based on the identification of observable symptoms, which in turn rely on the clinician’s

interpretation of the subjective reports made by the patients.

As exposed by Keshavan, Torous and Tandon (2020), three important early 20th

century clinicians – namely Emil Kraepelin, Eugen Bleuler, and Kurt Schneider – proposed

different descriptions and criteria, which laid the foundations for the later development of the

diagnosis. Their work constituted the most influential concepts adopted in the first version of

the American system of classification – the so-called DSM (Diagnostic and Statistical Manual

for psychological disorders) – and the 6th version of the international system (ICD:

International classification of disorders), and continued to be the main reference point for the

successive versions until now.

A widely shared idea by early 20th century clinicians was that mental illness

stemmed from a core disturbance, accompanied by various manifestations. This view

appeared in reaction to the large proliferation of very specific categories called the

“monomanias”, introduced by the alienist Esquirol (1838). Monomania was construed as a

disorder of will, rather than a disorder of thinking, since patients were aware of the

irresistibility of their intentions (Berrios 2018), hence also called ‘folie lucide’, i.e. insanity

accompanied with insight. It was focused on a very local idea (Lefebvre 1988). For instance,

erotomania (the conviction that one is loved by someone else), infanticidal monomania (e.g.

the macabre illustration from Henriette Cornier who brutally killed a nineteen-month old baby

without apparent reason), theomania (the conviction that one is a divine figure), dipsomania

(the irresistible drive toward drinking alcohol), pyromania, cleptomania, and so on. The

French psychiatrist Jean-Pierre Falret soon criticized monomanias for their uselessness for

clinical purpose, in its unequivocal book called “de l’inexistence des monomanies”, published

in 1854 (Lepoutre and Dening 2012). In this line, Eugen Bleuler (1857-1939) proposed that
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all these various manifestations were best understood as resulting from a common psychic

functional split, which he coined “schizophrenia”. He identified four fundamental symptoms

(the four A’s2: ambivalence, autism, loosening of associations, and flat affect), and

considered hallucinations and delusions as non-specific secondary symptoms. DSM-I (1952)

and DSM-II (1968) mainly relied on Bleuler’s description of schizophrenia (Keshavan et al.

2020). Instead, Emil Kraepelin insisted that a useful diagnostic should rely on the description

of the course of the illness as well as its outcome in terms of deterioration or improvement.

On the basis of hundreds of clinical observations, Kraepelin proposed to distinguish what he

called “dementia praecox”, including severe psychotic conditions which were characterized

by their chronicity and cognitive deterioration, from “manic-depressive insanity”, which was

more episodic with a better prognosis. ICD-7 (1955) and ICD-8 (1968) put the emphasis on

Kraepelinian chronicity to define schizophrenia (Keshavan et al. 2020). As a consequence,

there was not only a worldwide divergence of definitions between the DSM used in the USA,

and ICD used in the rest of the world, but there was also poor inter-rater reliability for the

diagnosis since the symptoms described were hard to identify. At this time, Strauss,

Carpenter, and Bartko (1974) reviewed a list of the most used criteria by many clinicians,

grouped them into six (disorders of content of thought and perception, disorders of affect,

disorders of personal relationships, disorder of form of speech and thought, disordered

motor behaviors, and lack of insight), and concisely reframed them into three influential

categories: positive symptoms, negative symptoms3, and disorders in relating4. Positive

symptoms are symptoms “that have the appearance of being active processes – for

example, delusions, hallucinations, and catatonic motor phenomena, whereas negative

symptoms “involve primarily absence of normal functions”, e.g. blunted affect, poverty of

speech, or apathy. Importantly, Strauss et al. made the following remark about lack of

insight:

“Of the six types of symptoms and signs, one, lack of insight, is obviously

important but does not fit neatly into any category; nor are there many data

available regarding its antecedents or prognostic implications. Because of the

absence of detailed studies regarding its characteristics, this variable will not be

discussed further here.”

4 The third category was later referred to as “cognitive disorganization” (Liddle 1987)

3 To note, the dichotomy between positive versus negative symptoms already comes from early
descriptions of epileptic symptoms by two neurologists: Jackson in 1885 and Reynolds in 1896
(Dollfus, Mach, and Morello 2016).

2 These symptoms will be later referred to as “negative symptoms”, i.e. impoverished behaviors and
emotions
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As a consequence, later classifications heavily relied on positive and negative

symptoms, while disregarding lack of insight. Later, Kurt Schneider (1959) enumerated 11

“first-rank symptoms” (mostly positive symptoms) to be diagnostic of schizophrenia such as

auditory and somatic hallucinations, thought withdrawal5, thought broadcasting6 or thought

insertion7. In order to homogenize the classifications worldwide, as well as to simplify the

diagnosis, DSM-III (1980) and ICD-9 (1978) both converged onto the same criteria: they

emphasized Kraepelinian chronicity as well as the easy-to-recognize symptoms proposed by

Kurt Schneider. With the successful increase in diagnosis reliability, DSM-IV (1994) put even

more emphasis on positive symptoms, such that only one type of bizarre delusion or

hallucination was sufficient to fall into the new category “Schizophrenia and Other Psychotic

Disorders”, now divided into five subtypes: catatonic, disorganized, paranoid, residual, and

undifferentiated (Keshavan et al. 2020).

However, the validity of existent classification of schizophrenia has been called into

question because the subtypes of schizophrenia had low stability through the course of

illness, were not representative of clinical heterogeneity (Mattila et al. 2015), and overall this

categorization did not lead to noticeable progress in terms of treatment (Tandon 2012).

Indeed, although successful in reducing positive symptoms, antipsychotics were ineffective

regarding negative symptoms and cognitive deficits. Therefore, in the DSM-V (2013)

subtypes were abandoned and substituted by dimensional descriptions, under the new label

“Schizophrenia Spectrum Disorder”. This multidimensional description is a conceptual shift

toward a multidimensional illness, where each dimension – reality distortion, negative

symptoms, disorganization, cognitive impairment, motor symptoms, and mood symptoms –

reflects a distinct pathophysiology with its unique target-treatment. The purpose is to be able

to better track individual trajectories (i.e. clinical stages such as prodromal, first-episode,

clinical high risk and chronic) and responsiveness to treatment. The C-RDPSS

(Clinical-Rated Dimensions of Psychosis Symptom Scale) is a promising clinical tool which

has been specially developed to guide treatment according to this tracking (Keshavan et al.

2020).

1.3. Insight and confidence

Although not generally acknowledged among psychiatrists, insight was considered

an important - if not determinant - dimension for psychosis diagnosis (David 1990). Several

7 The belief that some thoughts are imposed or “inserted” in one’s mind by someone else
6 The belief that one’s thoughts are readable by anyone around
5 Sudden mind-blanking, where thoughts have seemingly vanished
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scales have been elaborated (e.g. SAI8, SUMD9) to assess three overlapping dimensions

related to insight into illness - also called clinical insight - namely the degree to which a

patient is aware of having a mental disorder, the ability of the patient to recategorize his or

her symptoms such as hallucinations and delusions as pathological, and treatment

compliance (David 1990). Mostly associated with positive symptoms, poor insight has been

also documented in relation to negative symptoms and construed as a specific executive

function deficit, thus leading to the hypothesis that there might be different kinds of insight

(Amador and David 2004).

Clinical insight measures robustly correlate with IQ, and with mood (i.e. depressive

mood is associated with more insight). In particular, it has been proposed that clinical insight

was associated with metacognitive abilities10, such as the self-monitoring of cognition e.g.

monitoring the quality of one’s memory or the awareness of perceptual stimuli (David et al.

2012). However, clinical insight has been criticized for its normative character which makes it

vulnerable to demand characteristics. Indeed, the more the patient agrees with the doctor's

diagnosis, the better his/her insight (David 2020). It has also been criticized for overlooking

other aspects such as the adverse treatment effects (e.g. extrapyramidal side effects), the

lack of objective criteria for clinical diagnosis (Amador and David 1998), or the fear of stigma

(Davis et al. 2020), which are relevant factors that might play against treatment compliance.

A complementary approach to clinical insight is known as “cognitive insight”, a more

general conceptualization of insight referring to the ability to distance oneself from erroneous

beliefs (Beck 2004). Not explicitly referring to clinical assessment, cognitive insight is both

relatively immune to the above-mentioned critics and applicable to healthy participants, and

thus more amenable for research purposes. Cognitive insight is assessed with the Beck

Cognitive Insight Scale (BCIS, Beck 2004), which assesses both self-certainty i.e. the

general degree of confidence one has of one’s own judgments, and self-reflection i.e. the

general knowledge one has of the fallibility of one’s judgments. Lower self-reflection and

higher self-certainty have been found to be associated with positive symptoms (for a review,

see van Camp et al. 2017).

Self-certainty among patients with psychosis has also been found under the form of

overconfidence in errors (Moritz et al. 2017; Hoven et al. 2019). This inability to internally

adjust the degree of confidence to the correctness of one’s decisions has been conceived as

a deficit of metacognitive monitoring, which in turn has been associated with a lack of insight

(David et al. 2012). Our experimental chapters were devoted to quantify metacognitive

10 Metacognition will be defined in greater detail in part 1.2.
9 Scale to assess Unawareness of Mental Disorder (Amador and Strauss 1993)
8 Schedule for the Assessment of Insight (Sanz et al. 1998)
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deficits in schizophrenia, construed as an altered ability to calibrate one’s confidence on

decision accuracy.

1.4. Toward a diagnosis 2.0 ?

As stated at the beginning of this section, the clinical diagnosis of schizophrenia still

relies on subjective interpretations of symptoms, but this clinical syndrome is not properly

matched with neurobiological findings in terms of genes, structural and functional brain

abnormalities (Keshavan et al. 2020). An emerging avenue to address this issue is the

concept of endophenotype. An endophenotype is a set of biomarkers lying between the

genetic level and the symptom level, which should at least be measurable, heritable, and

state-independent (i.e. one does not need to be in an acute psychotic crisis to be included in

a study protocol). The strength of this approach is to enable a reversal of the nosological

construction (Keshavan et al. 2013): the common top-down approach from observable

symptoms to a speculative biological cause is replaced by a bottom-up classification from a

measurable etiology to an emerging symptomatology (see Figure 1).

Figure 1. Reverse nosology. Schematic illustration of classical top-down nosology (left), and

“reverse” nosology (right). Reprint from Keshavan et al. (2020)

The B-SNIP (Bipolar-Schizophrenia Network for Intermediate Phenotypes) project is

an example of application of this promising deconstruction / reconstruction approach of

nosology (Clementz et al. 2016). A large dataset of neuropsychological tests, behavioral

measures (stop signal task and anti-saccade task) and electrophysiological measures
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(N100, P200, P300 among other evoked-potential responses obtained with an auditory

oddball paradigm) has been collected among more than 1800 participants, including patients

with psychotic disorders (bipolar disorder, schizophrenia, schizoaffective disorder), as well

as first-order relatives and healthy controls. Clustering with machine-learning unsupervised

algorithms resulted in 3 distinct patterns of biomarkers among patients, called “biotypes”,

which were also found in first-order relatives (to a lesser degree), and were transversal to

the clinical diagnoses. The biotypes explained more variability in the behavioral and

electrophysiological measures than the DSM-IV diagnoses did. Most remarkably, the

biotypes have recently demonstrated their robustness. Indeed, the same three biotypes have

been obtained in a recent replication of this clustering method applied to a new and

equivalently large sample of psychotic patients, with their first-order relatives and healthy

control participants (Clementz et al. 2022). Therefore, seeking endophenotypes might be a

fruitful approach to identifying the pathological path from risk genes to clinical and

neurocognitive observations. However, none of the behavioral and functional markers

assessed in this study were related to insight or confidence. Therefore, it remains unclear

whether these biotypes are sufficient to explain poor insight as a side-effect of the measured

deficits, or if poor insight is part of unexplained variance.

1.5. Theories and models

The classical top-down nosology with its loose categories might have hindered

research progress by mixing etiologies together, resulting in unwanted heterogeneity in

clinical samples (Figure 1). The field of research on psychosis-related risk genes, based on

risk variants11 as well as post-mortem differential gene expression studies between patients

with schizophrenia and healthy controls has proven to be cursed with low statistical power

and low reproducibility, but these issues are being promisingly addressed by different means

(e.g. the use of larger samples of participants, progress in RNA sequencing, and the

development of genome-wide association studies, Allen et al. 2020). However, some

fortuitous discoveries appeared to be good starting points: the high rate of psychosis in the

22q11.2 deletion syndrome, and the efficiency of antipsychotic medication to regulate

positive symptoms (hallucinations and delusions), which in turn influenced a cascade of

theories and models, that I briefly review below.

1.5.1. A neurodevelopmental model of psychosis: the 22q11.2 deletion syndrome

The 22q11.2 deletion syndrome (22q11DS) results from a microdeletion (i.e. a loss of

a small segment of DNA) on chromosome 22, and is the most common microdeletion

11 comparisons between subjects with risk alleles relative to those without risk alleles
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disorder (McDonald-McGinn et al. 2015), with a significant impact on brain development and

behavior. Since approximately one third of patients affected by 22q11DS develop a

schizophrenia spectrum disorder in adulthood (Schneider et al. 2014), the 22q11DS offers a

promising neurodevelopmental model for psychosis. Indeed, disposing of a developmental

model of cognitive functions prior to illness onset, based on early cognitive markers instead

of late visible clinical symptoms is of capital importance for early tracking of illness and better

medical care before the cognitive deterioration is too important. There are two competing

models of developmental trajectories in psychosis: the “developmental deterioration” profile,

and the “neurodevelopment lag” hypothesis (Hill et al. 2020). The former supposes a normal

cognitive development and a rapid deterioration of cognitive abilities from the prodromal

stage of illness, while the latter supposes an early deviation from normal cognitive

development, leading to a delayed trajectory of cognitive progress. Evidence from 22q11DS

studies on verbal IQ and language impairment corroborate both developmental hypotheses

(Gur et al. 2021). Other markers such as impaired executive functioning (e.g. attention), or

social cognition (e.g. face recognition) are documented in psychosis and 22q11DS (Gur et

al. 2021), as well as an impaired sense of agency together with lower confidence calibration

(Salomon et al. 2022).

1.5.2. The dopamine hypothesis

There is another body of evidence highlighting a dysfunctional regulation of the

dopaminergic system as an etiopathological pathway leading to psychosis. The dopamine

hypothesis of schizophrenia resulted from two main observations: 1) antipsychotic drugs

such as chlorpromazine or haloperidol owe their effectiveness to their affinity with D2

dopamine receptors (Seeman et al. 1976), 2) the use of dopaminergic drugs such as

amphetamine produces psychotic-like states with hallucinations and delusions in healthy

individuals (Connell 1957). Thus, already 30 years ago, the abnormal dopamine activity has

been linked to positive and negative symptoms of schizophrenia as follows (Davis et al.

1991): the abnormally low prefrontal dopamine activity has been proposed to be the direct

cause of negative symptoms, and in turn the lower regulatory (inhibitory) activity of prefrontal

dopamine projections causes an increase of subcortical dopamine activity, which is

associated to positive symptoms. A specific gene-environment interplay gave rise to the

“dual hit” model (Bloomfield and Howes 2020), where the genetic vulnerability responsible

for increased capacity of dopamine release (first hit), in conjunction with the presence of

environmental and psychosocial stressors (e.g. childhood adversity, social minority group,

trauma, drug use, see Howes et al. 2017; van Os, Kenis, and Rutten 2010) causing acute

levels of dopamine release (second hit), were conducive to psychosis as a result of
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hyperdopaminergy. Interestingly, hyperdopaminergy has been linked to increased confidence

in a word detection task (although in conjunction with an increased accuracy, Lou et al.

2011), and overconfidence in errors in another perceptual detection task (Andreou et al.

2015).

In particular, striatal hyperdopaminergy has been shown to induce hallucination-like

experiences - i.e. false percepts with abnormally high confidence - in a rodent model of

psychosis (Schmack et al. 2021). Moreover, abnormal striatal presynaptic dopamine

synthesis has been a robust observation in schizophrenia (see meta-analyses from

Fusar-Poli and Meyer-Lindenberg 2013; Howes et al. 2012) and fuelled an influential

hypothesis about positive symptoms: the aberrant salience hypothesis.

1.5.3. The aberrant salience hypothesis

The elegance of the aberrant salience hypothesis (Kapur 2003) lies in its attempt to

provide a mechanistic explanation filling the gap between the neurobiological (high striatal

dopamine activity) and the phenomenological levels (delusional thinking) in schizophrenia.

The theory originated with the proposition that striatal dopamine supports the function of

attributing motivational salience to reward-related stimuli (Berridge and Robinson 1998).

According to this view, dopamine is the mediator which makes someone wants (not likes, as

previously proposed in the hedonic interpretation of dopamine function, Koob and Moal

1997) something by providing a motivational value to a neural representation of either an

external object or an internally generated content. Therefore, the rationale behind the

aberrant salience hypothesis is that abnormally high synthesis of striatal dopamine –

producing stimulus-independent release of dopamine – would result in aberrant attribution of

salience to either internal representations (e.g. ideas) or representations of external objects

(percepts). Thus, dopamine is metaphorically referred to as “the wind of psychotic fire”

(Kapur 2003), emphasizing the dysregulation of dopamine as the core aspect of psychosis.

At the phenomenological level, some random stimuli or ideas suddenly grab one’s attention

and the irresistible drive felt toward them demands an explanation, and according to this

view, the ensuing delusional thinking – i.e. post-rationalization of one’s initial drive – is

secondary to this process.

However, there are some limitations to this proposal:

1) Elevated levels of striatal dopamine are not always observed in patients with psychosis

(Bloomfield and Howes 2020), therefore the “wind of psychotic fire” may not necessarily be

dopaminergic. It might explain why 20 to 35% of patients with psychosis are not responsive

to D2 antagonist antipsychotics (Demjaha et al. 2012). Other neurotransmitters have been
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identified as potential mediators in the pathophysiology of schizophrenia such as serotonin,

GABA and glutamate (Berkovich, Dehaene, and Gaillard 2017). Interestingly, the serotonin

receptor 5HT2a, which is involved in the formation of visual hallucinations induced by

psychedelics such as LSD, is also the receptor targeted by the antagonist activity of

Clozapine, the treatment provided in case of refractory-schizophrenia (Nichols 2004).

2) The aberrant salience hypothesis leaves us with two explanatory gaps. Indeed, the

aberrant salience hypothesis provides a conceptual framework explaining why the psychotic

mind is attracted toward insignificant sensory inputs and ideas, but i) it says nothing about

how subsequent delusional world-related statements are formed; and ii) it seems unlikely

that other positive symptoms such as hallucinations, thought insertion, or delusion of control

might derive from aberrant motivational salience (Bloomfield and Howes 2020). Furthermore,

there is no clear link between striatal dopamine and confidence in patients with Parkinson’s

disease (Bang et al. 2020), which makes it difficult to explain confidence abnormalities that

are found in schizophrenia (Hoven et al. 2019).

1.5.4. Models of deficient inferential processing

Progress in neurocomputational modeling has provided interesting theories aiming at

explaining both delusional thinking and hallucinations as resulting from a common

dysfunctional inferential process. This conceptual step is quite straightforward on the basis

of Bayesian theories of cognition, in which perception is conceived as an inferential process

resulting from a weighted integration of sensory evidence and prior knowledge, an idea

already formulated by von Helmholtz (1911). Thus, under this framework the delineation

between abnormal perception (hallucination) and abnormal belief (delusion) is more

conceptual than mechanistic, as reminded by the thought-provoking title “perceiving is

believing” of the review article from Fletcher and Frith (2009). Regarding the cognitive

explanation of delusional thinking, Fletcher and Frith proposed one plausible Bayesian

interpretation extending on the aberrant salience hypothesis. But before we delve into the

Bayesian explanation of delusional thinking, a concise description of the Bayesian inferential

process is needed. In this framework, any unexpected observation produces a “surprise”

signal, called a prediction error – i.e. a mismatch between the sensory evidence and the

prediction about the cause of the sensory input. The inferential process consists in resolving

the prediction error, either by having a second look at the stimulus (bottom-up resampling of

sensory evidence), or by choosing an alternative and more adequate interpretation from

one’s model of the world (top-down shift of expectation). The prediction error can be

attenuated at any level of the hierarchical system from the sensory level to the highest level

of abstraction (see Figure 2 for an illustration of such levels of processing).
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Figure 2. Example of Bayesian inference. In this example, the font gives the letter “w” an

ambiguous shape that can be confused with the letters “ev”. Bottom-up processing (shape >

letter > word > meaning) might lead to a prediction error since the sentence “Jack and Jill

event up the hill” is meaningless. In turn, top-down expectation leads to reinterpreting the

shape of the letter as “w”. Reprint from Fletcher and Frith (2009)

Whenever these two strategies are not sufficient to solve the prediction error, a third

strategy is to update one’s model of the world (i.e. prior knowledge) by adding a new

interpretation to one's conceptual repertoire. But this strategy is optimal only if the initial

surprising signal is informationally relevant. Indeed, under the aberrant salience hypothesis,

the excessive level of striatal dopamine provides stimuli with abnormal salience, thus

surprisingly grabbing one’s attention. And yet this unpredictable attentional hook originates

from a false prediction error – i.e. there is no sensory cause to be inferred to begin with –

which in turn can only be solved by enlarging one’s model of the world with new speculative

features and properties. Hence, the delusional thinking would be the result of an optimal

Bayesian inference which is bypassed by the abnormal salience of stimuli, leading to the

false assumption that the surprising stimulus needs further explanations. This explanation

sheds light on how “perceiving involves believing”, but if the statement “perceiving is

believing” is a logical equivalence, then what would be the Bayesian explanation for the

reciprocal statement “believing involves perceiving”, referring to hallucinations? And how to

explain overconfidence in these false percepts?

26



The model of “circular inferences” (Jardri and Denève 2013) elegantly explains

delusions, hallucinations and overconfidence as resulting from an abnormal Bayesian

inferential process. For a hierarchical Bayesian system to work properly, it should be able to

clearly disentangle descending prior information from ascending sensory information within

the cascade of multiple processing levels and across all the inferential loops. Jardri and

Denève proposed that the system could be bypassed in case of excitatory to inhibitory

imbalance in mesocortical circuits – reflected by increased levels of dopamine (O’Donnell

2011). As a result, top-down prior knowledge information, once arrived at the sensory

processing level, could be mistakenly labeled as sensory information and then reverberated

back to higher levels as such, and thus being counted multiple times. In the end, this

abnormal circular inferential process might explain hallucinations, where one is projecting his

own beliefs as external objects. The opposite is also true for delusions: sensory information

could be misunderstood as prior information, and thus be reverberated back down in the

inferential loop and counted many times despite the redundancy of the information. In the

end, the first interpretation is the one which is retained, discarding additional contextually

relevant sensory information and alternative explanations. Even in case of extremely weak

sensory evidence, the circularity of inference results in highly confident false percepts,

because the evidence is counted multiple times.

1.5.5. The deficient efference-copy hypothesis

There is another aspect which is to be explained in positive symptoms, namely the

sense of being passive or under the control of an external influence such as delusion of

control, or thought insertion, i.e. the impression that some thoughts do not originate from

oneself, and are being imposed by someone else. This resonates with an ancient conception

of positive symptoms emphasizing a disorder of will, which was already advanced in

mid-XIXth century by Esquirol (1838), Billot (Biéder 2011), and Ribot (2002, cited in Berrios

2018). The tendency among patients with schizophrenia to erroneously attribute one’s

thoughts or actions to an external source has been demonstrated using source monitoring12

tasks (Brébion et al. 2000; Keefe et al. 1999; Vinogradov et al. 2008). Now, how do we

normally distinguish between self-produced and externally produced sensations? If we take

the visual modality, a retinal motion smear can be caused either by a moving object in the

visual field, or by the production of an eye-saccade (or a head movement), then how do we

know whether we or the world has moved? This distinction is allowed by a process of

self-monitoring which relies on the presence or absence of an internal signal called a

12 Typically, half of a list of words is read out loud by the experimenter, and the other half by the
participant. Then, all the words are presented to the participants and they are asked to remember
their source of production.
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corollary discharge or an efference copy. As the name suggests, an efference copy is a copy

of a motor command, which is meant to anticipate the sensory consequences of the

corresponding action. Therefore, when an eye-saccade is made the corresponding

perceptual shift is anticipated, such that there is no prediction error, contrary to a perceptual

shift produced by an external object (see Figure 3).

Figure 3. Corollary discharge circuit. The identification of the source of a sensation relies on

the comparison between the predicted sensory consequences of one’s actions and actual

sensory feedback. Reprint from Blakemore et al. (2000)

A testable consequence of this model of self-monitoring in healthy participants is

known as “sensory attenuation”. Indeed, since the sensory consequences of one’s actions

are predicted, the system reduces awareness of the actual sensory feedback. According to

this model, this is precisely the reason why self-tickling doesn’t work: one’s actions can’t be

surprising. Now, concerning patients with schizophrenia, if source monitoring deficits result

from a dysfunctional corollary discharge, then we should expect a reduced sensory

attenuation. And this is exactly what has been observed (Shergill et al. 2005), thus providing

an explanation for delusions of control: unanticipated sensory consequences of one’s

actions might result in the delusion that an external agent has caused oneself to move.

Furthermore, such deficits of self-monitoring have been linked to an impaired sense of

agency (SoA) in psychosis, together with an impaired ability to track SoA judgments with

confidence ratings (Krugwasser et al. 2022).

Already in 1974, Feinberg proposed to explain the symptom of thought insertion

using the same model. Based on the observation that patients exposed to cortical

stimulation can have sudden conscious thoughts that are identified as externally provoked

by the surgeon (as reported by Penfield, 1974), Feinberg proposed that thoughts could be

considered motor acts, and thus would be accompanied by a thought-like efference copy.
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1.5.6. Intermediate conclusion

So far, we have enumerated theories and models which have explanatory power to

account for most positive symptoms. In this thesis, we wanted to understand at which level

of processing erroneous judgments occur. Is schizophrenia a cognitive disorder, i.e. a

disorder related to sensory and/or mnesic processing as well as the formation of neural

representations (Bortolon et al. 2015; Dondé et al. 2019)? Or a higher-order disorder

involving self-monitoring, i.e. the ability to assess the precision and relevance of one’s own

representations? We have already reviewed some evidence in favor of impaired confidence

calibration as well as source-monitoring deficits indicating altered abilities to distinguish inner

versus external representations. Some authors propose that positive symptoms reflect a

deficit at the level of reality-monitoring – referring to a confusion between perceptual and

imaginary contents – which would result from an inability to correctly monitor the different

properties of both types of cognition (Brébion et al. 2008; Dijkstra, Kok, and Fleming 2022).

Understanding at which level deficits occur is crucial for shedding light on the “lack of insight”

and targeting better remediation strategies. One important thing to notice about

hallucinations is their inherent lack of insight, which is the delineating property from what is

called “hallucinosis”. Hallucinoses might arise among individuals without any psychiatric

condition (Manford and Andermann 1998) and are conceived as “false” hallucinations, or

“hallucinations with insight”, because contrary to hallucinations, the false percepts of

hallucinoses are not taken as real. For instance, in the case of Charles Bonnet syndrome

(Pang 2016), people with a pathology of the visual pathways or an ocular impairment such

as age-related macular degeneration can sometimes experience weird visual percepts

without external cause, ranging from simple shapes to complex figures like faces or animals,

yet with insight concerning their erroneous character. So, in the case of hallucinosis, despite

impaired vision, people are able to monitor the quality and origin of these percepts.

However, in the case of hallucinations, there might be two different reasons for

altered source monitoring and confidence abnormalities (eventually leading to poor insight):

1) because of impaired perceptual abilities, making impossible the distinction between

perception-like contents (perceived or hallucinated) or 2) because of an impaired ability to

correctly monitor the origin of the hallucinatory percept.

In this thesis, we tried to arbitrate between these two propositions by relying on

recent developments of metacognitive measures, offering the advantage of disentangling

between cognitive and metacognitive performance within experimental settings. The next

section describes the details of this operationalization.
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2. What is metacognition?

“Although the term metacognition is a relatively recent invention,

its practice is as old as rational thought.

As long as people have evaluated ideas for their quality and sought

to improve those ideas, they have performed metacognitive operations.”

Martinez, 2006

Metacognition, as a form of self-knowledge, has been emphasized for millennia as an

important means to live a decent life. Among influential thinkers of the past, Buddha

Shakyamuni (VIth century BCE) already advised his followers to train in samprajanya

(Anãlayo 2003), a sanskrit term translated as “meta-awareness” and referring to the ability to

notice that the mind has wandered away from its initial focus, thus preventing distraction

from a virtuous conduct and enabling sustained concentration (Dunne, Thompson, and

Schooler 2019). Around the same period, the Greek philosopher Socrates’ unconventional

approach to happiness was to self-realize the mortal nature and limits of the human

condition. Greek thinkers exhorted citizens to gain knowledge about their own shortcomings

and fantasies, which was best summarized in the famous slogan inscribed on the temple of

Apollo at Delphi: “Gnothi seauton” i.e. “know thyself” (Fleming 2021). Indeed, it is one thing

to know, yet another to know how well one is knowing.

However, one of the most appealing examples of the ambiguous nature of

reflective-knowledge can be dated back to René Descartes’ philosophy. On the one hand,

René Descartes deeply acknowledged that beliefs and knowledge were fallible, such that he

established skeptical doubt as a method (Descartes 2020). On the other hand he also

assumed that introspection was reliable, since he could deduce the indubitability of his

existence through his metaphysical meditations (Descartes 2020), an insight captured by his

famous “cogito ergo sum”. More recently, inspired by Descartes’ methodology, the

mathematician Edmund Husserl (1859-1938) undertook to rebuild a rigorous science on the

basis of experience by getting “back to things themselves”, i.e. the way things manifest

themselves in experience, at a pre-conceptual level (Zahavi 2003). For this purpose, he

applied the contemplative gesture known as “épochè”, which is described as the suspension

of the “natural attitude”, i.e. the suspension of the prior hypothesis of a mind-independent

world. For Husserl, the natural attitude refers to the daily non-reflective attitude that reifies

phenomena into independent externalities, without the awareness that these phenomena
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were constituted as meaningful objects through a mental gesture in the first place.

Therefore, Husserl’s project was to investigate the foundations of the natural attitude, i.e. the

conditions of possibility of the emergence of objectivity and rational thought within

experience, and ultimately the very conditions that make logics and mathematics possible.

The goal was to understand how experiences were sense-making, in order to be less biased

by our interpretative processings (Overgaard 2015).

Parallel to this philosophical enquiry, Wilhem Wundt (1832-1920) used introspection

in experimental psychology by relying on the premise that elementary perceptual contents -

although transitory events - can be reliably introspected and reported, given an appropriate

amount of laboratory training (Overgaard 2008; Sackur 2009). However, the lack of a

verifiable ground truth, together with the absence of a metrological science dedicated to

assess the reliability of the introspective process itself, led to the failure of introspectionism,

notably marked by the imageless thoughts controversy. Since that time, introspection has

revealed to be subjected to intrinsic biases which are beyond conscious access, even

leading to confabulation about the reasons underlying one’s behaviors (Nisbett and Wilson

1977).

The study of reflective knowledge came back into the laboratory due to theoretical

and methodological advances that enabled the rigorous study of metacognitive abilities.

Reflective knowledge was termed metacognition by James H. Flavell (1979), with the broad

meaning of “thinking about thinking”. This new acceptance assumes a hierarchical

organization of cognition with a vertical structure composed of interrelated levels called

“object-level” and “meta-level” (Nelson and Narens 1990). The object level forms

representations about states of the world, whereas the meta-level forms its own

representation of the object-level representations, i.e. a representation of representations. In

this metacognitive model, the bottom-up flow of information from the object-level to the

meta-level supports the function of cognitive monitoring, while top-down flow of information

from the meta-level to the object-level plays a functional role of cognitive control (Figure 4).
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Figure 4. Object-level versus Meta-level. Hierarchical metacognitive model with an

object-level subordinated to a meta-level of cognition, with directional flows of information

supporting functional roles: monitoring and control. Reprint from Nelson and Narens (1990)

Although metacognition is not necessarily coupled with awareness (Schooler and

Smallwood 2009), monitoring was first conceived in the sense of becoming aware of

cognitive processes and contents, and cognitive control as an adaptive reaction to such

awareness (Nelson 1990). The next section makes it clear that the metacognitive

representations we are dealing with in our experimental protocols are explicit.

2.1. Experimental operationalization

Experimental protocols aimed at drawing a line between the object-level and the

higher order meta-level by proposing participants to go through two distinct but interrelated

tasks: a so-called “type I” (or first-order) task asking participants to detect, recognize or

discriminate between two stimuli items and a “type II” (or second-order) task asking

participants to rate or predict their performance at the type I task (Galvin et al. 2003). In this

manuscript, type II tasks are restricted to confidence judgments tasks. Depending on the

sequential order of type I and type II tasks, we talk either about prospective or retrospective

metacognition. Prospective metacognition is measured with confidence judgments preceding

sensory evidence exposure, such as feelings of knowing (FOK) (Hart 1965) or judgments of

learning (JOL) (Leonesio and Nelson 1990). For instance, FOK is measured by asking

participants how confident they feel in their ability to recognize in the near future an item

which they initially failed to recollect. Retrospective metacognition is typically measured by

asking participants to rate how confident they feel about their response on a preceding type I

task, on a trial-by-trial basis. Recently, an online confidence database has been created

encouraging any researcher to upload their datasets containing retrospective confidence

judgments (and also confidence judgments that are simultaneous with the first-order

decision) for data preservation, meta-analyses, and to test new hypotheses with sufficient

statistical power (145 datasets, ~8700 participants, ~4 million trials, Rahnev et al. 2020).

2.2. Epistemological considerations

Whether or not a type II task such as one involving a confidence rating actually

reflects a metacognitive process requires epistemological scrutiny. Confidence judgments

would be metacognitive in its epistemological sense, only if we assume that they are

meta-representational, i.e. representations “about” a first-order representation. However, a

type II task is, strictly speaking, a “behavior about a behavior” (Fleming, Dolan, and Frith
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2012), not necessarily cognition about cognition per se. To ensure internal validity, namely

that a type II task faithfully reflects a metacognitive process, we need to rule out the

possibility that a second-order behavior merely reflects a first-order process directed at the

first-order behavior. Actually, whether confidence judgments involve meta-representations is

still debated. For this reason, the order of behavior (first-order decision vs. second-order

judgment) and the level of representation (object-level vs. meta-level) are still considered as

orthogonal dimensions (Figure 5). In what follows, metacognition refers to its empirical

definition (i.e. a behavior about a behavior), but we will assume that second order behaviors

like confidence judgments actually reflect metacognitive processes. To note, this theoretical

position seems justified from existing evidence of dissociations between first-order and

second-order performance, such as experimental manipulations increasing confidence while

decreasing accuracy (Rahnev et al. 2012) or decreasing metacognitive performance while

increasing accuracy (Bang, Shekhar, and Rahnev 2017; Maniscalco et al. 2016). Such

dissociations are also found in some neuropsychological cases such as blindsight where

confidence poorly tracks accuracy despite a relatively preserved visual discrimination

performance (Ko and Lau 2012, but see Phillips 2021 for an alternative account of

blindsight), or the opposite pattern found in early Alzheimer disease where patients have

poor memory but are nonetheless able to monitor the quality of their memory (Bäckman and

Lipinska, 1993; Souchay 2007), suggesting that there is somehow a specific metacognitive

process underlying type 2 tasks.

Figure 5. Orthogonal dimensions of metacognition. Three dimensional map of the conceptual

landscape in metacognition research: The order of the behavior, the level of the
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representation, and the degree to which a stimulus. Reprint from Fleming et al (2012) is

explicitly reportable (known as access consciousness) are conceived as orthogonal

dimensions.

2.3. Measures of metacognition

All the subtlety of measuring metacognition lies in the ability to disentangle

metacognitive sensitivity from metacognitive bias and first-order sensitivity. Here,

metacognitive sensitivity refers to the ability to correctly adjust confidence according to task

performance, i.e. to correctly discriminate between correct and incorrect responses.

Metacognitive bias is the general tendency to be under- or over-confident, regardless of

correctness. All combinations of metacognitive sensitivity and metacognitive bias are

theoretically possible (Figure 6).

Figure 6. Metacognitive bias and sensitivity. X-axis represents the degree of confidence from

low to high. Distributions of confidence ratings for correct (in blue) and incorrect responses

(in red) can be characterized by the distance between one another being high or low (i.e.

proxy for metacognitive sensitivity), and by an overall shift toward high or low confidence (i.e.

proxy for metacognitive bias). Reprint from Fleming and Lau (2014)

Seminal measures of metacognition like the phi-coefficient (𝛷) or the

Goodman–Kruskall 𝛾-coefficient (Goodman and Kruskal 1979) were correlational measures

between raw confidence ratings and trial accuracy, but these measures suffered from a

contamination by metacognitive bias. The ability to distinguish between sensitivity (or d’) and

bias (also called criterion) - at least for type I tasks - is an important feature of the signal

detection theory (SDT, Green and Swet 1966, see Box 1). Therefore, attempts were made to
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extend SDT to include confidence ratings, in order to benefit from this property at the

second-order level (Galvin et al. 2003). However, the assumption of gaussian and equal

variance, which was met with sensory distributions, is not met when considering distributions

of correct and incorrect responses in type-2 SDT. For this reason, type-2 d’ is an invalid

measure of metacognition. The ROC (receiver operating characteristic) analysis circumvents

this difficulty because it is a non-parametric approach. A type 1 ROC curve is obtained by

plotting the proportion of Hits (H) against the proportion of False Alarms (FA, Hits and False

Alarms are defined in Box 1) for different values of type 1 criterion. The area under the ROC

curve (AUROC) is a measure of type 1 sensitivity. It is possible to plot a type 2 ROC curve

from type 2 data, this time by plotting the proportion of high confidence H against the

proportion of high confidence FA, for several values of type 2 criterion, from which we can

derive a metacognitive measure: the area under the type 2 ROC (AUROC2). Without

entering into the details, the limitation of this measure is that it is contaminated by type 1

sensitivity and bias, and since AUROC and AUROC2 are expressed in different spaces, it is

not possible to normalize one by the other (Fleming and Lau 2014, Galvin et al. 2003;

Maniscalco and Lau 2014). To address this issue, Maniscalco and Lau (2012) developed an

influential framework called meta-d’, which offered interesting properties for the study of

metacognition.

Box 1: SDT framework

SDT is a theory about how living cognitive systems are able to detect the mere

presence of a stimulus, or to discriminate between two different stimuli, by assuming that a

threshold mechanism is implemented in the brain. The stimulus is scaled along a

decision-axis according to its evidence strength, and the decision is made relative to the

position of this evidence strength compared to a threshold. Thus, the first-order response

is binary (presence or absence; stimulus 1 or stimulus 2). For instance, in a detection task

where a low-intensity signal is flashed on a noisy background, there is detection whenever

the signal strength exceeds the threshold (HIT), but the stimulus remains unseen

otherwise (MISS). Errors can occur due to additional sensory noise resulting from sensory

processing - supposedly sampled from a gaussian distribution - which can accidentally

exceed the threshold, causing false alarms. Possible outputs can be summarized with a

2x2 matrix combining the inputs (binary states of the world: stimulus present vs. absent;

stimulus 1 vs. stimulus 2) and the responses (also binary, corresponding to input

possibilities, see Table 1.A). The ability to detect a stimulus (or to discriminate between

two stimuli) is called the sensitivity or d’, and corresponds to the signal-to-noise ratio i.e.
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the distance between the distribution of noise (or stimulus 1 in case of a discrimination

task) and the distribution of signal + noise (or stimulus 2) divided by the dispersion of

noise. Crucially, the sensitivity is independent from bias (also called criterion, i.e. the

tendency to provide a response category more often than the other one, and bias (or

criterion) - corresponding to the position of the decision threshold along the decision axis,

accounting for idiosyncratic strategies such as response-conservatism or

response-liberalism). Type-1 SDT was reframed into type-2 SDT to benefit from this

property. To do this, the 2x2 matrix of outcomes is adapted by binning the type 2

confidence ratings into two response categories (high versus low), and the inputs consist

in type-1 accuracy categories (correct vs. incorrect). For instance, being highly confident in

an error is called a type 2 false alarm, and low confidence in a correct answer is

interpreted as a type 2 miss (See Table 1.B)

Table 1. A. Type 1 SDT outcomes: correct outcomes are in green, incorrect ones in red. B.

Type 2 SDT outcomes: type-2 correct outcomes are in green, and type-2 incorrect ones in

red.

2.3.1. Toward a bias-free metacognitive measure

The first-order SDT model has been extended with additional second-order criteria to

model the degree of confidence in a given response. As a consequence, the readout of the

evidence strength along the decision axis is sufficient to determine both the decision and the

level of confidence. This model property is interesting because it enables the computation of

the type 2 parameters (sensitivity, called meta-d’, and second-order criteria) within the type 1
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SDT level (Figure 7.A). These model parameters are determined by fitting this extended

SDT model on type 2 data, i.e. the distributions of confidence ratings (Figure 7.B). In other

words, meta-d’ reflects the expected type 1 sensitivity given the type 2 responses, assuming

that the participant is metacognitively ideal, i.e. assuming no information loss between type 1

and type 2 responses (i.e. the ideal case where meta-d’ = d’). As Maniscalco and Lau (2012)

phrased it: “One can think of meta-d’ as a measure of the signal that is available for the

subject to perform the type 2 task”. The great advantage of expressing type 2 sensitivity at

the type 1 level is that it allows comparison between the two estimates. Assuming the

presence of a specific metacognitive noise, and in the absence of other sources of

metacognitive information, the meta-d’ index is therefore bounded by the superior limit of d’:

meta-d’ ≤ d’. In order to compute a metacognitive efficiency, i.e. to extract the metacognitive

component contained in the meta-d’ estimate, one can take either the difference between

meta-d’ and d’ ( ) or the ratio (called M-ratio). Thus, having a𝑚𝑒𝑡𝑎 𝑑' −  𝑑' 𝑚𝑒𝑡𝑎 𝑑'𝑑'
metacognitive measure relative to first-order accuracy remedies the highlighted issue that

type 2 task performance can be contaminated by type 1 task performance (Galvin et al.

2003).
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Figure 7. Meta-d’ model. Determination of type 2 parameters according to the meta-d’

framework. A. Meta-d’ model with type 2 parameters: type 2 sensitivity (meta-d’) and type 2

criteria (-c4’,-c3’,-c2’,-c1’,c’,c1’,c2’,c3’,c4’) expressed within the type 1 space. Meta-d’ represents

the type 1 sensitivity for an ideal observer (i.e. no metacognitive noise). The red and blue

curves are respectively the distributions of evidence for noise samples (i.e. stimulus absent)

and noise+signal samples (i.e. stimulus present). B. Type 2 data: distributions of confidence

ratings (for absent and present stimulus). Type 2 parameters are determined by fitting the

meta-d’ model on type 2 data. C. Type 1 parameters: sensitivity (d’) and criterion c. To note,

d’ is a signal-to-noise ratio, rather than the raw distance between the two distributions. In the

case of a real observer (metacognitive noise > 0), and assuming no additional source of

information for confidence generation, meta-d’ < d’.

2.4. Metacognitive architecture

The SDT model posits that type 1 and type 2 decisions rely on the same sensory

information through a single process. In a sense, we can say that both decisions are two

aspects of the same computation: once the evidence strength is scaled along the decision

axis, the algebraic distance between the sensory input and the criterion is sufficient to

determine both the type 1 decision - i.e. the sign of the algebraic distance determines the

binary decision: Present or Absent, Stimulus 1 or Stimulus 2 - and the type 2 decision, where

confidence is proportional to the absolute value of this distance. This is called a “single

channel model” (Figure 8). However, under such an account where a common source of

noise is shared for type 1 and type 2 decisions, there is a priori no reason why meta-d’

should differ from d’. For meta-d’ to differ from d’, an additional source of metacognitive

noise is needed. In this respect, two other types of models specifying the relations between

type 1 and type 2 decisions can be conceived (Maniscalco and Lau, 2016). The second

model is called the “dual channel model”, in which type 1 and type 2 decisions result from

parallel processing streams, each operating on a specific kind of information and

characterized by a specific internal noise. The third model is the “hierarchical model”, where

type 2 decisions result from both the initial sensory processing that gives rise to the type 1

decision and an additional process with its own metacognitive noise. The meta-d’ model is

an example of a hierarchical model (see Box 2).
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Figure 8. Metacognitive architectures. Three types of models can be conceived to specify

the relationship between type 1 decisions (here referred to as “objective judgment”), and

type 2 decisions (here referred to as “subjective judgment”). Reprint from Maniscalco and

Lau (2016)

Maniscalco and Lau (2016) fitted corresponding computational models on existing

data where behavioral dissociations were observed between task-performance and visibility

ratings (Lau and Passingham 2006). They found that the hierarchical model best explained

the data. However, these results should be taken cautiously, because the models were fitted

on one dataset with visibility ratings, and other types of dataset (e.g. using confidence

ratings, or probing another cognitive domain) might be best fitted with another model.

Moreover, we might want to add a fourth type of model, recently proposed by Mamassian

and de Gardelle (2021), which is a hybrid model integrating properties from both the dual

channel and the hierarchical models (Figure 9), where confidence is informed both by a

confidence noise on top of a sensory noise (i.e. the hierarchical feature), and by an

independent stream of information (i.e. the dual channel feature) that contributes to

enhancing the reliability of the confidence judgment, called “confidence boost”.

Figure 9. Hybrid metacognitive architecture where

subjective judgments benefit from additional and specific

sensory evidence, but are degraded by the second order

noise that comes on top of the first-order noise.
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Box 2: Hierarchical SDT model

Type 1 and type 2 sensitivities (d’ and meta-d’) depend on hierarchical noisy readouts of

the stimulus strength. The first-order decision is corrupted by a gaussian noise: the

sensory noise. The second-order decision is a decision about the first-order decision

corrupted with an additional gaussian noise: the metacognitive noise.

Figure 10. Serial sources of noise for type 1 and type 2 decisions.
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2.5. Dynamic models of confidence

How are metacognitive judgments generated? We have seen four types of cognitive

architectures that explain the interrelations between type 1 and type 2 processes, but these

architectures are silent about the dynamic of the decision processes themselves. A fruitful

approach to model the dynamics of decisions, known as “sequential sampling” is to consider

decisions as resulting from “accumulator-to-bound” mechanisms, where noisy sensory

evidence is sampled progressively until a decision bound is reached. A popular model that

implements this principle is known as the “drift-diffusion model” (Ratcliff and McKoon 2008;

Ratcliff and Rouder 1998). It was initially developed to predict two-choice decisions and

response times, by determining four parameters: the drift rate (i.e. the quality of sensory

evidence), the decision bounds (i.e. evidence thresholds from which decisions are made),

the bias (i.e. the starting point of the decision variable), and the non-decision time that

includes stimulus encoding and response execution (Figure 11).

Figure 11. Illustration of the evidence accumulation model. The decision variable

accumulates noisy evidence until a decision bound is reached. Reprint from O’Callaghan et

al. (2017)

Sequential sampling models were also applied to predict responses and firing rates

of populations of neurons in animal studies (Kepecs et al. 2008; Kiani and Shadlen 2009).

For instance, Kiani and Shadlen (2009) presented macaques implanted with intracranial

electrodes with noisy visual stimuli consisting of random dots moving left or right with a

manipulated degree of coherence. The monkeys learned to make an eye-gaze toward the
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dominant motion-direction to indicate their response, either left or right, after a delay period.

Correct responses were rewarded with juice, and incorrect responses were not rewarded. As

expected under an evidence accumulation framework, firing rates of lateral intraparietal (LIP)

neurons increased as a function of sensory exposition, with a faster increase when motion

coherence was high (i.e. higher evidence quality) compared to low motion coherence,

ultimately resulting in an eye-gaze decision. In other words, the firing rates have been

interpreted as a decision variable that accumulates until a decision bound is reached.

Interestingly, the authors introduced a third response option on a random half of the trials,

called the “opt-out” option, that appeared during the delay period. The “opt-out” option is

always associated with a juice reward (yet a smaller quantity than in correct answers),

irrespective of the correctness of the decision. It has been shown that macaques used the

opt-out option adaptively, i.e. in difficult trials, a strategy that maximized their reward. The

“opt-out” option can thus be interpreted as a proxy for choice uncertainty or low confidence.

Congruently with this interpretation, during opt-out trials the firing rates of LIP neurons

reached a middle-point between the two average trajectories that characterized left and right

decisions, as if evidence was not accumulated enough to make a decision (Figure 12). Thus,

it has been proposed that LIP neurons’ firing rates encode response confidence in

macaques.

Figure 12. Intracranial signature of confidence in monkeys. Population average

responses of 70 LIP neurons from two monkeys. Average firing rates for response option 1

(black) and response option 1 (gray) are shown for all correct choices, during motion viewing

and the imposed delay between the stimulus and the response. Averages are aligned to
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motion onset (left part of graph) and saccade initiation (right). The dashed lines show neural

activity on trials in which the opt-out option was chosen (black and gray, motion toward

response 1 and 2, respectively). The middle portion of the graph shows activity in the delay

period, aligned to the onset of the opt-out option. Reprint from Kiani and Shadlen (2009)

However, these evidence accumulation models did not account for specific behaviors

like “changes-of-mind” (van den Berg et al. 2016; Resulaj et al. 2009). Changes of mind are

trials in which participants initiate a motor action toward a response option but suddenly take

the opposite trajectory to reach the other response option. These situations suggest that

evidence might continue to accumulate after the decision is made, and that post-decisional

evidence might also inform confidence (Figure 13, Pereira et al. 2021; Pleskac and

Busemeyer 2010; Yeung and Summerfield 2012).

Figure 13. Post-decisional model of evidence accumulation. Evidence is accumulated

continuously, the decision is made when the accumulated evidence reaches a decision

boundary (time tD), and the level of confidence is determined by the value of the decision

variable at time tC. Reprint from Pleskac and Busemeyer (2010)

2.6. Domain-generality of metacognition

We have seen that perceptual metacognition was best fitted by a hierarchical model

(Maniscalco and Lau 2016), where subjective judgments (confidence ratings or visibility
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ratings) are degraded by two sources of noise: a sensory noise and an additional

metacognitive noise (see Box 2). Assuming that subjective judgments from other cognitive

domains (e.g. memory, agency) are also best explained by a hierarchical model of

metacognition, we end up with two possibilities of global architecture: either the

metacognitive noise is shared among the cognitive domains, or specific to each domain

(Figure 14). In other words: is metacognition a monolithic process, or a set of distributed

ones? Indeed, metacognition can be conceived either as one “domain-general” mechanism

that processes information coming from different cognitive domains with a shared format, or

as an assembly of “domain-specific” processes locally computing metacognitive contents.

Figure 14. Domain-specific versus domain general architecture. Two types of hierarchical

architectures, depending on the specificity (left) or generality (right) of metacognitive

processing (internal noise 2). Single and double quotes indicate parallel streams of

information processing (e.g. perceptual, memory, agency) with specific types of input signal,

internal noise and output judgment.

Thus, if metacognition is domain-general, the shared metacognitive noise between

domains should lead to robust correlations of metacognitive performance across tasks. A

recent meta-analysis (Rouault et al. 2018) revealed weak evidence of cross-domain

correlations of metacognitive performance between memory and perceptual studies. These

results are supported by another meta-analysis of 47 fMRI studies including both

metaperceptual and metamemory tasks (Vaccaro and Fleming 2018) revealing specific

recruitment of brain regions for each task-domain: left dorso lateral prefrontal cortex (dlPFC)

in metamemory tasks, and right anterior dlPFC in metaperceptual tasks. However, it has

been proposed that such under-estimation of domain-generality could result from task
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specific requirements (Hu et al. 2022), or a difference of task types (e.g. discrimination being

more used in perceptual studies as opposed to detection tasks more used in memory

studies) rather than task domains (Rouault et al. 2018). This interpretation has been

supported by a recent fMRI study (Mazor, Friston and Fleming 2020), where participants

were asked to perform two metaperceptual tasks: detection and discrimination. Type 2 ROC

curves revealed an asymmetry in metacognitive sensitivity between “yes” and “no”

responses in the detection task, that was absent in the discrimination task (Figure 15).

Furthermore, detection judgments were characterized by a quadratic neural activity in the

fronto-polar cortex and right temporo-parietal junction, a pattern which was absent when

confidence judgments were made in a discrimination task.

Figure 15. Metacognition in discrimination versus detection tasks. Type 2 ROC curves for a

discrimination task (left) and a detection task (right), where colors indicated the response

categories. Reprint from Mazor et al. (2020)

Increased homogeneity between first-order tasks led to better cross-domain

correlations of metacognitive performance (Mazancieux et al. 2020; Morales, Lau, and

Fleming 2018). But more generally, cross-task correlations of meta performance should be

interpreted with caution since they could be driven by covarying factors such as gray matter

volume (GMV) (McCurdy et al. 2013) or other behavioral factors (IQ, attention, etc). Indeed,

McCurdy and colleagues have shown that meta-performance in the memory domain

correlated with the volume of the precuneus, whereas visual meta-performance correlated

with the volume of prefrontal regions.
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The existence of a putative domain-general process for metacognition involves a

“common currency” (de Gardelle and Mamassian 2014), i.e. shared cross-domain signals

that constitute a common basis for confidence generation. In line with this hypothesis, Faivre

and colleagues (2018) designed an experiment involving visual, auditory and tactile sensory

modalities, and provided behavioral, modeling and neurophysiological evidence supporting

the idea that confidence estimates not only share a supramodal format, but also rely on

shared decisional signals across modalities. Other variables have been proposed as

plausible shared input signals upon which a general metacognitive process could operate,

such as response times or fluency of processing (Boldt, de Gardelle, and Yeung 2017;

Rouault et al. 2018), or the precision of the neural representation (Shea and Frith 2019;

Yeung and Summerfield 2012).

2.6.1. Two levels of metacognition

Interestingly, a fMRI study (Morales et al. 2018) investigating both metaperception

and metamemory provided specific evidence for both domain-specificity and

domain-generality. In particular, it was found that generic confidence levels and accuracy

were coded within a network centered on the ACC and pre-SMA, and that domain-specific

confidence but not accuracy was correlated with the rlPFC activity. The authors proposed

the co-existence of hierarchically organized layers for metacognitive processes: one

responsible for generic low-level feeling of confidence, and a higher-order level responsible

for content-rich metacognitive representations, tagging the generic confidence with

contextual information. This type of architecture might also find an echo in the two-layered

metacognition proposed by Arango-Muñoz (2011), that distinguished low-level metacognition

constituted by non-representational epistemic feelings, and high-level metacognition with

meta-representations informed by conceptual contents retrieved from domain-specific beliefs

and memory. More recently, a distinction has been made between “local” and “global”

metacognition (Rouault and Fleming 2020), where local refers to the monitoring of accuracy

on a trial-by-trial basis, which in turn constitute the building blocks for the formation of global

judgments, i.e. more general statements of performance about a task or a cognitive domain,

ultimately leading to self-beliefs. Local and global levels are hierarchically organized, so that

local judgments are the building blocks enabling the summarized global judgments, and

global judgments have a reciprocal top-down effect on local metacognition (Figure 16).
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Figure 16. Levels of metacognitive evaluations. Metacognitive evaluations interacting with

one another: local metacognition informing higher self-beliefs in a bottom-up stream, and

reciprocally higher self-beliefs about performance influences confidence judgments at the

local level. Rightward statements illustrate different levels of self-evaluations. Reprint from

Seow et al. (2021)

2.7. Metacognitive deficits

Abnormalities of confidence are well documented in schizophrenia, both from

questionnaires (Lysaker et al. 2015) and experimental protocols (Hoven et al. 2019). Specific

indexes are often used to quantify metacognitive deficits among individuals with

schizophrenia, such as overconfidence in errors, the “confidence gap” (Moritz and

Woodward 2006; Moritz, Woodward, and Ruff 2003), or the “knowledge corruption index”

(Moritz et al. 2004). The “confidence gap” is the difference in confidence levels between

correct and incorrect responses. Ideally, confidence should be high for correct responses

and low for incorrect responses. Therefore, an inability to correctly calibrate confidence on

correctness should decrease the confidence gap (Figure 17). Another index is the

“knowledge corruption index”, which is the ratio of high-confident errors over all

high-confidence responses.
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Figure 17. Illustration of the confidence gap index. The y-axis indicates continuous

confidence levels from 0 (very low confidence) to 100 (very high confidence). A reduced

confidence gap among patients compared to healthy controls is used as a proxy for a

metacognitive deficit.

Relying on these measures, numerous studies employing first and second-order

tasks have reported lower metacognitive performance in schizophrenia compared to healthy

controls across different cognitive domains such as vision (Dietrichkeit et al. 2020; Moritz et

al. 2014) audition (Gaweda and Moritz 2019), emotion perception (Kother et al. 2012; Moritz

et al. 2012), and memory (Mayer and Park 2012; Moritz and Woodward 2002).

However, this result has been mitigated by a series of recent studies that failed to

replicate such a metacognitive deficit in schizophrenia in the perceptual domain (e.g. Pereira

et al. 2021; Powers, Mathys, and Corlett 2017; Wright et al. 2020). For instance, in a visual

discrimination task, Faivre et al. (2019) showed that metacognitive efficiency (M-ratio) was

preserved among patients compared to healthy controls. In addition, parameters of an

evidence accumulation model explaining first and second-order responses were similar

between groups. How can we make sense of these unexpected results? We noticed that

these latter studies all share a common feature: they control for potential group differences

in first-order performance, either at the experimental level through adaptive procedures

(Levitt 1971), or at the statistical level through the use of the meta-d’ framework (Maniscalco

and Lau 2012). This is especially important in the case of schizophrenia, where first-order

impairments are well documented (for reviews, see Gopal and Variend 2005; Heinrichs and
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Zakzanis 1998) and may therefore contaminate metacognitive measures. To determine

whether the deficits are specifically related to metacognitive processing, or merely inherited

from a first-order deficit, bias-free metacognitive measures should be used (e.g. M-ratio

derived from SDT, or confidence efficiency).

In this thesis, we quantified metacognitive deficits using bias-free measures of

metacognition (experimental chapters A and B), and investigated neural markers of

confidence in a perceptual task that controlled for first-order performance (experimental

chapter 3).

2.8. Remediating metacognitive deficits?

Metacognitive training has been developed to help patients gain knowledge about

themselves (MCT: Metacognitive Training in schizophrenia, Moritz et al. 2014; MERIT:

Metacognitive Reflection and Insight Therapy, de Jong et al. 2019). For instance, MCT is a

training designed to help patients to cope with delusional thinking by raising awareness

about several cognitive biases such as premature decision-making (“jump to conclusion”),

erroneous attributional inferences (e.g. preferring mono-causal rather than pluri-causal

explanations in complex situations), overconfidence, or a bias against disconfirmatory

evidence. Typically, ambiguous scenarios or incomplete pictures are displayed and patients

are asked to provide their interpretation, giving rise to discussions about alternative

explanations and the negative effects of giving in to biased reasoning. Thus, MCT and

MERIT can be thought of as high-level metacognitive training, tapping into the explicit

recognition of one’s shortcomings.

We might also consider the possibility to train metacognition at a lower level.

Considering the hierarchical organization of metacognition described above (Rouault and

Fleming 2020), where global estimates of confidence are formed through the accumulation

of local (i.e. trial-by-trial) evaluations of correctness, it makes sense to try to amend

high-level distorted beliefs and global abnormalities of confidence by training patients to

better calibrate local confidence judgements on their performance. The very possibility of

improving local metacognition and transferring this improvement to other cognitive domains

has been suggested among healthy participants (Carpenter et al. 2019). However, this

metacognitive training suffered from several confounds, which are detailed and addressed in

experimental chapter 4. Considering this training as a potential remediation for

metacognitive deficits in individuals with schizophrenia, we aimed at reassessing its

efficiency.
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In what follows, I present four empirical studies: 1) a meta-analysis which sought to

quantify metacognitive deficits in schizophrenia across cognitive domains, while taking

first-order deficits into account; 2) a follow-up behavioral study which assessed

metaperceptual and metamemory performance in schizophrenia while controlling for

first-order performance; 3) an investigation of electrophysiological markers of confidence in

schizophrenia; and 4) an attempt to replicate the effect of an online metacognitive training.
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PART II - Experimental chapters

1. Meta-analytic assessment of metacognitive deficits among
individuals with schizophrenia

We conducted a Bayesian meta-analysis to assess the magnitude of metacognitive

deficits across cognitive domains in schizophrenia, while hypothesizing that it would be

smaller in studies controlling for first-order performance, compared to studies that did not.

This hypothesis was driven by a recent behavioral study from Faivre et al. (2021) where

visual performance was titrated with an adaptive staircase, showing that metaperception was

preserved among preserved patients with schizophrenia. This result was unexpected since it

was at odds with the existing literature on metacognitive deficits among patients. Was it a

sampling bias? Asking ourselves why metacognitive abilities would be preserved in this

sample of patients, we noticed a pattern of similar results in other recent studies also

controlling for first-order performance (Powers et al. 2017; Wright et al. 2020). Therefore, we

aimed at quantifying the contribution of this factor (controlling performance versus not

controlling performance) on the effect size estimation.

We included 42 studies, and in line with our hypothesis we found that metacognitive

deficits among patients with schizophrenia were reduced within studies that controlled for

first-order performance compared with studies that did not control for this factor. We also

highlighted that the metacognitive deficit was more important in the memory domain, but

since all but 1 of the 27 memory studies included in our meta-analysis did not control for

memory performance, it was impossible to conclude if the observed deficit was genuinely

metacognitive or inherited from impaired memory.

Status of the manuscript: Published in Neuroscience and Biobehavioral Reviews.

Reference: Rouy, M., Saliou, P., Nalborczyk, L., Pereira, M., Roux, P., & Faivre, N. (2021).
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51



52



Neuroscience and Biobehavioral Reviews 126 (2021) 329–337

Available online 20 March 2021
0149-7634/© 2021 Elsevier Ltd. All rights reserved.

Systematic review and meta-analysis of metacognitive abilities in 
individuals with schizophrenia spectrum disorders 
Martin Rouy a,*, Pauline Saliou a, Ladislas Nalborczyk b, Michael Pereira a, Paul Roux c,1, 
Nathan Faivre a,1 

a Univ. Grenoble Alpes, Univ. Savoie Mont Blanc, CNRS, LPNC, 38000, Grenoble, France 
b Univ. Grenoble Alpes, CNRS, Grenoble INP, GIPSA-lab, 38000, Grenoble, France 
c Service universitaire de psychiatrie d’adulte et d’addictologie du Centre Hospitalier de Versailles, CESP, Equipe DisAP-DevPsy, INSERM, Université Paris-Saclay et 
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A B S T R A C T   

Metacognitive deficits are well documented in schizophrenia spectrum disorders as a decreased capacity to adjust 
confidence to performance in a cognitive task. Because metacognitive ability directly depends on task perfor-
mance, metacognitive deficits might be driven by lower task performance among patients. To test this hy-
pothesis, we conducted a Bayesian meta-analysis of 42 studies comparing metacognitive abilities in 1425 
individuals with schizophrenia compared to 1256 matched controls. We found a global metacognitive deficit in 
schizophrenia (g = −0.57, 95 % CrI [−0.72, −0.43]), which was driven by studies which did not control task 
performance (g = −0.63, 95 % CrI [−0.78, −0.49]), and inconclusive among controlled-studies (g = −0.23, 95 % 
CrI [−0.60, 0.16], BF01 = 2.2). No correlation was found between metacognitive deficit and clinical features. We 
provide evidence that the metacognitive deficit in schizophrenia is inflated due to non-equated task performance. 
Thus, efforts should be made to develop experimental protocols accounting for lower task performance in 
schizophrenia.   

1. Introduction 

Metacognition is the ability to monitor and control our own mental 
processes. Metacognitive deficits are thought to play an important role 
in schizophrenia spectrum disorders (hereafter: schizophrenia) (Hasso-
n-Ohayon et al., 2018). These deficits are inferred both from subjective 
structured interviews (Semerari et al., 2003) and objective neuropsy-
chological tasks (Koren et al., 2006), and have been linked to core fea-
tures of schizophrenia including positive and negative symptoms 
(McLeod et al., 2014), lack of insight into illness (David et al., 2012), 
disorganisation (Vohs et al., 2014), functioning (Davies and Greenwood, 
2020), and quality of life (Arnon-Ribenfeld et al., 2017). 

Despite numerous studies, no meta-analysis has yet been conducted 
to examine metacognition in schizophrenia. Here we sought to conduct a 
systematic review and meta-analysis of neuropsychological measures of 
metacognitive performance in schizophrenia compared to matched 
healthy controls. From an experimental perspective, the gold standard to 
quantify metacognition is to assess how participants perform an 

experimental task (first-order task) and reflect on their own accuracy via 
confidence ratings (second-order task). Several studies employing this 
design have reported lower metacognitive performance in schizophrenia 
compared to healthy controls across different cognitive domains such as 
vision (Dietrichkeit et al., 2020; Jia et al., 2020; Moritz et al., 2014), 
audition (Gaweda and Moritz, 2019), emotion perception (Kother et al., 
2012; Moritz et al., 2012; Pinkham et al., 2018), and memory (Berna 
et al., 2019; Mayer and Park, 2012; Moritz and Woodward, 2006a). 
However, these results are mitigated by recent studies that failed to 
reveal such metacognitive deficits (Faivre et al., 2019; Powers et al., 
2017; Wright et al., 2020). Noticeably these studies controlled for po-
tential group differences in first-order performance, either at the design 
level through adaptive staircase procedures (Levitt, 1971), or at the 
metric level through indices of metacognitive performance which are 
independent of first-order performance (Maniscalco and Lau, 2012). 
This is especially important in schizophrenia where cognitive impair-
ments are well documented (Gopal and Variend, 2005; Heinrichs and 
Zakzanis, 1998) and associated with metacognitive deficits (Davies and 
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Greenwood, 2020). This known issue in the field of metacognition 
(Galvin et al., 2003; Maniscalco and Lau, 2012) can be stated as follows: 
because it is easier to finely adjust confidence ratings following an easy 
task than a difficult one, any comparison of metacognitive performance 
between two conditions that differ in terms of task difficulty is 
non-specific: should a difference in metacognitive performance be 
observed, it is impossible to tell if it stems from first-order (i.e., task 
difficulty), or second-order origins (i.e., metacognitive processes per se). 
As first-order performance is typically lower in patients vs. controls, a 
putative metacognitive deficit may be merely inherited from a deficit at 
the first-order level, and thus not specific to second-order processing. To 
determine whether schizophrenia involves specific deficits in meta-
cognitive abilities, we conducted a systematic review followed by a 
Bayesian meta-analysis on a sample of 42 studies. Our main hypothesis 
was that metacognitive deficits would be smaller in studies controlling 
for first-order performance. Following a pre-registered plan, we con-
ducted additional subgroup analyses and meta-regressions to explore if 
metacognitive deficits vary across cognitive domains, the severity of 
schizophrenia symptoms, and antipsychotic dosage. We had preregis-
tered two additional directional hypotheses regarding the influence of 
diagnosis (first-episode vs. chronic schizophrenia) and symptomatology 
(depression, insight) on metacognitive abilities, but these analyses were 
not conducted due to the scarcity of the available data. 

2. Methods 

This meta-analysis followed the PRISMA recommendations (Moher 
et al., 2009). The protocol was registered on PROSPERO 
(CRD42020188614) on May 26th 2020, before data extraction. 

2.1. Inclusion criteria 

Inclusion criteria followed the PICO framework.  

- Population: individuals with schizophrenia or related disorders 
(schizoaffective, schizophreniform), as defined by standard diag-
nostic criteria (DSM-III, DSM-III-R, DSM-IV, DSM-IV-R, DSM-IV-TR, 
DSM 5, ICD-10).  

- Intervention: a computerized or manual experimental task with self- 
reported retrospective confidence judgments as behavioral mea-
sures on a confidence scale with more than one trial.  

- Comparison: healthy controls. 
- Outcome: meta-performance defined as the strength of the relation-

ship between first-order performance (accuracy on a neuropsycho-
logical task in perception, memory, executive functions, social 
cognition, and agency) and retrospective confidence judgments in 
the first-order performance, repeated for each trial. Meta- 
performance indices included: meta-d’, M-Ratio, AUROC2, logistic 
regression, confidence gap, knowledge corruption index, gamma 
correlation (for details on these measures, see Fleming and Lau, 
2014). 

2.2. Search strategy 

We retrieved English written preprints and peer-reviewed articles in 
three databases – Pubmed, Web of Science, Scopus – with the following 
query applied to the title, abstract and keywords: 

(schizophrenia OR schizophrenic OR schizo-affective OR schizo-
affective) AND (confident OR confidence OR metacognition OR meta-
cognitive OR "error awareness" OR "error monitoring"). 

2.3. Screening and data extraction 

The search was performed on April 24th 2020, and no new search 
before analysis was performed. This query could not identify one article 
previously known by a co-author (Powers et al., 2017) as it contained 

non-matching key-words and reported metacognitive performance in 
supplementary materials. It was manually included in the list of publi-
cations. Two authors (MR and PS) screened studies for inclusion in 
parallel, using Cadima (https://www.cadima.info; see supplementary 
information (SI) for details). For each study group, MR and PS extracted 
the following primary outcomes:  

- whether the study controlled for first-order performance between 
groups (TRUE or FALSE)  

- metacognitive performance indices (see above)  
- first-order accuracy (% correct, d’) 

Depending on the data available, either the mean and standard de-
viation, or raw statistics (t and F values) were extracted (SI). The 
following secondary outcomes were extracted:  

- cognitive domain  
- clinical characteristics including Positive and Negative Syndrome 

Scale scores (PANSS total, positive, and negative) and antipsychotic 
dosage (chlorpromazine equivalent).  

- age (mean and standard deviation)  
- sample size 

2.4. Statistical analyses 

All analyses were conducted in R. We used the brms package 
(Bürkner, 2017) based on the Stan framework (Carpenter et al., 2017) to 
fit Bayesian meta-analytic multilevel models. 

Before testing our main hypothesis regarding the influence of 
equating first-order performance on metacognitive abilities, we fitted a 
global model M1 with fixed and random effects as follows:  
M1: Gi | σi ~ Intercept + (Intercept | study)                                               

Where Gi denotes the Hedge’s g effect size of study i, σi denotes the 
standard error of the effect size from study i, thereby accounting for 
different sample sizes across studies (SI). M1 estimated the overall 
effect-size of a difference in metacognitive performance between groups 
(the grand intercept of the model) while accounting for the between- 
study variability (random intercept per study; see SI for prior defini-
tion). To test the existence of a metacognitive deficit in schizophrenia 
(H1), we compared the estimations of M1 to the estimations of an 
alternative model M0 assuming that metacognitive deficit was inexistent 
(i.e., fixing the intercept at 0; H0).  
M0: Gi | σi ~ 0 + (Intercept | study)                                                          

Hypothesis testing: 
Results were interpreted based on the relative evidence toward H0 

(absence of a metacognitive deficit in schizophrenia) or H1 (presence of 
a metacognitive deficit in schizophrenia) given by the Bayes factor (BF), 
and the summary statistics of the posterior distribution (mean and 95 % 
credible interval, CrI). The BF is the ratio of the marginal likelihoods of 
each hypothesis. We note BF10 the ratio of evidence in favour of H1 and 
BF01 the ratio of evidence in favour of H0. We used the interpretation of 
BFs given by Wagenmakers et al. (2018), which translates continuous BF 
values into a categorical scheme. Thus, we considered the relative 
strength of evidence in favor of hypothesis H1 over H0 (resp. H0 over 
H1), to be anecdotal if BF10 ⋲ [1, 3] (resp. [1

3 , 1]), moderate if ⋲ [3, 10] 
(resp. [ 1

10 , 13 ]), strong if ⋲ [10, 30] (resp. [ 1
30 , 1

10 ]), very strong if ⋲ [30, 
100] (resp. [ 1

100 , 1
30]) and extremely strong if > 100 (resp. < 0.01). 

For subgroup analyses, we retrieved the summary statistics (mean 
and 95 % CrI) of the difference between the two posterior distributions 
obtained in each group. Then we assessed in each case under which 
hypothesis (H0: absence of deficit or H1: existence of a deficit) the data 
was the most plausible. 

To test our main hypothesis, we assessed the influence of equating 
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first-order performance with a model M2, identical to M1 including 
performance-matching as an additional binary predictor as follows:  
M2: Gi | σi ~ Intercept + control_type1 + (Intercept | study)                         

Where control_type1 is a binary predictor, TRUE for controlled-studies, 
FALSE otherwise. 

All moderator analyses were first motivated by heterogeneity as-
sessments. Three measures of heterogeneity were computed: the Q-sta-
tistic (Card and Little, 2016), the Q-between statistic (Borenstein et al., 
2010), and the I2 index for the percentage of the total variation due to 
between-studies variability (Higgins and Thompson, 2002). I2 values 
between 0 and 0.25 suggest small magnitudes of heterogeneity, 0.25 to 
0.50 medium magnitudes, and > 0.50 large magnitudes. Exploratory 
subgroup analyses and meta-regressions were performed in case of sig-
nificant Q-between and I2 above 25 % (Huedo-Medina et al., 2006). 
Namely, we assessed the metacognitive deficit amplitude across cogni-
tive domains by fitting a model identical to M1 with the between-study 
variable “cognitive domains” (perception, memory, others) as an addi-
tional categorical covariate. We also explored the correlation between 
metacognitive performance among patients and continuous variables by 
adding standardized (z-scores) PANSS scores and chlorpromazine 
equivalent as meta-regressors to M1. 

2.5. Quality assessment 

To quantify the risk of bias in individual studies, we assessed whether 
our selection contained extreme effect size values via a leave-one-out 
sensitivity analysis (SI). We also assessed the risk of bias according to 
the Newcastle-Ottawa Scale (NOS) adapted for case-control studies (SI). 
Publication bias was assessed using a funnel plot of observed outcomes 
against corresponding standard errors (Sterne and Harbord, 2004). The 
distribution of p-values was analyzed using the R package dmetar 
(Harrer et al., 2019) to examine whether some of the studies were 

subject to p-hacking (p-curve: Simonsohn et al., 2014). 

3. Results 

3.1. Study characteristics 

Our search retrieved 13933 records, 7886 after duplicates removal. 
7745 records were excluded after title and abstract screening (Fig. 1). 
Another 100 articles were excluded based on full-text screening, 
resulting in a selection of 41 articles. 

One article was excluded because of a strongly deviant outcome 
identified via a leave-one-out analysis performed on the metacognitive 
deficit effect-size (SI). Among the 40 remaining articles, two were split 
into two independent studies as they involved different populations 
(young versus old: Gaweda (2015); hallucination-prone versus 
non-hallucination-prone: Powers et al. (2017). The final selection con-
sisted of 42 studies, with a total population of 2681 participants (1425 
patients) (Table 1). 

Our selection included 10 perception (auditory and visual), 27 
memory, 4 social cognition, and 1 agency studies. Because of their low 
number, social cognition and agency studies were regrouped into a 
generic category termed “others”. 

3.2. Global metacognitive deficit in schizophrenia 

The meta-analytic model M1 revealed lower metacognitive perfor-
mance in the schizophrenia vs. control groups with an effect size g =
−0.57, 95 % CrI [−0.72, −0.43] (Fig. 2). Comparison against the null 
hypothesis (i.e., absence of a metacognitive deficit in schizophrenia 
modelled by M0) resulted in a Bayes factor favoring the alternative 
hypothesis BF10 = 36.56 × 106, indicating extremely strong evidence in 
favor of a metacognitive deficit in schizophrenia. Of note, this pattern of 
results was robust to prior variations (SI). 

Fig. 1. Flow diagram of the selection process.  
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3.3. Metacognitive deficit in studies controlling for first-order 
performance 

Our main hypothesis stipulated that metacognitive deficits would be 
decreased in studies controlling for first-order performance. The 
following analysis was further justified by a heterogeneity analysis 
which produced a significant Q-statistic (124.1, df = 41, p < .001) and a 
high amount of heterogeneity (I2 statistic 0.66, 95 % CI [0.54, 0.76]), 
suggesting this moderator analysis was appropriate. Because meta-
cognitive performance is known to depend on first-order performance 
(Maniscalco and Lau, 2012), and because the latter differed between 
groups (g = −0.64, 95 % CrI [−0.77, −0.52], BF10 = 2.06 × 1010), we 
sought to assess whether metacognitive deficits could stem from 
cognitive impairments that are well documented in schizophrenia 
(Gopal and Variend, 2005; Heinrichs and Zakzanis, 1998). Dis-
tinguishing studies controlling for first-order performance (N = 7) from 
those which did not (N = 35) revealed a significant moderation effect 
(Q-between = 6.82, df = 1, p = 0.009). Thus, we assessed the influence 
of performance-matching with a model M2, identical to M1 including 
performance-matching as an additional binary predictor. The sub-group 
of non-controlled studies had an overall metacognitive deficit of 
magnitude g = -0.63, 95 % CrI [−0.78, −0.49], which was reduced to g 
= −0.23, 95 % CrI [-0.60, 0.16] in the sub-group of controlled studies 
(Fig. 3A). Accordingly, the evidence ratio supporting our directional 

hypothesis that controlling for first-order performance decreases the 
magnitude of the metacognitive deficit was very strong (BF10 = 51) 
(Fig. 3B). Comparison against the null hypothesis among controlled 
studies revealed inconclusive evidence in favor of a metacognitive 
deficit in schizophrenia (BF01 = 2.2). Finally, a positive correlation be-
tween cognitive and metacognitive deficits was found among 
non-controlled studies (SI). Sub-group analyses reduced heterogeneity 
which however remained significant (SI). 

3.4. Metacognitive deficits across cognitive domains 

Next, in line with our pre-registered analysis plan and a significant 
moderation effect of cognitive domains (Qbetween = 38.5, df = 2, 
p < .001), we assessed how metacognitive deficits varied across cogni-
tive domains (i.e., perception, memory, others). A subgroup analysis 
revealed the largest metacognitive deficit among memory studies, 
compared to perception and others. Mean value of the metacognitive 
deficit in the memory domain (g = -0.74, 95 % CrI [-0.89, -0.58], 
BF10 = 7.74 × 10156) was twice higher than in the perception domain (g 
= -0.33, 95 % CrI [-0.63, -0.04], BF10 = 2.16), and three times higher 
than in other domains (g = -0.26, 95 % CrI [-0.62, 0.10], BF10 = 0.40; 
see Figs. 4 and SI). Sub-group analyses reduced heterogeneity which 
however remained significant (SI). 

Table 1 
Study characteristics. KCI: knowledge corruption index; AUROC2: area under the type 2 receiver operating characteristic curve.  

Study 
Sample size Age 

Matched performance Cognitive domain Metacognitive index NOS 
SCZ HC SCZ HC 

Dietrichkeit et al. (2020) 39 20 34.72 ± 8.68 30.55 ± 8.54 no perception KCI 4.0 
Jia et al. (2020) 38 38 22.6 ± 8.3 23 ± 4.6 yes perception AUROC2 5.0 
Jones (2020) 215 151 41.72 ± 11.64 41.95 ± 12.42 no others confidence gap 5.0 
Wright et al. (2020) 50 68 27.17 ± 1.3 25.7 ± 6.6 yes perception M-ratio 6.0 
Berna et al. (2019) 10 10 36.3 ± 7.5 36.2 ± 8.4 yes memory meta-d’ - d’ 3.5 
Faivre et al. (2019) 21 20 38.8 ± 8.77 42.6 ± 3.35 yes perception M-ratio 7.0 
Gaweda et al. (2019) 33 33 35.82 ± 11.22 41.33 ± 14.8 no perception false perception 5.0 
Davies et al. (2018) 31 18 26.16 ± 5.69 24.06 ± 4.87 yes perception M-ratio 7.0 
Gawęda et al. (2018) 25 33 20.36 ± 2.16 20.27 ± 2.11 no memory KCI 5.7 
Mayer et al. (2018) 24 24 40.67 ± 11.65 38.88 ± 9.66 no memory false memories 5.5 
Pinkham et al. (2018) 31 32 35.65 ± 7.52 35.41 ± 7.07 no others AUROC2 3.5 
Charles et al. (2017) 13 13 28.8 ± 5.9 28.8 ± 4.7 no perception meta-d’ 5.0 
Powers et al. (2017) 15 15 39.4 ± 13.47 46.07 ± 12.96 yes perception M-ratio 5.5 
Powers et al. (2017) 14 15 38.29 ± 14.4 40.53 ± 13.04 yes perception M-ratio 5.5 
Balzan et al. (2016) 25 50 39.96 ± 10.04 42.8 ± 15.46 no memory confidence in errors 4.0 
Eifler et al. (2015) 29 25 37.22 ± 9.68 38.12 ± 10.72 no memory confidence gap 4.0 
Eisenacher et al. (2015) 21 38 26.52 ± 5.57 25.08 ± 6.55 no memory confidence gap 3.5 
Gaweda (2015) 13 17 22.08 ± 1.93 23.59 ± 1.87 no memory KCI 4.0 
Gaweda (2015) 10 10 53.9 ± 3.21 57.4 ± 3.72 no memory KCI 4.0 
Akdogan et al. (2014) 23 23 38 ± 8 37.5 ± 7.2 no memory gamma correlation 3.3 
Mayer et al. (2014) 31 28 40.23 ± 9.1 37.89 ± 8.35 no memory false memories 4.0 
Moritz et al. (2014) 55 45 38.22 ± 8.61 37.24 ± 13.93 no perception KCI 4.5 
Gaweda et al. (2013) 54 34 35.17 ± 10.43 33.21 ± 11.33 no memory KCI 4.5 
Peters et al. (2013) 27 24 37.96 ± 12.86 34.21 ± 11.33 no memory KCI 4.5 
Gaweda et al. (2012) 32 32 32.81 ± 8.36 31.78 ± 11.67 no memory KCI 4.7 
Kother et al. (2012) 76 30 34.26 ± 11.41 32.97 ± 10.88 no others KCI 4.0 
Mayer et al. (2012) 28 29 38.32 ± 9.29 37.28 ± 8.41 no memory false memories 5.0 
Metcalfe et al. (2012) 22 20 42.3 ± 11.1 38.1 ± 11.3 no others correlation perf-confidence 5.0 
Moritz et al. (2012) 23 29 35.17 ± 11.12 34.24 ± 16.14 no others KCI 4.5 
Peters et al. (2012) 47 47 35.72 ± 11.63 36.87 ± 11.89 no memory KCI 5.0 
Bhatt et al. (2010) 25 20 47 ± 8.65 44.5 ± 8.81 no memory KCI 2.0 
Kim et al. (2010) 12 13 40.2 ± 10.23 40.4 ± 9.34 no memory false memories 4.5 
Moritz et al. (2008) 68 25 33.94 ± 10.45 32.04 ± 10.23 no memory confidence gap 4.0 
Kircher et al. (2007) 27 19 32.8 ± 11.4 33.4 ± 13.4 no memory correlation perf-confidence 5.0 
Peters et al. (2007) 23 20 36.3 ± 13.13 35.2 ± 9.71 no memory confidence gap 6.0 
Moritz et al. (2006a) 31 61 33.77 ± 9.9 31.05 ± 8.75 no memory confidence gap 4.5 
Moritz et al. (2006b) 30 15 24.73 ± 8.73 24.8 ± 8.99 no memory confidence gap 3.5 
Moritz et al. (2006c) 35 34 36.29 ± 11.34 34.29 ± 11.38 no memory KCI 4.0 
Moritz et al. (2005) 30 17 37.3 ± 10.16 37.67 ± 12.47 no memory KCI 4.5 
Moritz et al. (2004) 20 20 33.2 ± 9.28 29.2 ± 12.51 no memory KCI 4.5 
Moritz et al. (2003) 30 22 31.08 ± 8.3 27 ± 10.7 no memory confidence gap 4.0 
Bacon et al. (2001) 19 19 31.7 ± 8.4 30.7 ± 8.2 no memory confidence gap 3.5  
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3.5. Meta-regression analyses 

Finally, we performed further meta-regressions to explore how 
metacognitive deficits co-varied with the severity of positive and 
negative symptoms (PANSS equivalent scores) and antipsychotic dosage 
(chlorpromazine equivalent), with a prior of mean 0 and SD = 1. We had 
pre-registered the hypothesis of a negative correlation between meta- 
performance and PANSS positive scores. However, meta-regression an-
alyses provided inconclusive evidence regarding the influence of 
symptom severity on the metacognitive deficit: BF10 = 0.88 for PANSS 
total scores (N = 35), BF10 = 0.91 for PANSS positive scores (N = 32) 
and BF10 = 0.75 for PANSS negative scores (N = 33) (see SI, Fig. S6). 

Similarly, we found no evidence for an association between 

metacognitive performance and pharmacological treatment (N = 20), 
with an evidence ratio (BF10 = 0.99) suggesting inconclusive data (see 
SI, Fig. S6). 

3.6. Risk of bias in selected studies 

A quality evaluation using the Newcastle-Ottawa Scale suggested 
that about half the studies had a relatively high risk of bias with scores <
5/9 (SI and (Luchini et al., 2017)). The shape of the funnel plot revealed 
no asymmetry (Egger’s test: z = - 0.07, p = 0.94; Figs. 5A and SI), sug-
gesting no clear publication bias. Plus, testing the right-skewness of the 
P-curve (Fig. 5B) with Stouffer’s method revealed that both the half (p’s 
< 0.025) and full p-curves (p’s < 0.05) were right-skewed with p < .001, 

Fig. 2. Forest plot of the metacognitive deficit in schizophrenia. Left: Authors with publication year and sample sizes; Middle: posterior distribution of the effect size; 
Right: mean and 95 % CrI of the posterior distribution. The summary effect size is displayed on the last row: the solid vertical grey line is centred on zero (i.e., 
equivalent metacognitive performance between groups), and the dashed vertical lines depict the boundaries of the 95 % CrI. 
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suggesting that our study sample was not contaminated by p-hacking. 

4. Discussion 

The present meta-analysis based on 42 studies and 2681 individuals 
aimed at synthesizing the literature on the metacognitive abilities 
among individuals with schizophrenia. At first sight, our findings 
confirmed a deficit in metacognitive abilities in schizophrenia, but with 
high heterogeneity. The effect was of medium magnitude, which is 
smaller than the large effects reported in prior meta-analyses regarding 
cognitive impairments (Schaefer et al., 2013). The leave-one-out sensi-
tivity analysis confirmed this effect was robust to outliers. We found 
several sources for heterogeneity that we describe hereafter. 

4.1. Main result 

Because patients’ first-order cognitive deficits risked to artificially 
inflate metacognitive deficits (Galvin et al., 2003), our main hypothesis 
was that metacognitive deficits would be reduced in studies equating 
first-order performance between groups. Results indicated strong evi-
dence in favor of our hypothesis, as metacognitive deficits were twice 
smaller in studies controlling for first-order performance, most of them 

Fig. 3. A: Posterior distributions of the metacognitive deficit. Dark gray: non-controlled first-order performance (n = 35), Light gray: controlled first-order per-
formance (n = 7). B: Posterior distribution of the difference in effect size between studies which did or did not control for first-order performance. In both panels, 
dotted lines represent the prior distributions, vertical dashed lines the mean posterior values, and the horizontal bars the 95 % CrI. 

Fig. 4. Posterior distributions of the metacognitive deficit (Hedge’s g effect 
size) according to each cognitive domain. The vertical dashed lines represent 
mean values and the horizontal bars the 95 % CrI. 

Fig. 5. A: Funnel plot centered on the overall effect size. The vertical dashed line represents the global metacognitive deficit. The gray area represents the 95 % CI of 
the overall effect size. Each dot represents a study, full dots represent outliers. B: Observed p-curve (black) and theoretical p-curve expected for low-powered (33 %) 
studies (gray). Horizontal dashed line: Expected uniform distribution for null effects. 
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concerning the perceptual domain. In this subset of studies, assessing the 
presence of a metacognitive deficit revealed inconclusive evidence. By 
contrast, a correlation between cognitive and metacognitive deficits was 
found among non-controlled studies, indicating that first-order perfor-
mance is a critical moderator of metacognition which should be 
controlled for when assessing metacognitive deficits in schizophrenia. 

4.2. Metacognitive deficits across cognitive domains 

We also explored possible differences in metacognitive deficits across 
cognitive domains (perception, memory, others), and found the most 
prominent deficits among memory studies. As such, this result is not 
sufficient to confirm the presence of a specific meta-memory deficit in 
schizophrenia, as all the memory studies but one did not control for 
differences in first-order performance between groups. Given that the 
magnitude of the meta-memory deficit we found is lower than the one of 
episodic verbal memory (range between -1.53 and -1.11 SD) (Gopal and 
Variend, 2005; Heinrichs and Zakzanis, 1998; Schaefer et al., 2013), 
arbitrating between the existence of a specific meta-memory deficit or 
the side effect of a non-controlled first-order factor will require the 
development of more robust experimental protocols. Of note, this 
meta-analysis did not examine the literature based on judgments of 
learning or feeling of knowing, which may reveal different patterns of 
results (Souchay et al., 2006). 

4.3. Unexplained heterogeneity 

Despite moderation analyses, heterogeneity remained high even 
after clustering studies according to performance matching and cogni-
tive domains. This heterogeneity may be explained by the different di-
agnoses included in our selection of studies. The category of first episode 
of psychosis may be particularly problematic, as it included variable 
diagnoses (mania with psychosis, bipolar disorder with psychosis, 
depression with psychosis, delusional disorder, substance-induced psy-
chotic disorder, psychosis not otherwise specified, acute and transient 
psychotic disorder, brief psychotic disorder). Heterogeneity may also 
come from the use of idiosyncratic first-order tasks (e.g., memory per-
formance was quantified using recognition, source memory and spatial 
delayed response tasks) and confidence scales (e.g., ordinal vs. contin-
uous scales, full vs. half scales, etc.). Finally, one should consider that 
the same research group co-contributed a large number of selected 
studies, with metacognitive deficits of larger magnitudes than the one 
estimated by other authors (SI). With this in mind, it will be important to 
use more systematic paradigms among more diverse study samples in 
the future. 

4.4. Perspectives 

Additional analyses evaluating how metacognitive deficits varied as 
a function of clinical scores (PANSS total, positive, negative) and anti-
psychotic dosage (chlorpromazine equivalent) revealed inconclusive 
evidence for correlation in each case. As we had no access to individual 
data, correlations were based on summary statistics extracted from each 
experimental group, which is suboptimal. As with all meta-analyses, our 
findings are shaped and limited by selection and analytical methods, and 
the information made available to researchers in the studies selected for 
review. Thus, they may be contradicted by other relevant studies 
referenced in non-searched databases. The scarcity of data prevented us 
from running planned analyses regarding the link between meta-
cognitive performance and clinical/cognitive insight. Establishing this 
link is of crucial importance to validate confidence calibration as a valid 
empirical construct for clinical practice, and to refine current strategies 
to improve insight in schizophrenia. We encourage authors to share 
anonymized individual data similar to what is done for healthy controls 
(Rahnev et al., 2020) on a dedicated repository (https://osf.io/cfm5d/). 
Our findings point to several areas for future research. First, few studies 

included in this meta-analysis measured mood, despite it being an 
important determinant of metacognition (Lin et al., 2019), with a bias 
toward underconfidence in depression (Hoven et al., 2019). No study 
included in this meta-analysis focused on the metacognition of executive 
function. Further studies are needed because meta-executive functions 
have been linked with attenuated psychosis syndrome (Koren et al., 
2019). Further studies should also investigate whether metacognitive 
abilities are associated with insight, relapse and psychosocial func-
tioning before using it in clinical settings. 

5. Conclusion 

This is the first meta-analysis to examine metacognitive deficits 
based on confidence judgments in schizophrenia. Our results show that 
this deficit is inflated due to non-equated first-order performance, and 
varies across cognitive domains. Importantly, metacognitive deficits 
may also be overestimated in other psychiatric and neurological con-
ditions involving cognitive impairments. Efforts should be made to 
develop experimental protocols accounting for lower first-order per-
formance in schizophrenia before including the accuracy of confidence 
judgments as a cognitive dimension in neuropsychological batteries for 
clinical applications. 
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Arbuzova, P., Atlas, L.Y., Balcı, F., Bang, J.W., Bègue, I., Birney, D.P., Brady, T.F., 
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2. Assessment of metaperceptual and metamemory abilities
among individuals with schizophrenia

This study was a follow-up to the meta-analysis included above. Since our

meta-analysis revealed that the most important alteration of metacognition was in the

memory domain, but that memory performance was not controlled for in almost all included

memory studies, it was still unclear if metamemory was specifically impaired among patients

with schizophrenia. For this reason, we aimed at developing a memory task that controlled

experimentally for memory performance. This protocol had many versions and we ran

several pilot studies. We wanted to apply a staircase procedure on memory trials, so we first

designed an experiment where a fixed number of four pairs of human face stimuli were

encoded at the beginning of each trial, and where participants had to recognize the seen pair

among two pairs of human faces. The difficulty of each trial depended on the sequential

position of the target pair during the encoding phase: the first pairs memorized during

encoding were considered harder to recognize, compared to the last memorized pairs.

Unfortunately, this staircase procedure was not sensitive enough: the first level of difficulty

(i.e. target pair = last pair seen during encoding) was too easy, and the second level was

already too difficult. This staircase oscillated only between two difficulty levels, so we

abandoned the staircase idea and opted instead for a statistical control of first-order

performance. Then, we conceived an easier task based on a detection protocol (instead of

2AFC), showing only one face stimulus at a time. Since we were also interested in testing

the domain-generality of metacognition, our protocol includes three tasks: a visual detection

task and two memory tasks: familiarity and recollection.

Distinguishing between memory processes

In the memory literature, there is a long-standing debate about whether familiarity and

recollection rely upon a unique common process or upon two distinct processes (Rotello

2017; Wixted 2007; Yonelinas 2002). Although reviewed neuropsychological evidence

suggests that familiarity and recollection processes are distinguishable in space and time by

the recruitment of distinct neural substrates at different time stamps (Moulin et al. 2013),

whether they are functionally connected or not is still unclear. Relying on the SDT

framework, this debate can be informed by comparing how well different models fit data

obtained from protocols combining type 1 and type 2 tasks (Rotello 2017). Indeed, a single

process account can be modeled either by an equal or an unequal variance SDT model,

whereas a dual-process account can be modeled either by adding a high-threshold for

recollection (Yonelinas, 1994), or by two separate decision axes with their own SDT
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parameters, known as the “continuous dual-process model” (Wixted and Mickes 2010).

Considerations of goodness of fit suggest that the unequal variance SDT model is the most

adequate to account for data obtained from a wide range of recognition memory tasks,

advocating for the single process account (Rotello 2017). However, considerations based on

the latencies of intracranial signals recorded in 18 epileptic patients (Barbeau et al. 2008) -

more than 2000 sites including memory and visual regions - during a famous face

recognition task directly challenged the previous conclusion. Indeed, a common evoked

response potential (ERP) at 240 ms (N240) after stimulus onset was found in multiple

regions pertaining to the visual ventral pathway, plus the perirhinal cortex which is commonly

known to support recognition processes, hence pertaining to memory processes. This

synchronization of the perirhinal cortex with visual areas suggested a functional coupling

supporting a perceptivo-mnesic process. Interestingly, the hippocampus did not synchronize

with these regions at this time point, suggesting that contextualized memory pertains to

another functional network. These results are advocating for the dual process account of

familiarity and recollection, and are further supported by ERP findings revealing distinct

neural markers for familiarity and recollection: a mid-frontal signature of familiarity peaking

300-500 ms after stimulus onset, and a parietal signature of recollection manifesting at

400-800 ms after stimulus onset (for a review see Rugg and Curran 2007). From these

considerations, we inferred a metacognitive architecture (Figure 18) that would predict better

correlations of metacognitive performance between perception and familiarity domains

compared to the cross-task correlations of metacognitive performance with the recollection

task.

Figure 18. Hybrid architecture for metaperception and metamemory. Inferred metacognitive

architecture relying on empirical results showing a continuity between perceptual and

familiarity processes (domain-general confidence), while recollection was functionally

separated (domain-specific confidence).

64



Status of the manuscript: Under revision in Schizophrenia Bulletin

Preprint available on medRxiv: https://doi.org/10.1101/2023.03.28.23287851

Reference: Martin Rouy, Michael Pereira, Pauline Saliou, Rémi Sanchez, Wassila el

Mardi, Hanna Sebban, Eugénie Baqué, Childéric Dezier, Perrine Porte, Julia Micaux,

Vincent de Gardelle, Pascal Mamassian, Chris J.A. Moulin, Clément Dondé, Paul Roux,

and Nathan Faivre, (2023). Confidence in visual detection, familiarity and recollection

judgements is preserved in schizophrenia spectrum disorder

65



 

Confidence in visual detection, familiarity and recollection judgements is 

preserved in schizophrenia spectrum disorder 

Martin Rouy1+, Michael Pereira1, Pauline Saliou1, Rémi Sanchez1, Wassila el Mardi1, Hanna 

Sebban1, Eugénie Baqué2, Childéric Dezier1, Perrine Porte1, Julia Micaux2, Vincent de 

Gardelle3, Pascal Mamassian4, Chris J.A. Moulin1, Clément Dondé5,6*, Paul Roux2*, Nathan 

Faivre1* 

1 Univ. Grenoble Alpes, Univ. Savoie Mont Blanc, CNRS, LPNC, 38000 Grenoble, France 

2 Centre Hospitalier de Versailles, Service Hospitalo-Universitaire de Psychiatrie d'Adultes et d'Addictologie, Le Chesnay; 

Université Paris-Saclay; Université de Versailles Saint-Quentin-En-Yvelines; DisAP-DevPsy-CESP, INSERM UMR1018, 

Villejuif, France 

3 Centre d’Économie de la Sorbonne, CNRS and Paris School of Economics 

4 Laboratoire des Systèmes Perceptifs, Département d’Études Cognitives, École Normale Supérieure, PSL University, CNRS 

5 Univ. Grenoble Alpes, Inserm, U1216, Adult Psychiatry Department CHU Grenoble Alpes, Grenoble Institut Neurosciences, 

38000 Grenoble, France 

6 Adult Psychiatry Department, CH Alpes-Isère, F-38000 Saint-Egrève, France 

 

* shared authorship 

 

+ Corresponding author:  
Martin Rouy  
Laboratoire de Psychologie et Neurocognition  
CNRS UMR 5105 UGA BSHM  
1251 Avenue Centrale  
38058 Grenoble Cedex 9  
martinrouy03@gmail.com  
 

Keywords: metacognition, meta-perception, meta-memory, confidence, schizophrenia 
spectrum disorder, psychosis 
 
Author Contributions: MR, CM and NF developed the study concept. MR implemented 
experiments with the collaboration of MP and RS. Pilot data was collected and analyzed by 
MR, PS, RS, WM, HS. Patients and healthy controls were recruited by EB, JM, CDo, PR, CDe, 
PP. Data collection was performed by MR, CDe, PP and EB & JM. VdG and PM provided 
analytical tools. MR and NF analyzed data and drafted the paper; all authors provided critical 
revisions and approved the final version of the paper for submission. The authors declare no 
competing interests.  
 
Word count: Abstract: 183; Text body: 4385 
Preregistration (https://osf.io/k4p79), data and analysis scripts are publicly available 
(https://gitlab.com/nfaivre/metaface_scz_public). 
 
 

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
perpetuity. 

 is the author/funder, who has granted medRxiv a license to display the preprint in(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted March 29, 2023. ; https://doi.org/10.1101/2023.03.28.23287851doi: medRxiv preprint 

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.



 

Abstract 
An effective way to quantify metacognitive abilities is to ask participants to estimate their 
confidence in the accuracy of their response during a cognitive task. A recent meta-analysis1 

raised the issue that most assessments of metacognitive abilities in schizophrenia spectrum 
disorders may be confounded with cognitive deficits, which are known to be present in this 
population. Therefore, it remains unclear whether the reported metacognitive deficits are 
metacognitive in nature, or rather inherited from cognitive deficits. Arbitrating between these 
two possibilities requires equating task performance between experimental groups. Here, we 
aimed to characterize metacognitive performance among individuals with schizophrenia 
across three tasks (visual detection, familiarity, recollection) using a within-subject design, 
while controlling experimentally for intra-individual task performance and statistically for 
between-subject task performance. In line with our hypotheses, we found no metacognitive 
deficit for visual detection and familiarity judgements. While we expected metacognition for 
recollection to be specifically impaired among individuals with schizophrenia, we found 
evidence in favor of an absence of a deficit in that domain also. The clinical relevance of our 
findings is discussed in light of a hierarchical framework of metacognition. 
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Introduction 
Confidence abnormalities in the form of overconfidence in errors in schizophrenia spectrum 
disorder have been documented in multiple cognitive domains, including memory, perception, 
and emotion recognition2. Yet, the hierarchical level at which these abnormalities occur is still 
unclear. In line with the terminology proposed by Galvin and colleagues3 , cognitive 
performance is referred to as first-order performance (i.e. how well one is able to detect or 
discriminate between probed stimuli), and metacognitive performance is referred to as 
second-order performance (i.e. how well one is able to discriminate between correct and 
incorrect responses). Properly quantifying metacognitive abilities requires controlling for 
variations of cognitive performance that are not metacognitive in nature3–5. This concern is of 
particular relevance in schizophrenia, where cognitive deficits are well documented6,7. In a 
meta-analysis we recently conducted1, metaperception was mostly preserved when first-order 
performance was controlled for. Yet, conclusions about the metamemory deficit could not be 
drawn in this meta-analysis since the medium to large effect size resulted from studies where 
memory performance was not equated between patients and healthy controls (except for one 
study8). In these conditions, metamemory deficits were likely to be confounded with memory 
deficits.  
 
To compare metaperceptual and metamemory deficits in individuals with schizophrenia while 
controlling for perceptual and memory deficits, we developed a novel experimental paradigm 
including three randomly interleaved perceptual and memory tasks attempting to 
experimentally match first-order performance at the intra-individual level across tasks, and to 
statistically control for performance at the inter-individual level.  
 
We preregistered our main predictions based on current knowledge regarding the cognitive 
architecture of perception and memory and their impairments in schizophrenia (see9 for a 
meta-analysis). Individuals with schizophrenia typically have preserved performance in 
familiarity judgements (i.e. decontextualized memory10) but impaired performance in 
recollection judgments (i.e. episodic/recollection memory necessitating multimodal integration 
via hippocampal activity11), which may be explained by impaired hippocampus recruitment12 
and hippocampal atrophy13. Our main preregistered hypothesis was that metamemory was 
globally more impaired than metaperception, assuming that previous reports of deficits in 
metamemory were not only driven by deficits taking place at the first-order level. Furthermore, 
since familiarity can be considered a perceptual-mnemonic process storing decontextualized 
perceptual elements14, we hypothesized domain-generality between perception and familiarity 
processes, and expected that meta-recollection would be specifically impaired. Besides this 
preregistered hypothesis, we explored the links between metacognitive performance and 
clinical traits such as positive, negative and disorganization syndromes.  
 

Methods 
The present design, hypotheses, and analyses were preregistered prior to data collection 
and analysis (https://osf.io/k4p79). Data and analysis scripts are available online 
(https://gitlab.com/nfaivre/metaface_scz_public). 
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Participants 
Following a preregistered open-ended sequential Bayes Factor design (see SI for details), we 
recruited 38 individuals with schizophrenia and 39 healthy control participants matched for 
age, sex, education level and premorbid IQ (see Table 1 for demographic and clinical 
information). After exclusions according to preregistered criteria (essentially due to ceiling 
performance, see SI for details), the analyses were conducted on a sample of 34 individuals 
with schizophrenia and 36 healthy controls. Two licensed psychiatrists (CD and PR) confirmed 
the diagnoses in the schizophrenia group according to the DSM-V criteria for schizophrenia 
(details about the recruitment procedure are provided in SI). 

Experimental design 

A video description of each task is available online 
(https://gitlab.com/nfaivre/metaface_scz_public/-/tree/main/videos). All participants were 
naive to the purpose of the study, gave written informed consent in accordance with 
institutional guidelines and the Declaration of Helsinki, and received monetary compensation 
(10€ / h) except those participants under legal protection. The study was approved by the 
ethical committee Sud Méditerranée II on April the 3d 2020 (217 R01 MS1). 

Stimuli 

4000 copyright-free artificially generated faces were downloaded from the open platform 
https://generated.photos. Two independent observers screened the stimuli to exclude 
children’s faces, unrealistic faces, and faces with salient features (e.g. sunglasses, hats). The 
remaining 1700 male and 1700 female adult faces were converted to grayscale and equalized 
in contrast and luminosity (SHINE Matlab toolbox15). Each face was presented against a visual 
background noise consisting of its phase-scrambled version. The background was colorized 
in blue or red (balanced for luminosity) to provide a contextual cue. Size and gaze position 
were kept identical across all stimuli.  
 

Procedure 

Memory tasks 

The familiarity and recollection tasks shared the same timeline (Figure 1). Each trial started 
with an encoding phase consisting of four successive face stimuli presented during 400ms 
each (random combination of 2 male and 2 female faces) on a blue or red background 
(context), with a 500 ms inter-stimulus interval. To avoid learning effects and familiarity 
confounds, each face was presented only once throughout the whole experiment. Following 
the encoding phase, the test phase consisted in presenting a fifth face on a gray background, 
and asking a task-specific question. In familiarity trials, the participant was asked to indicate 
whether the face had already been seen (80% of the trials, to obtain a uniform distribution 
across “stimulus strength” levels, see next paragraph) or not (20% of the trials); in recollection 
trials the fifth face was always a seen face (i.e. a face presented during the encoding phase), 
and the participant was asked whether the context of this stimulus was blue (80% of the trials) 
or not (20% of the trials) during the encoding phase. Participants provided their answers with 
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a mouse click on “no” or “yes” buttons respectively displayed at the top left and top right of the 
screen.  

The difficulty of the familiarity and recollection tasks was manipulated by changing the serial 
position of the target stimulus during the encoding phase. Accordingly, there were four levels 
of stimulus strength - ranging from 1 to 4 -, corresponding to each of the four faces displayed 
sequentially within the encoding phase (Figure 1). Because this variable corresponds to the 
temporal distance between the target stimulus and the test stimulus, we refer to it as a “lag”. 
For instance, if the target face was the first face displayed during the encoding sequence, then 
the temporal distance between the target and the test was maximal, and the trial was 
categorized as “lag 4”. On the contrary, if the target was the last face of the encoding phase, 
the temporal distance between the target and the test was minimal, and the trial was 
categorized as “lag 1”. A fifth lag-level “lag 0” was used to indicate catch trials (20% of the 
trials): i.e. new faces in familiarity trials, faces presented in the red context in recollection trials. 

Visual detection task 

Participants had to indicate whether a face was present (80% of the trials) or not (catch trials: 
20%). The face could be presented at four contrast levels, chosen to match performances 
obtained in the memory tasks for each of the four lags (See SI Figure S2 D). A fifth level - 
stimulus strength 0 - was used to tag catch trials: trials where no face was presented (20% of 
the trials). As for memory trials, participants provided their answer with a mouse click on “no” 
or “yes” buttons displayed at the top left and top right of the screen. 

Trial exclusions 

A time limit of 6 seconds was set on all trials to avoid differences in response rates between 
patients and controls. When the time limit was reached, an error-like sound was produced 
along with a visual warning in red characters asking participants to respond quicker. 
Proportions of non-responses were comparable between individuals with schizophrenia 
(mean ± SD: 2.91% ± 3.60%) and controls (mean ± SD: 2.32% ± 7.66%, BF = 0.26). These 
non-response trials were excluded from our analyses. 

Confidence rating  

For all three tasks, participants were asked to provide confidence judgments. After each first-
order response (i.e. responses given to the familiarity, recollection and visual detection tasks) 
participants were asked to report their subjective confidence regarding the correctness of their 
decision by moving a slider with the mouse on a visual analog scale (see Figure 1) ranging 
from 0% (“Sure incorrect”) to 100% (“Sure correct”). The initial position of the cursor for each 
trial corresponded to 50% confidence (“Not sure”).  

 

Structure of the experiment 

This protocol aimed to match intra-individual performance across familiarity, recollection, and 
visual detection tasks. Participants were asked to perform two sessions of one hour each. 
Session 1 allowed us to measure memory performance at four difficulty levels (according to 

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
perpetuity. 

 is the author/funder, who has granted medRxiv a license to display the preprint in(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted March 29, 2023. ; https://doi.org/10.1101/2023.03.28.23287851doi: medRxiv preprint 



 

the variable “lag”, see Memory Tasks). We then matched perceptual performance to memory 
performance by determining four adequate contrast levels for the visual detection task for each 
participant (see SI for details). Thus, session 1 provided four levels of stimulus strength, i.e. 4 
memory lags and 4 visual contrast levels, corresponding to matched performance for each 
participant. Based on these individual parameters, session 2 contained 10 blocks of 30 
randomly interleaved trials (familiarity, recollection and visual detection task), totalizing 300 
trials (100 trials per task), each followed by a confidence rating task. Task order and stimulus 
strength were randomized, so participants could not predict which task they were going to 
perform on each trial. 

Importantly, this paradigm was designed to match first-order performance between tasks, 
which is convenient to compare metacognitive deficits across tasks. Although we also 
attempted to match first-order performance between groups, pilot experiments revealed this 
was not possible using adaptive staircases. Therefore, differences in task performance 
between groups were accounted for at the statistical level using the confidence efficiency 
metric16, taking advantage of our design with different levels of difficulty.  

 

Figure 1. Experimental Design. Timeline of the familiarity, recollection and visual detection 
tasks. The timeline was identical in the familiarity and recollection task, except for the testing 
phase where the question was task-specific: “Already seen?” for familiarity, and “Blue 
context?” for recollection. No encoding took place in the visual detection task. In the present 
illustration, the correct answers to the familiarity, recollection and perceptual questions are 
respectively: “No”, “Yes”, and “No”. Lag is an ordinal variable corresponding to the temporal 
distance between the target stimulus and the test stimulus. 

Statistical analyses 

Analyses were performed with R17, using notably the brms18, BayesFactor19, ggplot220 and 
lme421 packages. Confidence efficiency scores were computed with Matlab (Mathworks, 
2017a). 
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Socio-demographic and neuropsychological characterization 

The groups’ socio-demographic (age, sex, education), neuropsychological (National Adult 
Reading Test measuring patients’ premorbid IQ22, matrix reasoning subtest from the Wechsler 
Adult Intelligence Scale version IV23 and mood (Calgary Depression Scale24) characteristics 
were compared using the Student t test or �2 test when appropriate. Patients were 
characterized in terms of cognitive insight (using the self-reported Beck Cognitive Insight 
Scale25), schizophrenia symptomatology (using the clinician-evaluated Positive And Negative 
Syndrome Scale26, with factorial scores27) and subjective evaluation of cognitive functioning 
(using the self-reported Subjective Scale To Investigate Cognition in Schizophrenia28). As 
additional analyses, we explored whether metacognitive performance was correlated with 
demographic characteristics and clinical scores. 

Metacognitive performance 
 
We quantified metacognitive sensitivity with population-level estimates of confidence 
efficiency16. This model accounts for potential differences in first-order performance and relies 
on an explicit generative model of confidence. We also quantified metacognitive sensitivity 
with a measure of the strength of the relationship between first-order accuracy and confidence 
(via individual regression slopes), obtained from Bayesian mixed-effects logistic regressions. 
Importantly, this second model did not take first-order performance into account. Thus, 
comparing the two measures of metacognitive sensitivity, we assessed the importance of 
controlling for first-order performance.  

Bayesian mixed-effects logistic regressions 

We conducted two Bayesian mixed-effects logistic regressions on first-order accuracy (binary 
categorical variable) as a function of standardized confidence (continuous variable): one 
model (1a, see below) for hit vs miss responses (i.e. stimulus strength [1:4]), and one model 
(1b) for false alarms vs. correct rejections (i.e. stimulus strength = 0). We analyzed trials with 
0 stimulus strength separately (i.e., 0 versus [1:4]) assuming that stimulus strength 0 involved 
different processes (e.g. detecting a new stimulus may not be based on the same information 
as detecting an old stimulus. This was corroborated by pilot experiments showing that task-
performance at stimulus strength 0 was hardly extrapolated from stimulus strength > 0). Model 
1a included group (binary categorical variable: controls vs patients), stimulus strength (ordinal 
variable with 4 levels: 1 to 4), task (categorical variable: visual detection, familiarity, 
recollection) as fixed effects, and a full random effect structure (see SI for priors’ 
specifications). Model 1b included the same variables except that stimulus strength was fixed 
to 0. Results were interpreted on the basis of the Bayes factor (BF) according to Wagenmakers 
and colleagues29. The BF is the ratio of the marginal likelihoods of each hypothesis, therefore 
BF > 3 indicates evidence toward H1 (existence of a difference between conditions) and BF < 
1/3 indicates evidence toward H0 (absence of difference between conditions). Effects were 
further characterized by the summary statistics of the posterior distribution (mean and 95 % 
credible interval, CrI).  

Formulae: 

accuracy ~ confidence * group * task * evidence + (confidence*task*evidence | participant) 

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
perpetuity. 

 is the author/funder, who has granted medRxiv a license to display the preprint in(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted March 29, 2023. ; https://doi.org/10.1101/2023.03.28.23287851doi: medRxiv preprint 



 

  (1a) 

accuracy ~ confidence * group * task + (confidence*task | participant)           

           (1b) 

Confidence efficiency 

 
As preregistered, we assessed metacognitive performance while accounting for first-

order performance and task difficulty with a recently developed metacognitive index called 
“confidence efficiency”16, here adapted to confidence ratings. This index is based on a 
generative model of confidence judgments, based on Signal Detection Theory, where 
observers’ confidence judgments are not only subject to metacognitive noise but may also 
incorporate additional information from the stimulus. Interestingly for us, this method enables 
the simultaneous modeling of confidence responses across different levels of task difficulty, 
unlike other methods such as M-ratio4,5.  
 
We estimated confidence efficiency by collapsing all participants into one global population, 
after normalizing for variations in task performance across individuals, and we quantified its 
dispersion using a bootstrapping procedure. Namely, we computed 1000 confidence efficiency 
estimates based on a random resampling of our pool of participants (with replacement), 
resulting in one estimation distribution per task and group. 
 
Our predictions regarding metacognitive performance (i.e., confidence efficiency and slopes 
of mixed-effects logistic regressions) were as follows: 1) A metamemory deficit for individuals 
with schizophrenia compared to healthy controls. 2) A significant interaction effect between 
group and task reflecting a larger deficit in recollection metamemory among individuals with 
schizophrenia compared to other tasks, whereas healthy controls show no differences in 
metacognitive performances across tasks.  
 
We also expected intra-individual first-order performances to be matched (assessed with 
model 1a), as reflected by equivalent accuracy across the three tasks among patients and 
healthy controls. Since we did not experimentally adapt task performance between groups, 
we expected lower task performances among patients compared to controls.  

Results 

Clinical and neuropsychological variables 
Groups were balanced for sex (χ2 = 0.25, p = 0.62) and comparable for age, education level, 
premorbid IQ, and scores on the WAIS matrix subtest (Table 1). However, individuals with 
schizophrenia had higher depression scores (mean ± SD: 4.7 ± 3.9) than healthy controls 
(mean ± SD: 1.5 ± 1.7, t = 4.20, p < 0.001, BF = 209). Descriptive statistics regarding false 
alarms, hits and confidence are described in Table 2 and show that in both groups, participants 
were performing all tasks correctly (i.e., better than chance).  
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Table 1: Sociodemographic and clinical characteristics of individuals with schizophrenia and 
control participants. WAIS: Wechsler Adult Intelligence Scale (standardized scores); BCIS: 
Beck Cognitive Insight Scale; SSTICS: Subjective Scale To Investigate Cognition in 
Schizophrenia; PANSS: Positive And Negative Symptoms in Schizophrenia. p-values are not 
corrected for multiple comparisons. Bayes factors are based on Bayesian t-tests with a scaling 
factor of 0.7.  

 
Table 2: Experimental characteristics of individuals with schizophrenia and healthy control 
participants. p-values are not corrected for multiple comparisons. Bayes factors are based on 
Bayesian t-tests with a scaling factor of 0.7. 

First-order performance 
Model 1a revealed that patients had lower performance than healthy controls in the visual 
detection, familiarity and recollection tasks, and these first-order deficits were similar across 
tasks (i.e. no first-order interactions, see Table 3, Figure 2A).  
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Table 3: First-order deficits across tasks. We report posterior distributions’ summary statistics 
(mean and 95% Credible interval) along with Bayes factors. 
 
Differences in performance were expected as task performance was not experimentally 
controlled between groups. However, our procedure was designed to match intra-individual 
performance across tasks. Accordingly, pairwise first-order task performances were similar 
among patients and among control participants (Table 3). This confirms that our procedure 
globally matched intra-individual performance across tasks, although it did not match intra-
individual performance for each stimulus strength (see Table S1). 
 
Patients and controls were sensitive to task manipulation of stimulus strength as indicated by 
a strong effect of stimulus strength in all tasks (See Table S1 and Figure 2A). 

 
Figure 2: A.  Hit rates (i.e., rates of “yes” responses following stimuli with stimulus strength 
> 0) across stimulus strengths in the visual detection (purple), familiarity (yellow), and 
recollection tasks (orange). Points and error bars indicate average accuracy and standard 
error of the mean, respectively; solid lines and shaded areas represent model fit mean and 
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95% confidence interval, respectively. B. False-alarm rates (i.e., rates of “yes” responses 
following stimuli with 0 stimulus strength) across groups. Points and error bars indicate 
average accuracy and standard error of the mean, respectively. Same color description as 
panel A. 
 
False alarms: 
Compared to healthy controls, patients had a similar false alarm rate in both the visual 
detection task (i.e., reporting seeing a face when none was presented: -0.22 [-1.02, 0.57], BF 
= 0.45), and in the familiarity task (i.e., reporting having seen the test face during the encoding 
phase when presented with a new face: 0.78 [-0.07, 1.64], BF = 2.21) but they committed 
significantly more false alarms in the recollection task (i.e., reporting having seen the test face 
in a given context during the encoding phase when presented in another context: 1.54 [0.61, 
2.46], BF = 96.7) (Figure 2B). 

Second-order performance 

Confidence  
Confidence levels were similar between patients and controls, except for the recollection task 
where patients were underconfident in correct responses (Table 1, confidence mean ± SD: 
80.9 ± 10.9) compared to controls (confidence mean ± SD: 87.4 ± 10.0, t = -2.58, p < 0.05, BF 
= 4.04). 
 
Metacognitive sensitivity 
When quantifying metacognitive sensitivity as the slope between accuracy and confidence in 
mixed-effects logistic regressions (model 1a), individuals with schizophrenia were not found 
to underperform compared to healthy controls (Figure 3A). Although qualitatively, the results 
could suggest a metacognitive deficit in the visual detection task, the evidence was statistically 
inconclusive (-0.41 [-0.84, 0.01], BF = 1.33). By contrast, we obtained moderate evidence in 
favor of an absence of a deficit both in meta-familiarity (-0.24 [-0.59, 0.12], BF = 0.32), and 
meta-recollection (-0.13 [-0.51, 0.27], BF = 0.17). Moreover, there was no difference of deficit 
between tasks (Familiarity - Recollection: 0.11 [- 0.33, 0.56], BF = 0.18); Familiarity - 
Perception: 0.17 [- 0.26, 0.62], BF = 0.28; Recollection - Perception: 0.28 [- 0.18, 0.75], BF = 
0.47). As discussed above, metacognitive sensitivity can be contaminated by differences in 
terms of first-order performance, which was only partially controlled in our paradigm. To 
estimate metacognitive performance independently of first-order performance, we turned to 
another metric called the confidence efficiency.  
 
When quantifying metacognitive performance using the confidence efficiency measure of 
metacognition - which controls for first-order deficits - individuals with schizophrenia had 
similar confidence efficiency in the detection (-0.17 [-0.45, 0.06]), familiarity (-0.00 [-0.44, 
0.31]) and recollection tasks (-0.10 [-0.58, 0.30]) (Figure 3B). Within each group, 
metacognitive performance was comparable across tasks (Controls: Visual detection - 
Familiarity: -0.11[-0.40, 0.20], Visual detection - Recollection: -0.18[-0.51, 0.17], Recollection 
- Familiarity 0.07[-0.26, 0.41]; Patients: Visual detection - Familiarity: -0.28[-0.55, 0.14], Visual 
detection - Recollection: -0.24[-0.57, 0.19], Recollection - Familiarity -0.03[-0.50, 0.42]). 
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Figure 3: A. Bayesian posterior distributions of differences of regression slope estimates 
between patients and controls (i.e. distributions of metacognitive deficits estimations): meta-
perceptual difference (purple), meta-familiarity difference (yellow), meta-recollection 
difference (orange). Vertical dashed line (estimate = 0) represents no difference between 
patients and controls. Horizontal colored bars indicate 95% credible intervals. B. Distributions 
of differences in confidence efficiency estimates between patients and controls. Horizontal 
colored bars indicate 95% confidence intervals. Same color description as panel A. 
 
Contrary to our predictions about domain-generality, metacognitive performance as measured 
with mixed-effects logistic regressions did correlate across tasks, neither did we find 
correlations with clinical traits such as positive, negative and disorganization syndromes and 
cognitive insight (see SI, Figure S7, 8). 

Discussion 
The present study aimed at characterizing metamemory and metaperception in people 

with schizophrenia while controlling for first-order deficits. In particular, we assessed 
metacognition in visual detection, familiarity, and recollection tasks. We hypothesized that 
people with schizophrenia would be specifically impaired in the meta-memory domain. At the 
first-order level, we found that people with schizophrenia had lower first-order performance in 
the three tasks compared to healthy controls, which confirms the importance of accounting for 
first-order deficits to quantify second-order processes specifically. When doing so, contrary to 
our hypothesis we found that metacognitive sensitivity was preserved among individuals with 
schizophrenia in the three tasks. In what follows, we discuss technical and conceptual aspects 
of our paradigm that should be considered to interpret this result, and then examine its clinical 
and theoretical significance.  
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A key contribution of this study is our attempt to match first-order performance between 
tasks for each participant using adaptive procedures, and between groups of participants 
using a generative model of confidence. We note that our adaptive procedure to match 
performance between tasks was successful when considering average performance, but not 
when considering task performance across levels of stimulus strength. In other words, we 
equated the overall performance but not the slopes between tasks in Figure 2A (see SI for 
details). A plausible explanation for this is a contextual effect. In session 1, blocks of visual 
detection trials were separated from blocks of memory trials, whereas in session 2 the three 
tasks were interleaved within each block of trials. Thus, the visual detection psychometric 
curve (SI, Figure S2c) from which we determined four visual contrast levels was obtained from 
a sequence of low-contrast perceptual stimuli (3 x 80 stimuli in a row), whereas during session 
2 these low-contrast visual stimuli were interleaved with high-contrasted memory stimuli. This 
contextual effect might have resulted in a rightward shift (See Figure S3) of the visual detection 
psychometric curve, leading to underperformance in both groups in the visual detection task 
compared to the familiarity and recollection tasks.  

 
Regarding between-groups task performance matching, early pilot versions of the 

present protocol aimed at equating memory performance between participants using adaptive 
staircases that manipulated either the number of encoding items, or the lag variable, but these 
attempts were not successful (no convergence). Instead, we accounted for differences in task-
performance between groups by relying on measures of confidence efficiency from a recent 
generative model of confidence16, which enables the estimation of metacognitive abilities in 
factorial designs. Although this framework is recent and has not been fully benchmarked yet, 
we note that we found qualitatively similar results using a Bayesian logistic mixed-effects 
regression, which does not consider possible cognitive deficits but has the advantage of 
providing hierarchical estimates of metacognitive sensitivity, dealing with unbalanced data, 
and considering prior knowledge to compute Bayes factors. In contradiction to existing 
literature, both frameworks revealed no evidence for a metacognitive deficit in any of the three 
tasks. In fact, we found evidence for an absence of metacognitive deficit in memory tasks, and 
only inconclusive evidence in the perceptual domain. The absence of metacognitive deficit in 
schizophrenia was corroborated by an absence of difference regarding confidence biases. 
Indeed, contrary to several studies which did not control for first-order performance30–32, we 
found no overconfidence in errors nor underconfidence in correct responses. One possibility 
is that the confidence biases previously reported in schizophrenia also stem from first-order 
deficits differences. Furthermore, contrary to previous behavioral results showing a positive 
link between false alarms and positive symptoms or proneness to hallucinations33–35, our 
sample of patients had comparable rates of false alarms compared to healthy controls in the 
visual detection task. They committed more false-alarms in the memory tasks, interpreted as 
false recognitions, but no relationships were found between rates of false alarms and PANSS 
positive score (see SI).  

. 
At a conceptual level, the framing of our memory tasks in terms of familiarity and 

recollection processes may be questionable. Indeed, although our recognition memory tasks 
shared some features with usual familiarity and recollection tasks (in particular the testing 
questions which are respectively context-independent and context-dependent), there was no 
delay between encoding and testing phases, as we manipulated task difficulty with a variable 
lag. Therefore, one may consider our tasks to reflect working memory, which is also known to 
involve familiarity and recollection processes36. To our knowledge, no study assessed 
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metacognition related to short-term memory in schizophrenia. At first sight, our results seem 
to be in contradiction with the study by Berna et and colleagues8, which reported impaired 
metamemory in schizophrenia in a long-term (autobiographical) memory task, while controlling 
statistically for first-order performance. Yet, if our results are construed as evidence for 
preserved “short-term” metamemory in schizophrenia, the contradiction might be only 
apparent. A full taxonomy of metamemory processes is beyond the scope of the present study, 
and developing new paradigms to assess metacognitive performance in distinct subdomains 
of memory while controlling for first-order performance is one of the numerous challenges the 
metacognitive field is facing37.    
 

With these technical and conceptual considerations in mind, we can contextualize our 
findings and assess their clinical relevance. Our protocols focus on “in-the-moment” 
metacognition38, i.e. confidence in trial-by-trial decisions, also known as “local” metacognition 
as opposed to more “global” evaluations39–41. Metacognitive evaluations have been construed 
as hierarchically organized, where aggregated local judgments give rise to global self-beliefs 
about one’s performance within a cognitive task or domain42. Interestingly, it has been shown 
that global metacognitive evaluations can be altered independently from the local monitoring 
processes43. Yet, as recently discussed44, both local and global measures of metacognition 
may give an incomplete picture of metacognitive abilities from a clinical perspective. This 
concern is corroborated by the fact that our metacognitive measures are not correlated with 
several clinical dimensions of interest for schizophrenia (symptoms, cognitive insight, self-
reported cognitive functioning see SI). Only perceptual reasoning assessed with WAIS matrix 
subtest scores were positively correlated with metacognitive performance, as reported 
previously45. The need for paradigms that do justice to the breadth of the metacognition 
construct, i.e. including more cognitive domains, larger timescales, and theory of mind is now 
becoming acknowledged by the field. 
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3. Exploration of electrophysiological markers of confidence
during a metacognitive task

From the results obtained in our meta-analysis showing preserved metacognitive

abilities among patients with schizophrenia, we had two hypotheses in mind. The most

parsimonious interpretation was to take these results at face value, i.e. confidence

calibration processes are preserved among patients with schizophrenia, at least in visual

discrimination tasks. But we could also consider the possibility that behavioral measures

were not fine-grained enough to capture subtle differences in the underlying neural

processes. For instance, it could be that confidence calibration was actually impaired, but

that patients had recruited additional resources compensating for their difficulties. To

arbitrate between these two hypotheses - normal processing vs a compensating mechanism

- we recorded electrophysiological (EEG) data and isolated neural correlates of performance

monitoring. These data were already available, as EEG had been recorded on participants

who were included in the published behavioral study from Faivre and colleagues (2021), and

were still waiting to be analyzed.

A recent review (Kirschner et al. 2021) has highlighted that performance monitoring

impairments in schizophrenia were essentially related to two electrophysiological markers of

error monitoring processing: an early blunting of error-related negativity (ERN) and a late

blunting of error-positivity (Pe). The ERN and Pe are event-related potentials that are

time-locked to the first-order responses. The ERN occurs in error trials rapidly after the

response (50-100 ms), and has been interpreted either as an error-monitoring or a

conflict-monitoring signal (Ullsperger et al. 2014). The Pe occurs is known to reflect

awareness of errors and is modulated by confidence (Figure 19, Boldt and Yeung 2015).
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Figure 19. Response-locked ERP of performance-monitoring. ERP from electrode Pz, in a

visual discrimination task where healthy participants had to indicate which of the two briefly

flashed squares contained more dots. Then participants had to indicate their confidence.

Colors indicate the degree of confidence from “certainly wrong” (red) to “certainly correct”

(green). Reprint from Boldt and Yeung (2015)

The meta-analysis from Martin et al. (2018) had shown that the blunting of the ERN

was a robust marker of internal monitoring impairment in schizophrenia, but not the Pe

blunting. In this study, we tested whether markers of error-monitoring were impaired in

schizophrenia, even when a procedure controlling for task-performance is used.
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ARTICLE OPEN

Preserved electrophysiological markers of confidence in

schizophrenia spectrum disorder
Martin Rouy1✉, Matthieu Roger2, Dorian Goueytes1, Michael Pereira 1, Paul Roux 3 and Nathan Faivre 1

A large number of behavioral studies suggest that confidence judgments are impaired in schizophrenia, motivating the search for

neural correlates of an underlying metacognitive impairment. Electrophysiological studies suggest that a specific evoked response

potential reflecting performance monitoring, namely the error-related negativity (ERN), is blunted in schizophrenia compared to

healthy controls. However, attention has recently been drawn to a potential confound in the study of metacognition, namely that

lower task-performance in schizophrenia compared to healthy controls involves a decreased index of metacognitive performance

(where metacognitive performance is construed as the ability to calibrate one’s confidence relative to response correctness),

independently of metacognitive abilities among patients. Here, we assessed how this confound might also apply to ERN-blunting in

schizophrenia. We used an adaptive staircase procedure to titrate task-performance on a motion discrimination task in which

participants (N= 14 patients and 19 controls) had to report their confidence after each trial while we recorded high density EEG.

Interestingly, not only metaperceptual abilities were preserved among patients at the behavioral level, but contrary to our

hypothesis, we also found no electrophysiological evidence for altered EEG markers of performance monitoring. These results bring

additional evidence suggesting an unaltered ability to monitor perceptual performance on a trial by trial basis in schizophrenia.

Schizophrenia            (2023) 9:12 ; https://doi.org/10.1038/s41537-023-00333-4

INTRODUCTION

Schizophrenia spectrum disorder (SSD) is a mental condition with
severe consequences in terms of cognitive abilities1,2, social
abilities3,4, and more broadly on quality of life5,6. For two decades,
an increasing attention has been drawn to metacognitive abilities
in individuals with SSD, with numerous behavioral studies
suggesting an impaired ability to calibrate confidence judgments
according to performance compared to healthy controls7,8,
paralleled with a substantial number of electrophysiological
studies showing performance monitoring impairments in this
population9. In particular, electrophysiological studies highlighted
specific evoked response potentials (ERPs) which are blunted in
individuals with SSD, such as the error-related negativity (ERN), the
error positivity (Pe), or the feedback-related negativity (FRN)9. The
ERN is a response-locked ERP peaking around 100ms on frontal
midline electrodes following errors10,11 and mostly elicited in
choice reaction time tasks (e.g. Flanker task, Simon task) where
participants are pressured to respond quickly (typically under 1 s),
although an ERN is also found in non speeded tasks12. The
function reflected by the ERN is not clear, whether it reflects a
response conflict or an error-monitoring signaling is still
debated13–15. It has been shown that ERN amplitude increased
with confidence that one made an error16. Boldt and Yeung17

have also demonstrated a similar gradation of ERN amplitude as a
function of confidence, but their multivariate analysis indicated
more robust confidence modulations of Pe amplitude - a
subsequent neural marker of error awareness occurring
200–300ms after errors are committed9,18. The FRN peaks
200–300ms after negative performance feedback. Among these
ERPs, the blunted ERN is considered the most robust candidate as
a trait marker predictive of symptomatology9,19. Here, we were
interested in the link between electrophysiological markers of

performance-monitoring - such as ERN and Pe - and explicit
metacognitive judgments such as the adequation between
confidence ratings and task-performance. Since ERN and Pe are
related to confidence but blunted among patients with SSD, we
might expect a decreased ability to form relevant confident
judgments (i.e. confidence judgments accurately reflecting task-
performance) among patients, hence a decreased metacognitive
performance.
Considering that individuals with SSD typically underperform in

cognitive tasks compared to matched controls, it is important to
assess if ERN-blunting simply reflects poorer behavioral perfor-
mance, or if performance monitoring mechanisms are specifically
impaired in SSD. In this respect, Kirschner and Klein9 mentioned
that among the 21 reviewed studies showing a blunted ERN in
individuals with SSD, 12 studies reported comparable perfor-
mance between groups, while the other 9 studies reported
underperformance among patients. The meta-analysis from Martin
et al.19 revealed a similar pattern of results suggesting that group
performance was not predictive of ERN blunting. Yet, it has been
shown in healthy participants that task difficulty decreases the
amplitude of the ERN20, so we reasoned that comparable group
performance, which may include differences in performance
between groups that did not reach statistical significance, might
still underlie subtle discrepancies between individuals that are not
captured behaviorally, but that might nevertheless contaminate
measures such as ERPs. In turn, little can be said about differences
in ERN amplitudes between groups that behave similarly on
average, but that include individuals with varying degrees of
performance. Instead, we argue that performancematching, which
uses a procedure designed to equate performance between each
participant is necessary to assess the specificity of electrophysio-
logical markers of performance monitoring in SSD. In the present
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preregistered study (https://gitlab.com/nfaivre/meta_scz_public),
task performance was controlled via a staircase procedure
adapting the amount of sensory evidence (motion coherence)
according to individual perceptual abilities. This procedure
enabled us to match performance between groups and indivi-
duals, and therefore to discuss further whether the typical blunted
ERN in individuals with SSD is dependent on task-performance
or not.
Here we present the results from EEG data collected in patients

and matched healthy controls who performed a visual motion
discrimination task. Behavioral analyses of the same cohort of
participants revealed preserved metacognitive abilities among
individuals with SSD21. Building upon previous findings showing a
blunted ERN in individuals with SSD9,19, we conducted EEG
analyses: 1) to investigate the occurrence of a blunted ERN in
individuals with SSD with matched task-performance, and 2) to
explore whether compensatory neural activity related to con-
fidence (ERN-like or Pe) are found among individual with SSD,
which could possibly explain why their metacognitive abilities are
preserved21. Besides matching for performance, we also employed
a paradigm which did not enforce speeded responses. By giving
participants sufficient time to provide a response, we sought to
quantify the electrophysiological correlates of performance
monitoring without confounding our results with the detection
of “slips” - a category of errors corresponding to incorrect
executions of appropriate motor programs22,23. Slips typically
occur when participants provide a speeded response and
immediately realize they pressed the wrong button, a process
which differs from evaluating the probability that a decision about
noisy sensory information is correct24,25.

METHODS

Methods and analyses were pre-registered (NCT03140475; https://
gitlab.com/nfaivre/meta_scz_public). The study was approved by
the ethical committee Sud Méditérannée II (217 R01).

Participants

Twenty individuals with schizophrenia spectrum disorder (schizo-
phrenia or schizoaffective disorder, 16 males, 4 females) and 22
healthy participants (15 males, 7 females) from the general
population took part in this study. Schizophrenia and schizoaffec-
tive disorders were diagnosed by M.R. based on the Structured
Clinical Interview for assessing the DSM-5 criteria. Another
licensed psychiatrist (patients’ treating psychiatrist) confirmed
the diagnosis for each patient according to the DSM-5 criteria. The
control group was screened for current or past psychiatric illness,
and individuals were excluded if they met the criteria for a severe
and persistent mental disorder. Five patients were excluded for
having excessive artifactual EEG activity (see below), and one for
having 208/300 trials with a movement onset <100 ms. Three
control participants were excluded based on the following criteria:
one because of a non-converging staircase, one with an estimated
IQ lower than our inclusion criterion of 70, and one because no
EEG data was available. In the end, the EEG analyses presented in
this article were conducted on 14 individuals with SSD and 19
healthy controls.

Neuropsychological and clinical evaluation

Both individuals with schizophrenia spectrum disorders and
healthy controls were evaluated on several neuropsychological
domains. In particular, we assessed perceptual reasoning with the
standardized score on the matrices subtest of the Wechsler Adult
Intelligence Scale 4th version (WAIS-IV26), verbal reasoning with
the standardized score on the vocabulary subtest of WAIS-IV,
working memory with the standardized score on the letter-
number sequencing subtest of WAIS-IV, depressive symptoms

with the Calgary Depression Scale (CDS27), cognitive insight with
the composite index on the Beck Cognitive Insight Scale (BCIS28).
The composite index of the BCIS reflects the cognitive insight and
is calculated by subtracting the score for the self-certainty scale
from that of the self-reflectiveness scale. The French National
Adult Reading Test (fNART29) provided an estimate of pre
morbid IQ.
The intensity of schizophrenia symptoms was evaluated on

patients with the Positive And Negative Syndrome Scale (Kay
et al.30).

Experimental design

We used a visual discrimination task. Stimuli consisted of 100
moving dots within a circle (3° radius) at the center of the screen.
On each trial, participants indicated whether the motion direction
of the dots was to the left or to the right by reaching and clicking
on one of two choice targets (3° radius circle) at the top corners of
the screen with a mouse (Fig. 1A). After 6 s without response, a
buzz sound rang and a message was displayed inviting the
participant to respond quicker. Motion coherence was adapted at
the individual level via a 1up/2down staircase procedure in order
to match task-performance between groups. Following each
perceptual decision, participants were asked to report their
confidence about their response using a vertical visual analog
scale from 0% (Sure incorrect) to 100% (Sure correct), with 50%
confidence meaning “Not sure at all”. (For more details, see ref. 21).
In the original study21, we used mouse trajectories instead of

button presses to investigate how the kinematics of mouse
movements (velocity and acceleration) related to confidence.
Here, we focused on movement initiation rather than response
click as a proxy for decision time to avoid the temporal jitter due
to kinematic noise in mouse trajectories (i.e. overshoots and
undershoots plus small adjustments to reach the response box).
We reasoned that time-locking on the initiation of the movement
rather than on the response click was of particular relevance when
dealing with patients with SSD, who are prone to various motor
impairments, either due to medication31 or illness32. Movement
onset was defined as the time needed from stimulus onset to
reach 20% of maximum mouse velocity on each trial, from which
we subtracted an arbitrary offset of five frames (~83ms) to better
capture the moment of movement initiation. Mouse movements
with velocity peaks lower than 20% of the maximum velocity were
discarded as non-decisional, noisy mouse movements. Visual
inspection of the corresponding mouse velocity profiles showed
that this procedure was effective in finding the movement onset
(see Supplementary Fig. S1).
Trials with early (<100 ms) or late (>6 s) mouse movements

were excluded (6.7 ± 7.1% and 15.3 ± 9.8% of trials in controls and
patients, t=−3.06, p < 0.01, BF= 13.2). Changes of mind occur-
ring before the response (i.e., indicated by a change in mouse
trajectory, 7.1 ± 5.4% and 8.3 ± 8.1% of trials in controls and
patients, resp., t= 0.52, p= 0.61, BF= 0.36) or after the response
(i.e., indicated by a confidence lower than 50%, 10.0 ± 12.0% and
10.7 ± 11% of trials in controls and patients, resp. t=−0.17,
p= 0.87, BF= 0.33) were excluded, avoiding contamination from
additional noise and cognitive processes. We counted as changes
of mind trials in which the mouse trajectory - after having reached
20% of the total distance between the initial position of the
mouse and the y-projection of the target position - crossed the
midline between the two response targets.

Data analysis

Behavioral analysis. Behavioral analyses were performed using R
(2020), to ensure that our behavioral conclusions in the original
study21 were still valid on this subset of participants. In particular,
we assessed whether our groups of participants were comparable
both in terms of demographic and neuropsychological
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characteristics, and metacognitive performance (i.e. how well
participants were able to calibrate their confidence judgments on
performance, by computing an index of metacognitive efficiency
or M-ratio33, in a Bayesian framework34 (See pre-registered plan
for more details).

EEG recording and preprocessing. During the task, EEG activity was
continuously recorded using a 64-channels HIamp system (g.tec,
Schiedlberg, Austria), sampled at 1200 Hz. Electrodes were posi-
tioned according to the international 10-10 system with AFz as the
reference site. Impedance of electrodes was kept below 5kΩ.
Pre-processing was conducted with Matlab35 scripts including

functions from the EEGLAB toolbox (v2021.0, EEGLAB36). EEG signal
was downsampled at 128 Hz, then high-pass filtered at 0.5 Hz and
low-pass filtered at 45 Hz. Bad channels were removed manually
through visual inspection. Continuous EEG data were locked on
mouse movement onset and epoched between -1s pre-movement
to 2 s post-movement. All channels were re-referenced to the
common average, i.e. average over all scalp channels. Horizontal
and vertical electro-oculograms were estimated by subtracting AF7
from AF8, and AFz from FPz for later identification and correction of
eye-induced artifacts. At this point, noisy epochs with non
stereotypical patterns of activity (as opposed to identified non-
neural artifactual activity) were excluded through visual inspection.
Within each individual data set, the number of components to keep
for subsequent independent component analysis (ICA37) was
obtained through a principal component analysis, keeping only
the first components contributing up to 99% of signal variance. ICA
was conducted to identify artifactual components before automatic
rejection using the EEG artifact detector ADJUST38. Remaining noisy

epochs were excluded by visual inspection. Previously excluded
channels were re-interpolated from surrounding channels using
spherical splines39.
To avoid spurious effects of baseline-correction, we only

subtracted the average signal per subject and channel over the
window from 700 to 200ms before the movement onset. Finally, to
get rid of the remaining noisy trials, we excluded the first and last
percentiles of trials by individual, in terms of maximum amplitude.
Among the aforementioned exclusion of five patients for

excessive artifactual EEG activity, one patient was excluded because
automatic ICA rejection failed to get rid of artifactual components
(170/277 trials with regular bursts of voltage amplitude remaining
after ICA-based rejection). One patient was excluded because 180
trials and 9 electrodes were rejected after visual inspection. Three
patients were excluded for having more than 10 channels with a
variance exceeding what was found in the pool of participants by
two standard deviations.

EEG data analysis. Voltage amplitude was analyzed with linear
mixed-effects regressions using R40 together with the ‘lme4’41 and
‘lmerTest’ packages42. This method allows analyzing single trial
data, with no averaging across conditions or participants, and no
discretization of confidence ratings43. Models were applied to
each time sample and electrode for individual trials, to explain
broadband EEG amplitude with group and correctness (resp.
confidence) as fixed effects, and a random intercept per
participant. False discovery rate (FDR) -correction44 for multiple
testing was applied to adjust p-values using the built-in R package
‘stats’. Bayesian mixed-effects regressions with full random-effects
structures were fitted using ‘brms’ R package45.

Fig. 1 Experimental task and behavioral results. A Experimental task: participants indicated the direction of the random-dot kinematogram
by clicking in the corresponding response circle, and then estimated their confidence in their response. B Distribution of posterior estimates
of metacognitive efficiency (M-Ratio), horizontal lines depict 95% Highest density intervals. C Confidence ratings regressed on standardized
movement onsets, as a function of groups. Error bars indicate 95% confidence intervals. Orange: Participants with SSD; Green: Control
participants. Adapted from ref. 21.
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Analyses were conducted in three steps: 1) we searched for
responsive electrodes, 2) we determined the duration and
amplitude of the effect at the level of the cluster of responsive
electrodes, and 3) we characterized the robustness of these effects
by computing evidence ratios at the cluster level (i.e. the ratio of the
evidence supporting the hypothesized direction of the effect, over
evidence supporting the non-hypothesized direction of the effect).

1. Search for responsive electrodes: For each time sample,
electrode and independent variable of interest (i.e., correct-
ness and confidence), we identified significant effect on
voltage amplitude (FDR-corrected) within a time window
from 0 to 500 ms post-movement onset with the following
mixed-effects linear regressions:

amplitude � correctness � groupþ 1jparticipantð Þ

amplitude � confidence � groupþ 1jparticipantð Þ

Of note, random slopes were not added at this step as they
resulted in convergence failures.
The behavioral result of a link between movement onset times

and confidence ratings invited us to explore how the ERN-like ERP
was modulated by movement onsets with the additional model:

amplitude � movementRT � groupþ 1jparticipantð Þ
where movementRT refers to movement onset times.

2. Cluster analyses: Building on the literature on ERN, we
focused only on central and fronto-central electrodes as
regions of interest. To avoid redundant analyses performed
on each electrode separately (which are spatially close to
each other), and to gain statistical power, we conducted
mixed-effects linear regression restrained to the electrodes
selected at step 1 which fell within our scalp regions of
interest. Regressions were performed at each time sample,
taking participants as random intercepts, with electrode
nested within participants:

amplitude � correctness � group
þ 1jparticipant=electrodeð Þ

(1)

amplitude � z confidence � groupþ z movementRT

þ 1jparticipant=electrodeð Þ
(2)

amplitude � z movementRT � groupþ z confidence

þ 1jparticipant=electrodeð Þ
(3)

where z_confidence is standardized confidence ratings, and
z_movementRT is standardized movement onset times for each
participant. Since response times are known to correlate with
confidence, z_movementRT was added in model (2), and
z_confidence is added in model (3) as covariables of non-interest.
Of note, random slopes were not added at this step as they

resulted in convergence failures. FDR-correction was applied on
the resulting p-values. Only periods with significant adjacent
samples extending over more than 50ms were considered
genuine effects. The voltage amplitude of the effect of correctness
was computed as the average difference between correct and
incorrect trials over a 50 ms window centered on the peak of the
main effect of correctness. The voltage amplitude of the effect of
confidence was computed as the average difference between
‘Very sure’ and ‘Unsure’ tertiles, over a 50 ms window centered on
the peak of the main effect of confidence.

3. Bayesian analyses: An evidence ratio was computed on the
averaged voltage amplitude over each significant spatio-

temporal cluster found in step 2:

amplitude � correctness � group
þ correctnessjparticipant=electrodeð Þ (4)

amplitude � z confidence � group � z movementRT

þ z confidence � z movementRTjparticipant=electrodeð Þ
(5)

Bayesian models were created in Stan computational frame-
work (http://mc-stan.org/) accessed with the brms package, based
on four chains of 2000 iterations including 1000 warmup samples.
For model (4) we made assumptions leading to the following

prior specifications: 1) we assumed that voltage amplitude would
be higher for correct versus incorrect responses with a mildly
informative Gaussian prior (Mean= 1, SD= 1); 2) we assumed no
difference in voltage amplitude between groups with a mildly
informative Gaussian prior (Mean= 0, SD= 1); 3) we assumed a
blunted ERN among patients with SSD, leading to an interaction
effect of group x correctness on voltage amplitude (Gaussian prior
Mean=−1, SD= 1). Other priors were by default according to the
brms package in R.
For model (5) we specified the following priors: 1) we assumed

that voltage amplitude would be higher (resp. lower) for higher
(resp. lower) confidence ratings with a mildly informative Gaussian
prior (Mean= 0.5, SD= 1); 2) we assumed no difference of voltage
amplitude between groups with a mildly informative prior
(Mean= 0, SD= 1); 3) Because we expected a compensatory
electrophysiological signal related to confidence among patients
with SSD, we assumed an increased confidence ERP among
patients with SSD, leading to an interaction effect of group x
confidence on voltage amplitude (Gaussian prior Mean= 0.5,
SD= 1); 4) We assumed a decreasing amplitude as a function of
movement onset times (Mean=−1, SD= 1); and 5) we assumed
an interaction effect on amplitude between movement onset
times and groups, such that movement onset times from patients
with SSD would correlate less with voltage amplitude compared
to healthy controls (Mean= 0.5, SD= 1). Other priors were by
default according to the brms package in R.
Operationalised hypotheses were as follows:

1. The presence of an ERN is indicated by a significant main
effect of correctness over frontocentral sites following
movement onset,

2. The presence of ERN-blunting is indicated by a correctness x
group interaction within the above mentioned cluster of
electrodes, characterized by a dampened difference of
voltage amplitude between correct and incorrect trials
among individuals with SSD compared to healthy controls,

3. The presence of confidence-related compensatory mechan-
isms in patients is indicated by a confidence x group
interaction, characterized by an increased difference of
voltage amplitude between confidence levels in patients
compared to healthy controls. We did not expect any
particular localization or time-window for this effect.

All analysis scripts and data (behavioral and EEG) are publicly
available (https://gitlab.com/nfaivre/meta_scz_public).

RESULTS

Demographic and neuropsychological variables

Participants with SSD and healthy controls had similar age,
education level and premorbid IQ (see Table 1). However,

i-
n-
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dividuals with SSD were more depressed, with higher levels of
cognitive insight (composite score) than healthy control partici-
pants, explained by a higher self-reflectiveness score.

Behavioral results

Most task-related cognitive variables were comparable between
groups. In particular, both groups had similar accuracy levels (SSD:
Mean= 0.73, SD= 0.03; controls: Mean= 0.74, SD= 0.02; differ-
ence between groups: t= 1.22, p= 0.23, BF= 0.61), which
indicated that the staircase procedure was successful in adapting
perceptual difficulty (motion variance among SSD: Mean= 1.53,
SD= 0.37; controls: Mean= 2.04, SD= 0.40; difference between
groups: t= 3.75, p < 0.01, BF= 35.8), with very low dispersion in
task performance between participants. There was no difference
in average confidence between groups (SSD: Mean= 0.71, SD=
0.12; controls: Mean= 0.71, SD= 0.14; difference between
groups: t= 0.0, p= 1, BF= 0.34), indicating no confidence bias,
and confidence ratings’ variability was comparable between
groups (SSD: Mean= 0.14, SD= 0.05; controls: Mean= 0.16,
SD= 0.05; difference between groups: t= 0.72, p= 0.48, BF=
0.41). Furthermore, there was no difference in movement onsets
between groups, neither for correct trials (SSD: Mean= 1.23 s,
SD= 0.72; controls: Mean= 1.32 s, SD= 0.66 s, difference
between groups: t= 0.38, p= 0.71, BF= 0.36) nor for incorrect
trials (SSD: Mean= 1.38 s, SD= 0.84; controls: Mean= 1.53 s,
SD= 0.73 s, difference between groups: t= 0.53, p= 0.60, BF=
0.38). However, there was a response side bias towards the left in
patients with SSD, yet with inconclusive evidence given the BF < 3
(SSD: Mean=−0.32, SD= 0.32; controls: Mean= 0.02, SD= 0.43;
difference between groups: t= 2.56, p < 0.05, BF= 2.98).
Concerning metacognitive performance, the Bayesian hierarch-

ical model provided moderate evidence for an absence of
difference between the two groups in terms of M-ratio (SSD:
Mean = 0.60, 95% highest posterior density interval [95%
HDI]= [0.48, 0.74]; controls: Mean= 0.55, 95% HDI= [0.41, 0.70],
BF= 0.20), indicating no metacognitive deficits in our sample of
participants with SSD (Fig. 1B).
Next, we investigated the relationship between confidence and

movement onset. We found a negative relationship between

confidence and standardized movement onset (estimate=−0.04
[−0.05 to −0.02]; evidence ratio > 4000), indicating that con-
fidence was higher following earlier movements. This relationship
was modulated by the correctness of the responses (interaction
correctness ×movement onset: estimate=−0.01 [−0.02 to 0.00],
evidence ratio= 124) indicating steeper slopes for correct
responses, and by the group (interaction group ×movement
onset: estimate= 0.03 [0.01 to 0.05]; evidence ratio= 67) indicat-
ing that confidence ratings were less correlated with movement
onset in participants with SSD, compared to healthy controls (Fig.
1C). Yet, the relationship between confidence and movement
onset did not interact with correctness × group (interaction
correctness x group x movement onset: estimate= 0.00
[−0.02,0.01], evidence ratio= 1.83). Together, these results
suggest that in this subsample of patients also, movement onsets
are less predictive of confidence than among healthy controls,
irrespective of correctness.

EEG analysis

Effect of correctness. Electrodes Cz, C1 and C2 responded
significantly to response correctness within the 0–500ms post-
movement window, and were thus selected for further analyses.
At the cluster level (Cz, C1, C2), there was a main effect of
response-correctness (effect of correctness=−0.34 ± 0.55 µV,
estimate= 0.05 ± 95% CI [0.02, 0.08], evidence ratio= 165) start-
ing 10ms and until 330 ms after movement onset (Fig. 2). The
peak of the effect occurred 266ms after movement onset.
However, there was no effect of group (estimate= 0.04 ± 95% CI
[−0.13, 0.21], BF01= 10.81), nor a correctness × group interaction
effect (estimate= 0.01 ± 95% CI [−0.05, 0.06], BF01= 56.47),
providing evidence for an absence of blunted ERN in patients.
The qualitative topographical differences seen in Fig. 2 did not
reach significance.

Effect of confidence, for correct trials only. To test for a specific
effect of confidence irrespective of task performance, we analyzed
EEG signals as a function of confidence among correct trials only
(thus including 73.7% ± 2.25% of trials in controls and
72.7% ± 2.49% of trials among patients in the analysis, t=−1.10,

Table 1. Clinical and neuropsychological characteristics of our sample of participants.

Control, M ± 95% CI (N= 19) Schizophrenia, M ± 95% CI (N= 14) t-statistic p-value Bayes factor

Age, yr 43.8 ± 5.0 38.3 ± 6.5 1.33 0.196 0.68

Education Level, yr 12.4 ± 0.4 13.0 ± 1.5 −0.69 0.502 0.43

BCIS, self-reflectiveness score 8.6 ± 1.3 16.0 ± 2.4 −5.33 <0.001 3531.51

BCIS, self-certainty score 9.5 ± 1.2 10.3 ± 2.5 −0.56 0.585 0.39

BCIS, composite score -0.9 ± 1.7 5.7 ± 4.3 −2.81 0.012 9.10

Calgary Depression Scale, score 0.5 ± 0.5 4.4 ± 2.5 −3.01 0.009 17.84

Premordid IQ 104.2 ± 4.0 101.8 ± 4.6 0.80 0.431 0.43

WAIS Matrix subtest, score 10.1 ± 1.1 8.8 ± 1.3 1.43 0.165 0.74

WAIS letter-number sequencing subtest, score 10.0 ± 1.4 10.7 ± 1.7 −0.65 0.524 0.40

WAIS vocabulary subtest, score 8.9 ± 1.3 7.5 ± 1.2 1.62 0.115 0.88

Illness duration, yr 13.7 ± 4.2

PANSS positive, score 16.6 ± 2.2

PANSS negative, score 20.1 ± 2.8

PANSS total, score 76.3 ± 8.9

Chlorpromazine equivalent, mg 419.1 ± 159.4

Bayes Factor >3 (resp. <0.33) indicates moderate evidence for H1 (resp. for H0).

CI Confidence Interval, BCIS Beck Cognitive Insight Scale, IQ Intelligence Quotient, WAIS Wechsler Adult Intelligence Scale, PANSS Positive And Negative

Syndrome Scale.
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p= 0.28, BF10= 0.54).
Electrodes Cz, C1, C2, FCz, FC1, FC2, FC3, Fz, F1, F2, F3

responded significantly to confidence ratings within the 0–500 ms
post-movement window, and were thus selected for further

analyses. At the cluster level, there was a main effect of confidence
peaking 102 ms after movement onset (effect of
confidence= 0.41 ± 0.61 µV, estimate= 0.07 ± 95% CI [−0.01,
0.15], evidence ratio= 12.5) and ranging from −40 to 227 ms
after movement onset (see Fig. 3). There was no group difference
in voltage amplitude (estimate= 0.02 ± 95% CI [−0.56, 0.61],
BF01= 3.68), neither there was an interaction effect between
z_confidence and group within this cluster
(estimate=−0.02 ± 95% CI [−0.16, 0.12], BF01= 14.8). The quali-
tative topographical differences seen in Fig. 3 did not reach
significance.
Overall, these EEG results are consistent with our previous

behavioral results. The comparable ERN-like ERPs observed in both
groups (Fig. 2) reflect the comparable correctness rates measured
behaviorally, and the comparable confidence-related ERPs (Fig. 3)
reflect the similarity in confidence mean and metacognitive
efficiency between groups.

Effect of movement onset. As a final analysis step, we sought to
investigate the relationship between response times and voltage
amplitude, since response times were found to be less correlated
with confidence in individuals with SSD at the behavioral level (Fig.
1.C). Electrodes Cz, C1, C2, C3, FCz, FC1, FC2, FC3, Fz, F1 responded
significantly to response times and were thus selected for further
analyses. At the cluster-level, there was a main effect of response
times peaking 133ms after movement onset (effect of movement
onset= 0.61 ± 0.95 µV, evidence ratio= 12000) and ranging from
−164 to 742ms after movement onset (Fig. 4). Interestingly, an
interaction effect between movement onset times and groups was
found in two time clusters (depicted with dark blue lines in Fig. 4):
the first interaction cluster ranged from −39 to 289ms after
movement onset, with moderate evidence (evidence ratio= 5.3).

Fig. 3 ERP locked on mouse movement onset. Average signal
amplitude from fronto-central electrodes (F3, F1, Fz, F2, FC3, FC1,
FCz, FC2, C1, Cz, C2) on tertiles of confidence (Unsure, Sure and Very
sure trials are plotted in red, yellow and green, respectively). Note
that although the graphical representation is based on confidence
tertiles, statistical models considered raw continuous confidence
ratings. Shaded-areas represent 95% confidence intervals. Light gray
shaded area on the left indicates the baseline correction window.
Vertical arrows indicate the 50ms windows centered on the peaks of
the main and interaction effects (dark gray and blue, respectively),
pointing at the corresponding topography, scaled according to the
magnitude of the main and interaction effects of confidence
(summed F-values over the 50 ms window). Black lines indicate
significant adjacent samples (main and interaction effect of
confidence, respectively), following FDR-correction.

Fig. 2 ERP locked on mouse movement onset. Average signal
amplitude from central electrodes (Cz, C1, C2) for incorrect
responses (red), and correct responses (green). Shaded-areas
represent 95% confidence intervals. Light gray shaded area on the
left indicates the baseline correction window. Dark gray vertical
arrows indicate the 50ms window centered on the peak of the main
effect, pointing at the corresponding topographies, scaled accord-
ing to the magnitude of the main effect of correctness (summed
F-values over the 50ms window). Black horizontal lines indicate
adjacent samples with a significant main effect of correctness
following FDR correction.

Fig. 4 ERP locked on mouse movement onset. Average signal
amplitude from frontocentral electrodes (F1, Fz, FC3, FC1, FCz, FC2,
C3, C1, Cz, C2) on tertiles of response times (Short, Medium and
Long trials are plotted in green, yellow and red, respectively). Note
that although the graphical representation is based on tertiles of
movement onset times, statistical models considered continuous
response times. Shaded-areas represent 95% confidence intervals.
Light gray shaded area on the left indicates the baseline correction
window. Vertical arrows indicate the 50ms windows centered on
the peaks of the main and interaction effects (dark gray and blue,
respectively), pointing at the corresponding topography (N.B.:
Occipital electrodes have been deliberately removed from the
interaction topography, to focus on the activity of the ROI), scaled
according to the magnitude of the main and interaction effects of
response times (summed F-values over the 50ms window). Black,
dark blue, and light blue lines indicate significant adjacent samples
(main and interaction effect of movement onsets, and main effect of
confidence, respectively), following FDR-correction.
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This interaction cluster was characterized by a lesser relationship
between EEG amplitude and movement onset times among
individuals with SSD (Effect of movement onset= 0.33 ± 0.76 µV,
see topography in Fig. 4), compared to control participants (Effect
of movement onset= 0.67 ± 0.71 µV). The second interaction
cluster ranged from 484 to 688ms after movement onset, with
moderate evidence (evidence ratio in favor of the alternative
hypothesis= 7.1). This second interaction cluster described the
opposite pattern compared to the first one: it was characterized by
a steeper increase in voltage as a function of movement onset
times among individuals with SSD (Effect of movement
onset= 0.38 ± 0.64 µV, see topography in Fig. 4), compared to
control participants (Effect of movement onset= 0.34 ± 0.74 µV).
Furthermore, and in line with the previous analysis on confidence,
there was a significant effect of the confidence covariate (depicted
as light blue line in Fig. 4) from −47 to 133ms (evidence
ratio= 12.5).

DISCUSSION

In the present study, we sought to investigate EEG data recorded
on patients with SSD while they performed a visual discrimination
task followed by a confidence rating task21. Building on the
literature on ERN among individuals with SSD9 we expected the
ERN-like ERP to be blunted in the group of patients, indicating a
performance monitoring deficit under matched levels of task
performance between individuals of each group. Then, to make
sense of the preserved metacognitive abilities at the behavioral
level despite an anticipated performance monitoring deficit
among patients with SSD, we hypothesized a distinctive
confidence-related ERP among patients, which would constitute
evidence for the existence of a compensatory mechanism helping
them to provide confidence ratings that are as accurate as those
provided by control participants.
We found a negative ERP over frontocentral electrodes that was

larger for errors in both groups. Although the peak of this effect
occurred later (266ms) than typical ERN obtained with standard
response-conflict tasks, it started 10ms after the movement onset,
consistent with the literature. This difference might be attributed
to the fact that we time-locked our analysis onto the initiation of
the mouse movement, which might have led to a slightly larger
temporal spreading of the ERP. This has the advantage of
capturing the very beginning of the decisional process instead
of its end-point indicated by a button press46,47. However, this
may be less precise as the definition of a movement onset is
temporally more ambiguous than a button press.
In line with our behavioral results, but contrary to our initial

hypothesis, EEG analyses revealed evidence for unaltered neural
correlates of confidence among individuals with SSD, which is
consistent with the absence of a confidence bias as well as
comparable variability in confidence ratings we found behavio-
rally between the two groups. Future research efforts with more
sensitive measures and bigger sample sizes are necessary to
consolidate our conclusion. We argue that such research efforts
should consider matching performance experimentally between
individuals of each group as comparable performance between
groups may in itself not be sufficient to disambiguate ERN-
blunting from poorer task performance among individuals with
SSD. This argument is supported by the finding from Van der
Borght et al. 20 showing that ERN decreases with task-difficulty
among healthy participants.
Another reason why no evidence in favor of altered correlates of

confidence was found in the present study might be that the ERPs
we measured are sensitive to the type of task, i.e. motion
discrimination versus response-conflict tasks as commonly
employed in the literature13. Indeed, previous studies on ERN used
speeded response-conflict tasks during which participants had to
suppress a prepotent response. Here, we were interested in studying

errors that arise from the slow accumulation of incorrect noisy
sensory information, which are not detected as errors, by giving
participants enough time to respond (6 s). It might be that the ERN-
blunting is specific to fast errors committed in response-conflict
tasks, which are known to involve specific mechanisms both in the
memory48 and perceptual domains24,25. The difference between fast
versus slow errors may be considered as involving “slips” versus
“mistakes”, a terminology proposed by Reason23. A speeded context
increases the proportion of so-called “slips” - a category of errors
corresponding to “incorrect executions of appropriate motor
programs”22 - as opposed to “mistakes”, reflecting inaccurate
intentions due to erroneous knowledge. Slips are therefore obvious
errors due to participants executing the wrong motor command
(pressing A and soon realizing they meant to press B). However, in a
non-speeded context, errors are more likely to result from “mistakes”
rather than “slips”. In sum, the ERN-blunting in speeded experiments
might reflect a specific impairment regarding the monitoring of fast
errors or slips, whereas the absence of ERN-blunting in the present
non-speeded task might be evidence for a preserved monitoring of
genuine mistakes reflected by “slow errors”. Finally, the only notable
behavioral difference between the two groups was that confidence
was less predicted by response times among patients with SSD (see
Fig. 1D). Now extending this aspect to EEG, we found that voltage
amplitudes were distinctively modulated by movement onset times
among patients, within two spatio-temporal clusters (Fig. 4). At first
sight, it appears striking that patients with SSD have comparable
average response times, confidence levels, metacognitive abilities,
and yet lower correlations between confidence ratings and response
times compared to healthy controls. Zheng and colleagues49 have
also observed a lower correlation between confidence and response
times among patients with SSD in a metamemory task, and their
results suggest that this pattern is partly explained by a stronger
reliance on previous confidence ratings (called confidence history)
for the estimation of confidence in the current trial compared to
healthy controls. However, when conducting the same analysis on
our data, we could not find a stronger correlation between
confidence and confidence history among patients compared to
healthy controls, indicating that the result obtained by Zheng and
colleagues did not extend to our perceptual task (Supplementary
Fig. S1). Although speculative at this stage, one possibility would be
that patients rely more on internal evidence than on additional cues
such as response times (e.g. ref. 50) or sensorimotor cues51,52 to rate
their confidence.
Of note, our sample of patients with SSD was more depressed

than healthy control participants. Interestingly, depression is known
to enhance the amplitude of the ERN (for a review, see ref. 53), and
one might think that it could have compensated for the ERN
blunting. Since depression is a very frequent comorbidity in
schizophrenia (~50%, for a review see ref. 54), this confound is most
likely present in every ERN study including individuals with SSD, even
though it is usually not discussed. Thus, depression is not sufficient to
explain the absence of ERN blunting in our sample. However,
depression may be sufficient to explain higher levels of self-
reflectiveness (cognitive insight) among patients. Indeed, the link
between depression and increased insight is now well established55

and constitutes the “insight paradox”5, namely that improved insight
degrades patients’ quality of life. Yet, the relationship between
cognitive insight and behavioral measures of metacognition is still
unclear56. Future research experiments should assess the degree of
correlation between insight and behavioral metacognition.
To sum up, we propose two alternative interpretations to

explain why we found no evidence for altered neural correlates of
performance monitoring among individuals with SSD: 1) Such
alterations are confounded with altered task-performance in
patients with SSD and are not observed anymore when task-
performance is experimentally matched between individuals of
each group; 2) Such alterations are specific to “fast errors”
committed in response-conflict tasks, which would suggest a
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specific impairment to detect fast errors or suppress prepotent
responses among individuals with SSD (Morey and Rouder57 and
Addington et al.58).

CONCLUSION

In our sample of individuals with SSD showing no metacognitive
deficit at the behavioral level, we found evidence for an absence
of deficits in performance-monitoring at the electrophysiological
level. Larger scale studies assessing distinct types of errors while
finely controlling for task performance are needed to better
understand performance monitoring in SSD.
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4. Improving one’s metacognition? Assessment of a
metacognitive training efficiency

A recent study suggested that training metacognitive skills among healthy individuals

is possible, so that metacognitive improvements can be transferred to other cognitive

domains (Carpenter et al. 2019). We aimed at assessing the efficiency of this metacognitive

training as a potential remediation strategy for metacognitive deficits among individuals with

schizophrenia. In the study by Carpenter and colleagues, participants took part in an online

longitudinal study consisting of ten sessions, one per day. On the first day, they performed a

memory task as well as a perceptual task. From the second to the ninth session, they

performed 108 trials of a visual discrimination task followed by a confidence judgment task.

The experimental group received feedback on the calibration of their confidence judgments

to their performance, whereas the control group received feedback on their accuracy, in the

form of monetary bonuses. In the last session, participants performed both the memory and

the perceptual tasks as they did in the first session. Results showed higher metacognitive

efficiency in the last session compared to the first session in the metacognitive group, both in

memory and perceptual tasks, whereas there was no improvement in the control group,

providing evidence for a training effect on metacognition.

As we explain in the manuscript below, we identified several potential confounds

which could explain these results, including motivation and ambiguous instructions. We

sought to replicate this online study while better controlling for these factors. We

hypothesized no improvement of the metacognitive efficiency as a result of this

metacognitive training.

Status of the manuscript: Published in the Journal of Experimental Psychology: General

Reference: Rouy, M., de Gardelle, V., Reyes, G., Sackur, J., Vergnaud, J. C., Filevich, E.,

& Faivre, N. (2022). Metacognitive improvement: Disentangling adaptive training from

experimental confounds. Journal of Experimental Psychology: General.
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Metacognition is defined as the capacity to monitor and control one’s own cognitive processes.

Recently, Carpenter and colleagues (2019) reported that metacognitive performance can be improved

through adaptive training: healthy participants performed a perceptual discrimination task, and subse-

quently indicated confidence in their response. Metacognitive performance, defined as how much infor-

mation these confidence judgments contain about the accuracy of perceptual decisions, was found to

increase in a group of participants receiving monetary reward based on their confidence judgments over

hundreds of trials and multiple sessions. By contrast, in a control group where only perceptual perform-

ance was incentivized, metacognitive performance remained constant across experimental sessions. We

identified two possible confounds that may have led to an artificial increase in metacognitive perform-

ance, namely the absence of reward in the initial session and an inconsistency between the reward

scheme and the instructions about the confidence scale. We thus conducted a preregistered conceptual

replication where all sessions were rewarded and where instructions were consistent with the reward

scheme. Critically, once these two confounds were corrected we found moderate evidence for an ab-

sence of metacognitive training. Our data thus suggest that previous claims about metacognitive training

are premature, and calls for more research on how to train individuals to monitor their own

performance.

Keywords: cognitive training, confidence, introspection, metacognition

Metacognition is defined as the capacity to monitor and con-

trol one’s own cognitive processes (Flavell, 1979; Nelson &

Narens, 1994). Metacognitive monitoring is imperfect: Under-

or overestimations regarding the accuracy of one’s own judge-

ments are frequent, both in healthy individuals (Shekhar & Rah-

nev, 2021a, 2021b) and in individuals with neurological or

psychiatric disorders (Hoven et al., 2019; Rouy, Saliou, et al.,

2021). Thus, one outstanding issue is whether one can design

training protocols to help individuals improve their abilities to

evaluate their own performances.

Recently, Carpenter and colleagues (2019) proposed that meta-

cognitive abilities can be improved through adaptive training. In
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their study, healthy participants were asked to perform both a

memory and a perceptual discrimination task, either with shapes

or words stimuli, and subsequently report their confidence in their

response. They used a longitudinal protocol in 10 sessions (see

Figure 2A), where the first session (S1, or pretraining session)

served as a baseline, followed by eight sessions of training

(S2–S9) on the perceptual task, and finally a posttraining session

(S10). In the training sessions, participants received feedback and

monetary reward on the basis of their confidence evaluations, after

each block of 27 trials: the better the confidence ratings reflected

perceptual accuracy in that block, the higher the reward. The pre-

training and posttraining sessions had no feedback.

Importantly, Carpenter and colleagues reported that metacogni-

tive efficiency, defined as the adequacy between task performance

and confidence, increased between pre- and posttraining sessions

in the experimental group where participants received monetary

reward on their metacognitive performance, but remained constant

in a control group rewarded on their perceptual performance.

In their article, Carpenter et al. argued that the increase in meta-

cognitive efficiency that they observed in the posttraining session

(S10) was mediated by an increase in overall confidence between

the pretraining session (S1) and the following session (S2) occur-

ring only in the experimental group. A close inspection of these

results reveal that confidence indeed sharply increased from the

very beginning of S2, and remained constant afterward. Likewise,

metacognitive performance increased between the pretraining ses-

sion and S2 but remained constant from S2 onward. This sudden

increase in confidence and metacognitive performance suggests

that they might have occurred due to factors other than training.

We identified two potential confounding factors which we

thought could lead to apparent increases in metacognitive efficiency,

without involving a real improvement as a result of training. First,

because no reward was offered during the pretraining session, it is

possible that the sharp increase in average confidence in S2 reflects

a response bias due to the introduction of incentives. Indeed, recent

research shows that positive (resp. negative) reward increased (resp.

decreased) confidence irrespective of task performance or metacog-

nitive abilities (Lebreton et al., 2018). Second, the increase in confi-

dence may be driven by differences in the definition of the possible

confidence ratings across groups. Indeed, in the pretraining session

participants in both the experimental and control groups were

instructed to report confidence on a four-level scale, defined as 1 =

very low confidence, 2 = low confidence, 3 = high confidence and 4

= very high confidence. Importantly no explicit mapping from confi-

dence levels to subjective probabilities was given to participants. In

this context, the correct interpretation of the lowest confidence rating

is that of a 50% chance of being correct, that is, being unsure of the

accuracy of their response, and therefore that participants are pro-

vided with a half-scale of confidence (Figure 1A). Yet, from S2 to

S9, the experimental group (but not the control group) was presented

with a full confidence scale, that is, confidence was mapped onto a

probability of a response being correct from 0 to 1. As a result, con-

fidence ratings 1 and 2 were to be used in case subjects thought they

made an error (level 1 would be used when they were certain that

they made an error, see Figure 1A), which rarely occurs in such ex-

perimental settings. This full-scale was explained to participants at

the beginning of S2 and implemented in the reward scheme. For

instance, according to a full-scale, rating confidence 1 (i.e., “sure

Figure 1

Confidence Rating Scales

Note. (A) Meaning of each confidence rating depending on the type of confidence scale (Half vs. Full), along

with the corresponding probability of being correct (P(correct)). (B) Reward schemes depending on the type of

confidence scale (Half vs. Full). QSR = Quadratic Scoring rule. See the online article for the color version of

this figure.
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incorrect”) when incorrect is maximally rewarded (QSR = 1, see

Method) while rating confidence 1 on a half-scale (i.e., “not sure”)

is equally rewarded regardless of accuracy (Figure 1B). Using a full-

scale, participants should mostly use the highest ratings, as one can

assume that the confident detection of errors is rare in nonspeeded

perceptual tasks. Thus, ratings should increase from the first to the

second session.

Thus, the introduction of incentives and the switch from a half-

scale to a full-scale may have led to an artificial increase in confi-

dence bias. Importantly, this upward shift in confidence ratings

may also be expected to produce an artificial increase in metacog-

nitive efficiency. Indeed, precise confidence criteria might be eas-

ier to maintain across two levels on a full scale than four levels on

a half-scale. In addition, as suggested in recent works (Shekhar &

Rahnev, 2021a, 2021b; Xue et al., 2021) criteria for high confi-

dence are noisier than criteria for low confidence and thus a merge

of high confidence categories can artificially increase metacogni-

tive efficiency.

To assess the contribution of these potential confounds to the

observed effects, we reanalyzed the original data, and collected a

new dataset attempting to replicate the original findings while con-

trolling for both keeping the incentives and reward scheme con-

stant across sessions (Figure 2B). Assuming that the original

procedure involves genuine metacognitive training, we reasoned

that metacognitive efficiency should increase between the first and

last session in the experimental group even when issues related to

incentives and reward scheme are corrected. Instead, based on a

preregistered sample size of 18 participants, we provide moderate

evidence in favor of the null hypothesis according to which adapt-

ive training in the present form does not improve metacognitive

ability.

Method

Metacognitive Performance Measurement

To evaluate metacognitive performance, we relied on the M-

Ratio measure, derived from the meta-d' framework by Manis-

calco and Lau (2012). In signal detection theory, the sensitivity

d' quantifies the ability to detect or discriminate a stimulus from

the distributions of correct and incorrect responses. Likewise,

the metacognitive sensitivity meta-d', quantifies the expected

discriminability between two stimuli, if sensory evidence were

not degraded between the discrimination decision and confi-

dence rating. Thus, meta-d' refers to the sensory evidence avail-

able for metacognition, just as d' is the sensory evidence

available for decision-making. It is then possible to quantify

how much information was available for the metacognitive task,

relative to the information available for the type I task, using the

ratio meta-d'/d'. This measure, called M-Ratio, is considered as

the efficiency of metacognition for each observer.

Reanalysis of Original Data

We retrieved the original data from the authors and further char-

acterized the evolution of metacognitive performance across ses-

sions with additional mixed-model ANOVAs with Training

(Pretraining session vs Posttraining session) and group (Control vs

Experimental) as factors. In line with the original mediation analy-

sis, we expected to find a significant increase in metacognitive per-

formance between pretraining session and S2. Furthermore, we

compared S2 and S9 to assess the effect of training itself irrespec-

tive of the difference in incentives between pretraining session and

Figure 2

Comparison of the Original Study by Carpenter et al and the Present Study

Note. (A) Original version of the protocol, with pre- and posttraining sessions providing no feedback, and

rewards from S2 to S9 mapped onto a full-confidence scale. (B) Present version of the protocol, with S1 and

S10 providing feedback, and rewards from S2 to S9 mapped onto a half-confidence scale. From “Domain-gen-

eral enhancements of metacognitive ability through adaptive training”, by Carpenter, J., Sherman, M. T.,

Kievit, R. A., Seth, A. K., Lau, H., & Fleming, S. M., 2019, Journal of Experimental Psychology: General,

148(1), 51. Copyright 2019 by the authors. Adapted with permission. See the online article for the color ver-

sion of this figure.
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S2. Statistical analyses were conducted on log(meta-d'/d'), like in

the original study.

Conceptual Replication

Methods and hypotheses were preregistered (https://osf.io/

gak2t) prior to data collection.

Modifications From the Original study

First, to test the possibility that a difference in terms of incen-

tives between the pre and posttraining sessions might have artifi-

cially inflated metacognitive performance, we kept the incentives

constant throughout the 10 sessions of the experiment. Accord-

ingly, we refer to the first and last sessions as S1 and S10, instead

of the original “pretraining” and “posttraining” sessions, respec-

tively (see Figure 2). In the pre- and posttraining sessions, partici-

pants in the original study could either start with the memory tasks

or the perception tasks. As a consequence of rewarding S1 and

S10, participants always started with the perception task. This is to

allow for continuity in the explanation of how points were calcu-

lated and assigned to participants.

Detailed instructions on how to map confidence to correct and

incorrect trials were provided after the titration tasks in S1 but before

any task where participants rated confidence. As in the original study,

these instructions included a predefined set of demonstration trials

and a series of practice trials with trial-wise feedback about whether

confidence ratings were correctly assigned to correct or incorrect tri-

als. However, here we made sure that the instructions were consistent

with the reward scheme, and that both corresponded to a half-scale.

Second, to assess whether the increase in metaperformance

observed in the original study stemmed from an incongruence

between instructions regarding the confidence scale and reward, we

provided reward that was consistent with instructions in all sessions:

Participants were instructed to report confidence on a four-point scale

with 1 = very low confidence, 2 = low confidence, 3 = high confi-

dence and 4 = very high confidence, in all sessions including S1 and

S10 (see Figure 2B). As opposed to the original study, we mapped

confidence onto a probability of being correct between .5 and 1, as

follows: PðcorrectÞ ¼ conf þ 2
6

. Subsequently the quadratic scoring

rule (QSR) was defined as 1� ðaccuracy � PðcorrectÞÞ2, for each
trial (see Figure 1B).

We also performed minor modifications to the experiment with

no consequence on the experimental design: for example, Carpen-

ter and colleagues ran the initial titration staircase until a fixed

number of reversals was reached, or a maximum of 60 trials. We

ran the titration staircase for a fixed number of 60 trials. We also

fixed a small error in the code shared by Carpenter and colleagues

in the memory task resulting in images being presented more than

once in each block, and other images to never be displayed. All

corresponding details are provided in our preregistration document

(https://osf.io/gak2t).

Participants

The sample size was determined according to a preregistered

stopping rule, using an open-ended sequential Bayes Factor (BF)

design. Thus, we tested our effect of interest, namely the interac-

tion between groups (Control vs. Experimental) and sessions (S1

vs. S10) on metacognitive efficiency until moderate evidence to-

ward H1 or H0 was reached, that is, BF . 5 or BF , .2, respec-

tively. As in the original study, we recruited participants through

Amazon’s MTurk participant marketplace. Sixty-nine participants

completed at least the first session. Of these, 11 participants

dropped out from the study before the end of the tenth session.

Nine participants were excluded for responding incorrectly to

screening questions related to the understanding of the tasks,

before the beginning of the training (for details, see Carpenter et

al., 2019). Nineteen participants were excluded for technical issues

during the first session, leading them to drop at least one experi-

mental condition. Further, 11 participants were excluded for either

floor (, 55%) or ceiling (. 95%) performance in at least one con-

dition/session. Finally, one participant was excluded for reporting

the same confidence level on at least 95% of the trials over three

sessions or more. Trials where participants did not respond in time

(. 2,000 ms) or responded too quickly (, 200 ms) were excluded

from further analyses (1.61% of the trials).

The analyses were conducted on a sample of 18 participants (10

women, mean age: = 40.4 years, range age = 19–59). All partici-

pants received monetary compensation in U.S. dollars (range =

$37.6–$41.8). An upper bound for sample size was determined

using a design analysis with Bayes factors as index of evidence

(Schönbrodt & Wagenmakers, 2018). Data simulations with an

expected increase in metacognitive efficiency between S1 and S10

of small effect size (Cohen’s d = .3) revealed that a maximal sam-

ple of 100 participants would lead to conclusive evidence under

H1 in 74% of cases (BF . 5), and under H0 in 89% of cases (BF

, .2). However, the stopping rule criterion was already met when

performing the first Bayes Factor sequential analysis after a first

group of 18 participants had completed all ten sessions (see Figure

5). We recruited participants in the experimental group only (i.e.,

participants receiving reward according to metacognitive perform-

ance), and compared their data with those of participants in the

original control group, who received reward according to their per-

ceptual performance. As in the original study, bonuses were dis-

tributed pseudorandomly to ensure equivalent financial motivation

irrespective of performance. The study was approved by the ethics

committee from the Paris School of Economics (#2019 021).

Procedure

Save from the modifications to the code, we used the same

HTML/JS/CSS scripts, and therefore the very same stimuli, as in

the original study by Carpenter et al. The study ran on a JATOS

server (www.jatos.org; Lange et al., 2015).

Statistical Analysis

We ran the same analyses as Carpenter and colleagues. We

tested for potential changes in metacognitive efficiency (log(meta-

d'/d')) and metacognitive bias (average confidence) using mixed-

design ANOVAs in Rstudio Version 1.3.1093 (RStudio Team,

2020) using notably the packages tidyverse (Wickham et al.,

2019), afex (Singmann et al., 2015), and metaSDT (Craddock,

2018). Bayesian ANOVAs were computed with default prior

(Cauchy distribution centered on the effect size, with a scaling pa-

rameter set to
ffiffi

2
p

2
) using the BayesFactor package (Morey et al.,

2018).
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Results

Reanalysis of Carpenter et al. (2019)

After confirming the results reported by Carpenter et al. we

extended the analyses reported in the original paper in two ways.

First, to account for a potential effect of a change in instructions in

S2 versus Pretraining, we compared metacognitive efficiency

between S2 and the posttraining session S10 (instead of between

pre- and posttraining sessions, as originally reported). Here, we

found no significant interaction effect between group and Training,

F(1, 58) = .71, p = .40, BF = .27. When comparing S2 with S9

(i.e., the first and the last of the training sessions), the Group 3

Training interaction remained nonsignificant, F(1, 59) = .49, p =

.49, BF = .39 (Figure 3A and 3B). These results suggest that the

improvement of metacognitive efficiency occurred not during the

extended training part of the protocol, but quite abruptly at the be-

ginning of the training phase.

Second, we studied the abrupt changes in metacognitive effi-

ciency between the pretraining session and S2. We first found a

significant interaction between group and Training, F(1, 59) =

4.64, p = .035. Perhaps more strikingly, we found in the original

data an abrupt increase in average confidence between the last

five trials of the pretraining session and the first five trials of S2

(Figure 4E), in the experimental group only, F(1, 28) = 22.14,

p , .001. Together, these results suggest that this increase in

metacognitive efficiency could be driven by the changes intro-

duced from S2 to S9, also influencing participants’ strategy on

the posttraining session (S10).

A Preregistered Replication Study

Sequential Bayes Factor Analysis

Informed by the reanalysis of the original data, we then turned

to our conceptual replication study. To assess the efficiency of

metacognitive training while accounting for incentives and confi-

dence scale confounding factors, we conducted the same analysis

as in the original study comparing metacognitive efficiency (log

(meta-d'/d')) between sessions (S1 and S10) and groups (experi-

mental vs. control).

We had preregistered recruiting participants until moderate evi-

dence toward H1 or H0 was reached.

Metacognitive Efficiency

We compared metacognitive efficiency in S1 and S10 in our

new experimental group (Figure 3C) with those in the control

group from Carpenter et al. (2019). (Figure 3A). Contrary to the

original results, the group x Training interaction was not signifi-

cant in this analysis, F(1, 45) = .083, p = .93, BF = .17. Moreover,

assessing the linear trend of metacognitive efficiency between S2

and S9 in the three groups, we found no main effect of the training

sessions, F(7, 490) = .25, p = .97, BF = .13, and no interaction

effect between the training sessions and groups (control vs. experi-

mental group in the original study: F[7, 399] = 1.61, p = .13, BF =

2.50; control vs. our experimental group: F[7, 294] = .90, p = .51,

BF = .24). In other words, once we kept the reward scheme con-

stant across all sessions, we found no evidence for metacognitive

training in our study. This suggests that previous results might

have been confounded by effects of incentives and/or confidence

scale, as we detailed in the Introduction.

In their study, Carpenter and colleagues also reported that the

peak change in metacognitive efficiency occurred systematically

later than the peak change in confidence bias. To assess if a similar

pattern was present in our replication group, we conducted an

ANOVA with peak session as dependent variable, and outcome

(metacognitive efficiency vs. confidence bias) and group (experi-

mental: original vs. replication) as fixed effects. This analysis

revealed a main effect of outcome, F(1, 45) = 11.37, p = .02, but

no interaction with group, F(1, 45) = .01, p = .98, indicating that

in both groups the peak change in metacognitive efficiency

occurred systematically later than the peak change in confidence

bias. Because this temporal pattern was also found in our replica-

tion group in the absence of global increase in metacognitive effi-

ciency, the extent to which those dynamics are important for

Figure 3

Metacognitive Efficiency (log(meta-d’/d’)) Over the Ten Experimental Sessions

Note. (A and B) Results reproduced from the original data by Carpenter et al, control group, and experimental group, respectively. (C) Results from

the present study. Error bars represent standard error of the mean. See the online article for the color version of this figure.
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metacognitive training remains unclear. Of note, these results are

based on a rather small sample size, in compliance with the stop-

ping rule we preregistered prior to data collection.

Exploring the Origin of the Metacognitive Bias

Next, we assessed in an exploratory analysis which of the two

confounds, incentives or confidence scale, was the main contribu-

tor of the confidence increase. This also relates to the question of

metacognitive training, as Carpenter and colleagues reported that

the increase in metacognitive efficiency was in fact mediated by

the increase in metacognitive bias, and as an increase in confi-

dence bias might result in an increase in metacognitive efficiency

(Shekhar & Rahnev, 2021).

If this abrupt increase in confidence ratings was due to the intro-

duction of incentives at S2, we would expect the same average con-

fidence in our experimental group (Figure 4C) and from S2 to S9 in

the original experimental group, as these conditions are similar in

terms of reward. We would also expect these two conditions to

show higher levels of confidence than the control group. This is

what we found in the data. When comparing average confidence in

S2–S9 between the three groups (control vs. original experimental

vs. replication) with an ANOVA, we found a main effect of group,

F(2, 72) = 24.61, p , .001, driven by significantly higher levels of

confidence both in our replication group, t(72) = �5.05, p , .001,

and in the original experimental group, t(72) = �6.43, p , .001,

compared with the control group, with no difference between the ex-

perimental group and the replication group, t(72) = .10, p = .995,

BF = .46. However, we are cautious in interpreting confidence biases

that might not be comparable between groups and studies.

One other possibility is that this abrupt increase in average con-

fidence was due to a shift in the type of confidence scale (i.e., half-

scale in the pretraining session, and full-scale from S2 to S9, see

Figure 2A). If this were true, then we would expect the average

confidence in our replication group (which used a half-confidence

scale) to be lower than the level of confidence obtained from S2 to

S9 in the original experimental group. As just mentioned, how-

ever, these two conditions were not different in terms of average

confidence.

Furthermore, because the increased levels of confidence

described above are not accompanied by an increase in first-order

Figure 4

Confidence Level Across Sessions and Trials
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performance (as assessed through difficulty levels across the three

groups, F(2, 72) = .17, p = .84, BF = .18) it is unlikely that the

metacognitive bias can simply be explained by a generic motiva-

tion effect.

Altogether, these analyses thus suggest that the presence of

incentives might be the main reason for the increase in confidence

ratings, which in turn would have led to an increase of metacogni-

tive efficiency, as recently proposed (Shekhar & Rahnev, 2021a).

Nonetheless, because our analyses relied on comparing confidence

biases between studies in relatively small samples, these conclu-

sions on the specific mechanism at stake should be taken with

caution.

Discussion

In the present work, we aimed at reassessing the effectiveness

of a protocol designed by Carpenter and colleagues (2019) to

improve metacognitive abilities. We noticed that the increase in

metacognitive efficiency found by Carpenter and colleagues might

be unspecific, owing to an artificial increase in confidence bias,

triggered by two confounding factors: In the original study, reward

was not held constant throughout all sessions, so that participants

might have been more incentivized to perform the task not only

during rewarded sessions (S2–S9), but also in the posttraining ses-

sion (S10), as a spillover effect. Also, the instructions provided to

the participants in the experimental group were not congruent with

the reward scheme, encouraging them to use high confidence rat-

ings (i.e., ratings 3 and 4) from S2 onward but not in the pretrain-

ing session. To evaluate our claim that the original results may be

due to confounding factors, we performed additional analyses on

the original data set. First, when restricting the analysis to training

sessions only (i.e., S2 to S9, instead of pretraining and posttraining

sessions), thus controlling for incentives, we found no evidence

for an improvement in metacognitive performance in the experi-

mental group. By contrast, this increase was already significant

between S1 and S2. This sharp increase in metacognitive perform-

ance was accompanied by an abrupt increase in average confi-

dence between the last trials of the pretraining session and the first

trials of S2. In our view, the fact these behavioral changes

occurred rapidly in time at the very beginning of the experimental

procedure casts doubts on the possibility that they arose as a result

of a genuine improvement in metacognitive performance. Instead,

we suspect that they may have been attributable to either, or both,

of the two possible experimental confounds mentioned above.

To further assess the validity of this training procedure, we con-

ducted a conceptual replication controlling for both incentives and

confidence-related factors by, first, providing reward in all ses-

sions (i.e., including S1 and S10) and, second, rewarding the ex-

perimental group on the basis of a half-confidence scale, in line

with the instructions received by participants (and instead of a

full-scale as in the original study). We reasoned that, if the training

method was effective in improving metacognition, estimates of

metacognitive efficiency should increase between S1 and S10 in

the experimental group, even when issues related to incentives and

confidence scale were corrected. Instead, we obtained moderate

evidence in favor of H0 (following a preregistered open-ended se-

quential Bayes factor analysis), indicating that no increase in

metacognitive efficiency occurred. Thus, we suggest that the

increase in metacognitive efficiency reported by Carpenter et al.

(2019) resulted from a global change in the use of the confidence

scale, possibly owing to incentives or instructions regarding the

confidence scale, rather than from an improved sensitivity to trial-

wise fluctuations in the quality of the decision. While such a global

adjustment of confidence ratings might be adaptive and useful (e.

g., when communicating confidence to reach joint decisions), it is

important to distinguish this effect from a genuine improvement of

metacognitive monitoring, conceptually and empirically. Of note,

post hoc analyses revealed that metacognitive efficiency in S1 was

higher in the replication compared with the original experimental

group with marginal significance (p = .11), probably attributable

to the fact that S1 in our replication group was rewarded, pushing

participants to perform better. Yet, it might be that metacognitive

efficiency in the replication group reached a ceiling early in the

procedure, leaving little room for improvement even if training

were in fact possible under this new protocol.

In recent years, the field of metacognition has seen a dramatic

increase in popularity, in part due to the development of new sta-

tistical tools that allow quantifying metacognitive performance in-

dependently from typical confounds such as first-order

performance (Fleming & Lau, 2014; Galvin et al., 2003; Manis-

calco & Lau, 2012). Moreover, metacognitive deficits are preva-

lent in several psychiatric and neurological disorders, with severe

consequences in terms of medical observance and quality of life

(Hasson-Ohayon et al., 2015; Lysaker et al., 2015). This is why

developing robust, efficient, and cost-effective remediation proce-

dures to improve metacognitive performance is important. Several

studies already provided evidence suggesting that monitoring abil-

ities can be trained: A two-week meditation training was found to

enhance metacognitive accuracy in the memory domain (Baird et

al., 2014), and knowledge about cognitive biases is held to reduce

Figure 5

Bayes Factor (BF) Sequential Analysis of the Interaction Effect

Between Sessions (S10 and S1) and Groups (Control Versus

Experimental) on log(meta-d’/d)’
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Carpenter et al., 2019 Present study

Note. The BF assesses whether the effect of interest (interaction Group 3

Training for metacognitive efficiency) is more plausible under H0 or under

H1. BF . 1 is evidence supporting H1. 0 , BF , 1 is evidence supporting

H0. The dashed lines mark the ratios where the evidence is five-fold more

likely under each hypothesis, which we took as boundaries for moderate evi-

dence. Red curve: Carpenter et al., 2019. Blue curve: Present study. See the

online article for the color version of this figure.
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delusions and positive symptoms in schizophrenia (for a review,

see Eichner & Berna, 2016). More recently, preliminary results

from a virtual-reality assisted training consisting in frequently

questioning the reality of wakeful experiences augmented the rate

of lucid dreaming experiences (Gott et al., 2021). Despite pioneer-

ing experiments showing promising results (Adams & Adams,

1958; Sharp et al., 1988), to our knowledge, no recent remediation

procedure based on feedback has been successful in improving the

quality of confidence ratings (for a recent attempt based on single-

trial feedback, see Haddara and Rahnev, 2019, 2020).

Future attempts to improve the quality of confidence ratings

may be informed by recent findings regarding the definition of

metacognitive noise (Shekhar & Rahnev, 2021a, 2021b; Xue et

al., 2021), as a way to provide more information to participants

regarding the qualitative nature of their metacognitive deficits.

They could also rely on elicitation methods that encourage partici-

pants to report optimal confidence estimates, such as measuring

participants’ willingness to trade a gamble based on the accuracy

of their response against a lottery with known probabilities

(Dienes & Seth, 2010; Massoni et al., 2014). Another way of refin-

ing confidence ratings may be to provide participants with feed-

back regarding the temporal dynamics with which first-order

decisions are made. Indeed, becoming aware of how the decision-

making process unfolds in time may help to better judge the accu-

racy of a given decision. Practically, this could simply consist in

presenting participants with feedback about their own response

times for correct and incorrect responses, or more ambitiously

with parameter estimates from mouse-tracking (Dotan et al., 2019;

Faivre et al., 2021) or postdecisional evidence accumulation mod-

els (Pleskac & Busemeyer, 2010; Pereira et al., 2020, 2021). Other

strategies may consist in training participants to better detect their

attentional lapses (Baird et al., 2014; Recht et al., 2021), or to reg-

ulate brain networks associated with over or underconfidence

(Cortese et al., 2016). Given the complexity of this endeavor, and

the societal and clinical issues at stake, effective metacognitive

training will probably require collective efforts rather than individ-

ual initiatives (Rahnev et al., 2021). In that regard, we highlight

the openness from the authors of the original study, who publicly

shared their valuable code and data and discussed these results

openly with us, as those are the first necessary steps toward collec-

tive research on metacognition.

Context of the Research

We were interested in the possibility to train metacognitive abil-

ities in the broader context of our research on schizophrenia. A

rich clinical literature suggests the existence of metacognitive defi-

cits in individuals with schizophrenia, and efforts had already been

made to alleviate symptoms and improve quality of life through

metacognitive training. Existing metacognitive training procedures

rely on explicit and high-level strategies, notably by encouraging

patients to bring unnoticed beliefs and cognitive biases to aware-

ness. As a complementary intervention, we were enthusiastic

about the metacognitive training proposed by Carpenter and col-

leagues, which targeted lower-level mechanisms involved in learn-

ing how to properly estimate confidence on a trial-to-trial basis. If

successful in healthy participants, we were hoping to adapt this

procedure to clinical settings.
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General discussion

We have seen in the introduction that schizophrenia is a severe mental condition and

that the last 150 years have witnessed much effort from clinicians and researchers to

improve the reliability of the diagnosis as well as treatment efficacy. A lot of research has

been dedicated to understanding the underpinnings of the symptomatology of schizophrenia

which comprises phenomena like delusions and hallucinations, accompanied by the

absence of awareness of such symptoms. In this thesis, we used advanced methods of

psychophysics as well as recent models and measures from cognitive psychology to try to

better understand at which level of the cognitive hierarchy (i.e. first or second-order) these

deficits occurred in schizophrenia. In particular, we relied on the hypothesis that the lack of

insight stemmed from an impairment situated at the second-order - i.e. metacognitive - level

of processing (David et al. 2012), as opposed to the first-order level. In this sense, patients

with schizophrenia would have difficulties monitoring and reflecting on their own mental

states, eventually leading to impaired reality monitoring (Dijkstra et al. 2022) and in turn

several positive symptoms including hallucinations and delusions (Aynsworth et al. 2017;

Mondino et al. 2019).

1. Performance-matching matters

We have seen that a major issue regarding the measure of metacognition is to get rid

of undesired sources of variance that are non-metacognitive in nature. In particular, patients

with schizophrenia suffer from first-order deficits that have to be controlled for,

experimentally or statistically, in order to capture what is genuinely metacognitive. If those

confounds are not controlled for, it is impossible to determine if abnormal confidence

calibration reflects metacognitive impairment or simply results from greater difficulties felt by

patients when performing the experimental tasks.

In this thesis, we aimed at quantifying metacognitive abilities among individuals with

schizophrenia while controlling for first-order deficits. In experimental chapter 1, our

meta-analysis revealed an overall metacognitive deficit of medium effect size, the strongest

deficits being found in metamemory studies. However, the effect size turned out to be twice

smaller and statistically inconclusive among studies that controlled for first-order

performance. Because studies controlling for first-order performance were almost uniquely

found in the perceptual domain, it remained unclear whether the measured metamemory

deficit was inherited from memory deficits or reflected a genuine and domain-specific

metacognitive alteration. We addressed this issue in our experimental chapter 2, where we
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developed an experimental procedure involving metaperceptual and metamemory tasks, and

used a recent metacognitive measure called confidence efficiency (Mamassian and de

Gardelle 2021) to statistically control for first-order performance. Quite unexpectedly, we

found that metamemory abilities in familiarity and recollection tasks were relatively preserved

compared to metaperceptual abilities in a visual detection task. It was even more

unexpected when considering results from our experimental chapter 3, where we found

intact electrophysiological markers of confidence on fronto-central electrodes in the context

of a visual discrimination task where behavioral results revealed no metacognitive deficits

among patients. The seemingly contradictory results opposing meta-perceptual deficits in

chapter 2 and preserved meta-perceptual abilities in chapter 1 and 3 drove our attention to

the type of stimuli we used, namely complex face stimuli in chapter 2 as opposed to

low-level random dot kinetogram in chapter 3. However, if the metaperceptual deficit derived

from an impaired face processing, then it is not clear why metamemory abilities relying on

the same face stimuli would be preserved. Alternatively, we wondered whether the

incongruence could result from the type of task i.e. altered metaperception in detection tasks

versus preserved metaperception in discrimination tasks, but this hypothesis is not

supported by the data from our meta-analysis. As discussed in chapter 2, in spite of all

precautions and efforts to control first-order deficits, the metaperceptual deficit we found

might also derive from the under optimization of our intra-individual performance-matching

procedure, and should be taken with caution. Furthermore, given the heterogeneity of

profiles in schizophrenia (further developed in section 5.2.1), analyses conducted on our

limited sample size might be subject to false positives (e.g. the metaperceptual deficit) or

false negatives (e.g. preserved metamemory abilities). More evidence is required to further

discuss these effects.

All in all, our work has provided a quite different picture from the existing literature

regarding metacognitive deficits among patients with schizophrenia. Indeed, combining a

meta-analysis and fine-grained methodological and statistical tools, we have provided some

evidence that metacognitive abilities were relatively preserved across cognitive domains,

when first-order deficits are accounted for. What does it mean to have preserved

metacognitive abilities in spite of first-order deficits? It points to a modular architecture of the

mind, where first-order deficits are not reverberated to higher order functional levels, and

thus can be accurately monitored. In this sense, the efficiency of clinical metacognitive

training like MCT (Moritz et al. 2014) might not result from a genuine “training” and

reinforcement of an initially weak metacognitive ability, but rather from the suggestion by the

clinician to use this neglected but preserved ability.
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The following sections discuss the relevance of our results regarding existing

literature in clinical research, in an effort to articulate conceptual frameworks with one

another (sometimes with a fair amount of speculation).

2. What about overconfidence?

We hope that our considerations about the delineation between first-order and

second-order levels of processing made it clear that overconfidence in errors does not

necessarily involve a metacognitive deficit. At least, not a “local” metacognitive deficit.

Indeed, it is important to distinguish between local metacognition and global metacognition,

the former referring to the ability to calibrate confidence on performance on a trial-by-trial

basis, whereas the latter consists of more global estimations of self-performance within a

given task or domain (Rouault and Fleming 2020). In this sense, Seow et al (2021) proposed

that the high-level construct of self-confidence ultimately results from a progressive learning

to estimate one’s performance, starting with the building block of local metacognition, then

estimating one’s confidence in a group of trials, up to the most global estimations

summarizing accumulated experience over a whole cognitive task or domain (Figure 16).

Reciprocal interactions are assumed to be at play between each intermediate level.

One can understand from this hierarchical presentation of metacognitive evaluations

that the level of metacognition involved in the present thesis (local) is far-distant from the

level captured by clinical questionnaires (global metacognition) such as the Beck Cognitive

Insight Scale (Beck 2004). Most relevant for our purpose here, results from a recent study

(Bhome et al. 2022) with individuals with a functional cognitive disorder (FCD) have shown

preserved local metacognition using both a perceptual task and a memory task, but an

impaired global metacognition. Contrary to the hierarchical and reciprocal model of

metacognitive evaluations (Seow et al. 2021), this result suggests the existence of

independent sources of information in the formation of confidence estimates at the different

hierarchical levels. Bhome and colleagues speculatively proposed that the incongruence

came from abnormal priors influencing specifically the higher metacognitive evaluations

(Figure 20).
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Figure 20. Local versus global metacognition. Incongruency between intact local

metacognition and impaired global metacognition, reflecting a disconnected metacognitive

processing. Reprint from Bhome et al. (2022)

Alternatively, global metacognition can be impaired as a result of poor first-order

performance. In the next section, I will argue that first-order deficits are sufficient to produce

a seeming impairment of global metacognition. The idea is to conceive the global

metacognition impairment as a Dunning-Kruger effect (DKE, 1999) and to rely on recent

conceptual and statistical considerations that question the metacognitive nature of the DKE.

2.1. Overconfidence in errors as a Dunning-Kruger effect

Dunning and Kruger became famously known for their eponymous effect (1999).

Through four experiments involving various domains of investigation (grammar, logical

reasoning, and humor), the authors analyzed how well people’s subjective evaluations of

performance (global estimations) were calibrated on objective performance, depending on

their competence with the task. In all experiments, participants were grouped into four

quartiles according to their competence (Figure 21). The authors came to the general

conclusion that “unskilled” people (the bottom quartile) suffered a double-burden: “Not only

do these people reach erroneous conclusions and make unfortunate choices, but their

incompetence robs them of the metacognitive ability to realize it” (Dunning and Kruger

1999).
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Figure 21. Dunning-Kruger effect. The vertical axis is the percentile ranking, a comparative

measure where participants indicate their subjective ranking of competence compared to

others (proxy for perceived ability). The horizontal axis indicates quartiles of objective

performance to the tasks. Solid black lines are averaged percentile rankings for each

quartile. The gray diagonals are averaged actual scores projected onto the percentile axis. It

became apparent that low performers (bottom quartile) were overestimating their own

abilities. Reprint from Dunning and Kruger (1999).

Of note, the DKE has long been debated, between defenders of the effect as

genuine, and interpretations in terms of a regression to the mean (i.e. a statistical artifact,

see Box 3). However, the recent study by Jansen, Rafferty, and Griffiths (2021) applied

model comparisons on a large sample (N ~ 3500) and ruled out an explanation solely

phrased in terms of a regression to a “prior” mean. On the basis of the large dataset made

available online by the authors, we have conducted other analyses corroborating this

conclusion (see Appendix 1).

Importantly for us, Dunning and Kruger illustrated clearly how being unskilled was

related to overconfidence, even among healthy psychology students.
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Box 3. Regression to the mean

The regression to the mean effect is illustrated in Figure 22. Let’s consider the

example of James, a casual runner who routinely does the same course in the

neighborhood. For some reason, James outperformed last week: he finished the course 5

minutes quicker than usual. Happy with his seeming progress, James expected to do as

well - if not better - the next week. Contrary to his expectations, James turned out to be

upset the following week, since he did not manage to reproduce the performance. This is

what we call a “regression to the mean” effect. Given that no progress had really been

achieved (i.e. the mean and dispersion of the distribution of performances are kept

constant), the probability that the next performance will be better than an already good

performance is low.

In the case of the Dunning-Kruger effect, the story is slightly different since the

authors did not compare performance p with performance p+1, rather they compared

performance p with the expected performance E(p). For the sake of illustration, let’s now

consider the case of Jérôme, a trained runner who knows how he should perform on

average. Although he did a terrible performance at the last edition of the “10 km Paris

Centre”, he accurately knows that this performance was not representative. So, if queried

about how well he usually performs, Jérôme would be correct to report a higher

performance (closer to E(p)) than what it did that day. In this sense, it is more accurate to

talk about regression to the “prior” mean, as suggested by Jansen et al. (2021). To note, in

case of a regression to the “prior” mean, then the category of “unskilled” participants (the

bottom quartile in Dunning and Kruger experiments) would be better described as “skilled

participants who were on a bad day”.
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Figure 22. Illustration of the regression to the mean. Distributions of timing

performance of two runners. The upper panel represents the casual runner James, who

did a great performance p at time t, but regression to the mean led him to perform worse

(p+1) at time t+1. The lower panel represents the performances of the trained runner

Jérôme, who had a bad performance p at time t, but correctly reported his average

performance E(p), as a regression to the “prior” mean.

2.2. Re-reading of the Dunning-Kruger effect: a type 1 deficit

The critical question in relation to the goal of this PhD concerns the level of the

deficit. The authors explicitly claimed that the deficit was metacognitive in nature. Yet, some

results presented in the original article already favored an interpretation in terms of impaired

task-competence, rather than impaired metacognition. For instance, in study 4, the authors

manipulated competence and measured how it influenced metacognitive skills. There were 2

phases. In phase 1, participants (N = 140) were asked to solve ten problems based on the

Wason selection tasks, and then had to estimate how many problems they were able to

solve. In phase 2, half of the participants (the test group, N = 70) received a short training in

logical reasoning, while the other half did an unrelated task (control group, N = 70). Then, all

the participants were given their own tests and had the opportunity to indicate whether their

initial responses were correct or not. I reproduced and summarized the results from the

original article within a single figure for more clarity (Figure 23).
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Figure 23. Effect of first-order training on metacognition. Graphic summarizing the results

reported in Table 2 from Dunning and Kruger (1999). Objective scores are in red (number of

solved Wason problems out of 10), subjective scores in blue (global estimations of the

number of solved problems out of 10). Pre-training refers to scores obtained in phase 1,

common to both groups. In post-training, the pattern of results shows a better calibration of

subjective assessments to objective assessments in the test group (trained in the Wason

task), compared to the control group (not trained).

The pre-training results displayed a typical Dunning-Kruger effect (DKE) in both

groups, with low performers overestimating their own performance. In post-training, the DKE

remained in the control group, but it disappeared in the test group, where trained participants

were able to better identify their own errors. The authors originally formulated their

conclusion in the following terms: “mediational analyses revealed that it was by means of

their improved metacognitive skills that incompetent individuals arrived at their more

accurate self-appraisals [in the test group]”.
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Given these patterns of results, contrary to Dunning and Kruger I would conclude that

metacognitive skills per se were not impaired in unskilled participants. Indeed, what the

authors found is that by gaining the first-order skill to do the task the participants

automatically regained the ability to properly discriminate their errors from their correct

responses, thus suggesting that the metacognitive ability was not impaired to begin with.

Furthermore, the dependence on task-performance of the DKE has been recently

demonstrated with a model of rational self-assessment fitted on a large data set collected

online (N ~ 3500 participants) on two tasks: grammar and logical reasoning (Jansen et al.

2021). They compared two models: one model of Bayesian inference based on prior beliefs

about ability, and a second model implementing a direct dependence between

task-performance and the monitoring of correctness. Having shown that the second model

explained best the DKE, the authors ruled out a DKE interpretation in terms of metacognitive

deficits. It would be interesting to test in future work if a similar mechanism could explain

overconfidence in errors among patients with schizophrenia, which would go in hand with

our findings of preserved metacognitive performance under matched-levels of first-order

performance.

In the next section, I further develop the conceptual reasons why overconfidence in

errors should not in principle be interpreted as a metacognitive deficit.

2.3. On the importance of distinguishing sensitivity from bias with
psychotic patients

“Instead of saying that an hallucination is a false exterior percept, one should say that the

external percept is a true hallucination” Taine, 1870 (cited in Corlett et al. 2019)

When assessing metacognition in the specific case of positive symptomatology such

as hallucinations and delusions, it is crucial to define confidence as a subjective probability

of being correct, as opposed to an objective probability. Indeed, the ground truth for

confidence estimation is what the patient perceives within its first-person perspective, and

not what the experimenter thinks the patient should perceive from its third-person

perspective. For this very reason, it is of primary importance to use a measure able to

distinguish sensitivity from bias (e.g. psychometric curve, SDT model, confidence efficiency

model), where the bias is a proxy for the tendency to hallucinate (Bentall and Slade 1985). In

this context, as Mamassian and de Gardelle highlighted (2021), metacognitive sensitivity is
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best described as self-consistency (i.e. the tendency to provide similar confidence judgments

under similar internal signal) according to idiosyncratic criteria (i.e. regardless of the

first-order bias). And since a liberal criterion can be interpreted as a tendency to hallucinate

(i.e. an inclination to report having perceived stimuli which were objectively absent, Bentall

and Slade 1985; Moritz et al. 2017), these measures are adequate to disentangle

metaperceptual sensitivity from positive symptoms occurring at the first-order level. To

illustrate this point, a patient hallucinating voices might be very confident that a voice has

been heard. Should we conclude that confidence is abnormally processed? As far as a voice

is actually heard (whether the origin of the voice is objective or hallucinated is irrelevant

here), the answer is no. Being confident in hearing an objectively absent noise does not

necessarily imply a metacognitive distortion since the subjective phenomenological space is

the ground truth. Quoting Mamassian and de Gardelle (2021): “the bias arises here at the

perceptual level and not at the metacognitive level per se”. Therefore, assessing confidence

while taking into account first-order representations (either true perceptions or hallucinations)

is a promising way to single out the metacognitive component of confidence generation.

Of note, in the context of social interactions where communicating one’s confidence

is an adaptive strategy for collective decision-making and social learning (Bahrami et al.

2010; Frith and Frith 2012), the ground truth should be the intersubjective rather than the

subjective experience. Therefore, persistently communicating an abnormal level of

confidence in a social context might be linked to the inability to infer the perspective of others

(as suggested by recent studies showing impairments of perspective-taking in schizophrenia

Eack et al. 2017; Kronbichler et al. 2019), or the inability to properly update one’s model of

the world (Corlett et al. 2019; Nassar et al. 2021), rather than internal monitoring

impairments.

2.4. No overconfidence in errors in our samples

Last but not least, I was surprised to notice that contrary to the existing literature our

samples of patients (chapters 2 and 3) were not overconfident. I have already discussed the

possibility that depression was a mediator in lowering confidence levels, but this hypothesis

was difficult to test since most studies did not report depression.

Another possible reason why patients were not overconfident is the fact that

high-level remediation strategies like metacognitive trainings (Moritz et al. 2014), or

psychosocial rehabilitation (Franck 2021) become more frequent in clinical practices. This

could have generated a form of “auto-stigmatization” (Dubreucq 2020) where patients lower
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their confidence ratings as a consequence of internalizing shared stereotypes about their

mental conditions.

3. Metacognitive deficits and clinical symptoms

Further evidence that local metacognition did not capture clinically relevant

dimensions of schizophrenia came from the absence of correlation between individual

metacognitive abilities and clinical scores (PANSS positive, negative and disorganized

scores; and insight score with BCIS scale) as reported in our experimental chapters 1 and 2,

as well as reported by Faivre et al. (2021).

We reasoned that the null correlations obtained in our meta-analytic work (chapter 1)

might have been due to the fact that we only had access to summary statistics, namely the

average and standard deviation for each variable of interest at the group level. To remedy

this issue, we created a dedicated online repository (https://osf.io/cfm5d/) similar to the

confidence database in healthy participants (Rahnev et al. 2020), and we invited all

contributors of our meta-analysis (42 studies included) to share their anonymized original

datasets with single-trial granularity. The expected gain in statistical power would have

enabled us to further explore the correlations between metacognitive performance and

clinical scores. Despite a handful of enthusiastic answers to this proposition, this project was

unfortunately aborted due to a lack of positive responses among the contributors.

4. Reality-monitoring

During my thesis, I wanted to dedicate an experiment to delve deeper into the

construct of insight. I reasoned that insight was more about reality-monitoring than

performance-monitoring. Going back to the phenomenology of poor insight, the experiential

framework of patients is characterized by a “loosening of ‘common sense’ constraints”, in the

sense that their experience might “no longer be ruled by the ‘natural’ certitudes concerning

space, causality, and noncontradiction” (Henriksen and Parnas 2014). In experimental

settings, it is close to the notion of “liberal acceptance”, namely that patients are less prone

than healthy controls to dismiss delusional interpretations concerning administered pictures

despite their implausibility (Moritz et al. 2017). Furthermore, in a reality evaluation task

where pictures depicting either real or unreal scenes are presented to the participants,

patients were less accurate than healthy controls (Lee et al. 2015). In their framework, Lee

and colleagues propose that reality evaluation relies on three sequential phases, namely

“context appraisal” based on memory processes, “relational reasoning” where the stimulus is

compared to background knowledge about reality or “norms of reality”, and “declarative
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memory”. As episodic memory impairments are consequent in patients (Gopal and Variend

2005; Heinrichs and Zakzanis 1998; Schaefer et al. 2013), and because it is challenging to

control for memory performance between groups in experimental protocols (Rouy et al.

2021), it might be difficult to isolate the metacognitive component of reality evaluation. One

way to get rid of the memory processes involved in reality evaluation would be to investigate

the “sense of reality”, as opposed to “judgments of reality”, the former being non-reflective,

automatic, and non-propositional (Fortier 2018).

Therefore, I planned to go on a 5-month in-doc under the co-supervision of Dr. Roy

Salomon who carries out a specific project called “UnReal” at Bar-Ilan University in Israel

(https://salomonlab.org/unreal/), where the sense of reality is investigated using virtual reality

and fine-grained psychophysics. In particular, I aimed at elaborating a protocol enabling to

disentangle local metacognition from the sense of reality, thus providing evidence for

different and partially independent hierarchical levels of metacognitive evaluations.

Unfortunately, this project was aborted due to the sanitary crisis.

This part is a speculative section resulting from dialogs I had with patients, as well as

thought experiments. Regarding the phenomenology of hallucinations, I will argue against

the view that hallucinations reflect a deficit in perceptual reality monitoring (Dijkstra et al.

2022).

4.1. Hallucination vs hallucinosis
As mentioned in the introduction, contrary to hallucinoses which are conceived as

“false hallucinations” or hallucinations with insight (Carota and Bogousslavsky 2019), true

hallucinations are - by definition - endowed with a sense of reality, such that patients have no

insight that what they perceive do not reflect a physical state of the world. Under the

framework of SDT, the tendency to hallucinate has been linked to a perceptual bias leading

to higher rates of false alarms (Bentall and Slade 1985), and in turn false alarms triggered by

conditioned hallucinations have been associated with overconfidence and positive symptoms

(Powers et al. 2017). While this framing of hallucinations in terms of SDT parameters

suggests a first-order deficit, many authors endorse the view that hallucinations result from a

metacognitive deficit in terms of reality monitoring (Bentall 1990; Brébion et al. 2008; Dijkstra

et al. 2022; Lau 2019; Lee et al. 2015; Rankin and O’Carroll 1995; Simons, Garrison, and

Johnson 2017). I will argue that it depends on the type of hallucination. Some hallucinations

are basic, others are more complex (Fénelon 2014) and it might make a difference regarding

reality-monitoring.

118

https://salomonlab.org/unreal/


4.2. Perception vs imagination

In particular, Dijkstra et al. (2022) argued that hallucinations reflect a failure to

recognize the delineating properties between perception and imagination, thus confusing

one with the other (see Table 2). For instance, one would confuse an imaginary content with

a perceptual content in case one fails to recognize its poorly detailed precision, or fails to

notice that imaginary contents are predictable.

Perception Imagination

Precision Clear and richly detailed Vague and less detailed

Cognitive control

about phenomenal

contents

No. Driven by external objects Yes. Contents of imagination can

be voluntarily determined and

manipulated

Predictability Eye-movements lead to

predictable sensory change

Eye-movements do not lead to

predictable change

Table 2. Summarized from Dijkstra et al. (2022). Distinguishing properties between

perceptual and imaginary contents.

From table 2, it becomes clear that the reality-monitoring hypothesis of hallucinations

is based on the assumption that hallucination-like contents do not share the same

phenomenological properties as perceptual contents. And indeed, this hypothesis seems

valid in cases where patients fail to properly investigate the incongruent properties of their

singular percepts. However, there are multiple types of hallucinations varying in complexity

and mechanisms (Fénelon 2014). Then, what if hallucinatory percepts were endowed with

true perceptual properties? In other words, what if hallucinatory percepts were strictly

indistinguishable from perceptual contents? In the next section, I would like to share

anecdotal - yet puzzling phenomenological reports of hallucinations that are difficult to

reconcile with the reality-monitoring hypothesis.

4.3. Some peculiar reports of hallucinations

Here, I would like to share accounts of hallucinations from Anna (pseudonym), who

was a hospitalized patient at the time I met her. After having tried her best to perform the

experimental tests described in chapter 2, I asked a few questions to Anna about the

reasons why she was internalized. We rapidly reached the theme of hallucinations and it
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certainly turned out to be one of the most fascinating reports I have ever heard, in such a

way that it continues to make me think until this day. She told me affectionately about a

10-year old boy, called Stanley, who frequently visited her. He was wearing shorts and a

beret. At first, he appeared to her in the street and engaged in conversation, then she saw

him at the stairwell of her building, and finally he appeared in her room. Only at this time, she

realized he was not a normal boy, because when her husband arrived home he walked

through the body of Stanley without even noticing his presence, and subsequently the boy

vanished. When I asked Anna about her reaction, and in particular whether she was afraid,

she told me that she was used to these kinds of phenomena since she was a child. She

could see animals like birds or cats, that anyone but she could see. The interesting thing

was the rich interactions that Anna entertained with Stanley. They continued to meet on a

regular basis. Sometimes he came upon her calling him, and sometimes he came

spontaneously. He could tell a lot of details about himself, and revealed that he was shot and

died during the first world war in 1914. Then I asked Anna how she dealt with these

phenomena within her social life. She admitted that it could be inconvenient, and even

embarassing, mentioning cases where she started to speak with someone on the street, and

soon realizing from the reactions of people around, that nobody but her could see the person

she was speaking to. I was astonished, so I questioned her about the phenomenology of her

percepts, wondering whether there was any clue she could rely upon to correctly identify her

singular perceptions as such. She replied that it was impossible for her to know before a

reality test was made - i.e. before engaging in an interaction and witnessing the following

reactions of surrounding people. And to my amazement, Anna told me about an efficient

strategy she naturally developed with her (real) daughter who acted as the secret-keeper, or

as the reliable external witness. So, when Anna went out in town she could discreetly ask

her daughter whether this person or that animal was real or not, and eventually, it would

prevent her from being considered a freak.

Getting back to considerations about reality-monitoring, it seems that this specific

account of hallucinations depicts a different picture from Dijkstra et al. (2022). Contrary to

imaginary contents, Stanley had consistency in time, he had distinguishable perceptual

traits, he acted as an independent agent with an idiosyncratic character and was not

predictable. In other words, the hallucination-like percepts described by Anna seemed to

share indistinguishable properties with true perceptions. In this sense, a perfectly functioning

reality-monitoring ability would not - in principle - be sufficient to draw the line between these

kinds of hallucinations and true percepts, or in other words to distinguish between percepts

that are constitutive of a shared reality and those that are singular. Even if we consider

perceptual reality-monitoring as conceived by Lau (2019), where a first-order representation
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becomes conscious if it is deemed plausible by a second-order reality monitoring process,

these types of hallucinatory percepts could sneak in consciousness by passing the

reality-monitoring test.

In the spirit of neurophenomenology (Varela 1996; Varela, Thompson, and Rosch

2017), taking into account the first-person perspective from patients might help us to refine

our theories, especially in cases where accounts are precise and (paradoxically) insightful.

The next section deals with another way to conceive the specific kind of hallucinations

reported by Anna, without involving a deficit in reality-monitoring. The reader should be

informed that this part and the next are surely the most speculative.

4.4. SDT considerations: against the interpretation of “noisy”

hallucinations

In SDT terms, a hallucination is conceived as a false alarm (i.e. the detection of an

objectively absent stimulus). A false alarm is in turn the result of a piece of evidence

sampled from a distribution of “noise” that exceeded the perceptual threshold, and thus

erroneously categorized as “signal”. This conception of hallucinations in terms of “noisy”

evidence implicitly contains the notion that the evidence is by nature scarce, volatile, not

reliable and therefore it is deemed inappropriate to be confident in resulting detection errors.

Indeed, when adopting a normative view opposing insightful healthy individuals with

insightless patients, hallucinations might be interpreted as obvious failures to recognize or

categorize something which is nonetheless easy to recognize. However, if the specific case

of hallucination reported by Anna is taken seriously, then the source of evidence giving rise

to false alarms can hardly be interpreted as “noisy” in its implicit sense (i.e. scarce, volatile,

not reliable).

On the contrary, one might consider the complexity and coherence of some kinds of

hallucinations to be comparable with dream-like perceptions (Waters, Barnby, and Blom

2021). In particular, “serotonergic hallucinations” - resulting from a 5-HT2A receptor blockage

-, such as those induced with psychedelic drugs tend to be more dream-like (Jacobs 1978).

As mentioned in the introduction, patients that are non responsive to dopamine D2 receptor

antagonists are generally responsive to Clozapine, which is an antagonist of the 5-HT2A

receptor. Furthermore, the activity of the serotonergic 5-HT2A receptor has been linked to the

frightful hallucinations that one undergoes in sleep paralysis, a dream state often described

as involving the felt or seen presence of a ghost-like individual and a panic-like fear reaction

(Jalal 2018). Moreover, the comparison with dream-like experiences can be meaningful for

121



the understanding of hallucinations from a first-person perspective, as anybody already

experienced an erroneous yet compelling sense of reality while dreaming.

What follows should be considered a thought experiment rather than a

demonstration. Here, I would like to share the intuition I gained about some kinds of

hallucinations from a specific lucid dream I had. One night I was dreaming, and suddenly I

realized that everything that happened to me was nonsense. At this point, I began to

question the substance of this strange world I was evolving in, and I willingly made

reality-checks. I started to count my fingers and in bewilderment I realized I had 6. Now, it

was clear to me, I knew I was dreaming. This metaphysical shift in my belief system

produced a joyful wonderment, since this is the very moment I realized that perceived

objects were not made of matter anymore, but mere projections of the mind instead,

groundless appearances. Mind was the online creator of this whole complex and fascinating

environment made of landscapes, objects and people. In this sense, the delineation between

the self and the world faded away: there was no more ontological difference between myself

as a perceiver, and the world that was perceived. Out of curiosity, I rushed into examining

the texture of the dream, how rich was it? I started to stare at the palms of my hands and I

could see my fingerprints. I got closer to a wall nearby and scrutinized its texture, it was

rough to the touch and I could identify thousands of tiny bumps. I did not expect such a

resolution. Then I told myself “Well, I am dreaming, so my body is not really substantial, it is

not physical. As a consequence, I should be able to cross through my body with my arm.”

And with this hypothesis in mind, I made a slow circular movement with my right hand

toward my left hip, expecting that my movement would not be stopped by the visible

boundary of my body. And there, at the point of contact, my hypothesis was refuted. Not only

did I hear the sound of the contact, exactly at the moment I saw it touching my body, but I

could also feel it vividly. Multisensory integration was convincingly preserved. At this precise

moment, with this evidence of congruent perception, I went through a second reversal in my

metaphysical belief and entered a state of deep puzzlement: “Everything feels so real, how

could I be sure anymore that I am dreaming?” And then a rational thought popped out: “My

left hand had 6 fingers a few minutes ago, It’s definitely a dream”. I wanted to prove to

myself that my body was not physical so I grabbed an ax and I was about to cut my arm, but

before I did anything, another rational thought interrupted me: “I already checked and my

body felt as real as possible. If I cut my arm, no doubt I will go through intolerable pain.” And

for a while I was stupefied, dumbstruck. My dream-like perceptions felt so real that I lost the

initial certainty that I was dreaming. I couldn’t distinguish anymore between what was real

and what was not. And my dream ended up on this confusing note, in a state I will later refer

to as “reality puzzlement”.
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Here is the core of my argument: hallucinations (or at least a specific kind of

hallucination) are not mere mental imagery contents - as proposed by Dijkstra et al. 2022 -,

they are like dream perceptions. They are convincing and hard to identify because upon

investigation they have the same phenomenological properties as those of wakeful

perceptions. Overlaps between dream states and hallucinations in terms of subjective

descriptions and underlying mechanisms have been identified (Waters et al. 2016). Despite

the need for further evidence, psychotic hallucinations might be understood as the intrusion

of dream-like evidence within wakeful life, perfectly integrated within sensory evidence.

Hallucinations would arise, for instance, from a parallel memory stream of evidence (e.g.

resampling of memory contents actualized as presently lived) interpreted as sensory

evidence.

Of course, in the absence of a physical stimulus, SDT cannot distinguish between a

sample of evidence coming from a “noise” distribution (i.e. lacking internal coherence) and a

sample of evidence coming from a distribution of more complex objects such as dream-like

percepts (Figure 24.A.). As a consequence, the estimated sensory noise (i.e. the spread of

the noise distribution) is inflated (Figure 24.B) resulting in a seemingly liberal criterion (Moritz

et al. 2014) and a decreased sensitivity, which corresponds to what we observe among

patients with schizophrenia.

To conclude on this section, the attempt to explain hallucinations solely in terms of

SDT parameters might miss the variety of hallucination properties (Laroi 2006). In this

sense, bayesian inference theories like the circular inferences (Jardri and Denève 2013) or

other predictive coding accounts (Corlett et al. 2019) might be more promising approaches

to explain levels of complexity of hallucinations. However, as we will see in the next section,

we still have to explain the sense of reality of hallucinations, which might be distinct from

confidence or conviction.
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Figure 24. Distinguishing noise from dream-like evidence. A. Distributions of evidence, in the

speculative case where hallucinations would originate from samples of “dream-like” evidence

(red dashed curve), distinct from sensory noise (solid red curve) B. The red curve, called

Noise’, is the addition of two distributions: Noise and Dream-like evidence. Indeed, according

to SDT categories, in the absence of a physical stimulus, “dream-like” samples of evidence

fall under the label “noise”. Therefore, the noise distribution combines (or confounds) the two

distributions.

4.5. Sense of reality

The analogy between hallucinations and dreams might be useful to elaborate

different categories of hallucinations, in terms of degrees of insight and availability of

reality-monitoring. Before I get into these analogies, a useful distinction to have in mind is

the difference between the “sense of reality”, and “judgment of reality” (Fortier 2018). To get

the flavor of the distinction, consider you are wearing a virtual reality head-mounted display,

and you arrive at the top of a virtual cliff. Despite you “know” it is not real (reality judgment),

and you “know” the ground around you is flat, you might experience some fear (sense of

reality) to dare stepping into the seemingly vertiginous void.

With this distinction in mind, I will propose other thought experiments to try to have a

better grasp on the phenomenological diversity of psychotic states, and the degrees of

insight. I already introduced the “reality puzzlement” state (state A), which is endowed with a

strong sense of reality combined with an impossibility to judge whether the experience is real
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or not. I will now suggest that psychotic states may successively be conceived as a dream

state (state B), a lucid nightmare state (C), and finally a lucid dream state (state D). As

mentioned before, the power of the dream analogy lies in its graspable character, since

anybody already felt an abnormal sense of reality within the dream realm.

State B: In a dream state, one hardly notices the perceptual inconsistencies before

waking up. In Bayesian terms, it is a “weak prior” state: Nothing is surprising. The dreamer is

immersed and believes the situations he finds himself into without questioning. There is

complete adherence to this fantasy world. The dream state is well aligned with the

hypothesis of a deficit of reality monitoring, since one fails to explicitly notice the peculiar

phenomenal properties of non-lucid dream-like experiences compared to those lived in

wakeful life. Often, after awakening from a dream, one recovers the ability to judge the

implausibility of the situations we were immersed in. In other words, if one were lucid, one

would have noticed bizarre features such as the low stability (volatility of environment) of the

dream-like experience, or some other improbable situations (like finding ourselves suddenly

naked on the street), and one would have stopped adhering to it like in the case of

hallucinosis.

State C: In the case of a lucid nightmare, one knows one is dreaming but it does not

prevent the dreamer from feeling endangered and scared by threatening events or agents. In

a sense, the reality-monitoring ability that enables the dreamer to be lucid about the

dream-like nature of the experience is not sufficient to recognize every aspect of the dream

as the mere projection of the mind, hence dangerless experiences. It sounds like a functional

split between a correct judgment of ir-reality, and a persistent sense of reality that is

encapsulated13, i.e. resistant to any top-down strategies. State C is corroborated by several

studies. For instance, auditory hallucination-related distress has been shown to increase

with both the felt reality of hallucinations (Gaudiano and Herbert 2006) and the degree to

which the patients believed they were endangered (Hill et al. 2012), despite them

recognizing these mental events as hallucinations. This result has been found also with

visual hallucinations (Gauntlett-Gilbert and Kuipers 2005) where negative appraisals of

hallucinations (in terms of bad outcome predictions) were correlated with hallucinatory

distress. This “double-awareness state” (Sacks et al. 1974) where patients apparently know

that they are hallucinating but nonetheless feel endangered suggest nested levels of

metacognitive evaluations.

13 referring to Fodor’s modularity of the mind (1983), and corroborated by clinical considerations
(Semerari et al. 2003)
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Toward recovery: entering state D. At the moment of gaining full lucidity in a dream,

the sense of reality falls apart simultaneously with the judgment of irreality. In the case of

psychosis, reaching this state where threatening percepts lose their sense of reality (hence

their distressful character) is part of the process of recovery (Sacks et al. 1974). In this

process, the pernicious aspect of hallucinations might be unraveled by relying on high-level

clues. One might start to query: Who can share these perceptions with me? Do these

perceptions really have causal effects on myself and my physical environment? Another

patient I met told me about the process of believing less and less in his singular perceptions,

or at least becoming agnostic about their origin. He related the following event and

commented on it:

One day, I was in my bedroom, and suddenly I could hear voices, endowed with a

noticeable warmth, an enjoyable tone which sounded welcoming and kind. I wanted to

know who they were so I simply asked “Who are you?”. The voices replied that they were

gods. “What kind of gods?” I asked in return. “Are you Hindu gods? Greek gods?” And still

with their palpable kind presence, they replied that no matter the category, all I needed to

know was that they were gods, and that it meant that they were powerful. In particular,

they could destroy me if they wished. At this point I became very amused by this

interaction, because these words, despite their threatening nature, were pronounced

without any aggressivity. So, I started to tease them: “Hum, so you are so powerful that

you can destroy me? Interesting… Well, let’s try, I want you to destroy me!”. And still with

a confident and kind tone they replied “Well, it is not appropriate to destroy you right now.”

At this point, I laughed, it was not credible. And because it happened several times,

voices saying things without any consequences on the physical reality, I started to

become very skeptical about them. Fascination slowly decreased. To be honest, I don’t

really know what to do with these experiences. At first, I thought I was learning some

deep truths about reality, but now I’m quite critical about them. Maybe they are real but

useless, or maybe they are my own fantasies and so even more useless. It gave me hints

that I should not pay so much attention to it.

This story was simply brilliant. So much critical thinking and resilience. It reminded

me of the movie adaptation entitled “A beautiful mind” that I already mentioned in the

introduction, from the life story of John Nash, the famous mathematician from Princeton who

suffered from schizophrenia. In the original biography which inspired the movie, he was

described as “slightly cold, a bit superior, somewhat secretive” (Nasar 1998), a brilliant and

solitary guy gifted with a very singular way of thinking. John Nash progressively learned how
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to recognize the deceitful character of his delusions, and not to pay too much attention to it,

just as in a lucid dream.

Of note, since John Nash himself criticized the visual hallucinations depicted in the

movie as alien to him14, I was skeptical that such veridical hallucinations could even be

possible. However, my skepticism has decreased after I met Anna. The hallucinated

characters she met were not questioned as unreal because of their complexity and their

internal coherence: they had seemingly a life of their own. Their veridical properties made it

difficult for doubt to arise, like in a dream state. Dream agents become convincing alterities

because of the convincing way they behave as external agents. Therefore, the movie

adaption is still relevant because it provides us with a flavor of “what it is like”15 (Nagel 1974)

to have a realistic hallucination.

The following table (Table 3) summarizes the mental states evoked in this part,

providing phenomenological distinctions for the categorization of hallucinations. The

advantage is to propose different types of hallucinatory mental states, originating from

different processes: Dream-state hallucinations result from a full deficit of reality monitoring;

Lucid-nightmare hallucinations stem from a partial deficit of reality monitoring;

Reality-puzzlement hallucinations (like in the case of Anna) are neither a first-order deficit

nor a second-order deficit, but rather a first-order peculiarity that takes dream-like evidence

as sensory evidence. And finally, lucid dreaming which is ideally the recovery state resulting

from a high-level metacognitive training.

Sense of reality

Yes No

Judgment
of reality

Yes Dream state (state B) (Derealization)

No Lucid nightmare (state C)
Lucid dreaming (state D),

Hallucinosis

Guess Reality-puzzlement (state A)

Table 3. Categorizations of dream states (except for derealization), depending on the felt

sense of reality and the judgment of reality.

15 Of course we don’t have access to the qualia of John Nash, but we do gain an insight of what an
hallucination might look like from a first-person perspective.

14 https://www.youtube.com/watch?v=UiWBWwCa1E0
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5. Limitations

5.1. Theoretical limitations

The claim that local metacognition is relatively preserved among patients

(schizophrenia in our meta-analysis, but also in FCD patients in Bhome et al. 2022)

essentially comes from studies using the meta-d’ framework. However, there are some

limitations inherent to this measure.

First, despite the elegance of the metacognitive efficiency index (M-ratio) which

theoretically controls first-order performance, its formal expression nevertheless contains a

dependence on first-order performance that is counter-intuitive. As mentioned in Box 2, the

formal expression of M-ratio is the following:𝑀𝑟𝑎𝑡𝑖𝑜 =  σ𝑠𝑒𝑛𝑠𝑜𝑟𝑦σ𝑠𝑒𝑛𝑠𝑜𝑟𝑦2  + σ𝑚𝑒𝑡𝑎2
where refers to sensory noise,σ𝑠𝑒𝑛𝑠𝑜𝑟𝑦
and refers to metacognitive noise.σ𝑚𝑒𝑡𝑎

Now, if we plot M-ratios as a function of , for fixed values of , we can seeσ𝑠𝑒𝑛𝑠𝑜𝑟𝑦 σ𝑚𝑒𝑡𝑎
that metacognitive efficiency increases as a function of sensory noise (Figure 25). In other

words, the formal expression of the metacognitive efficiency index inherently contains the

contradictory prediction that a decreased type 1 sensitivity (i.e. higher sensory noise, which

means lower task-performance) leads to an increased metacognitive efficiency, given a

constant level of metacognitive noise. This result has been observed with experimental data

(Bang et al. 2017).

128



Figure 25. Metacognitive efficiency as a function of sensory noise, for different values of

metacognitive noise.

The problem in the context of assessing metacognition among individuals with

schizophrenia is obvious: given that these patients suffer from first-order deficits compared

to healthy controls, the metacognitive efficiency index might have artificially reduced the

magnitude of the metacognitive deficit among this population.

Second, it has been shown that the metacognitive efficiency index is not perfectly

independent from metacognitive bias, in the sense that higher confidence ratings lead to

higher values of M-ratios (Xue, Shekhar, and Rahnev 2021). Again, it is problematic in the

context of the evaluation of metacognition within a population of patients that are known to

be overconfident (Moritz et al. 2014; Hoven et al. 2019). An overall bias of overconfidence

might have also contributed to reducing the magnitude of the metacognitive deficit among

patients with schizophrenia.

Another critical point about M-ratio is its dependency on some parameters of decision

dynamics (Desender, Ridderinkhof, and Murphy 2022). When quantifying metacognitive

efficiency within an evidence accumulation framework, i.e. when taking into account the

dynamics of the decisions, while manipulating the response caution (or the speed-accuracy

trade-off), it has been shown that M-ratio increases with decreasing decision boundaries

(Figure 26).
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Figure 26. Correlation between M-ration and decision boundary. Simulated data showing a

negative correlation between M-ratio and decision boundary. Reprint from Desender et al.

(2022)

This feature of M-ratio might again be problematic when assessing metacognition

within a population of patients that is known to have “Jump to conclusion” (JTC) behaviors

(for a meta-analysis, see Dudley et al. 2016), i.e. committing early in a decision in spite of a

poor amount of evidence. Within an evidence accumulation framework, JTC can be

understood either as an elevated drift rate, an elevated decision bias, or a reduced decision

boundary. All these types of parameter changes would lead to accumulating less evidence

before committing to a decision. Experimentally, the JTC has been linked to an elevated

decision bias in schizophrenia (Limongi et al. 2018), which could in turn be involved in an

artificial elevation of M-ratios (even though not discussed in Desender et al. 2022).

However (and fortunately), under controlled and standardized experimental

conditions with low-level perceptual stimuli (e.g. random-dot kinematogram), none of the

decision parameters including decision boundary were found to differ between patients with

schizophrenia and healthy controls (Faivre et al. 2021), which tends to rule out the possibility

that M-ratios were artificially elevated among patients with schizophrenia.

Last but not least, M-ratio might not even reflect a metacognitive process. Here, we

should return to epistemological considerations about the metacognitive M-ratio measure.

Indeed, I have already mentioned that a confidence rating is strictly speaking a type 2 task

rather than a type 2 process. Therefore, measuring metacognition with a type 2 task

assumes that a type 2 process underlies the type 2 task. However, the initial SDT model for

type 2 responses is a single-process model of confidence, i.e. it does not specify a specific
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processing stream for metacognitive evaluations, and thus it is in principle impossible to

disentangle between the contributions of first-order and second-order processes to the type

2 responses. In these conditions, it has been conceptually demonstrated that controlling for

first-order performance is not sufficient to remove the confound between second-order

sensitivity from first-order sensitivity (Paulewicz, Siedlecka, and Koculak 2020). However,

this criticism might be attenuated by modeling efforts that have shown that a hierarchical

process model of confidence (which is the model presented in Box 2 and discussed in part

2.3.1., with serial sources of noise) outperforms the single-process model (Maniscalco and

Lau 2016). And in particular, the confidence efficiency framework (Mamassian and de

Gardelle 2021) providing a detailed generative model of confidence should make the

confidence efficiency index immune to this criticism.

5.2. Clinical limitations

5.2.1. Samples of patients with schizophrenia are heterogeneous

Most studies included in our meta-analysis made use of the DSM IV (1994-2000) for

the diagnosis of schizophrenia. In the DSM IV, a patient received the diagnosis

schizophrenia in case he or she had at least two symptoms among the following:

1. delusions

2. hallucinations

3. disorganized speech

4. disorganized or catatonic behavior

5. negative symptoms (not expressing any feelings or emotions)

By means of combinatorics, 27 different combinations can be obtained upon these

criteria, involving fairly distinct profiles. For instance, an individual having hallucinations and

delusions is equally diagnosed with schizophrenia as an individual with disorganized speech

and negative symptoms. The DSM IV diagnosis itself can easily explain the great

heterogeneity of patients diagnosed with schizophrenia.

More homogeneity has been gained with the DSM-V (2013) diagnosis, which

requires that at least one of those symptoms is among the following 3:

● delusions

● hallucinations

● disorganized speech
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From this new criterion the number of combinations drops to 12. Yet, the previous

remark about the variety of profiles that fall under the diagnosis of schizophrenia is still valid.

5.2.2. Toward a transdiagnostic approach

As already discussed in the introduction, diagnoses based on a collection of

symptoms might mix distinct etiologies, and in turn the resulting clusters of co-existing

symptoms might blur distinct sources of variation. Rouault and al. (2018) used a

transdiagnostic approach with three self-reported psychiatric dimensions

(Anxious-depression, compulsivity, and social withdrawal) on a large dataset among the

general population (N = 995). They have shown that the variance in local metacognition was

better explained using these psychiatric dimensions compared to any psychiatric diagnosis.

Interestingly, Anxious-depression was found to lower confidence levels and heighten

metacognitive efficiency, whereas the opposite pattern was found for compulsive behaviors.

Since anxious-depression and compulsive behaviors (including intrusive thought in

particular) might coexist within the diagnosis of schizophrenia. Therefore, the specific

combinations of symptoms constituting the diagnosis itself might have masked the relevant

factors contributing to specific metacognitive alterations.

Furthermore, the strength of the transdiagnostic approach to psychosis has already

been demonstrated and replicated with the B-SNIP (Bipolar-Schizophrenia Network for

Intermediate Phenotypes) consortium (Clementz et al. 2016, 2022). Three “biotypes”, i.e.

specific patterns of behavioral and electrophysiological markers have emerged from

machine learning clustering applied to a large dataset, irrespective of the diagnosis (Bipolar,

schizophrenia, schizo-affective). In contrast, the DSM diagnoses explained less variance in

the data. However, some drawbacks regarding the potential application of this method to

diagnosis might be considered. First, assigning a biotype to a patient will be costly and

time-consuming (and sometimes not applicable since it also requires testing first-order

relatives), and second, it might deeply alter the social role of the clinician. Indeed, if the

diagnosis 2.0 relies only on biomarkers, at the dispense of clinically observable symptoms,

the first-person perspective of patients will be informationally irrelevant. The resulting

communication gap in the patient-clinician might need some readjustment to ensure

treatment observance.

6. Metacognitive training

Finally, in chapter 4 we re-assessed the efficiency of a metacognitive training that

was potentially transferable as a remediation strategy for patients, but we concluded the
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inefficiency of the training once confounding factors related to instructions and incentives

were controlled for.

6.1. The explanatory gap

Even though we have provided evidence that local metacognitive training as

proposed by Carpenter and colleagues (2019) was not efficient, we may question the

relevance of such an approach as a potential clinical remediation. Under the framework of

Seow et al. (2021), the metacognitive training we assessed is tapping into the building

blocks of metacognition. Yet, there is a concern from the clinical side (Schnakenberg Martin

and Lysaker 2022) that this approach to metacognition - that is focused only on the

monitoring of the quality of first-order contents (whatever the domain) - might be too narrow

to reach clinically relevant dimensions. It is interesting to note from the correspondence

between clinicians (Schnakenberg Martin and Lysaker 2022) and cognitivists (Seow et al.

2022) the gap in the way metacognition is conceived from both sides. The cognitivist

definition of metacognition is the one outlined in this manuscript, referring to the ability to

monitor the correctness of our decisions in two-choice tasks. From the clinical side, the

definition includes the notions of self-reflexivity, understanding of others, one’s place within a

larger community, and mastery (i.e. the adaptive control of behavior on the basis of the

knowledge about the 3 previous dimensions), which are quantified with the Metacognition

Assessment Scale (MAS, Semerari et al. 2003). As noted by Seow et al. (2022), the core of

the misunderstanding between the two approaches certainly lies in what we consider a

reliable and valid measure. Standardized behavioral tasks have been developed as a

complementary approach to subjective scales and questionnaires that are amenable to

confabulation (Nisbett and Wilson 1977) and to demand characteristics effect (Orne 1962) to

a larger extent. However, in line with Schnakenberg and Lysaker, I would agree that a

low-level metacognitive training in terms of confidence calibration in two-choice tasks, even if

working, would certainly miss the higher-level metacognitive ingredient needed for recovery

(e.g. broader self representations integrating various aspects of one’s life under one

coherent narrative, which should be distinguished from considerations in terms of

domain-generality and task-performance). Of course, the attempt to address high-level

metacognitive problems by tapping into low-level mechanisms is highly relevant under the

hierarchical framework proposed by Seow et al (2022), but dissociations between the two

levels (Bhome et al. 2022) are important clues that theories need to be refined (which is

actually acknowledged by the whole field of visual metacognition, Rahnev et al. 2021, see

Figure 27) and that the present cognitivist approach might miss important leverage elements

for the purpose of clinical recovery.
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Figure 27. Medium- and long-term consensus goals in the field of visual metacognition. In

particular, these objectives include the assessment of more complex metacognitive

evaluations beyond confidence in two-choice tasks and the understanding of the underlying

computations. Reprint from Ranhev et al. (2021)

To conclude on this part, despite no evidence for local metacognition impairment,

high-level metacognitive training tapping directly into explicit beliefs like MERIT and MCT

might still be highly relevant. And it is also interesting to note, regarding the different types of

hallucinations reported above, that recovery might have a very different meaning from one

patient to another. Considering a category of patients who would agree with John Nash that

delusions and hallucinations are “essentially a hopeless waste of intellectual effort”, recovery

would certainly mean receiving an antipsychotic treatment efficiently reducing positive

symptoms (given a reasonable amount of side-effects). However, patients like Anna who

developed affective bounds with hallucinatory characters might have a different clinical goal.

Anna told me with a sad tone that from the moment she took antipsychotic medication,

Stanley was not visiting her anymore. She confessed that she missed him a lot.

It was also interesting to note that most patients I asked the reason why they were

medicated answered were either elusive: e.g. “I had anxiety problems so that I could not

take care of myself anymore”, or explicitly avoided mentioning the schizophrenia category,

e.g. “My psychiatrist thinks I have a schizophrenia disorder, but he’s wrong. Rather, I think I

have a narcissistic personality.”, or “I had drinking problems, I have bipolar disorder, but it

does not mean I am mad”. Should we conclude that these patients suffer from poor insight

into their illness? It is interesting to consider the case of Charles Bonnet syndrome, which

refers to a kind of hallucination with insights occurring in non-psychiatric but visually
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impaired people. It has been reviewed that these hallucinations cause distress, and that

people having this syndrome do not talk easily about these symptoms, fearing being

stigmatized as mad (Menon 2005). Among patients with schizophrenia, the fear of stigma

also exists (Fénelon 2014) and has been associated with the “insight paradox” (Davis et al.

2020): insight is negatively correlated with the quality of life, i.e. gaining insight into their

illness, the quality of life of patients with schizophrenia decreases. Thus, recovery might

have several dimensions that are conflicting with one another, and weighing their importance

in patients’ daily lives is not a trivial issue.

6.2. The need for larger collaborations

The introduction gave only a glimpse of the varieties of existing theories within the

field of research on schizophrenia. Many levels of observation are investigated, from genes

to behaviors, and resulting theories are sometimes difficult to articulate with one another.

And even among the researchers working on the same level, the varieties of methods and

constructs lead to contradicting results and conclusions. Ultimately, the disagreement

mentioned above about what should be called metacognition, how it should be measured,

and most importantly what is the relevant metacognitive element for recovery, reminded me

about considerations from the philosopher of science Thomas Kuhn, in his masterpiece “The

structure of scientific revolutions” (1970). Regarding the history of science, Kuhn identified a

repetitive structure and outlined four stages within each cycle: the pre-paradigmatic phase,

“normal” science, crisis, and revolution.

The pre-paradigmatic phase refers to a phase where there are no shared theories,

concepts and methods. Scientists have different background assumptions, and do different

kinds of measurements. As a consequence, they never really know whether they are all

talking about the same thing, and it makes collaborations very difficult. Rather, everyone is

pursuing their own ideas. Eventually, agreement is reached upon a paradigm (theories,

concepts, and methods) that enable substantial progress. At some point, scientists are not

critical anymore about the paradigm itself and even take it for granted: this is the sign that

we have reached the “normal” science phase. Every scientist trusts the paradigm and tries to

solve scientific questions within the rules of the paradigm. Anecdotal anomalies consisting of

incongruences between predictions and observations are dismissed. But if the paradigm fails

to give a proper account for a growing number of anomalies, then scientists become critical

about it, which is the signature of a scientific “crisis”. In the end, a scientific “revolution”

occurs when a new paradigm endowed with more explanatory power is found.
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Regarding this structure, we might best describe the current state of scientific

research on metacognition in schizophrenia as “pre-paradigmatic”. In order to conceive an

integrative theoretical framework and to reach common agreement upon concepts, methods,

and goals, we need to foster interdisciplinary collaborations combining the first-person

perspective of patients and the third-person perspectives of both clinicians and cognitivists,

much like the “Hearing The Voice” project did (https://www.dur.ac.uk/hearingthevoice/). In
this regard, we might also be inspired by the recent initiatives from Dobromir Rahnev - e.g.

the creation of a large database for confidence experiments (Rahnev et al. 2020), and the

call for an agreement upon consensus goals (Rahnev et al. 2021) - who provided substantial

efforts to make the field of metacognition reach the status of normal science.
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Conclusion

In this thesis, we have provided evidence that local metacognition, construed as the

ability to monitor one’s decisions’ correctness in two-choice tasks on a trial-by-trial basis,

was relatively preserved in the perceptual and the memory domains among patients with

schizophrenia. In particular, we have highlighted the importance of controlling for first-order

performance to assess the specificity of metacognitive abilities. We discussed the possibility

that overconfidence in errors might result from first-order deficits, much like we would expect

in the case of a Dunning-Kruger effect. On the basis of these results together with

phenomenological reports of hallucinations, I also discussed the paradoxical possibility that

source- and reality-monitoring might be preserved in some very specific cases of

hallucinations. As already suggested 30 years ago, different metacognitive deficits might

lead to different types of hallucinations (Bentall 1990), and a model integrating this hierarchy

of metacognitive evaluations is still missing. Theoretical advances are needed to better

understand how the hierarchy of metacognitive processes might interact with one another,

ultimately explaining the varieties of hallucinations and improving treatment research.
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Appendices 

1. Supplementary information for project 1 (Meta-analysis) 

 

Supplementary methods 

Rouy, M., Saliou, P., Nalborczyk, L., Pereira, M., Roux, P., & Faivre, N. (2021). Systematic review and meta-analysis of metacognitive 

abilities in individuals with schizophrenia spectrum disorders. Neuroscience & Biobehavioral Reviews, 126, 329-337. 

 

Search strategy: In Scopus, we retrieved results from both “documents” and “secondary 

documents” tabs. 

Data selection: to ensure mutual agreement, MR and PS iteratively performed consistency checks 

on 20 randomly selected studies prior to the selection process, until they reached 90% of 

agreement. The selection process consisted in the application of the inclusion criteria from the 

PICO scheme following a two-step process, first on the basis of title and abstract, and then on 

full-text. The raters were blind to each other’s decisions. The first step resulted in a total of 192 

disagreements, which were resolved on the basis of information from the abstracts. The raters 

commented and double-checked each conflicting judgement until an agreement was reached. 

The same strategy was used for resolving the disagreements in the full-text selection.  

Data extraction: when scores of interest were reported separately across variables irrelevant for 

our purpose, we computed weighted means and pooled standard deviations. In studies reporting 

several experiments from the same sample, we computed mean scores and pooled standard 

deviations, resulting in one score for each variable of interest per study. On the contrary, studies 

reporting scores from different population samples were considered as if they were independent 

experiments.  

Clinical scores: Brief Psychiatric Rating Scale (BPRS), Scale for the Assessment of Positive 

Symptoms (SAPS) and Scale for the Assessment of Negative Symptoms (SANS) scores were 

transformed into PANSS equivalent scores according to the recommended formulae (Leucht et 

al., 2013; van Erp et al., 2014). We had further pre-registered the extraction of confidence bias 
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(mean confidence), depression, insight, psychosocial functioning scores, and brief psychosis 

episode, but did not proceed due to too few studies reporting them (N = 7, N = 4, N = 6, N = 5, 

and N = 7, respectively). 

Formulation of the meta-analytic model: 

Let ES be the observed effect sizes: 

ESi ∼ Normal(μi, σi) 

μi = α + αstudy[i] 

α ∼ Normal(-0.3, 1) 

αstudy[i] ∼ Normal(0, τ) 

τ ∼ Half-Cauchy(0.1) 

Where μi indicates the effect size of study i, and σi² is the known variance of the effect in study i. 

α is the intercept parameter of the model (the average effect size in the population). We chose a 

random-effect model rather than a fixed-effect model as the distributions of effect sizes are 

expected to be heterogeneous for metacognition in schizophrenia. Because metacognitive deficit 

in schizophrenia is commonly described, we specified a mildly informative prior corresponding to 

a metacognitive deficit with small to medium effect-size, and τ² is the between-studies variance, 

provided with a mildly informative prior. Because studies with multiple experiments were rare (4 

in total), we could not add experiment in addition to study as a random factor in our model.  

Computation of the effect sizes (Hedge’ g): 

Effect sizes were computed as Hedge’s G with the R package esc (Lüdecke, 2018) using the 

procedure given in Borenstein et al. (2010) as follows: 

 

where J is the correction factor to achieve an unbiased estimator, defined as: 
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meanp is the average meta-performance reported for the patient group of size np, and meanc is 

the average meta-performance reported for the control group of size nc. 

sdpooled is the pooled standard deviation within both groups: 

 

with sdp the standard deviation of the meta-performance reported for the patient group, and sdc 

the standard deviation for the control group. 

Finally, the variance of g is defined as: 

  

To assess the extent to which metacognitive performance was contaminated by first-order 

performance in studies which did not control for it, we fitted a meta-regression model identical to 

M1 with the z-scores of first-order performance as an additional continuous regressor. Based on 

the literature (Faivre et al., 2020), we specified an informative Gaussian prior (m = 0.56, sd = 

0.24) for the slope of the meta-regression. 

Risk of bias: The risk of bias regarding selection, comparability and outcome was assessed in 

parallel by two raters (MR and PS) and intraclass correlation (ICC) scores of agreement were 

computed with the R package irr (Gamer et al., 2012) 

Supplementary results 

We assessed whether our selection of studies contained any extreme effect size values via a 

leave-one-out sensitivity analysis, which computes the effect sizes for each fold of n-1 studies, 

with n the total number of selected studies. This analysis revealed a strongly deviant study driving 

the overall effect size 4 standard deviations above the mean (Fig S1). This study was therefore 

excluded. 
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Figure S1: Effect size for each fold of n-1 studies. The horizontal red solid line indicates the 
average effect size, the dashed red line is four standard deviations above the mean. The vertical 
grey dashed line points to the deviant article, which has been excluded from our analysis. 
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Figure S2: Forest plot of the metacognitive deficit in schizophrenia including the outlier study. Left: 
Authors with publication year; Middle: posterior distribution of the effect size; Right: mean and 
95% CrI of the posterior distribution. The summary effect size is displayed on the last row: the 
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solid vertical grey line is centred on zero (i.e., equivalent metacognitive performance between 
groups), and the dashed vertical lines depict the boundaries of the 95% CrI. 

 

 

 

Correspondence between effect sizes and metacognitive measures 

 

To get a sense of how effect sizes translate into differences in measures of metacognitive 

performance, we provide the correspondences between the two in table S1.  

  

Metric sample Group Difference 

(patients – controls) 

g Effect Size 

confidence gap (%) 8 -15.64 -0.61 

KCI (%) 9 8.06 0.60* 

M-ratio 5 -0.04 -0.05 

Table S1 : Values of the principal measures of metacognition (i.e. M-ratio, confidence gap, KCI : 
Knowledge Corruption Index) and the corresponding g effect sizes. 
* By construction, a metacognitive deficit in patients results in a positive KCI, whereas other 
metrics such as Confidence gap and M-ratio return negative values. Therefore, we homogenized 
these metrics by reversing the sign of KCI. 

Robustness analysis 

To assess the influence of our choice of prior on effect size estimates, we re-ran the model M1 

with a set of different priors α varying in mean and SD (Fig.S3). Except for very informative priors 

(SD = 0.1), results were robust to prior variations, in support of our main findings. 
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Figure S3: Metacognitive deficit effect size estimated by M1 with priors α varying in means (x-
axis) and SDs (0.1: red; 1: green; 3: cyan; 10: purple).  

The analysis of the moderating role of first-order performance was motivated by a significant 

moderation factor (Qbetween = 8.41, df = 1, p = .0004), which means that the effect size was 

related to the control of first-order performance. Regarding subgroup analyses, I² for the non-

controlled and controlled sub-groups were 0.65 and 0.65, corresponding to a reduction of 1.52% 

compared to I² across all studies. Q-statistic remained significant for the non-controlled and 

controlled sub-groups. We assessed the influence of performance-matching with a model 

identical to M1 including performance-matching as an additional binary predictor, with a Gaussian 

prior centered on -0.3 (SD = 1). 

To examine the correlation between cognitive and metacognitive deficits among studies which 

did not control for first-order performance between groups, we performed a meta-regression by 

adding the standardized cognitive deficit as a continuous predictor to the model M1. On the basis 

of a previous study (Faivre et al., 2020), we specified a Normal prior with mean = 0.56 and SD = 

0.24 for the slope parameter (the value of 0.24 corresponded to 0.1 before standardization). The 

mean slope value was b = 0.15, 95% CrI [-0.003,   0.30], with 97.3% of the slope estimates above 

0, and very strong evidence in support of our hypothesis for a positive relationship between 

cognitive and metacognitive deficits (BF10 = 36). Although a prior with SD = 0.24 is quite 

informative, the robustness analysis revealed stable patterns for a prior with mean = 0.56 (Fig.S5). 
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Figure S4: Meta-regression of the metacognitive deficit as a function of the cognitive deficit for 
studies which do not control for first-order performance. Each data point corresponds to one study 
(N = 33). 

Robustness analysis 

 

Figure S5: Slope estimates for the relationship between cognitive and metacognitive deficits 
under priors varying in means (x-axis, 0.73 and 2.44 corresponding to 0.3 and 1, respectively, 
after standardisation) and SDs (0.24: red; 2.44: green; 24.37: blue, corresponding to 0.1, 1, 10, 
respectively, after standardisation). The vertical red dashed line indicates the prior’s mean value 
specified in our analysis.  

Regarding metacognitive deficits across cognitive domains, I² for the memory, perception and 

other domain sub-groups were 0.52, 0.64 and 0 respectively, corresponding to a reduction of 
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21%, 3%, and 100% compared to the global analysis. Q-statistic remained significant for the 

memory and perception sub-groups. We performed a sub-group analysis with a weakly 

informative prior with mean = -0.3, and SD = 1 for the effect of cognitive domains. We found 

extremely strong evidence supporting a greater influence of memory vs. perception studies on 

the metacognitive deficit (m = -0.38, 95% CrI [-0.66, -0.09], BF10 = 203). This pattern was even 

more pronounced when memory was compared with other domains (social and agency; m = -

0.49, 95% CrI [-0.83, -0.12], BF10 = 182).  

Finally, we performed meta-regressions between the metacognitive deficits and clinical variables, 

with a prior of mean 0 and SD = 1. Contrary to what we had predicted, none of these meta-

regressions revealed conclusive evidence (Figure S6)    

    

Figure S6: Meta-regressions of the metacognitive deficit with PANSS total scores (A), PANSS 
positive scores (B), PANSS negative scores (C), and antipsychotic dosage (D).The x-axes 
represent the posterior estimates for the slope parameter. Posterior and prior distributions are 
depicted in dark gray and light gray, respectively. 

Similar results were found between first-order cognitive deficits and clinical features (Fig. S7) : 

BF01 = 1.08 for PANSS total scores (N = 35), BF01 = 1.55 for PANSS positive scores (N = 32), 

BF01 = 1.20 for PANSS negative scores (N = 33), BF01 = 0.98 for pharmacological treatment (N = 

20). 
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Figure S7: Meta-regressions of the cognitive deficit with PANSS total scores (A), PANSS positive 
scores (B), PANSS negative scores (C), and antipsychotic dosage (D). The x-axes represent the 
posterior estimates for the slope parameter. Posterior and prior distributions are depicted in dark 
gray and light gray, respectively.  

 
Effect size of confidence bias 

Although we had preregistered to compare average confidence per group, the scarcity of these 
data in our selection prevented us from performing these analyses. However, confidence bias is 
worth considering given the large literature on error detection in schizophrenia. The best analysis 
we could do with the current dataset was to compare the average confidence estimations of 
patients versus controls in a subset of 7 studies. At odds with the literature, we found a confidence 
bias taking the form of underconfidence in patients, though with a small effect size (g = -0.14, 
95% CI [-0.4, 0.01], BF10 = 8.05) (see Figure S8). Of note, this effect may be explained by a lower 
first-order performance among patients, which mitigates this finding. We now mention it in the SI.   
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Figure S8: Forest plot of the confidence bias in schizophrenia. Left: Authors with publication year 
and sample sizes; Middle: posterior distribution of the effect size; Right: mean and 95% CrI of the 
posterior distribution. The summary effect size is displayed on the last row: the solid vertical grey 
line is centred on zero (i.e., equivalent metacognitive performance between groups), and the 
dashed vertical lines depict the boundaries of the 95% CrI. 

 

Risk of bias 

The risk of bias was assessed using the Newcastle Ottawa Scale. The total ICC score (two way 

model, agreement type, single unit) revealed an average agreement between the two raters (MR 

and PS) of 0.55 according to interpretation schemes given by Koo & Li (2016). We then targeted 

the studies for which there were more than two divergences out of nine between the two raters. 

The six studies which reached this criterion were assessed again by two others raters (NF and 

PR). For these six studies, the final NOS score was obtained by averaging the scores given MR, 

PS, NF and PR. 
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About half of the studies included in this meta-analysis were rated as poor according to the 

interpretation scheme (Table S2) provided by the Newcastle Ottawa Scale  (Fig. S9-10). 
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Figure S9: NOS quotation for each article included in the present meta-analysis 

Quality \ Domain Selection Comparability Outcome 

Good 3 or 4 * 1 or 2 * 2 or 3 * 

Fair 2 * 1 or 2 * 2 or 3 * 

Poor 0 or 1 * 0 * 0 or 1* 

 
Table S2 : Correspondence between the NOS score and quality rating (Poor, Fair, Good), 
according to the NOS official recommendations 

 

 

Figure S10 : The nine NOS items are presented on the x-axis: 1: Case definition adequacy, 2: 
Case representativeness, 3: Control selection, 4: Definition of controls, 5: Control for first-order 
performance between groups, 6: Control for Age/QI between groups , 7: Computerized protocol, 
8: Same protocol for both groups, 9: Non-response rate. The y-axis represents the total number 
of articles which were granted a point for each NOS item.  
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Supplementary Discussion  

The same research group (hereafter Group A) contributed a large number of selected studies (n 
= 19). To assess whether this could have influenced our results, we ran an exploratory analysis 
comparing the amplitude of the metacognitive deficit between studies led by Group A vs. other 
groups. As Group A’s studies are all non-controlled studies regarding first-order performance, we 
restricted the analysis to this category to get a meaningful comparison. The results reveal that 
metacognitive deficits estimated by Group A are of larger magnitudes (BF10 = 48.71, see Figure 
S11). 
 

 
Figure S11: Posterior distributions of the metacognitive deficit among non-controlled studies. Dark 
gray: Group A, Light gray: Other research groups. The dotted line represents the prior distribution, 
vertical dashed lines the mean posterior values, and the horizontal bars the 95% CrI. 
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Table S3: Summary of clinical data for each study (PANSS total, PANSS positive, PANSS 

negative, chlorpromazine equivalent and diagnostic tool). 
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2. Supplementary information for project 2 (Assessment of 
metaperceptual and metamemory abilities) 

 
Supplementary Information 

 
Preprint on medrxiv : 
Martin Rouy, Michael Pereira, Pauline Saliou, Remi Sanchez, Wassila el Mardi, Hanna Sebban, Eugenie Baque, 
Perrine Porte, Childeric Dezier, Vincent de Gardelle, Pascal Mamassian, Chris Moulin, Clement Donde, Paul Roux, 
and Nathan Faivre. (2023). Confidence in visual detection, familiarity and recollection judgements is preserved in 
schizophrenia spectrum disorder. https://doi.org/10.1101/2023.03.28.23287851  

Methods 

Participants 

Optional bayesian stopping rule: 
As per our preregistered plan, we sought to include 50 patients and 50 healthy controls, or to stop 
the recruitment whenever moderate evidence for the presence (BF > 3) or absence (< 0.33) of a 
specific metacognitive impairment among individuals with schizophrenia indicated by an 
interaction between group and task-domain on metaperformance. It turned out that our 
preregistered evidence thresholds were already exceeded when we fully inspected the data for 
the first time (Figure S1). 
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Figure S1. Bayesian sequential analysis of the interaction between task and group on 
metaperformance for each contrast: Visual detection vs Familiarity in blue, Visual detection vs 
Recollection in light blue, Familiarity vs Recollection in gray. Bayes Factors < ⅓ for the contrast 
between meta-familiarity and meta-recollection are evidence for an absence of a specific deficit 
in memory tasks. 
 

Exclusions 

Visual inspection led to participant exclusion in the following situations: 1) a pattern of first-order 
performance resulting from a strong response bias, revealed by high (resp. low) and stable first-
order performance across all tasks for all non-null stimulus strength, and low (resp. high) 
performance across all tasks in catch trials (i.e. null evidence), strongly suggesting that those 
participants did not do the task properly; 2) no variability in confidence judgments (leading to the 
impossibility to compute indices of metacognitive performance). Accordingly, we excluded 3 
patients with extreme values of criterion as well as weak sensitivities across all tasks; 3 control 
participants with a ceiling effect on confidence ratings (i.e. no variance in their responses); one 
patient due to the misuse of the confidence scale, revealed by a bimodal distribution of confidence 
ratings.  

Recruitment procedure 
Patients were recruited from community mental health centers and outpatient clinics in Versailles 
and Grenoble and were included if they met the criteria for a diagnosis of schizophrenia or 
schizoaffective disorders according to the DSM-5 during a diagnostic interview. Healthy 
volunteers between 18 and 65 years old were recruited from the general population, matched to 
the patients for age, gender, and education. All participants had normal or corrected-to-normal 
vision. Exclusion criteria for both groups comprised an estimated IQ (from Wechsler Adult 
Intelligence Scale IV matrix subtest1) strictly lower than 2 standard deviations below the mean of 
the general population; substances or alcohol dependence within the past 6 months and current; 
or prior history of untreated significant medical illness or of neurological illness. The control group 
was screened for current psychiatric illness during a diagnostic interview and participants were 
excluded in case they met criteria for any mental disorders according to the DSM-V. 

Clinical and neuropsychological evaluation 

We used the French National Adult Reading Test2 to assess premorbid IQ, and the matrix 
reasoning subtest from the WAIS-IV to exclude participants scoring lower than two standard 
deviations below the mean of the general population.  

Stimuli 
Using a 2-D Fourier Transform, the phase of each face image was randomized to create random 
noise backgrounds with spatial frequencies identically distributed. This noise background was 
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grayscaled (familiarity and visual detection task) or presented in blue or red to provide contextual 
information (recollection task). Luminosity was balanced between blue and red noise 
backgrounds using the following formula: L = 0.30*R + 0.59*G + 0.11*B. (where R, G and B stand 
for the blue, green and red channels). 
 

Randomization 

Within each trial, the sequence of faces during the encoding phase was pseudo-randomized 
regarding gender and background color to get 2 male faces and 2 women faces (hence 6 
combinations possible), 2 blue and 2 red backgrounds (6 combinations), totalizing 36 possible 
combinations. Participants were asked to provide confidence judgments only in session 2. 

Structure of the experiment 

The rationale behind the split into two sessions is the following: a pilot study had previously 
demonstrated that individual performances were similar between familiarity and recollection 
tasks. Thus, the first session of the experiment started with the assessment of familiarity and 
recollection performance for each lag. In order to match perceptual performance on memory 
performance, we determined a visual psychometric curve from which we selected perceptual 
intensities corresponding to the memory performances obtained previously (see Figure S2 D.).  

The first session had three parts, in the following order: 1) 5 blocks of 40 memory trials (familiarity 
and recollection condition randomly interleaved), 2) 35 trials in the visual detection task with a 
1up/2down staircase procedure to determine the 71% detection threshold, and 3) 3 blocks of 80 
trials in the visual detection condition, with 10 contrast levels relative to the detection threshold 
(relative intensities: [0, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5]). A psychometric curve was fitted 
for each participant (see Figure S2 A., B, C.). 

To match perceptual performance with memory performance, we used the psychometric curve 
obtained from the end of session 1 as follows: for each perceptual trial in session 2, we selected 
the stimulus intensities corresponding numerically to the minimum and maximum of memory 
performance. Adding two equidistant performance levels between the minimum and maximum, 
we obtained four contrast levels to map with the four memory stimulus strengths (or lags), in terms 
of resulting performance (see Figure S2 D.). 
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Figure S2. Experimental procedure for performance-matching. A. Memory performance obtained 
from one participant, during session 1. Memory performances to be matched by perceptual 
performance were computed at this stage for each stimulus strength. To ensure a wide range of 
performance, we took the minimum performance at Lag 4, the maximum performance at Lag 1, 
and equidistant values for Lag 2 and Lag 3. B: Visual detection staircase from one participant, 
during session 1. C: Psychometric curve obtained from one participant, during session 1. D. 
Illustration of the performance-matching procedure for one subject. Perceptual intensities were 
determined from memory performance measured in session 1 projected onto the individual 
psychometric curve, and updated online during session 2. 

Bayesian analysis: prior specification 

Priors were defined as follows: 
We defined weakly informative Gaussian priors in the direction of a lower task performance for 
patients compared to controls (mean = -0.5, SD = 1); equivalent accuracy across the three tasks 
for patients (mean = 0, SD = 1) as well as for healthy controls (mean = 0, SD = 1); increased 
accuracy for higher stimulus strength (mean = 0.5, SD = 1); a positive regression slope of 
accuracy as a function of confidence for control participants, which served as baseline 
metacognitive performance (mean = 0.5, SD = 1), a metacognitive deficit among individuals with 
schizophrenia (lower regression slopes for patients compared to healthy controls: interaction 
confidence * group, mean = -0.1, SD = 1). Due to the absence of evidence for a specific 
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metacognitive impairment among individuals with schizophrenia (studies controlling for first-order 
performance across multiple domains), the prior for the double interaction confidence * group * 
task was centered on 0 (mean = 0, SD = 1). 

Response times 
Response times were log-transformed and modeled with a bayesian linear mixed-effects 
regression, with accuracy (binary categorical variable: correct or incorrect), standardized 
confidence (continuous variable), group (binary categorical variable: controls vs patients), 
evidence (ordinal variable with 4 levels, i.e. a common scale for memory lag levels and perceptual 
contrast levels. Stimulus strength is symmetrical to difficulty), task (categorical variable: 
perception, familiarity, recollection) as fixed effects, and a full random effect structure. 
 
Formula: 
log(RT) ~ accuracy * confidence * group * task * evidence  

+ (confidence*task*evidence | participant)  (2) 
 

Based on Faivre and colleagues3, we expected to replicate the following effects on response 
times:  longer response times for patients compared to healthy control participants, shorter 
response times for correct vs. incorrect responses, a negative correlation between response times 
and confidence, a lower link between response times and response correctness among 
individuals with schizophrenia compared to healthy controls, a lower link between response times 
and confidence ratings among individuals with schizophrenia compared to healthy controls. 
According to these predictions, we defined the following Gaussian priors: shorter response times 
for correct vs. incorrect responses (mean = -0.1, SD = 1), longer response times for patients 
compared to healthy control participants (mean = 0.1, SD = 1); similar response times across the 
three tasks for patients (mean = 0, SD = 1) as well as for healthy controls (mean = 0, SD = 1); 
shorter response times for higher stimulus strength (mean = -0.1, SD = 1); a negative correlation 
between response times and confidence ratings (mean = -0.1, SD = 1), a lower link between 
response times and accuracy among individuals with schizophrenia compared to healthy controls 
(mean = 0.1, SD = 1), and a lower link between response times and confidence ratings among 
individuals with schizophrenia compared to healthy controls (mean = 0.1, SD = 1).   

Domain-generality of metacognition 
 
To assess whether metacognitive performance correlated across tasks while avoiding spurious 
correlations due to group-level shrinkage in hierarchical models, independent generalized mixed 
models were conducted for each subject and each task (i.e. 3 models per subject) as follows:  

accuracy ~ confidence * evidence       (3) 
 
Under the assumption of a domain-general architecture of metacognition4, we expected pairwise 
task metaperformance correlations. According to the disconnection hypothesis in schizophrenia5, 
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we expected lower pairwise task-metaperformance correlations among individuals with 
schizophrenia compared to healthy controls. 
 

Correlation with clinical scores 

Robust linear regressions were performed to explore the correlations between individual 
metacognitive performance (indicated by regression slopes between accuracy and confidence) 
and 1) demographic and neuropsychological scores (age, education level, premorbid IQ, 
depression (CDS), and WAIS matrix subtest standardized score), 2) clinical scores (only for 
patients: PANSS positive, negative and disorganization scores, cognitive insight (BCIS) and 
subjective cognitive functioning (SSTICS total and working memory scores).  

Results 

First-order performance 
 

 
Table S1. 
 
Plausible explanation of imperfect intra-individual performance matching: 
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Figure S3. Reproduction of Figure S2 D., with an additional dashed psychometric curve 
rightward shifted compared to the solid curve, that would result from a contextual effect of high-
contrast memory stimuli embedded within low-contrast visual detection stimuli during session 2. 

Logistic regressions 
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Figure S4: Accuracy as a function of standardized confidence, by group, task (columns), and 
stimulus strength (rows). Points and error bars indicate average accuracy and standard error of 
the mean, respectively, computed for each confidence bin. Solid lines and shaded areas 
represent model fit mean and 95% confidence interval, respectively. 

Response times 
On average, patients were slower to respond compared to healthy controls (0.19 [0.07, 0.31], BF 
= 257). Response times were shorter for correct responses compared to incorrect responses 
among individuals with schizophrenia (-0.08 [-0.10, -0.05], BF = 8000) and control participants (-
0.23 [-0.26, -0.20], BF = 8000). However, correctness was less predictive of response times 
among patients compared to healthy controls, as indicated by the very strong evidence for the 
‘correctness * group’ interaction (0.15 [0.11, 0.19], BF = 8000).  
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Response times were negatively correlated with confidence in both groups (patients: -0.19 [-0.24; 
-0.14], BF = 8000; controls: -0.21 [-0.24, -0.18], BF = 8000), meaning that participants were longer 
to respond when less confident, regardless of the group (as indicated by the weak and 
inconclusive ‘confidence * group’ interaction: 0.02 [-0.04, 0.07], BF = 2.44). However, the strength 
of the link between response times and confidence was higher among controls compared to 
individuals with schizophrenia for correct responses, but not for incorrect responses (Figure S5, 
‘confidence * group * correctness’ double interaction: 0.08 [0.04, 0.13], BF = 614). 

 
Figure S5: Response times (log-transformed) regressed on standardized confidence for incorrect 
responses (left panel) and correct responses (right panel). Points, size of points, and error bars 
indicate means, averaged number of individual trials, and standard errors, resp.; solid lines and 
shaded areas represent model fit means and 95% CrI, resp.  
 
In both groups of participants, response times for correct responses were longer in the visual 
detection task compared to the familiarity task (Patients: -0.18 [-0.25, -0.12], BF = 8000, Controls: 
-0.16 [-0.21, -0.10], BF = 8000) and compared to the recollection task (Patients: -0.05 [-0.11, 
0.02], BF = 6.71, Controls: -0.04 [-0.10, 0.02], BF = 6.71)(Figure S6). 
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Figure S6: Log-Response times (only for correct responses) as a function of stimulus strength, 
for each tack and group. Points and error bars indicate average accuracy and standard error of 
the mean,  respectively; solid lines and shaded areas represent model fit mean and 95% CrI, 
respectively. 

Domain-generality 
Interestingly, contrary to the notion that metacognition obeys domain-general rules, we found no 
pairwise correlations between indices of metacognitive sensitivity across tasks (Figure S7; 
Perception - Familiarity: estimate = -0.16, std err. = 0.37, statistic = -0.45, p = 0.65, BF = 0.36; 
Recollection - Familiarity: estimate = 0.08, std err. = 0.11, statistic = 0.69, p = 0.49, BF = 0.40; 
Recollection - Perception: estimate = -0.07, std err. = 0.27, statistic = -0.26, p = 0.79, BF = 0.33)). 
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Figure S7: Pairwise task-metaperformance correlations. Dots represent individual regressions 
slopes (accuracy regressed on confidence). Solid lines and shaded areas represent the 
correlational fits, and standard errors, resp.  

Correlation with clinical scores 
Among patients, metacognitive performance tended to be positively correlated with cognitive 
insight scores (estimate = 0.03, std err. = 0.02, t = 1.75, p = 0.08, BF = 1.08), and was negatively 
correlated - yet with inconclusive evidence - with PANSS disorganized symptoms (estimate = -
0.05, std err. = 0.02, t = -2.43, p < 0.05, BF = 1.09) and with PANSS negative symptoms (estimate 
= -0.04, std err. = 0.02, t = -2.23, p < 0.05, BF = 0.72). Other clinical scores - PANSS positive 
symptoms and subjective cognitive functioning (SSTICS) - were not correlated with metacognitive 
performance (Figure S8). 

 
 
Figure S8: Metacognitive scores regressed on clinical scores among patients. Dots are individual 
regression slopes averaged across the three tasks. BCIS: Beck Cognitive Insight Scale; PANSS: 
Positive And Negative Symptoms in Schizophrenia, SSTICS WM: Subjective Scale To Investigate 
Cognition in Schizophrenia: Working Memory score. 
 
Among demographic and neuropsychological variables, only the WAIS matrix subtest scores 
were correlated with metacognitive performance (Figure S9, estimate = 0.09, std err. = 0.03, t = 
3.13, p < 0.01, BF = 415).  
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Figure S9: Metacognitive scores regressed on demographic data and neuropsychological scores 
(all participants). Dots are individual regression slopes averaged across the three tasks. 
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3. Supplementary information for project 3 
(Electrophysiological markers of confidence) 

Supplementary information 

Rouy, M., Roger, M., Goueytes, D., Pereira, M., Roux, P., & Faivre, N. (2023). Preserved 
electrophysiological markers of confidence in schizophrenia spectrum disorder. Schizophrenia, 9(1), 12. 

1. Relationship between confidence and confidence history 

Consistently with Zheng and colleagues (2022), we applied the following model: 

confidence ~ accuracy * group * (RT + confidence history) + (accuracy + RT + conf history| suj) 

where confidence history is the confidence averaged over the five trials prior to the current 
decision. 

We found a main effect of RT (Estimate = -0.29, 95%CI [-0.36, -0.23], evidence ratio = 16000), 
and a main effect of confidence history (Estimate = 0.25, 95%CI [0.18, 0.32], evidence ratio = 
16000). We still found an interaction effect between RT and group on confidence level (Estimate 
= 0.11, 95%CI [0.01, 0.21], evidence ratio = 28.8) indicating that confidence was less correlated 
with response times among patients compared to control participants. However, there was no 
interaction between history of confidence and group on confidence (Estimate = 0.04, 95%CI [-
0.09, 0.18], BF01 = 11.8) indicating that the result obtained by Zheng and colleagues did not extend 
to our perceptual task (Figure S1).  
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Figure S1: Standardized confidence as a function of standardized confidence history. Dots 
represent averaged data and lines are regression fits. Control participants are depicted in green, 
and patients with SSD in red. Error bars represent 95%CI.  
 

2. Time-Frequency analysis 
Time-frequency analyses were conducted with the EEGLAB toolbox (v2021.0, EEGLAB, Delorme 
and Makeig 2004). We used a wavelet decomposition of 165 linearly spaced complex-valued 
Morlet wavelets ranging from 4 Hz (3 cycles) to 45 Hz (16.875 cycles), For every trial, the EEG 
signal between -500 ms and 1000 ms after the movement onset was convolved with each Morlet 
wavelet. We then compared the average magnitude of each condition in the log-domain. 
 

Analysis of confidence for correct trials 

Below, we show the time-frequency representation of the confidence contrast between high 
versus low confidence in correct responses (where high and low categories are determined by a 
median split of confidence for each participant) for control participants and patients with SSD. We 
then conducted t-tests to compare the power of each frequency at each time sample between the 
two groups, while applying False-discovery rate (fdr-) correction for multiple comparisons. No 
effect of group resisted this correction with a corrected alpha level of 0.05.  
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Figure S2: Time-frequency representations. Confidence contrasts (high versus low) for controls 
(upper left panel) and patients (upper right panel). Diagram of p-values adjusted for multiple 
comparisons (fdr-correction) between controls and patients (bottom panel). All adjusted p-values 
are > 0.05. Dashed red lines delimitate the time window where a significant main effect of 
confidence on EEG amplitude was found in the cluster analysis reported in the manuscript. 
 

Analysis of correctness  

We conducted the same time-frequency analysis for the contrast between correct and incorrect 
responses for control participants and patients with SSD but again found no significant differences 
after correcting for multiple comparisons. 
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Figure S3: Time-frequency representations. Accuracy contrasts (correct versus incorrect) for 
controls (upper left panel) and patients (upper right panel). Diagram of adjusted p-values adjusted 
for multiple comparisons (fdr-correction) between controls and patients (bottom panel). All 
adjusted p-values are > 0.05. Dashed red lines delimitate the time window where a significant 
main effect of correctness was found in the cluster analysis reported in the manuscript. 
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4. The Dunning-Kruger effect is not a statistical 
artifact 

Krueger and Muller (2002) proposed an alternative interpretation to the Dunning-Kruger 
effect: the same pattern of results is obtained from the combination of a regression to the mean 
effect (see Box 3 for an illustration), together with a better-than-average effect.  

To arbitrate between the two explanations (a true deficit versus a statistical artifact), 
Gignac and Zajenkowski (2020) proposed to assess the data in terms of heteroscedasticity and 
non-linearity.  

Nonlinearity: If the Dunning-Kruger effect depends on task-performance, it involves that 
the magnitude of the correlation between self-assessed ability and objectively measured ability 
increases with task-performance. Therefore, we should predict a non-linear relationship between 
task performance and self-assessments, see Figure A1 for an simulated illustration of the 
expected pattern). 

Figure A1. Simulation of self-
assessments with a nonlinear relationship with actual scores. If the Dunning-Kruger effect 
depends on task-performance, the gain in accuracy of self-assessments is expected to be non-
linear. 

Heteroscedasticity: If the Dunning-Kruger effect really depends on task-performance, 
individuals with lower task-performance should have more difficulty to judge their ability, which 
means that the dispersion of the regression residuals (i.e. degree of misprediction) should 
decrease as a function of task-performance. It leads to the prediction that the residual variance 
of the regression should be significantly heteroscedastic (see Figure A2 for an simulated 
illustration).  
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Figure A2. Expected heteroscedastic 
residuals (i.e. decreasing dispersion as a function of task-performance) in case the Dunning 

Kruger effect depends on task-performance. 

Gignac and Zajenkowski (2020) tested these two hypotheses on a large sample (N = 929). 
Participants’ objective intelligence was assessed with the Advanced Progressive Matrices test 
(APM; Raven and Raven 2003) and they were then asked to provide a self-assessment of 
intelligence on a scale ranging from 1 to 25 (Figure A3 provided in the supplementary information) 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

Very low Low Average High Very high 

Figure A3. The measure of self-estimated intelligence (SEI) used in the study from Gignac and 
Zajenkowski (2020) 

The authors have shown that the residuals were not heteroscedastic, and that the 
relationship between objective scores of intelligence and self-assessments of intelligence were 
not nonlinear, hence congruently converging toward the conclusion that the Dunning-Kruger effect 
was a statistical artifact. 

However, given the operationalization proposed by Gignac and collaborators, I reasoned 
that it was not clear whether the participants would rely on their performance on the objective test 
of intelligence to provide their self-assessment of intelligence. To gain in validity I applied the 
same statistical tests on the large dataset made available online by Jansen et al. (2021). In this 
study, participants performed a grammar task (20 grammar questions, close to the original 
questions from Dunning and Kruger, N = 3515) and a logical reasoning task (20 logical questions, 
close to the original questions from Dunning and Kruger, N = 3543) (see the original article for 
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details about the tasks), and were then asked to estimate how many responses were correct, out 
of 20, for each task.  

Methods: 

Regarding the nonlinearity hypothesis, I compared the following models for each task: 

a linear model:            self-assessment ~ score 

a nonlinear model:      self-assessment ~ poly(score,2) 

Regarding the heteroscedasticity hypothesis, I applied the White Test, which is convenient for 
large datasets and nonlinear data (Babashova 2020)  

Results: 

Model comparisons revealed a better nonlinear fit for both tasks (Grammar: F(1, 3512) = 34.25, 
p < 0.001; Logical reasoning: F(1,3540) = 56.87, p < 0.001)(Figure A4). 

 

Figure A4: Self-assessed scores regressed on actual scores with a non linear regression model 
(solid blue curves). Actual scores were binned into deciles. Triangles indicate average scores and 
error bars indicate standard deviations.  

Residuals from the previous nonlinear models were found to be heteroscedastic in both tasks 
(grammar: White Test statistic = 165, p < 0.001; logical reasoning: White Test statistic = 134, p < 
0.001)(Figure A5) 
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Figure A5: Residuals of the nonlinear models plotted against the fitted values. Points indicate 
average residuals for deciles of fitted values, and error bars indicate standard deviations. 

Conclusion: 

In order to determine whether the Dunning Kruger effect (1999) genuinely depended on 
task-performance rather than resulted from statistical artifacts (regression to the mean and better 
than average effect), I applied the statistical tests of nonlinearity and heteroscedasticity 
(recommended by Gignac and Zajenkowski 2020) on a large dataset (N ~ 3500) where self-
assessments of performance were explicitly related to the tasks. Upon this operationalization, 
contrary to Gignac et al who demonstrated that the Dunning Kruger effect was a statistical artifact, 
I reached the opposite conclusion: the Dunning Kruger effect depends on task-performance. 
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