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Abstract

Glacier flow over rough hard beds is controlled by basal processes, such as friction, the opening of
cavities behind obstacles and any interaction between the glacier bed and basal ice. In this PhD,
we study a multitude of these processes. Current theories to describe drag of glaciers over hard
beds are formulated on the basis that ice is free of debris and slides without friction over the glacier
bed. However, debris at the basal layers and cold ice cause additional resistance to glacier flow. We
provide an analytical model of glacier sliding that accounts for the effect of local shear stress at the
ice-bed interface in the framework of Weertman (1957), and expand the solution to account for the
opening of cavities. This additional drag slows glacier sliding but due to additional strain enhance-
ment of the basal ice, the viscosity of the ice decreases and the basal speed is higher than expected.
The inclusion of local shear stress makes the friction law implicit, complicating the identification of
scaling parameters from the geometry alone. We further study this problem using a numerical fi-
nite element model of glacier sliding over a sinusoidal bed under steady-state conditions. We find
that the law with non-zero local shear stress at the base retains the overall form of the friction
law with zero local shear stress, such that an appropriate scaling can be obtained. The similarity
between a friction law with zero and non-zero local shear stress is convenient for generalising em-
pirical friction laws at the field scale, although it complicates the identification of the effect of local
shear stress on glacier flow. Glacier internal deformation is controlled by the ice rheology which
is described by the Glen’s law through two material parameters, the creep factor A and the flow
law exponent n. There is great uncertainty in the values of these parameters as a result of scarce
observations at the natural scale. One of the techniques that has been used to study ice deforma-
tion and constrain material properties is borehole inclinometry. We present here the results of an
inclinometry study carried out at the ablation zone of Glacier d’Argentière, a temperate glacier in
the French Alps. We monitored glacier deformation during 2020 with borehole-installed tiltmeters
that record tilt change every 30 minutes. We are able to reconstruct the deformation rates profile
with depth and the deformation velocity. Complementing our dataset with a dense network of GPS
stations we are able to indirectly observe the basal velocity during the studied period. We infer the
rheological parameters by comparing our observations with the deformation rates retrieved with
a three-dimensional model solving the Stokes equation. We demonstrate that the yearly-averaged
deformation rates profile has limited sensitivity to the flow law exponent n and instead mainly re-
flects an increase in the creep factor A with depth which could be explained with depth-increasing
interstitial water content. The depth-averaged creep factor is found to be 1.5 times higher than the
recommended one for temperate ice. We further show that internal ice deformation exhibits sea-
sonal variability, such that surface velocity changes cannot be attributed solely to changes in basal
conditions. At longer timescales, surface velocity variability is better explained with changes in the
deformation rates, while shorter velocity variability (weeks or days) is better explainedwith changes
in basal velocity. Further work remains to be conducted in order to confirm if the observed creep
enhancement is due to depth-increasing water content, and to determine the causes behind the
seasonal changes in internal deformation and basal velocity. Our results will help future assess-
ment of the state and evolution of the cryosphere.
Mots clés: Glacier flow, fluid dynamics, observations
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Résumé

L’écoulement des glaciers sur des lits durs et rugueux est contrôlé par des processus basaux,
tels que la friction, l’ouverture de cavités derrière des obstacles et toute interaction entre le lit du
glacier et la glace basale. Dans cette thèse, nous étudions une multitude de ces processus. Les
théories actuelles pour décrire la traînée des glaciers sur des lits durs sont formulées sur la base
que la glace est exempte de débris et glisse sans friction sur le lit du glacier. Cependant, les débris
dans les couches basales et la glace froide causent une résistance supplémentaire à l’écoulement.
Nous fournissons un modèle analytique du glissement des glaciers qui tient compte de l’effet
de la contrainte de cisaillement locale à l’interface glace-lit dans le cadre de Weertman (1957), et
étendons la solution pour tenir compte de l’ouverture des cavités. Cette traînée supplémentaire
ralentit le glissement du glacier, mais en raison de l’augmentation de la déformation de la glace
basale, la viscosité diminue et la vitesse basale est plus élevée que prévu. L’inclusion de la
contrainte de cisaillement locale rend la loi de friction implicite, ce qui complique l’identification
des paramètres d’échelle à partir de la géométrie seule. Nous constatons que la loi avec une
contrainte de cisaillement locale non nulle à la base conserve la forme générale de la loi de friction
avec une contrainte de cisaillement locale nulle, de sorte qu’une mise à l’échelle appropriée peut
être obtenue. La similitude entre une loi de friction avec une contrainte de cisaillement locale nulle
et non nulle est pratique pour généraliser les lois de friction empiriques à l’échelle du champ, bien
qu’elle complique l’identification de l’effet de la contrainte de cisaillement locale sur l’écoulement
des glaciers. La déformation interne des glaciers est contrôlée par la rhéologie de la glace qui est
décrite par la loi de Glen à travers deux paramètres matériels, le facteur de fluage A et l’exposant
n de la loi d’écoulement. Il existe une grande incertitude quant aux valeurs de ces paramètres
en raison de la rareté des observations à l’échelle naturelle. Nous présentons ici les résultats
d’une étude d’inclinométrie réalisée dans Glacier d’Argentière, un glacier tempéré des Alpes
françaises. Nous avons suivi la déformation du glacier au cours du 2020 grâce à des inclinomètres
installés dans des forages qui enregistrent les changements d’inclinaison toutes les 30 minutes.
Nous pouvons reconstruire le profil des taux de déformation avec la profondeur et la vitesse de
déformation. Nous complétons notre ensemble de données par un réseau de stations GPS qui
permet d’observer la vitesse basale pendant la période étudiée. Nous déduisons les paramètres
rhéologiques en comparant nos observations avec les taux de déformation obtenus à l’aide
d’un modèle tridimensionnel résolvant l’équation de Stokes. Le profil des taux de déformation
en moyenne annuelle a une sensibilité limitée à l’exposant n de la loi d’écoulement et reflète
principalement une augmentation de A avec la profondeur qui pourrait être expliquée par une
augmentation de la teneur en eau interstitielle en profondeur. Nous montrons également que la
déformation interne de la glace présente une variabilité saisonnière, de sorte que les changements
de vitesse de surface ne peuvent être attribués uniquement aux changements des conditions
basales. Sur des échelles de temps plus longues, la variabilité de la vitesse de surface est mieux
expliquée par les changements dans les taux de déformation, tandis que la variabilité de la vitesse
plus courte est mieux expliquée par les changements à la base. D’autres travaux restent à mener
pour confirmer si l’augmentation du fluage observée est due à l’augmentation de la teneur en eau,
et déterminer les causes des changements saisonniers de la déformation et de la vitesse basale.
Nos résultats contribueront à l’évaluation future de l’état et de l’évolution de la cryosphère.
Mots clés: Écoulement des glaciers, dynamique des fluids, observations
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Chapter 1
Context

Projections of more than 1 m of sea level rise are good for funding research.
Paraphrasing a well known glaciologist.

1.1 What are glaciers, and why do we care about them?

From the high peaks of mountains and other cold areas of the Earth, glaciers flow towards valleys and
the oceans like frozen rivers, shaping the future and serving as witness of the past. At the highest
part of a glacier, in the so called ablation zone, snowfall survives summer and slowly compresses into
ice. Ice, which at ready can be considered a solid, deforms under the great pressures caused by the
tens, hundreds or even thousands of meters of ice that form up the different glaciers, ice caps and ice
shelves of the Earth, and thus the glaciers flow. As a result, ice is transported downwards, entering
the ablation zone, i.e. the part of the glacier where mass loss due to melting and other processes is
higher than snowfall accumulation, until ablation is so high that ice disappears and the glacier ends.
If ice did not deform, ice would not be found on the accumulation zone and glaciers would just be still
mountains of ice, not rivers of ice.

In their downward flow, glaciers erode mountains and shape them (see Figure 1.1), becoming part
of the landscape. Likewise, they are also incised in the collective memory of those who live close to
them, ranging from traditional communities who consider glaciers religious entities (Allison, 2015), to
the inhabitants of the European Alps who have witnessed the progressive retreat of glaciers in the
last century (Lob). By storing the past in their ice layers, glaciers have been used as witnesses of the
past and studied to answer a wide variety of questions, ranging from the state of the climate in the
last millenia some paper, there must be hundreds out there, the production of lead in Ancient
Europe (McConnell et al., 2018; Preunkert et al., 2019), or even the location of accidents happening
at the surface of glaciers (Jouvet and Funk, 2014; Compagno et al., 2019). While they flow, glaciers
also play an important environmental role. They provide important natural resources, as they release
sediments and meltwater, transporting nutrients, and feeding rivers, lakes and aquifers throughout
summer, supporting agricultural activities. Other economical activities actively exploit glaciers, such
as the hydroelectrical stations that generate power from subglacial runoff, or the different touristic
businesses dedicated to skiing, hiking on glaciers, and other types of glacier-related activities. Last,
but not least, glaciers are complex geophysical systems, and inspire researchers in their quest for
answers and understanding of reality.
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Unfortunately, climate change has given motives to be increasingly concerned about glaciers in
the coming decades. A direct implication of warming is the imbalance of glacier mass, who have been,
for the most part, retreating almost continuously since at least the 1950’s (WGMS, 2022). We provide
and example of mass loss of alpine glaciers in Figure ??. The prospective future of mountain glaciers
are particularly grim, and now glacier farewell parties have now become a relatively common event
in some countries, i.e. Luckhurst (2019); Jaquet and l’afp (2019); Bouhassira (2020), as the glaciers seen
by generations of still-living mountain dwellers are confined to photographs.

A comment on glacier names: Glacier names are usually written in the native language
of the country where they are, and typically mean ’Something glacier’, or ’The glacier by
some town’. For instance, we have Engabreen (Norway), which could be directly trans-
lated as Glacier of the meadow, Glacier d’Argentière (France), which is sometimes written
Argentière Glacier (in its english form), and means the glacier by (the town of) Argentière,
Aletschgletscher (Switzerland) which literallymeans Aletsch Glacier, and is sometimes called
so in the literature, and Hofsjökull (Iceland), "temple glacier" in icelandic, is sometimes re-
ferred as ’Hofsjökull Ice Cap’ (therefore, the temple glacier ice cap). Choosing one option
for the other has advantages and disadvantages, and while it could be understood that we
refer to La Mer de Glace (France), meaning ’the sea of ice’, by the ’Mer de Glace Glacier’, it
would make no sense to refer to Glacier d’Argentière as ’Glacier d’Argentière Glacier’. In this
PhD we will avoid any type of confusion by always respecting, and referring to, the original
name (Engabreen, Glacier d’Argentière, etc). This is a PhD on glaciers, after all, and context
is strong enough to suggest that Storglaciarën (Sweden) is anything but a swedish glacier
(and a fast flowing one, on a completely unrelated note).

The rapid warming and retreat of mountain glaciers put all those that depend on glaciers in jeop-
ardy. For example, the patterns of water availability will be disrupted, increasing the severity of
droughts and affecting agricultural yields (Oppenheimer and Sebesvari, 2019). Similarly, while glacier-
related catastrophes are found in history (e.g. Vincent et al., 2010), climate change has paved the way
formore recent glacier collapses (Kääb et al., 2018), and is expected to increase the likelihood of glacier-
related catastrophes in the future (Oppenheimer and Sebesvari, 2019). On a global level, glacier mass
loss is, andwill continue to be, themain contributor to the increase in sea level (WGMS, 2022). Since the
1960’s, the sea has being rising at increasing rates, due to a combined action of increase water volume
due to heat expansion, valley glacier mass loss, and ice sheet mass loss (Greenland and Antarctica),
with an estimated rise by 2050 between 0.24 m and 0.32 m, affecting hundreds of million of people
living in coastal areas (Oppenheimer and Sebesvari, 2019).

There are still many unknowns and poorly understood processes that govern glacier dynamics (e.g.
Pattyn, 2010), and thus, there is still plenty of room to improve our understanding of how glaciers flow
and how they will affect us. In the rest of this introduction we will do an overview on how we model
glaciers and some of the open questions that still stay opened. We will continue with a description of
the history of Glacier d’Argentière. Finally, we will provide the objectives set up for this PhD and lay
out the structure of the document.
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Figure 1.1: View of Glacier d’Argentière from the moraine on the west side, the perspective is against the flow.The glacier lies on a valley carved through the granite and gneiss of the Mont Blanc range. The ablation zonecan be seen on the lower and right side of the picture. The lateral crevasses, typical of glacier margins, can bewell seen in the lower left. The central dark lines are made of rocks, that fall from the surrounding mountainsand are transported with the flow and rest uncovered, as all snow has already melted. The accumulation zoneis behind the turn on the left side of the picture. Photographed by Bruno Jourdain in September 2019, and usedwith permission.
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Figure 1.2: Projections of sea level rise under different climatic scenarios and expected ice mass loss in the FrenchAlps by 2100. Panel (a) is adapted from the Special Report on the Ocean and Cryosphere in a Changing Climate,Oppenheimer and Sebesvari (2019). Panel (b) is extracted from Bolibar et al. (2022)
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1.2 How do glaciers flow?

1.2.1 Early glaciology

Between the XIVth and the end of the XIXth centuries, Europe was experiencing an intermittent period
of cold temperatures and glacier advance, the so-called ’Little Ice Age’. From the XVIth century onward,
glacier advance became more widespread (Francou and Vincent; Solomina et al., 2016), and glaciers
started to get the attention of the public. If at the beginning the glaciers were considered dangerous
environments that threatened towns with their continuous advance (Rémy and Testut, 2006), such
that priests had to be called to make the glaciers stop (as was done with success in the French and
Swiss Alps (Francou and Vincent)), towards the end of the XVIIIth century the Illustration, and later
the romanticism, changed the scientific and the general point of view on glaciers. Researchers began
to ask themselves what were glaciers, and how they moved. The theories, much as glaciers during
these centuries, followed a cycle of advance, retreat, and advance again, during which glaciologists
combined field observations of increasing accuracy with theories of increasing complexity.

Pioneering among them, Saussure expanded on previous ideas and proposed in 1769 that glaciers
moved by sliding over their beds as a solid block of ice, thanks to the presence of liquid water that
lubricates the bed.

Another theory called dilatation found its strongest defender in the naturalist Louis Agassiz. In this
mechanism, the water at the surface that falls through crevasses and moulins freezes when reaches
the bed of the glacier. Since water expands upon freezing, this causes the glacier to increase its vol-
ume, expanding forwards. A variant of the dilatation theory was the regelation theory, developed later
in the XIXth century and whose maximum exponent is John Tyndall. Tyndall proposed that glaciers
advance by a combination ofmelting due to increased pressure and downstream refreeze of themelt-
water. The dilatation/regelation theory became immensely popular during themid XIXth century until
well into the XXth century (Rémy and Testut, 2006) thanks to the efforts of Agassiz and Tyndall to refute
other competing theories, their wealth of evidence, and the used of their respective reputation and
manly exploration feats to push their ideas and mobilize support for them (Schaer, 2001; Rémy and
Testut, 2006; Carey et al., 2016).

In the meantime, another school of glaciologists appeared, those supporting the ’Viscous Theory
of Glaciers’ as called by his most arduous defender, James Forbes (Forbes, 1959). The proponents of
this theory were based on the fluid-like behaviour of glaciers, that adapted to the shape of the valleys
and moved like ’liquor in a vase’. This mechanical behaviour could explain Forbes’ observations that
glaciers moved faster at the center and postulated that glaciers moved faster at the surface than at
the bed (Forbes, 1959). Forbes also intuitively recognised the role of water in regulating glacier flow,
observing that glaciersmoved faster when the air temperature was hotter, and when their ’veins’ were
full of meltwater (as in summer). Unable to explain the solid-like behaviour of ice, such as crevasses,
and confronted to Tyndall, support for the fluid theory was disregarded1.

The last twist of the story arrived at the first half of the XXth century, during which the tide turned
again towards the deformation and sliding theories. While theoretical models of glacier flow started
to use the Navier-Stokes equations since 1906, more accurate observations of sliding and deformation
supported this change of doctrine (Rémy and Testut, 2006). The entrance of fluid dynamics opened
another line of research, whose echoes are found in this PhD: the rheology of ice, i.e. the relationship

1Forbes addressed the small success of the fluid theory as a gentleman, stating It is often difficult to obtain a calm and full
hearing for any new theory or experimental investigation; not because there is any antipathy to novelty, or that experiment is under-
valued, but simply because, in an age of bustle and struggle for pre-eminence, each man is so busy with his own reputation, or the
means of increasing it, that he has no leisure to attend to the claims of others (Forbes, 1959)
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Figure 1.3: Scheme of a glacier with the elements discussed in this introduction. This figure also complies with theunwritten law that a PhD on glacier dynamics must, at some point, show a scheme of this type. This is an early
iteration of the picture, to illustrate what I want to do. I think I need to add: 1) Friction law = τb = f (ub) 2)
Take the screenshot without the red lines :). 3) Add moulins and crevasses

between force and deformation in a fluid. If ice was a fluid, was it a newtonian fluid, such as water but
muchmore viscous, as initially assumed by Weinberg, Somigliana and Lagally (Perutz, 1947; Rémy and
Testut, 2006), or was it a plastic material, such as metals (Seligman, 1949)? What was the relationship
between the rheology of ice and the sliding and the base? The answer given to those questions in the
1950’s and later decades founded today’s physical framework of glacier dynamics.

1.2.2 Current framework and challenges

From themid XXth century onwards, physicists andmathematicians started to get interested in glaciol-
ogy, bringing a new dimension to the understanding of glacier dynamics (Clarke, 1987), as depicted in
Figure 1.4.

The observations of Perutz (1949, 1950) showed that glaciers moved faster at the surface, obser-
vations that would be confirmed by even more observations later (Sharp, 1953; Mathews, 1959, e.g.).
After shearing ice in the laboratory Glen (1955) showed that glaciers deformed non-linearly under
continuously applied stress, setting the basis for modern understanding of glacier flow. Ice, there-
fore, was indeed a very viscous fluid. Since the seminal work of Glen, great efforts have been carried
out to validate his work, determine the values of the parameters that control ice deformation, and
establish the control of physical variables such as temperature, water content (Duval, 1977; Adams
et al., 2021), or ice grain size in ice deformation. However, the complexity of ice rheology makes it very
difficult to properly constrain in-situ observations of glacier flow, and laboratory experiments are also
not without problems, such as similarities between artificial ice and natural ice (Adams et al., 2021; Co-
hen, 2000), how well can natural conditions be reproduced in a laboratory setting, or the small spatial
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Figure 1.4: Evolution of the content in Journal of Glaciolgy during the 1947 - 1983 period, adapted fromClarke (1987).Equations pass from being present in less than one eighth of the publications in 1947-1951 to being in more thanhalf the publications during the 1980-1983 period. This evolution is a result of the development of physical modelsin glaciology, i.e. the works of Weertman, Lliboutry, Röthlisberger...

and temporal scale that limit the experiments (Budd and Jacka, 1989). We give more details about the
flow law proposed by Glen (1955) and the control on glacier deformation in chapter 2.

Parallel to the development of models and observations of ice deformation, glaciologists were also
putting their attention at sliding, developing theories of how glaciers flow at their base, more or less
backed by the available evidence. In this PhD we focus our study on hard-bedded glaciers, so we will
ignore the research done on glaciers resting over sediments. The great kick-starter of hard-bed sliding
theory was Weertman (1957), who proposed the first slip law (also known as friction law), a relation-
ship between glacier sliding velocity and the drag (resistance to flow, τb in Figure 1.3) at the bed based
on physical parameters. He envisioned that glacier slip at their base is a combination of two mecha-
nisms. The first of them was the regelation around obstacles, and the second was enhanced creep,
which results from increased deformation due to stress concentration at obstacles (a result of the flow
law proposed by Glen (1955)). Shortly thereafter, Lliboutry (1958) proposed an additional mechanism,
cavity opening2, which could explain the fast speeds observed in some glaciers. In this third mech-
anism (see Figure 1.3), the water at the base of glaciers drowns part of the obstacles, reducing the
apparent roughness of the bed so that glaciers slide faster. For the following years, Weertman and
Lliboutry battled each other as to whom had the best understanding of sliding (Fowler, 2011), while
other researchers provided increasingly complex friction laws for hard beds (e.g. Nye, 1969; Morland,
1976a,b; Fowler, 1979, 1986, 1987; Gudmundsson, 1997b,a; Schoof, 2005; Gagliardini et al., 2007), that
are still, at their core, a combination of several or all three processes of regelation, enhanced creep,
and cavity opening. Most of these studies share common features: they consider two-dimensional
bed geometries despite glaciers being three dimensional entities, most of them do not consider the
additional friction caused by sediments in spite of the evidence of debris-laden ice or debris-related

2Also known as cavitation. We prefer ’cavity opening’ to avoid confusion with the more common cavitation considered inhydrodynamics, i.e. the phenomenon of bubble formation and bursting taking place in water flowing at high velocities.
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Figure 1.5: Effective pressures (a) and (b) retrieved in subglacial hydrology simulations done of the 2007 meltseason of Gornergletscher (Switzerland). On panel (a), the subglacial hydrology system ismade of a few, relativelysmall channels, specially on the lower part of the glacier (the left side). The upper part of the glacier is underhigh subglacial pressures, which sometimes even surpass the ice overburden pressure, thus reaching negativeeffective pressuresN . On panel (b), the system has transitioned to an efficient hydrology system. Channels havegrown and can sustain higher discharge Q, represented by the increase in density and size of the blue lines.As a result, the subglacial pressure decreases, and the effective pressure N increases towards the overburdenpressure. Adapted from Werder et al. (2013).

phenomena at the base of glaciers (e.g. Cohen et al., 2005; Helmstetter et al., 2015), and all of them
are formulated for the steady state.

Large-scale studies of glacier flow over hard beds usually consider the law of Weertman (1957) as
basal boundary condition. This choice of one friction law over another has a great impact in glacier
velocities, and affects future estimates of glacier flow and sea level (Ritz et al., 2015; Brondex et al.,
2017, 2019; Pattyn and Morlighem, 2020). Due to the impact of this choice, and the fact that it is an un-
avoidable element in glacier models, recent studies have researched the limits and the applicability of
these laws. Thus, Helanow et al. (2020, 2021) showed that these type of friction laws are extendable to
synthetic and real three dimensional beds. Field validation has been performed in the long term anal-
ysis of velocities at Glacier d’Argentière by Gimbert et al. (2021b), and in the spatial analysis of velocities
in the Greenland Ice-Sheet by Maier et al. (2022). These studies reveal that a law that integrates creep
enhancement and cavity opening, developed based on physical reasoning, are indeed representative
of glacier sliding over hard beds. Regarding the effect of additional friction, some studies (Fowler,
1979; Iverson et al., 2019) have discovered that debris at the base, at least in low quantities, does not
change the form of friction laws. We explore this last point in detail in chapter 3.

The remaining aspect of glacier dynamics that we will introduce here is the role of water. During
the 60’s and 70’s, models of sliding included the role of subglacial pressures in regulating the basal
speed (e.g. Weertman, 1964; Lliboutry, 1968; Budd et al., 1979), the first models of subglacial hydrol-
ogy were appearing (Röthlisberger, 1972; Weertman, 1972), and field observations of water pressures,
subglacial discharge and subglacial channels and/or cavities, among others, formed the foundation of
our knowledge of subglacial hydrology.

The overall consensus can be resumed in the following lines. Water crevasses and moulins (cracks
and vertical openings in the glacier) route superficial and englacial water, originated from surface
melting, rain, supraglacial and englacial lakes, deformation melting, etc, towards the base. If the base
is temperate, the water reaches the bed and forms part of the subglacial hydrology system. How wa-
ter is spread along the bed depends on the subglacial water pressure, which is intrinsically coupled
with water input, discharge and glacier velocities. During periods of low water discharge, typically
winter, water is distributed in a network of cavities, which are pockets of water that typically open at
the lee (up-glacier) side of bed obstacles (Lliboutry, 1968; ). These cavities are either connected, thus
allowing for water flow between them through tortuous, narrowwaterways, or isolated from themain
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Figure 1.6: Predicted subglacial hydrology network in Isunnguata Sermia and Kangerlussuaq catchments, a land-terminating sector of the Greenland Ice Sheet. Chandler et al. (2021) observe that this system shows the expectedevolution of inefficient to efficient during the onset of the melt season.
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Figure 1.7: Averaged normalized water discharge (blue) and basal sliding velocities under the natural cavity (red)at Glacier d’Argentière (France), averaged over the 2000-2016 period. See Vincent and Moreau (2016) for absolutevalues. Diagram taken from Nanni (2020b).

subglacial network. Flow within connected cavities is difficult, and thus the system is considered in-
efficient. Due to this inefficiency in discharging water, high water input results in increased storage,
which increases subglacial water pressures (see Figure 1.5 (a)). Increased water pressure in the cav-
ity system leads to, as commented before, faster glacier flow (Lliboutry, 1968). An increase in glacier
speed due to increase in water input has been well observed a multitude of times, and typically takes
place at the onset of the melt season (e.g. Iken and Bindschadler, 1986), as a result of lake drainage
(e.g. Chandler et al., 2021), or after rain events (e.g. Hooke et al., 1989). The increase in the volume of
stored water eventually connects cavities between them with large conduits, and water flow concen-
trates forming channels, that join each other in an arborescent network (see Figures 1.5 and 1.6). These
channels discharge water at lower pressures and higher water flux, thus the system is called efficient.
The glacier slows down as water storage decreases, and the channel network collapses when water
input eventually drops. This transition can be observed in Figure 1.8, where the lag between increases
in basal velocities at the cavitometer (later discussed in chapter 6) andwater discharge is thought to in-
dicate the reaction time of the system as it adapts from a cavity-driven system to a channelized system
(around April in Figure 1.8), and conversely for the decrease in both signals after August (Vincent and
Moreau, 2016). Detailed observations show that the subglacial hydrology system is spatially complex,
and close regions of the bed can display very different behaviour (Willis et al., 2003; Rada and Schoof,
2018) due to disconnected cavities that stay at high pressures (Rada and Schoof, 2018). In chapter 6
we will go over our observations of surface, internal and basal velocities at Glacier d’Argentière, and
discuss our findings in terms of the possible evolution of the subglacial hydrology system.

While the influence of unsteady water pressures on sliding has been observed for decades, it is
recently that models coupling ice flow and unsteady water pressures are appearing (Thøgersen et al.,
2019; Tsai et al., 2021; Gilbert et al., Submitted). In chapter 4 we describe an unpublished model of
sliding under unsteady water pressures developed by Louis Lliboutry in 2005. In chapter 8 we will
describe the efforts done in the last years in our group to link glacier friction laws with unsteady water
pressures.
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Figure 1.8: Cumulativemass balance of Glacier d’Argentière in the last century (left) and evolution of the dynamicsat its ablation area (right) from 1977 to 2014, taken from Vincent and Moreau (2016). These two graphs show theclear link between glacier volume and velocities. The decline of the glacier has continued since these data werepublished, and surface velocities for 2020 and 2021 were lower than 50 m a-1 on average.

1.3 Glacier d’Argentière

While the aimof this PhD is universal, and directed towards understanding the flowof any glacier in the
world, we focus part of our investigations in one particular french alpine glacier, Glacier d’Argentière.
Glacier d’Argentière (see Figure 1.1) is a temperate glacier located in the Mont Blanc range, french Alps
(45°10 N, 6°10 E). The glacier rests on hard bedrock and extends for 9 km within an altitude range of
1600m to 3400m, separated by an icefall at an altitude of 2300m. It has amaximum thickness of about
250m to 230mon the centerline of the ablation area (Vincent et al., 2009; Sergeant et al., 2020), flowing
at an average speed of roughly 47m a-1 in 2021. The proximity of the glacier to populated areas and its
accessibility have allowed researchers to studyGlacier d’Argentière since long time. Additional interest
stems from the hydropower company Electricité d’Emosson, which since 1975 catches the subglacial
flow of Glacier d’Argentière to provide electricity (d’Emosson SA). As a result, Glacier d’Argentière has
a wealthy record of mass balance (one of the longest records in the world), ice cover, ice thickness,
surface velocities, subglacial flow, among others (Vincent and Moreau, 2016). Of particular interest is
the measurements of the sliding velocity under a natural cavity close to the ice-fall, a picture of which
is later given in Figure 3.1. In the last years, the instrumentation network has been extended with a
GNSS network (Togaibekov et al., 2022), seismometers (Helmstetter et al., 2015; Nanni et al., 2020a,
2021; Gimbert et al., 2021b), englacial tiltmeters (Roldan-Blasco et al., see also chapters 3 and 7) and
other sensors (e.g. automatic weather stations, smart ablation stakes (Rabatel and Biron)), all of which
allow for continuous survey of the behaviour of the glacier at short time-scales.

Glacier d’Argentière shows features typical of alpine glaciers. It has been retreating since the end
of the Little Ice Age, with a marked acceleration in mass loss from early 2000’s up to now, as shown
in Figure 1.8 (Vincent, 2002; Vincent and Moreau, 2016). Surface dynamics shows a seasonal pattern
typical of mountain glaciers (see Figure 1.7), with low velocity between September and April, followed
by a period of sustained high velocity between May and August (Vincent and Moreau, 2016; Gimbert
et al., 2021b; Vincent et al., 2022a). High subglacial runoff is observed during the summer period, and
melt season acceleration as well as late summer deceleration is paired with fast increase and de-
crease of subglacial runoff, respectively (Vincent and Moreau, 2016; Vincent et al., 2022a), as can be
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observed in Figure 1.7. Observations of the local behaviour of the subglacial hydrology network are
somewhat contradictory, however. Hantz and Lliboutry (1983) measured borehole water pressures at
Glacier d’Argentière and determined that there probably was a channel on the right margin of Glacier
d’Argentière that regulated the water in cavities on the central part of the glacier. They did not identify
any particular channel (or waterway, as they called) draining the over-deepened area of the glacier. On
a similar note, Vincent et al. (2022a) observed surface uplift during several summers, which could only
be explained with summer increasing cavity volume in the central part of the ablation area. On the
other hand, Nanni et al. (2021) observed active subglacial flow at the onset of the 2019 melt season.
Based on tracing the noise generated by turbulent water flow, they determined that the subglacial
network transitioned from a distributed, low efficient network, to a more concentrated network with
a central channel, in line with what’s commonly assumed.

All these measurements are accompanied by an equally powerful set of numerical simulations on
the glacier. We have a three dimensionalmodel of Glacier d’Argentière, that solves glacier flowwithout
approximations, and accurately represents glacier surface velocities and ice thickness. We provide an
example of the use of this model in chapter 6.

In resume, Glacier d’Argentière is a perfect natural and numerical laboratory for studying and
glacier flow, and improving our understanding of it. In this PhD, we continue this line of work, already
developed for more than 50 years.

1.4 Objectives of this PhD

After these introductorywords, it should be clear that there are stillmany open fundamental questions
regarding the flow of glaciers, all of which impact the assessment of the current and future state of
the cryosphere. In this PhD, we will explore a diverse set of these questions, listed below:

1. Improve our understanding of glacier sliding with the suppression of the pure-sliding assump-
tion

2. Uncover, structure and explain the last glacier model of Louis Lliboutry, which in his own words
was ’a realistic model taking into account the laws of Mechanics and Physics’ left for ’the younger
researchers’ to exploit

3. Observe the internal deformation and infer the basal velocity at Glacier d’Argentière at annual
and seasonal timescales

4. Constrain the rheology of ice at Glacier d’Argentière using a combination of accurate in-situ ob-
servations of surface and internal velocity and high order numerical modeling

1.5 Structure of this work

This manuscript is made of 9 chapters, structured thematically. The first of them is Introduction, the
chapter that the reader is just finishing now. Then, there are three chapters devoted to modeling of
glacier flow. In An introduction to ice continuum mechanics, we set the very basis for understanding
the mechanical developments partaken in the rest of the document. The effect of local shear stress
on glacier sliding follows, in which we review our work on glacier friction laws for modeling flow of
ice with non zero local shear stress at the base. Then, in The lost last paper(s) of Louis Lliboutry we
shed a light on an unpublished glacier model developed by Louis Lliboutry shortly before his death.
We follow with three chapters devoted to observations of glacier deformation and sliding. The first of
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them is Borehole inclinometry and related field surveys, in which we introduce the technique of borehole
inclinometry and review the studies carried out with this technique in temperate glaciers. We continue
with Deformation, sliding, and creep enhancement in a temperate alpine glacier, in which we show our
observations of internal deformation during 2020 in Glacier d’Argentière, and what conclusion we
draw regarding its dynamics and ice rheology. The closing chapter of this set of three is Inclinometry
on the right margin of Glacier d’Argentière, where we show the preliminary results on the field campaign
that followed the 2020 borehole survey. The next two chapters close the PhD. Next steps shows some
research work related to this PhD. In particular, we discuss the preliminary study on unsteady flow
over sinusoidal beds done by different researchers in our group, and an assessment of water content
in Glacier d’Argentière carried out during 2022. We finish with the chapter Conclusions, which provides
an overview of the PhD and the achieved goals.
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Chapter 2
An introduction to ice continuum

mechanics

Mr Roldan, I haven’t understood a single thing
My ’Mechanics of deformable solids’ students, 2020-2021 and 2021-2022 cohorts

2.1 Introduction

In this chapter we will introduce basic concepts of continuummechanics, and its applications to mod-
eling ice dynamics. Many of the concepts are, for brevity, explained in less details in the following
chapters, so we will use this section to lay them out with greater detail.

For those unfamiliar with the subject, continuum mechanics deals with the movement and defor-
mation of continuous media. It is a very powerful tool to model the behaviour of solid and fluids, yet
not an easy one to work with, since its mathematical representation can oftentimes become cumber-
some (hence the opening quote). An assessment of such power is found in the amount of accurate
mechanical analysis of glacier and ice-sheet flow performed prior to the advent of large-scale remote
sensing techniques and numerical modeling techniques, Glen (e.g. 1955); Weertman (e.g. 1957); Nye
(e.g. 1965); Lliboutry (e.g. 1968); Raymond (e.g. 1971); Hooke (e.g. 1973).

We will start the chapter with a short description of stress, strain rate, and the constitutive relation
commonly used for ice. We will continue with a few notes on commonly assumed ice mechanical
properties that will later be considered in this thesis. Wewill finish with a simplified view of the form of
the vertical distribution of the stress and strain rate that can be reasonably expected in a glacier.

2.2 Stress and strain rate

2.2.1 General description

In a continuum mechanics framework objects deform when subjected to stress. In Figure 2.2 we
schematize how a square volume deforms under compression, tractions, and shearing stress. Stress
is a measure of force by unit area, therefore it represents a distributed force acting on a surface.
strain rate is the rate (i.e. speed) of deformation, and measures how fast a medium, typically a fluid,
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is deforming under continuously applied stress.
Ice is amechanically complexmaterial whose response to stress depends on the applied stress and

the strain rates at which it is deforming. At the timescales relevant for glacier flow, we can assume that
ice is a viscous fluid deforming at low strains, such that infinitesimal strain theory applies. This frame-
work fails at correctly modeling processes involving large deformations, or happening at very short
timescales, such as ice calving or crevasse opening, which require the use of more complex formu-
lations of ice deformation, either with viscoelastic models within infinitesimal strain theory or within
finite strain theory (Goldberg et al., 2014; MacAyeal et al., 2015; Christmann et al., 2019). Fortunately
for us, during this PhD we will stay within the range of time and strain scales covered by infinitesimal
strain theory.

2.2.2 Mathematical representation of vectors and tensors

Wewill start by assuming that we are working with a three dimensional ortonormal reference system,
of directions x1, x2, and x3, which we will also call x, y, and z respectively. We will identify x1 (or x)
with the along flow horizontal direction, and x3 (or z) with the upwards vertical direction. Vectors,
or first order tensors, such as velocity, will therefore have three components, one per direction. For
a given vector a, its components will be a1, a2 and a3, equivalent to ax, ay , and az. Second order
tensors (abbreviated to just tensors, most of the time) have nine components, one per each unique
combination of two directions. For a given tensor A, the nine components will be A11, A12, A13, A21,
A22, A23, A31, A32, and A33. A typical example of second-order tensor that will appear often in this
PhD is the velocity gradient tensor L, represented by

L = ∇u =


L11 L12 L13

L21 L22 L23

L31 L32 L33

 =


du
dx

du
dy

du
dz

dv
dx

dv
dy

dv
dz

dw
dx

dw
dy

dw
dz

 ,

with u = (u,v,w) = (u1,u2,u3) the velocity vector. In this case, any component Lij refers to the deriva-
tive of the ui component with respect to the direction xj . Thus, L11 is equivalent to du/dx, L12 is
equivalent to du/dy, L13 is equivalent to du/dz, and so on. The gradient can also be written with the
gradient operator ∇ = ∂/∂xj We will further develop this tensor in chapter 5.

Stress and strain rate are represented with second-order tensors σ and ε̇, called the Cauchy stress
tensor and the strain rate tensor, respectively. At any given point of space, the term σij represents
the j component of the force per unit area acting on a plane with normal xi . Figure 2.1 illustrates an
example of how to translate forces into stress. Let’s consider a force F = (F1,F2,F3) acting on a point
P, and a horizontal plane with normal vector n = (0,0,1) passing through P, such that we can define
the force per unit area Fsurf = (F1,F2,F3)/(dx1dx2) for an infinitesimal surface of area dx1dx2. This
allows us to obtain already three components of the Cauchy stress tensor σ . The first component is
σ31 = σ13 = F1/(dx1dx2), which over this plane is a shearing stress, as F1 is parallel to the plane. The
second component is σ32 = σ23 = F2/(dx1dx2), which is also a shearing stress. The third component is
σ33, which is a compressive stress, since it is normal to the surface, and towards the surface.

In glaciology, we usually consider the stress tensor τ = σ − 1/3tr(σ )I , which is the deviatoric part
of the Cauchy stress tensor. The reason behind this is that the isotropic pressure p = 1/3tr(σ )I , called
the spherical part of σ , has no effect on the deformation of incompressible media such as ice. Due
to equilibrium conditions, it can be proven that σ and therefore τ are symmetric. Conversely for the
strain rate, ε̇ is defined as the symmetric component of L, therefore ε̇ = 1/2(L + LT ), with LT the
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Figure 2.1: Scheme of forces and the derived Cauchy stress acting at a point over a horizontal plane.

transpose of L. Because they are symmetric, τ and ε̇ only have six independent components:

τ =


τ11 τ12 τ13

τ12 τ22 τ23

τ13 τ23 τ33

 ; ε̇ =


ε̇11 ε̇12 ε̇13

ε̇12 ε̇22 ε̇23

ε̇13 ε̇23 ε̇33

 =
1
2


2du
dx

du
dy + dv

dx
du
dz + dw

dx
dv
dx + du

dy 2dv
dy

dv
dz + dw

dy
dw
dx + du

dz
dw
dy + dv

dz 2dw
dz

 . (2.1)

2.3 Ice rheology and constitutive law

So far, we have no information about the type of material that we are studying, which means we have
no way to link stress and strain rate, which is our ultimate goal.

Ice is a polycrystalline material, made of a collection of crystals (also called grains), that present
many discontinuities in their crystal structure, and at the boundaries between grains. These defects
allows for the atoms that conform the crystals to move over the dislocations, facilitating the defor-
mation of the crystalline structure. For a single ice crystal, this deformation happens along a plane,
called basal plane, whose orientation is called c axes. The arrangement of c axes in a group of crystals
is called the fabric. If a group of crystals have their c axes uniformly distributed on directions, then
there is no preferred orientation for deformation, and the ice has an isotropic fabric and an isotropic
behaviiour at the scale of the policrystal. Otherwise, it is anisotropic, with one or several preferred di-
rections for deformation. Ice fabric, and crystal size, evolve as ice deforms, and can be used to study
the history of stress of an ice sample (e.g. Raymond, 1971; Vallon et al., 1976).

At amacroscopic level, ice behaves as an incompressible fluid, such that when subjected to any de-
formation regime, its density (ρi ≈ 900 kgm3) does not change. In terms of strain rate this is equivalent
to imposing that the trace of the strain rate tensor is zero,

tr(ε̇) = ε̇11 + ε̇22 + ε̇33 = 0. (2.2)
Thus, the number of unknown components of the strain rate tensor is reduced by 1. By definition, τ
is also trace-less.

The other 5 must be either known (or assumed, as we will do a few times in this PhD) or computed
via the stress tensor. To link the deviatoric stress tensor and the strain rate tensor we will use a
constitutive law, of the form ε̇ = f (τ).
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2.3.1 Glen flow law

The most common constitutive law for ice used in glaciology is the isotropic Glen’s flow law (Glen,
1955),

ε̇ij = Aτn−1
E τij , (2.3)

where A and n are material parameters called creep factor (also known as rate factor) and Glen’s flow
law exponent, respectively, and τE is the effective stress, a scalar measure of the deviatoric stress,
computed with the deviatoric stress tensor at any point,

τ2
E = τijτij =

1
2

(τ2
11 + τ2

22 + τ2
33) + τ2

12 + τ2
13 + τ2

23. (2.4)
Therefore, we can see that ice deformation in any given direction ij (or, more accurately, strain rate)

depends on material parameters (A and n), on the stress acting in said direction (τij ) and, very impor-
tantly, it depends non-linearly on all the other stress components. This brings all sorts of problems
in modeling glacier dynamics and is one of the reasons why ice, despite being a slow moving fluid, is
so difficult to study. In chapter 3 we will see one implication of this non-linear relation between strain
rate and stress.

Glen’s flow law was proposed for ice undergoing secondary creep, a creep regime for deviatoric
stress roughly between 0.050 and 0.150 MPa (Lliboutry and Duval, 1985; Hooke, 2005; Cuffey and Pa-
terson, 2010). For higher stress, experiments suggest that another type of creep regime, called tertiary
creep, develops. Tertiary creep is characterizedwith softer ice and fabric development (anisotropy).

Nevertheless the potential inadequacy of Glen’s flow law for modeling ice flow in some particular
places of a glacier, it is widely considered a good approximation tomodel the overall ice flowof glaciers
(Cuffey andPaterson, 2010), and as such, it should not be surprising that itmay need someadjustments
when we confront the law to actual field data. For what is left of this section, we will review with a little
bit more detail the material parameters n and A, and how field observations and numerical modeling
allows us to better adjust their values.

2.3.2 Glen’s flow law exponent

The flow exponent is typically assued to be n = 3, following the value proposed by Cuffey and Paterson
(2010) after reviewing many different laboratory experiments and field observations. It is the default
value considered when modeling ice dynamics, common in an wide array of ice flow studies, ranging
from future glacier evolution (e.g. Bolibar et al., 2022), contribution of glaciers to sea level rise (Ritz
et al., 2015, e.g.), reconstruction of glaciers during past glaciations (?, e.g.), study of basal conditions
such as melting (Karlsson et al., 2019, e.g.), basal velocities (Vincent and Moreau, 2016, e.g.), basal drag
(Morlighem et al., 2013, e.g.), and bed erosion (Herman et al., 2015, e.g.), inversion of thickness (Millan
et al., 2022, e.g.), the list goes on.

The influence of n on ice flow is important, since the higher n is, the softer ice becomes for an
applied stress, and the more sensitive it is to the overall stress state. A multitude of studies suggest
values between 2 and 4 (Cuffey and Paterson, 2010), and later studies at the natural scale propose
a value that is closer to 4, therefore, that ice is softer than we usually consider. For low stress (<
50−100 kPa, depending in the study) it has been observed (Marshall et al., 2002; Chandler et al., 2008,
e.g.) that ice behaves as a linear fluid as other mechanisms dominate deformation. Thus, in this
scenario n ≈ 1 and strain rates are directly proportional to the applied stress τij .
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In order to determine n, the most direct solution implies knowing (or at least having good con-
strains on) the strain rate and stress tensors, since rewriting Eqn. (2.3) gives

n =
log ε̇ij
logτij

.

Examples can be found in Marshall et al. (2002), where borehole inclinometry was used to constrain
ε̇ij and with estimates of τij they found n = 1 close to the surface, and n = 4 on the deeper part of
the glacier. Another example is the analysis of Millstein et al. (2022) of the deformation of antarctic
ice-shelves, where they found n = 4.1 ± 0.4 in fast flowing areas. Studying ice-shelves over glaciers
has the advantage that the ice-shelves stress state is well constrained and remote sensing techniques
allow for a wealth of deformation data. Alternative methods imply trying different values of n until we
are able to reproduce a set of observations. That is the case of Gillet-Chaulet et al. (2011), where using
n = 4.5 allowed them to best match the shape of ice layers in an ice divide (a location in ice-sheets
where stress and strain rate are well constrained).

The use of thesemethods require good constrains onA, or at least caution to not overlook the influ-
ence ofA on themeasured deformation. Wewill briefly see in chapter 6 that a depth dependent creep
factor can provide a completely wrong value of n if the stress tensor is not well constrained.

2.3.3 Creep factor

The typical value of A at 0°, common in recent studies of glacier dynamics at the glacier scale (e.g.
Vincent et al., 2022a), or ice-sheet scale (Morlighem et al., 2013; Maier et al., 2019), is A = 80 MPa-3 a-1,
for n = 3. Its value is highly dependent on many, usually unquantified, physical variables, as we will
see below, and depends on the flow law exponent. This typical value ofAwas proposed by Cuffey and
Paterson (2010) for n = 3 after a review of lab-based experiments and studies at the natural scale, such
that it works as a sort of jack of all trades. They recognise the variable nature of it, and so recommend
researchers to find the best value when possible for any given glacier. A typical approach for retriev-
ing a sensible value for A is based on inversion methods. In this case, glacier observations (typically
surface glacier velocities and ice thickness) are used to infer the value (or values) of A and other pa-
rameters that make the glacier behave as closely as possible to said observations. This methodology
integrates all dependencies on A into one value, that is sometimes considered uniform for a single
glacier (Roldan-Blasco et al.), uniform for a whole set of glaciers of the same region (Millan et al., 2022),
or spatially heterogeneous depending on the zone of the glacier (Hill et al., 2018).

While determining the value of A is a difficult task, we have a better idea on the dependency on A

with respect to different physical variables, of which we can list temperature, interstitial water content,
fabric development, and impurity content. For simplicity, we will concentrate the effects of variables
other than temperature in an enhancement factor E, that we define as

E =
A
A∗

, (2.5)
where A∗ is a sort of standard value of A, when the variables that modify the creep factor others than
temperature are not present, i.e., if we consider the effect of water content, A∗ = A when there is no
enhancement due to interstitial water content. Note that Cuffey and Paterson (2010) reserve the word
enhancement only for those variations in strain that cannot be explained by variations in temperature
or water content, and must be an effect of fabric development, impurities, and other variables.
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Temperature

Temperature plays a key role in ice creep, with A increasing exponentially the closer the temperature
gets to the ice melting point. This behaviour is typically modeled with an Arrhenius law,

A = A0 exp−QR
Th

. (2.6)
In this case, A0 is called prefactor, Q is an activation energy that depends on the temperature, R the
gas constant and Th is the temperature, adjusted for the melting point depression due to pressure.
More complicated expressions of the temperature dependency ofA are available in the literature. For
the purposes of this PhD, we will only consider temperate glaciers, i.e. glaciers that are everywhere at
their pressure melting point, such that we will not go further in the temperature control on A.

Water content

Water content effect on creep enhancement of temperate ice has been only measured in two labo-
ratory experiments, by Duval (1977) and more recently by Adams et al. (2021). Each study focuses on
different stress regimes, and as such they are not completely comparable. We will start with Duval
(1977), then comment on Adams et al. (2021), and finish with what has been observed in temperate
glaciers.

Duval (1977) analyzed thewater content in ice samples retrieved in 1971 in La Vallée Blanche (France),
a tributary glacier of Mer de Glace (France). The procedure consisted in straining the ice at tertiary
creep and measuring the stress and strain. Without stopping the experiment, they passed a cold
wave through the ice samples, and measured the time ∆t it took for the cold front to travel through
a distance ∆x. The speed of the cold front, ∆x/∆t,allows to determine the amount of water in the
sample by solving a Stefan problem. Their results suggest a linear relationship between ice creep and
water content in the ice, which once rewritten in the form of an enhancement factor yields

E = 1 + 2.34w, (2.7)
with water content w in %, and for n = 3. The w measured at temperatures between 0°C and 0.20°C
ranged from 0 to 0.7± 0.1 %.

More than 40 years later, Adams et al. (2021) performed similar experiments on deionized lab-
made ice, mostly sheared at secondary creep, and extending the range of water content beyond the
0.7% studied by Duval (1977) up to 1.7 ± 0.23 %. For better comparison purposes, they also ran one
experiment at tertiary creep, with w = 0.31± 0.08 %. While they don’t provide a relationship between
A and w, they observed the following:

1. A is more sensitive to w under secondary creep, than when deformed under tertiary creep.
2. For w > 0.6 %, ice under secondary creep becomes insensitive to further increments of w.
3. Additionally, for w > 0.6 % under secondary creep ice becomes linearly viscous (n = 1).
4. The results of the tertiary creep experiment were comparable to Duval (1977). The ice of Adams

et al. was slightly stiffer than that of Duval, but it could be due to the use of deionized water
(more details about the role of impurities later).

In view of their observations, Adams et al. (2021) recommend caution when extrapolating themodel of
Duval (1977) forw > 0.7%. Unfortunately, the differences between both studies do not offermore light
on the limits of their observations. In particular, we can ask ourselves if the switch from non-linear to
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Study Glacier Area Avg. w % Method Notes
Joubert, (1963) Aiguille du Midi Accum. 0.15 - 0.1 Calorimeter Only surveyed upperpart of the column
Lliboutry, (1971) Aiguille du Midi Accum.Ablat. 0 - 0.6

0 - 1.7 Calorimeter No details on thespatial distributionVallon et al.,(1976) Vallée Blanche Accum. 0.32 - 1.31 Calorimeter Depth increasing w,drops at the bedLliboutry et al.,(1985) Argentière Ablat. 0.71 Calorimeter No trend with depth.Short scale variationsMurray et al.,(2000) Falljökull Ablat. 0 - 3.3 GPR Depth increasing w,drops at the bedBenjumea et al.,(2003) Johnson Accum. 0.6 - 2.3 GPR and seismics Depth increasing w,drops at the bed
Hubbard et al.,(2003) Tsanfleuron Both 1W - 10.7W Ion concentration Depth increasing w.

W denotes w inthe upper layers
Murray et al.,(2007) Tsanfleuron Ablat. 1.18 - 3.8 GPR Depth increasing w.Different layers thanHubbard et al. (2003)

Table 2.1: Measurements of water content in temperate glaciers, with emphasis on the studied area of the glacierand the in-depth distribution. We ignored studies that focused on basal ice, (Cohen, 1999; Zryd, 1991) and omittedthe unpublished study of Dupuy on Glacier de Saint-Sorlin, mentioned in Vallon et al. (1976), due to lack of details.This table is partly adapted from a similar review carried out in Pettersson et al. (2004). We also omit Petterssonet al. (2004) own study, for being on a polythermal glacier, although some details of it are given in the text.

linear rheology forw > 0.6% is a feature only present for secondary creep. If not, what is the threshold
value of w at which that happens?

This question is very important for mountain glaciers, as several studies carried out in temperate
glaciers have found 0 ≤ w < 3, well over the 0.6% threshold observed by Adams et al. (2021). It is quite
unclear how this water content is spatially spread on a given glacier. Studies on vertical profiles of wa-
ter content are somewhat contradictory, and while some find depth increasing water content (Vallon
et al., 1976; Hubbard et al., 2003; Murray et al., 2007), others report an important decrease in w close
to the bed (Lliboutry and Duval, 1985; Murray et al., 2000; Benjumea et al., 2003). More importantly,
Lliboutry and Duval (1985) found no particular relationship between depth and water content, and
observed highly variable values of w. Another factor to take into account is the differences between
water content in the accumulation and the ablation zone of the glacier. Lliboutry (1971) shows higher
w in the ablation zone in Aiguille du Midi than in the accumulation zone. Table 2.1 summarizes these
studies. Studies carried out with GPR may provide an overestimation of w due to integrating intersti-
tial water and small scale veins that would normally be considered part of the hydrology system, and
not as water trapped between ice grains (Murray et al., 2007). Although we are focused on temperate
glaciers, it is worthmentioning that Pettersson et al. (2004) reported lateral variations along a transect
located on the ablation zone of Störglaciaren, a polythermal glacier. Their conclusion was that the ob-
served spatial variability in w in the ablation zone was a result of different patterns of water content
in the accumulation zone, which were then advected downstream. Differences in water input at the
surface, strain heating, or even local melting or refreezing due to changes in the melting point of the
ice as a result of gradients of hydrostatic pressure could not explain such changes.
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Anisotropy

Anisotropic ice refers to ice whose crystals are oriented towards a particular direction, such that there
is a direction of favorable deformation. In the case of temperate valley glaciers, it is expected that this
process may take place close to the bed, due to fabric development during tertiary creep. Glen’s flow
law does not apply anymore, and there are several alternative constitutive laws to describe the be-
haviour of anisotropic ice (Gagliardini et al., 2009). The main difference, from a continuummechanics
point of view, is that since the deformation in an anisotropic material depends on the direction that
we consider, creep factor is now a tensor instead of a scalar. To compare the effect of anisotropy with
respect to isotropic ice, we can compare the strain rate that are given by Glen’s flow law ε̇

glen
ij and an

anisotropic formulation ε̇aniij for the same stress, and creep factor (or analogous factor). In such a case,
the enhancement factor due to fabric development can be defined as

E
f ab
ij =

ε̇aniij

ε̇
glen
ij

.

This depends first and foremost on the anisotropic constitutive law, and also on the stress state that
we consider (Thorsteinsson, 2001).

Following Thorsteinsson (2001), we see that in the case of basal ice undergoing a mix of simple
and pure shear, we can expect that Ef ab

xz > 1, as fabric develops with a preferred vertical orientation.
The case of ice extension is more complicated. Weak fabric development softens ice along the flow
direction, since due to the dependence on effective strains rates (or stress), increased shearing ε̇xz due
to anisotropy enhances the deformation in the x direction, and E

f ab
xx > 1. In the case of strong fabric

development, we have the opposite effect, vertical compression of the ice is impeded by unfavourable
crystal orientation, such that ice becomes stiffer for extension purposes, and E

f ab
xx < 1.

In the case of Glacier d’Argentière, ice fabric is not available, although it is indicated in Hantz and Lli-
boutry (1983) that such measurements were made. However, Vallon et al. (1976) observed in a nearby
glacier that while ice had three to four principal directions, thereby being anisotropic, their directions
were stable with respect to the stress field. As later Lliboutry and Duval (1985) discussed, ’this sup-
ports the currently held belief that glacier ice, despite producing an anisotropic fabric, behaves as
an isotropic body during tertiary creep’. Basal ice in Engabreen had no preferred directions (Cohen,
2000), the observed enhancement was rather due to the presence of water around sediments.

2.4 Simplified stress and strain rate in a valley glacier

We illustrate three typical stress states found in glaciers in Figure 2.2, where we also show the type of
deviatoric stress tensors that describe those states. The shown example is done for two-dimensional
flow, such that τyy , τxy , τyz, which relate to the horizontal direction transverse to the flow, are zero.
This assumption is typically valid for the center line of symmetric glaciers, and is a reasonable ap-
proximation for the stress regime in ice-sheets (Hooke, 2005), but should be taken into account when
considering three dimensional flow, or flow close to lateral boundaries (e.g. Raymond, 1971).

Starting from the top, we show that close to the surface the glacier is subjected to a pure-shear
state, this is, the deviatoric stress is characterized by compression and extension in the horizontal and
vertical directions. For example, if the glacier is close to an icefall we expect strong tractions at the
surface (typically indicated by the presence of crevasses, as in Glacier d’Argentière), such that τzz < 0

and τxx > 0 (Figure 2.2 shows this case). As we go towards the base, τxx and τzz decrease (Hooke, 2005),
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Figure 2.2: Simplified two-dimensional stress states with depth in a glacier. Based on Hooke (2005) for the surfaceand middle parts of the glacier and in Gudmundsson (1997a) for the basal part. Our observations in Glacierd’Argentière agree with this scheme. More details in the text.

but ice pressure increases, creating a horizontal pressure gradient between the upstream and down-
stream parts of the glacier, stronger the steeper the surface slope. This depth-increasing horizontal
stress causes the stress state to be dominated by pure-shear, thus stress tensor components other
than τxz can be neglected. Finally, immediately close to the bed, there are important stress gradients
that develop as the ice deforms around the bed’s ostacles, so that the stress state becomes a mix
of extension, compression, and shear (Gudmundsson, 1997a), as indicated in Figure 2.2. Large scale
models of ice flow tend to abstract this complex near-bed stress state into a large-scaled shear stress
τb called basal drag. In the next chapter 3, we give more details about basal processes and how to
compute the basal drag τb from micro-scale stress at the bed.
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Chapter 3
The effect of local shear stress on glacier

sliding

Except in a few cases, there doesn’t seem to be any definite knowledge of just what is under these glaciers.
Johannes Weertman in Interlaken, 1985.

Abstract:

Current theories to describe drag of glaciers over hard beds are formulated on the basis that ice is
free of debris and slides without friction over the glacier bed. However, debris at the basal layers and
cold ice cause additional resistance to glacier flow. We provide an analytical model of glacier sliding
that accounts for the effect of local shear stress at the ice-bed interface in the framework ofWeertman
(1957), and expand the solution to account for the opening of cavities. This additional drag slows glacier
sliding but due to additional strain enhancement of the basal ice, the viscosity of the ice decreases
and the basal speed is higher than expected. The inclusion of local shear stress makes the friction law
implicit, complicating the identification of scaling parameters from the geometry alone. We further
study this problem using a numerical finite element model of glacier sliding over a sinusoidal bed
under steady-state conditions. We find that the lawwith non-zero local shear stress at the base retains
the overall form of the friction law with zero local shear stress, such that an appropriate scaling can be
obtained. The similarity between a friction law with zero and non-zero local shear stress is convenient
for generalising empirical friction laws at the field scale, although it complicates the identification of
the effect of local shear stress on glacier flow.

Plain Language Summary

Traditional models of glacier sliding over hard beds consider that all resistance to flow at the base
of glaciers, called basal drag, originates from deformation around a rough bed. This assumption is
contested by in-situ observations as well as models and laboratory experiments that show that drag
between glaciers and their bed due to debris, or other factors, may represent an important portion of
the total flow resistance. We provide a new model of glacier sliding that considers this new process.
Our model overcomes previous limitations that simplified ice material properties or only considered
a low amount of ice to bed drag. On one hand, we can expect more rapid flow, because this additional
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drag softens the ice. On the other hand, the mathematical problem of sliding becomes more difficult
to solve. The form of the law with and without this additional drag stays relatively the same.

3.1 Introduction

Glaciers with a temperate base have their dynamics strongly controlled by basal sliding (Hooke et al.,
1992; Doyle et al., 2018;Maier et al., 2019). Basal sliding speed is typically related to bed stress conditions
through a friction lawdefinedat ameso-scale ofmeters to several tens ofmeters ?e.g.,>Weertman1957,Lliboutry1968,Budd1979,Fowler1986,Schoof2005,Gagliardini2007.
At this meso-scale, bed shear stress is envisioned to be primarily set by normal stresses acting on
micro-scale (decimetric to metric) obstacles (Weertman, 1957). Stress concentration on these obsta-
cles lowers the effective ice viscosity (Weertman, 1957). For a given obstacle size and under a given
stress, the shorter the distance between obstacles, the lower stress concentrations, and thus the lower
the basal velocity. For a given distance between obstacles and under a given stress, the rougher the
bed, i.e. the higher the obstacles’ aspect ratio, the higher the resistance to flow and the lower the basal
velocity. As basal water pressure increases, the ice separates from the bed at the lee side of obstacles
and opens cavities (Lliboutry, 1968). The opening of these cavities reduces the contact area between
the ice and the bed, which reduces the apparent roughness and increases stress concentrations, thus
allowing faster basal speed (Lliboutry, 1968; Fowler, 1986; Schoof, 2005; Gagliardini et al., 2007). In the
abovementioned conceptualization, perfect sliding is assumed at the ice-bed interface, i.e. local shear
stress is considered negligible.

Although typically neglected in existing theories, local shear stressmay in reality be non-zero due to
solid-type friction acting at the ice-bed interface, for example as a result of debris-bed friction, or due to
ice-bed friction if the ice locally lies below the pressure melting point. Debris carried by basal ice have
long been observed below mountain glaciers. Consider for instance the deliberation about abrasion
and debris-laden ice deformation in the sections Flow law of basal ice and Conditions at the glacier base
of the discussion in ?, or see the images recorded in a natural cavity under Glacier d’Argentière in
France (Figure 3.1), or the samples taken below Engabreen (Norway) (Iverson et al., 2003; Cohen et al.,
2005; Zoet et al., 2013). At the latter site, basal force records showed higher than expected levels of bed
shear stress that could be due to the extra contribution of debris to bed friction (Iverson et al., 2003;
Cohen et al., 2005). Laboratory tests also show that the presence of debris increases bed shear stress
(Zoet et al., 2013). Moreover, sliding at subfreezing temperatures could occur in places even under
generally temperate base conditions, causing additional drag as observed in laboratory experiments
under conditions near the pressure-melting point (McCarthy et al., 2017). Seismic observations of basal
stick-slip events emanating from the ice-bed interface provide field evidence that solid-type friction can
act across large regions of the bed (Wiens et al., 2008; Zoet et al., 2012; Helmstetter et al., 2015; Roeoesli
et al., 2016; Lipovsky et al., 2019) and could be an ubiquitous component of glacier bed friction.

Experimental investigations of the role of solid-type friction on glacier sliding have been mostly
devoted to understand the micro-scale mechanisms that control debris-bed friction (e.g. Cohen et al.,
2005; Hansen and Zoet, 2019; Thompson et al., 2020) or cold ice-on-rock friction (e.g. Schulson and
Duval, 2009; McCarthy et al., 2017). Meanwhile, several theoretical studies considered ice as a Newto-
nian fluid (Morland, 1976b; Hallet, 1979, 1981), or as a non-Newtonian fluid but under low magnitudes
of local shear stress with respect to total bed shear stress (?Iverson et al., 2019). Under these sim-
plifying considerations, the ice flow field in the boundary layer above the bed has been assumed to
be undisturbed by local shear stress, such that the role of non-zero local shear stress is, essentially,
the reduction in basal speed via a reduction in stress concentration. This leaves the following open
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Figure 3.1: Cavity under Argentière Glacier, french Alps. The debris cover visible at the base of the glacier variesin density during time. Photograph by Luc Moreau at http://www.moreauluc.com/

questions: how is the ice flow disturbed by local shear stress, and how much does that modify the
description of meso-scale friction with respect to the other frictional mechanisms?

In this paper, we derive a friction law that considers non-zero local shear stress, non-Newtonian
ice rheology and, we believe for the first time, that accounts for the effect local shear stress has on
the ice flow field and in particular on the effective viscosity. First, we provide a short background on
friction laws and constitutive relationships that may be used to describe local shear stress. Then, we
analytically and numerically derive friction laws at the meso-scale that include these descriptions. We
demonstrate that common friction laws developed for sliding with zero local shear stress can reason-
ablywell be extended to slidingwith non-zero local shear stress providing appropriate scaling changes.
Finally, we discuss our findings in the broader context of predicting glacier basal speed.

3.2 Rationale and Methodology

3.2.1 Glacier friction laws

The first proposed and probably most widely applied friction law (e.g. Morlighem et al., 2013; ?; Larour
et al., 2019), has been formulated by Weertman (1957) and takes the following form:

τb = A−1/m
s u1/m

b , (3.1)
where τb is the meso-scale averaged bed shear stress, ub is the meso-scale averaged basal speed, m
is a material exponent, and As is the sliding parameter which is dependent on ice rheology and bed
geometry. If all the bed shear stress is a result of stress concentration around obstacles (i.e. other
processes such as regelation are neglected), we havem = n, where n is the exponent of Glen’s flow law,
typically considered equal to 3 (Cuffey and Paterson, 2010). In the hypothesis of very low roughness r ,
it is found that As scales with r−(n+1) (Fowler, 1979).

Weertman law does not take into account the role of cavities, which is commonly included via
the meso-scale averaged effective pressure. For a given average ice pressure p̄i and subglacial water
pressure at open cavities pc, the averaged effective pressure isN = p̄i−pc. In our analysis we compare
our solution with the phenomenological law proposed by Gagliardini et al. (2007), which was defined
based on approximating numerical results as
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τb
N

= C
( χ

1 +αχq

)1/n
, with χ =

ub
(CN )nAs

, α =
(q − 1)q−1

qq
. (3.2)

The parameter C = max(τb/N ) is bounded by the maximum bed slope (Iken, 1981). The exponent
parameter q ≥ 1 depends on the slope severity index, which describes the steepness of the obstacles
for a given roughness (Gagliardini et al., 2007). For q = 1, τb/N increases monotonically (Fowler, 1987;
Schoof, 2005) and we obtain a regularized Coulomb friction law (Joughin et al., 2019), while if q > 1 the
law is double-valued and presents velocity weakening after the basal drag peak τb = CN is reached.
At low ub, Eqn. (3.2) predicts a similar behaviour than Eqn. (3.1). This type of law can be applied to
three dimensional sinusoidal beds, as supported by laboratory experiments (Zoet and Iverson, 2015)
and numerical simulations (Helanow et al., 2020), although the rate-weakening regime may no longer
hold for realistic beds (Helanow et al., 2021).

3.2.2 Strategy for testing the effect of local shear stress on meso-scale bed
friction

We first use a simplified analytical model to explore the changes in meso-scale friction with non-zero
local shear stress. At this stage, the constitutive law for local shear stress does not require to be
described specifically. Instead, wework directly with themeso-scale averaged local shear stress, which
we denote τf and call solid drag. This first step yields a basis to better understand our findings with
more realistic models of sliding, obtained in a second step using numerical simulations. The simplified
analytical model developments are presented in section 3.3.1, and discussed in section 3.4.

In a second step, we use a numerical model of glacier sliding with non-zero local shear stress pre-
scribed at themicro-scale. Numerical simulations enable to do so at every point of the ice-bed bound-
ary based on an explicit description of the stress tensor σ and its normal and tangential components
σnn and σnt , respectively. The numerical results are presented in sections 3.3.2 and 3.3.3, and dis-
cussed in section 3.4.

For the numerical simulations, a local law giving the local shear stress needs to be defined. We
will test three different laws. The first law is a simplified version of the original description of debris-
bed friction provided by Hallet (1981). This framework adopts the initial hypothesis of Weertman that a
water filmexists and satisfies static equilibriumeverywhere at the ice bed interface, i.e. water pressure
at the bed pw equals normal stress −σnn everywhere, such that local effective pressureNloc = −σnn−pw
is zero. In this case solid-type friction at the micro-scale is due to the buoyant weight of the clast and
to its velocity perpendicular to the bed, which is non-zero as a result of ice stretching around obstacles
and of basal melting. Iverson et al. (2019) showed that, under constant effective pressure, the meso-
scale solid drag does not vary significantly with basal speed, since an increase in velocity (and friction
force) is compensated by the growth of cavities that reduces the contact area between the ice and the
bed. We approximate this result by considering that Hallet (1981) meso-scale solid drag with constant
effective pressure is a constant function τf = c and local shear stress is uniform at the ice-bed interface
such that it can be described as

σnt = c/s, (3.3)
where the value of c depends on debris concentration and size, on bed roughness characteristics and
effective pressure (Iverson et al., 2019) and s is the portion of the ice in contact with the bed. Note that
this is a approximation of amore complexmicroscopic basedmodel. In our particular implementation,
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c is imposed and s is a solution of the problem. We call this approximation theHallet-likemodel.
The second law that we consider was proposed by Schweizer and Iken (1992) as ’sandpaper friction’.

This model was proposed for higher debris concentration than in Hallet (1981), under the assumption
that a very concentrated debris cover would separate the ice from the bed, thus keeping the ice from
converging towards the bed. The dependency of local shear stress to the bed normal velocity is thus
negligible and local shear stress is controlled by ice pressure. Schweizer and Iken (1992) do not con-
sider the role of water pressure, whichmeans that water at the basemust be either absent or not sur-
rounding the clast in contact with the bed. In this case, local shear stress may be expressed through
Coulomb friction at the ice-bed interface as

σnt = −µσnn. (3.4)
Wenote that this Coulomb friction law is also relevant formodeling local shear stress for subtemperate
ice (McCarthy et al., 2017). We later refer to this model as the sandpaper model.

In the third law, we consider the case for which the initial hypothesis of Weertman of a water film
existing and satisfying static equilibrium everywhere at the ice bed interface is no longer satisfied,
so that Nloc = −σnn − pw > 0. This is for example expected if a nearby cavity or channel lowers the
water pressure below that at static equilibrium around the debris, in which case a dependency on the
local effective pressure Nloc must be accounted for and σnt at the ice-bed interface can be expressed
as

σnt = µNloc. (3.5)
Later we refer to this law as the effective-pressure-driven Coulomb law, and assume a uniform water
pressure everywhere equal to that in cavities.

3.2.3 Modeling setup

We consider a two-dimensional infinite glacier of average thickness H + hi and surface slope θ con-
tained in the x−z plane and flowing over a periodic bed of height z = b(x) and period L (see Figure 3.2
and Table 1 for the notation definition). Normal and tangential unit vectors at the domain boundary
are denoted by n and t, respectively. The bottom boundary of the ice is given by the periodic function
z = h(x) ≥ b(x). We study a subdomain of the glacier, limited in width to L and in height to H such
that it defines four boundaries, the top ∂Ω1, the bottom ∂Ω3 (subdivided into the cavitated interface
∂Ω3C and the uncavitated interface ∂Ω3U ) and the left and right sides ∂Ω2 and ∂Ω4, respectively, see
Figure 3.2. AboveH , we assume that the flow field is undisturbed by the irregularities of the bed, such
that at z = H the stress and velocity fields are uniform. Domain length can be subdivided into two
parts, L = LC + LU , each corresponding to ∂Ω3C and ∂Ω3U respectively. In this domain, the Stokes
flow equations (momentum andmass conservation) are solved for the ice velocity u(x,z) and pressure
p(x,z):

∇ ·σ = 0,∇ ·u = 0. (3.6)
Note that gravitational force is neglected in our domain Ω and ice is assumed incompressible. Peri-
odic boundary conditions are applied on left and right sides, far field conditions are applied on the top
boundary and correspond to overburden ice pressure of the ice column of height hi over themodelled
domain, σnn = p̄i = −ρighi cos(θ), and uniform horizontal velocity ui . If open, the cavity is supposed to
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Figure 3.2: An example of a two-dimensional infinite glacier and the domain of interestΩ (in gray). The exampleshows a vaguely sinusoidal bed in brown with water-filled cavities in blue.

undergone a uniform water pressure pc. At the uncavitated interface the conditions are impenetra-
bility, u ·n = 0 and imposed shear stresses σnt given by either Eqn. (3.3), (3.4) or (3.5). At the cavitated
interface we impose that normal stress is equal to the cavity water pressure σnn = −pc, and tangential
stress is zero σnt = 0.

We can perform the balance of vertical and horizontal forces over the bottom boundary to gain
some insights about the friction law with non-zero local shear stress. We use the same procedure
as that developed by Schoof (2005), considering the convention of negative stresses for compression,
and normal and tangential vectors n and t with respect to the interface oriented as drawn in Figure
3.2.

Conservation of momentum dictates that basal drag and overburden pressure are balanced by
reaction forces at the bottom boundary ∂Ω3

(−τb, p̄i) = −1
L

∫
∂Ω3

σnds. (3.7)
Projecting into x and z, separating between horizontal and vertical directions and considering that
σnt = 0 on ∂Ω3C gives

τb =
1
L

∫
L
h′(−σnn)dx+

1
L

∫
LU

σnt dx =
1
L

∫
L
h′(−σnn − pc)dx+

1
L

∫
LU

σnt dx (3.8a)
p̄i =

1
L

∫
L
−σnndx −

1
L

∫
LU

h′σnt dx, (3.8b)

with h′(x) the local slope of the ice bottom boundary and N = 1/L
∫
L

(−σnn − pc)dx. Adding pc to the
first integral will help later when studying the upper bound of the basal drag, and does not change the
force balance because the integral of h′pc over the bed vanishes due to the periodicity of the bed. The
first equation gives the balance of horizontal force at the bed, with basal drag divided into the viscous
drag τu , defined as the meso-scale averaged local normal stress at the ice-bed interface, and the solid
drag τf , defined as the meso-scale averaged local shear stress at the ice-bed interface,
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τu =
1
L

∫
L
h′(−σnn − pc) dx =

1
L

∫
L
h′Ndx, and τf =

1
L

∫
LU

σnt dx, (3.9)
such that τb = τu + τf . The horizontal force balance allows us to introduce the solid drag ratio T , a
reduced variable that will be used in the following section and is defined as

T =
τf
τb

, 0 ≤ T ≤ 1. (3.10)
Note that T = 0 if sliding with zero local shear stress, i.e. τf = 0.

We can also use the force balance to find the basal drag upper bound. Viscous drag is bounded
by the slope and the effective pressure (Iken, 1981), so that from the first integral of Eqn. (3.8a) we can
define τu ≤ sup(h′)N . This allows us to define a C = max(τu/N ) ≤ sup(h′). Adding τf /N to both sides
of the inequality we find a new bound in case of non-zero local shear stress, noted Cf , and defined as
Cf = max(τb/N ) Substituting Eqn. (3.8a) into Cf = max(τb/N ) gives,

Cf ≤ sup(h′(x)) + τf /N . (3.11)
In the case of the Hallet-like model (Eqn. (3.3), note that the approach is for sliding under constant
effective pressure), we have

Cf ≤ sup(h′(x)) + c/N . (3.12)
For the sandpaper model, we combine Eqn. (3.4) with Eqn. (3.8a) to obtain

τb =
1
L

∫
L
h′Ndx+

1
L

∫
L
−µ(σnn + pc − pc)dx =

1
L

∫
L
h′N +µNdx+

1
L

∫
LC

µpcdx

=
1
L

∫
L

(h′N +µN )dx+µpcs,

with s = LC /L the portion of the bed not drowned by the cavity. If we now substitute the expression
we just derived into Eqn. (3.8a), rewrite pc as p̄i − N and reorder some terms, we obtain the final
expression of Cf for the sandpaper model,

Cf ≤ sup(h′(x)) +µs+µ(1− s)p̄i /N . (3.13)
In the case of effective-pressure-driven Coulomb law (Eqn. (3.5)) this is

Cf ≤ sup(h′(x)) +µ, (3.14)
as suggested by Schoof (2005).

The presence of local shear stress strengthens the bed, as it can support higher basal stress, i.e.
Cf ≥ C. Indeed, we expect solid drag to take up some of the force that would otherwise be supported
by viscous drag. For a given driving stress this would result in slower basal speed compared to the
scenariowith zero local shear stress. In the following sectionwe solve the flowof ice over an undulated
bedrock assuming non-zero local shear stress at the interface. We provide an analytical solution over
a simplified tombstone bed and a numerical solution over a sinusoidal bed.

For the analytical solution, we consider the ’tombstone model’ similar to the bed of Weertman
(1957), in which the bed b(x) is a rectangular function made of protuberances of side 2a separated be-

31



Figure 3.3: Continuous version of the tombstone model with the considered stresses, no cavity.

tween each other by a distance L, with roughness r = a/L (see Figure 3.3). Considering this geometry
allows only an approximate solution, albeit simplifies the problem such that it is tractable analyti-
cally. We further assume that i) viscous drag operates on the vertical sides of the bumps, and solid
drag on the horizontal sides, and ii) the stress and strain rate fields are uniform over the domain of
study.

To obtain the numerical solutionwe use the finite elementmodel Elmer/Ice (Gagliardini et al., 2013).
The numerical domain is a regular mesh of bi-linear quadrilateral elements, vertically refined towards
the bottom boundary, with L = H = 10m. The bed height function is a single wave function with
amplitude a,

b(x) = asin
(2πx

L

)
. (3.15)

Note that since we keep the domain length fixed, we modify bed roughness by changing a. The major
changes to the numerical implementation with respect to Gagliardini et al. (2007) are i) cavity opening,
which now solves the corresponding contact problem between ice and bed using the residual of the
Stokes equation (Gagliardini et al., 2013), ii) improved mesh resolution and iii) the already discussed
local shear stress laws. Otherwise specified, the friction law is obtained by looking at steady state so-
lutions for cavity water pressure pc between 0 and 0.8pi with increments of 0.01pi , with pi = 1.77 MPa
(the pressure of 200m of ice) and top velocity ui = 150ma−1, such that the solutions for square obsta-
cles and for a sinusoidal bed are comparable. Spatially averaged variables ub, τb, τf and N are then
recovered from the velocity vector and the stress tensor.

3.3 Results

3.3.1 Analytical friction law

For the analytical solution, only the case without cavity is presented in the main text, the complete
solution including the formation of cavities being given in 3.6. We use ub(T = 0) for basal speed in
a zero local shear stress scenario and ub(T ) for the basal speed when there is non-zero local shear
stress at the ice-bed interface.

Assuming two-dimensional flow over square obstacles of side 2a and r = a/L, deviatoric stresses
τxx, τxz and effective deviatoric stress τE can be approximated as (Cuffey and Paterson, 2010)
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τxx =
1
2
τu

L
2a

, τzz = −τxx, τyy = 0,

τxy = 0, τxz = τf , τyz = 0,

τE = (
1

16
τ2
u
L2

a2 + τ2
f )

1
2 .

(3.16)

The constitutive law for ice is

ε̇ij = Aτn−1
E τij , (3.17)

where creep parameter A is considered constant. Combining Eqn. (3.16) with Eqn. (3.17) gives the
following strain rates:

ε̇xx = A

(
1

16
τ2
u
L2

a2 + τ2
f

) n−1
2 1

4
τu

L
a
, and ε̇xz = A

(
1

16
τ2
u
L2

a2 + τ2
f

) n−1
2

τf , (3.18)
where ε̇xx is the extension strain rate, and ε̇xz the shear strain rate, both dependent on τu and τf . The
basal speed is evaluated as the integral of the horizontal velocity gradient over a bump of size 2a, at
a height l from the bed. Assuming uniform strain rates, and dw/dx = 0, this is equivalent to

ub =
∫

2a

du
dx

dx+
∫
l

du
dz

dz = ε̇xx2a+ 2ε̇xzl. (3.19)
In particular, if we take l = 2a (the distance between the highest and the lowest points of the bed) and
rewrite Eqn. (3.18) to include the roughness r = a/L we get

ub = A
( 1

16
τ2
u

1
r2 + τ2

f

) n−1
2 1

4
τu

1
r

2a+A
( 1

16
τ2
u

1
r2 + τ2

f

) n−1
2

4aτf . (3.20)
Substituting solid drag ratio T = τf /τb into Eqn. (3.20) and factoring out common terms gives the basal
speed

ub = A
( 1

16
(1− T )2 1

r2 + T 2
) n−1

2
(1

4
(1− T )

1
r

+ 2T
)

2aτnb . (3.21)
One can note that Weertman’s solution is recovered using T = 0, in which case we have

ub(T = 0) =
1
4nA

(1
r

)n
2aτnb . (3.22)

To proceed further, we investigate the effect of solid drag on the flow speed with respect to Weert-
man’s solution through evaluating the ratio (ub(T )/τnb )/(ub(T = 0)/τnb ), equivalent to the ratioub(T )/ub(T =

0), which takes the form

ub(T )/ub(T = 0) = (1− T )
2n
n−1︸     ︷︷     ︸

pure shear
+16r2(1− T )

2
n−1 T 2 + 8r(1− T )2T

2
n−1︸                                       ︷︷                                       ︸

strain enhancement
+128r3T

2n
n−1︸       ︷︷       ︸

simple shear
. (3.23)

The first term corresponds to the reduction of basal speed caused by a decrease in pure shear defor-
mation if drag is only due to creep around obstacles. This term is a decreasing function of T , while
the other terms mitigate this decrease in basal speed. The second and third terms appear due to the
non-linearity of Eqn. (3.17), i.e. ice deformation depends on all stress components, such that shearing
the ice will enhance ice deformation by extensional strain rates. The fourth term is the deformation
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Figure 3.4: Decrease in basal speed as a function of the relative solid drag T = τf /τb for different values of n. Panel(a) shows solutions of Eqn. (3.24) (the n = 1 lines) and Eqn. (3.21) (n = 2, n = 3, n = 4), using the full expression(continuous lines) and the low roughness approximation (dotted lines). Panel (b) shows the relative contributionof each term of Eqn. (3.21) for n = 3.

of ice subjected to simple shear only.
If the roughness is very low, Eqn. (3.23) simplifies to limr→0ub(T )/ub(T = 0) = (1 − T )2n/(n−1), as

proposed by ?. Note that, if r = 0, there is no resistance due to creep around bumps and we have
τu = 0, and Eqn. (3.21) does not hold. The specific form of τb will then be inherited from the form of
the local shear stress law , i.e., if we assume that τf is given by effective-pressure-driven Coulomb
friction, we have τb = τf = µN .

In the case of Newtonian ice, the flow exponent (Eqn. (3.17)) is n = 1, and to avoid indeterminate
exponents in Eqn. (3.23) we have to derive the expression from Eqn. (3.21), obtaining

ub(T )/ub(T = 0) = (1− T ) + 8rT . (3.24)
For very low roughness it simplifies to limr→0ub(T )/ub(T = 0) = 1− T .

Figure 3.4 (a), shows the expected decrease in basal speedwhenwe introduce local shear stress for
n = 1, n = 2, n = 3 and n = 4, when we consider the full expression (solid lines, Eqn. (3.21) and (3.24)) or
the low roughness approximations of Eqn. (3.21) and (3.24), (dotted lines). On the right panel, we show
the relative contribution of the terms of Eqn. (3.21) to the total decrease in basal speed for n = 3. Except
for high values of T = τf /τb, the low roughness expression is a good approximation of the decrease in
basal speed with T . For example, if T = 0.5, meaning half the basal drag is given by solid drag, the low
roughness approximation underestimates the basal speed by 30%. Indeed, this approximation, given
by the pure shear term of Eqn. (3.21), and represented by the solid line on Figure 3.4 (b), dominates the
decrease in basal speed until roughly T = 0.7.

We can invert Eqn. (3.21) to obtain a friction law,

τb =

A( 1
16

(1− T )2 1
r2 + T 2

) n−1
2

(1
4

(1− T )
1
r

+ 2T
)

2a

−1/n

u1/n
b . (3.25)

Note that this expression is non-linear, since τb = f (ub,N ,T (τb)), and solving it requires knowledge of
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the form of T (τb). Moreover, in the case of no local shear stress, Eqn. (3.1), τb and u1/n
b were linked by a

sliding parameter, A−1/n
s . This is no longer the case when local shear stress is non-zero, in which case

τb/u
1/n
b is a function of T (τb), such that what was a constant parameter is now a variable. Moreover,

the dependency in T is stronger for lower roughness, as r appears in the denominator in Eqn. (3.25).
We illustrate this point in Figure S1, where we plot the sensitivity of ub/τnb to T for several values of
r , i.e. d(ub/τ

n
b )/d(T ). If T = τf /τb is constant then we can define a scaling parameter ATconst

f = ub/τ
n
b ,equivalent to

ATconst
f = As

(
(1− T )

2n
n−1 + 16r2(1− T )

2
n−1 T 2 + 8r(1− T )2T

2
n−1 + 128r3T

2n
n−1

)
. (3.26)

With As the same as in Eqn. (3.1). We show a friction law with constant T = τf /τb, scaled with ATconst
fin the examples given in 3.6.

3.3.2 Numerical friction lawwitheffective-pressure-drivenCoulomb local shear
stress

Herewepresent the numerical simulations over sinusoidal beds andeffective-pressure-drivenCoulomb
local shear stress at the base using the model setup presented at the end of section 3.2.3. The friction
laws for r = 0.05, using scaling parameters C and As, are shown in Figure 3.5 (a, b), while the laws
for r = 0.03 and r = 0.08 are given in the supporting information, Figures S2 and S3. C and As are
obtained for each roughness r based on the simulation with µ = 0 as explained in Gagliardini et al.
(2007). The friction laws when scaled with C and As have the same overall shape, characterized by an
initial rate-strengthening regime, with increasing curvature until a peak in (τb/CN )3 is reached and a
transition to the rate-weakening regime. The larger the friction parameter µ, the higher the peak value
and the steeper the curve in the rate-strengthening phase. The peak in bed shear stress being located
higher for higher µ is a consequence of higher upper bound of τb, as shown in Eqn. (3.14). Likewise,
the origin behind the change in the slope of the rate-strengthening regime can be found in Eqn. (3.23).
Under a given basal drag, the higher T is, the slower the glacier flows and the higher the ratio τb/ub,
thus the slope of the curve in the rate-strengthening regime increases.

We more quantitatively investigate the extent to which the different friction laws share the same
shape by scaling each of these laws with the parameters Cnum

f and Anum
f , analogous to C and As in

Eqn. (3.2), except they now account for the effect of local shear (Figure 3.5 (c, d)). To compute these
parameters we impose that the peak of the laws coincide in the scaled space. Cnum

f is calculated as
Cnum
f = max(τb/N ). Anum

f is calculated such that ub/(Anum
f (CN )3) = χM , with χM a constant. We fix the

value of χM by using as reference point the peak of the friction law in Eqn. (3.2) that matches well the
friction lawwith zero local shear stress. We found that χM = q/(q−1), with q = 1.8 gives an appropriate
collapse of all the curves. The quality of this scaling worsens for lower r , as can be seen in the r = 0.03

curves given in Figure S2.
Focusing on the values of the scaling parameters, we compare Cnum

f with a (semi)theoretical value
Cthe
f = 2kπr+µ, computed as a combination of Eqn. (3.14) with the expression C = 0.84 2πr suggested

by Gagliardini et al. (2007) for sinusoidal beds. We find that the value of k that best fitsCnum
f is k = 0.72,

12% lower than the value 0.84 found by Gagliardini et al. (2007). The comparison between Cthe
f and

Cnum
f is shown in the left panel of Figure S4. While the overall shape of the friction law is conserved,

as seen in panel (c) of Figure 3.5, the detailed view in panel (d) shows that the different laws do not all
collide into the expected Weertman type behaviour (black line). Moreover, the higher µ, the further
from the Weertman line they are. This is a direct consequence of using a constant Anum

f when T
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evolves, which limits the effectiveness of scaling the law by a constant Anum
f , specially for lower values

of r. In the absence of an explicit theoretical expression for Af in the case of variable T , we refrain
from defining Athe

f for these experiments. We plot the values of the scaling parameters normalised by
the parameters with no local shear stress, Cnum

f /C and Anum
f /As, as functions of µ/r in the supporting

information, Figure S4.

3.3.3 Comparison between the three solid-type friction laws

In this section, we testwhether the abovepresented results using the effective-pressure-drivenCoulomb
model also hold under other micro-scale descriptions of solid-type friction such as the Hallet-like
(Eqn. (3.3)) and sandpaper (Eqn. (3.4)) models. For that, we use a sinusoidal bedrock with a given
roughness r = 0.05. Since the Hallet-like model assumes constant effective pressure, we change the
top boundary conditions from varying effective pressure and constant upper horizontal velocity to
constant effective pressure at ≈ 700 kPa (40% of the initial effective pressure used in the other tests)
and varying upper velocity ui from 20 to 400 ma−1. The Hallet-like model is run at fixed solid drag
τf = 50 kPa in order to lie within the range of values obtained by Iverson et al. (2019, Figure 8) for a sinu-
soidal bed of roughness r = 0.05with debris of radius 60mmand an effective pressure ofN = 500 kPa
(note that the roughness defined in Iverson et al. (2019) is two times the roughness defined here). The
sandpaper model is implemented with a friction parameter µ = 0.05, with the same top boundary
conditions as the effective-pressure-driven Coulomb tests explained in section 3.2.3.

As shown in Figure 3.6, both theHallet-like and sandpapermodels yield similar predictions as those
with the effective-pressure-driven Coulomb model (Eqn. 3.5) presented in the previous section. The
same scaling using Anum

f and Cnum
f is used here to compare the three different models of local shear

stress.
The values ofCnum

f = max(τb/N ) are found tomatch quite well the theoretical values ofCthe
f , which

as in the previous section result from combining C = k2πr proposed by Gagliardini et al. (2007) (with
the k = 0.72 found in our study) with the different expressions for Cf given in Eqn. (3.12) to (3.14).
Indeed, for the Hallet-like model with τf = 50 kPa, the numerical value Cnum

f = 0.320 for N = 700 kPa
is also not far away from the expected theoretical one Cthe

f = 0.72×2πr+τf /N = 0.298 obtained from
Eqn. (3.12). For the sandpaper model, the numerical value Cnum

f = 0.331, reached for an uncavitated
bed portion of s = 0.693 and an effective pressureN = 634 kPa, is very close to Cthe

f = 0.72×2πr+µs+

µ(1− s)pi /N = 0.312 given by Eqn. (3.13).

3.4 Discussion

We demonstrate that meso-scale friction over sinusoidal beds under non-zero local shear stress ex-
hibits similar characteristics to laws previously introduced with zero local shear stress, which are,
mainly, softening during the rate-strengthening behavior due to the onset of cavities, a maximum
attainable basal drag for a given effective pressure, and rate-weakening regime after such maximum
drag is attained. The new element introduced in the friction law is the influence of local shear stress on
stress concentrations and thus ice viscosity, which was ignored in previous models, although it has a
relatively low impact on the overall result. Added local shear stress lowers sliding speed, although this
decrease is mitigated by an increase in the effective deviatoric stress, which decreases the effective
viscosity. This strain enhancement effect is represented by the T dependent terms in the (implicit)
friction law given in Eqn. (3.21). This complicates the use of scaling parameters that generalize the fric-
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Figure 3.5: Comparison of the friction laws obtained numerically for a sinusoidal bed of roughness r = 0.05 anddifferent values of µ, using ((a) and (b)) C and As as scaling parameters and ((c) and (d)) Cnum
f and Anum

f as
scaling parameters. Panels (b) and (d) are limited to the rate-strengthening part of the curves shown in (a) and(c), respectively. Symbols represent the numerical results and the curves show the Weertman (Eqn. (3.1)), Schoof(2005) and Gagliardini et al. (2007) (Eqn. (3.2)) solutions.
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Figure 3.6: Numerical friction laws over a sinusoidal bed of r = 0.05 using three different local shear stress laws,constant solid drag (also called Hallet-like, Eqn. (3.3)) with τf = 50 kPa, Sandpaper (Eqn. (3.4)) with µ = 0.05, andeffective-pressure-driven Coulomb (Eqn. (3.5)) with µ = 0.05. Symbols represent the numerical results and thecurves show the Weertman (Eqn. (3.1)), Schoof (2005) and Gagliardini et al. (2007) (Eqn. (3.2)) solutions.

tion law for a variety of boundary conditions. In the case of sinusoidal beds, we see that for our tested
roughness and local shear stress laws, we can exploit that the form of the law is similar to sliding with
no local shear stress to obtain reasonable scaling parameters by imposing that all friction laws attain
the peak at the same point (ub/(A

num
f (Cnum

f N )3) = q/(q − 1) (with q = 1.8) and τb/(C
num
f N ) = 1. The

quality of the scaling becomes worse for high µ and low r , as a result of the sensitivity of ub/τnb to
T = µN/τb and r , see Figure S1. Our results show that determining Anum

f requires solving the friction
law until the peak is reached. This has several important implications. Firstly, it requires knowledge of
the form of local shear stress and its relationship with other variables (e.g. glacier basal speed, effec-
tive pressure), since the friction law has to be solved. Secondly, it requires that the weakening regime
is not suppressed when sliding with local shear stress, as our results show, in accordance with those
of Iverson et al. (2019) which were obtained using Hallet friction and neglecting the enhancement ef-
fect. The weakening regime can only be suppressed if local shear stress increases fast enough with
increasing sliding, as shown in 3.6.

How accurate is the value of the computed Cnum
f and Anum

f will depend on the resolution of the
friction law around the peak, i.e. on the number of points used in each numerical friction law. Since we
compute Cnum

f and Anum
f by looking at the point with the highest τb/N , too few points will mean that

the numerically retrieved peak is far away from the expected position. It does not pose a problem
in our case, since the relatively cheap computational cost of the numerical scheme (2D) means we
compute one point of the simulation for each 1% increment of pc, obtaining a satisfactory number of
points around the peak. It could, however, pose a problem if performing a similar analysis on more
complex configurations, such as three dimensional geometries.

The similarity of the friction laws with zero and with non-zero local shear stress appears to be
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valid regardless of the specific constitutive law used to describe local shear stress. We further explore
the validity of this assumption in our comparison between models of local shear stress, as shown for
different regimes of the friction law in Figures S5, S6 and S7 of the supplementarymaterial. The biggest
differences in local shear stress distribution across models happens in the no-cavity regime, where
the pressure-based laws vary by a factor of ±100% with respect to the Hallet-like implementation.
However, in Hallet (1981) local shear stress comes from the weight of the particle and the stretching
rate of the ice, which we can expect to concentrate at the upslope portions of glacier beds. This is
already the case for a pressure based shear stress model, thus increasing even more the similarities
between models for the no-cavity regime, and therefore the convenience of simple, straight-forward
models of pressure-based friction for studying how τf affects sliding.

We have seen that the forms of a friction law with zero solid drag and a friction law with solid drag
are very similar, complicating the identification of the presence or not of solid friction based on real
data (e.g. Gimbert et al., 2021b). A possible solution would be the comparison of field estimates of As

andC with those obtained with accurate flow simulation over detailed three-dimensional glacier beds
(Helanow et al., 2021). Large discrepancies between them could indicate the presence of non-zero local
shear stress. This comparison would require accurate knowledge of bed geometry, which is usually
only possible in deglaciated areas, as well as good estimates of basal drag acting upon the studied
zone, so it is not a feasible option for the large majority glaciers.

Our study has been formulated under steady-state conditions and the resultsmay differ drastically
under non-steady conditions, since solid drag likely has a shorter response time than viscous drag.
Similarly, we don’t expect that the presently established conclusions applies to the case of highly con-
centrated debris at the glacier base that would make the ice-debris mixture behave differently than a
viscous fluid. The validity of our result should be also tested for other geometries, both two and three
dimensionals. For three dimensional beds, we can expect that lateral variations in bed topography will
restrict high stresses to a smaller bed area (Helanow et al., 2020), increasing the strain enhancement
effect with respect to two dimensional beds.

3.5 Conclusions

In this study, we developed a new analytical model of glacier sliding over rough hard beds with local
shear stress (such as debris-bed friction) that includes the effects of local shear stress on viscosity.
The influence that non-zero local shear stress has on sliding can be included in the friction law by
adding terms to the friction law based on bed geometry and average solid-type drag. We show that
additional strain enhancement will result in faster flow than could be expected, if the effects of local
shear stress on friction are neglected. The effect of local shear stress on ice viscosity render the friction
law implicit, further complicating the identification of scaling parameters from a purely physical point
of view. Nevertheless this complication, our findings on the form of the friction law are coherent with
previous studies that assumed low quantities of ice to bed friction. Ice creep around obstacles and
cavities will still be representative of the sliding process, unless i) there is rate increasing solid drag
and ii) it is strong enough to compensate the rate-weakening viscous drag. As a result, the friction
law of glaciers sliding with non-zero local shear stress at the base will retain the same form as the law
developed for sliding with no local shear stress, including the rate-weakening regime. We can exploit
this fact to use laws developed for sliding with zero local shear stress to represent sliding with non-
zero local shear stress, although this can fail at some circumstances, such as low roughness or high
degrees of solid drag. Further work has to be carried out to confirm how the interplay between local
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Figure 3.7: Conceptual model of cavity opening in a tombstone bed. Adapted from Andrew Fowler’s solution.

shear stress and water pressure modifies the overall sliding dynamics, and how important the strain
enhancement effect can be when sliding over realistic three-dimensional beds.

3.6 Appendix: Analyticalmodel of slidingwithnon-zero local shear
stress and open cavities over square obstacles

We continue in detail the analytical model developed in the main text. This solution includes the
presence of cavities, and is greatly inspired by the solution for sliding over a tombstone bed with
and without open cavities done by A. Fowler as part of the exercises of the Mathematical Geoscience
course in Oxford University.

3.6.1 Rate-strengthening regime

We assume a cavitation state as in Figure 3.7. The spatially averaged values are lower than the actual
stress applied onto the ice,

τuL = (τ̂u + pi − pc)2a = (τ̂u +N )2a,

τf L = τ̂f (L−LC).
(3.27)

We can rewrite the equations to have the stresses as function of the spatially averaged drags. We can
estimate cavity length LC from mass continuity. In the uncavitated part, we have

dub
dx

= −dw
dz

,

with w the vertical component of ice velocity. Now we consider that dw/dz can be approximated by
the strain rate ϵ̇zz ≈ ANn, the strain rate of the ice being compressed by the difference between the
ice pressure and the water pressure. Taking dub/dx ≈ ub/(L − LC − 2a) gives ub/(L − LC − 2a) ≈ ANn.
To continue we define the roughness as r = a/L, the solid drag ratio T = τf /τb, and the portion of
cavitated bed as

s =
LC
L

≈
ub

LANn − 2r. (3.28)
We obtain the following expressions for the stresses at the uncavitated part of the bed,
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Variable Description Unit
A Creep parameter MPa-na-1
As Sliding parameter if sliding with zero local shear stress m a-1 MPa-n
Af Sliding parameter if sliding with non-zero local shear stress m a-1 MPa-n

ATconst
f Sliding parameter under constant T m a-1 MPa-n
Anum
f Numerically computed Af m a-1 MPa-n
a Half bump height, sinus amplitude m

b(x) Bed height m
c Local shear stress in the Hallet-like model MPa
C Maximum attainable τu/N -
Cf Maximum attainable τb/N -

Cnum
f Numerically computed Cf -
Cthe
f Cf computed with a (semi) theoretical expression -
H Top boundary height m
hi Height of the ice column m
h(x) Bottom of the ice m
h′(x) Slope of h(x), dh/dx -
L Domain period length m
LU Length of the uncavitated bed m
LC Length of the cavity m
n Normal vector -
n Glen’s flow law exponent -

Nloc Local effective pressure MPa
N Mean effective pressure MPa
p Flow pressure MPa
pi Ice column pressure MPa
pc Cavity water pressure MPa
pw Local subglacial water pressure MPa
r Bed roughness, a/L -
s Portion of the bed drowned by a cavity, LC /L -
T Solid drag ratio, τf /τb -
t Tangential vector -
u Flow velocity vector m a-1
u Horizontal component of u m a-1
ui Ice velocity at top boundary m a-1
ub Basal slip m a-1
v Vertical component of u m a-1
µ Bulk friction parameter -
τb Basal drag MPa
τu Viscous drag MPa
τf Solid drag MPa
σ Cauchy stress tensor MPa
σnn Normal stress MPa
σnt Tangential stress, local shear stress MPa

Table 3.1: Table of variables
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Figure 3.8: Conceptual model of square bed with open cavities that drown part of the obstacles.Adapted from Andrew Fowler’s solution.

τ̂u =
(

1
2r

(1− T )− N
τb

)
τb,

τ̂f =
1

1− s
T τb.

Applying Glen’s flow law, this gives the following strain rates around the best obstacles

ϵ̇xx =
1
2
A(τ̂2

u + τ̂2
u )

n−1
2 τ̂u

=
1
2
A

( 1
4r2 (1− T )− N

τb

)2

+
1

(1− s)2 T
2


n−1

2 (
1
2r

(1− T )− N
τb

)
τnb ,

ϵ̇xz = A(τ̂2
u + τ̂2

u )
n−1

2 τ̂f

= A

( 1
4r2 (1− T )− N

τb

)2

+
1

(1− s)2 T
2


n−1

2 1
1− s

T τnb .

(3.29)

Using the samearguments as for slidingwithout cavities, the basal speed isub = ϵ̇xx2a+2ϵ̇xz2a.

3.6.2 Rate-weakening regime

Here we consider that cavities start to drown the vertical faces of the obstacles and the bed cannot
support as much stress as before, see an example in Figure 3.8. The length of cavity is now LC > L−2a.
The vertical face of the obstacles has been reduced to 2a − a′ , this area decreases with increasing
cavitation. Conversely, the area where τ̂f applies is 2a for any degree of cavitation (a particularity of
the tombstone model, in general it decreases with increasing cavitation).

The force balance gives
τuL = (τ̂u +N )(2a− a′),

τf L = τ̂f 2a.
(3.30)

The drowned side of the obstacle, a′ , can be obtained by application of Thales’ theorem (see Figure
3.8),

2a
LC

=
a′

LC −L+ 2a
.

Rewriting and multiplying by L on both sides gives
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a′ = 2a(s − 1 + 2r)/s. (3.31)
Following the same steps as before, we have the stresses in the undrowned part of the bed,

τ̂u =
1

2r − a′/L

(
(1− T )− N

τb

)
τb,

τ̂f =
1
2r

T τb.

And applying Glen’s flow law gives
ϵ̇xx = A(τ̂2

u + τ̂2
f )

n−1
2 τ̂u

= A

( 1
2r − a′/L

(1− T )− N
τb

)2

+
1

4r2 T
2


n−1

2 (
1

2r − a′/L
(1− T )− N

τb

)
τnb ,

ϵ̇xz = A(τ̂2
u + τ̂2

f )
n−1

2 τ̂f

= A

( 1
2r − a′/L

(1− T )− N
τb

)2

+
1

4r2 T
2


n−1

2 1
2r

T τnb .

(3.32)

The basal speed is as before, ub = ϵ̇xx2a+ 2ϵ̇xz2a.

3.6.3 Full law

We obtain a law in three parts:
1. Weertman style, as long as N ≥ (1− T )τb/(4r)

2. Rate-strengthening with cavities, from N < (1− T )τb/(4r) until s = 1− 2r

3. Rate-weakening regime with cavities
The law is continuous with discontinuous slope. We plot in Figure 3.9 the law for r = 0.1, N = 2 MPa,
and τf = T τb with constant T , with (solid curves) and without (dotted curves) the strain enhance-
ment effect, with no scaling variables on the top panel and with Cnum

f = max(τb/N ) and ATconst
f (see

Eqn. (3.26)) on the bottom panel.
We see that the rate-weakening regime is not suppressed under constant T . Moreover, rate-

weakening can only be suppressed if τf increases with sliding speed faster than τu decreases i.e. if the
increase in τf is enough to overturn the weakening due to cavity growth. We compare in Figure 3.10
such a case with the friction law obtained for T = 0.2. The blue line corresponds to a friction law with
rate increasing solid drag, such that the solid drag ratio is T = 0.3 + 1.25 × 10−4ub. This expression
for T was chosen just for illustration purposes of the possibility of rate-weakening suppression and it
does not intend to represent a realistic expression of solid drag ratio.

Open Research

The numerical output and the scripts used process the data and generate the plots are accessible in
the Zenodo repository of the SAUSSUREproject, https://doi.org/10.5281/zenodo.5046764 (?).
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Figure 3.9: Theoretical friction laws over a tombstone bed under constant solid drag ratio, for r = 0.1 and N =
2 MPa. We show the solutions with (solid curves) and without (dotted curves) the strain enhancement effect, intheir unscaled (top panel) and scaled (bottom panel) version. We can see in the top panel that at equal basaldrag, ignoring the influence of τf in ice viscosity results in an underestimation of sliding velocity. Once properlyscaled, the friction laws converge approximately into the same shape.

44



Figure 3.10: Theoretical frictions laws over a tombstone bed with constant T = 0.2 and linear T = 0.3 + 1.25 ×
10−4ub. We show the laws in themain panel (a), and the values of T in subpanel (b). Comparing the shapes of theorange and and blue curves we see that under very high and rate increasing solid drag ratio T , the friction lawhas no weakening, except for just after the bumps start to be drowned (ub/N3 between 300 and 400 m a-1 MPa-3in this particular example). The linear expression of T of the no-weakening example (blue line) is chosen forillustration purposes only.
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Chapter 4
The lost last paper(s) of Louis

Lliboutry

We still have rough, incomplete and wrong theories developed in the 60’s
by Weertman, myself, Nye, Röthlisberger and Budd, that have but a historical interest.

Louis Lliboutry, 2005

4.1 Introduction

Louis Lliboutry’s contribution to glaciology is vast, covering a wide array of topics (e.g. ice mechanical
properties, geomorphology, surface processes, numerical modeling of glacier flow, theoretical fluid
dynamics). The most notorious of them all is, most probably, glacier friction laws, to which he dedi-
cated more than 20 papers. It occupied a great portion of his scientific production from the late 50’s
through the 60’s, up to the point that the correctness of his own theories, and the incorrect theories of
his peers became a personal issue. As stated by Fowler (2011), ’[Weertman and Lliboutry] bickered with
one another through a number of publications, variously adapting or improving (largely in cosmetic
ways) their two theories. The course of this tussle was finally charted in exasperation by (Lliboutry,
1968), following which the eruptive phase entered a period of dormancy’. What Andrew Fowler prob-
ably didn’t know, nor many researchers at the LGGE (the Laboratory of Glaciology and Geophysics of
the Environment of Grenoble, now part of IGE), is that Louis Lliboutry continued to think about the
problem long after he retired. Let’s put things in perspective.

On Thursday 10th March 2005, the glaciology and snow sciences section of the SHF (Hydrotechni-
cal French Society, or Societé Hydrotechnique Française in the original french) organised their annual
meeting in Grenoble. Among the speakers there was the already retired Prof. Louis Lliboutry, and
attending the presentation there was Olivier Gagliardini, then a young postdoctoral researcher. In fif-
teenminutes, Liboutry presented a conference paper of six pages titled Sliding and subglacial hydraulics
(Glissement et hydraulique sous-glaciares, in the original french), whose first paragraph stated:

During the last three years, my intellectual activity has focused on the sliding of temperate glaciers and
the subglacial flow of water. I have developed a theory of which I cannot but give here a brief and in-
complete sketch. It is explained in three articles that I am finishing, and that I will submit to Journal of
Glaciology.
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In the following pages, he develops a new conceptual hydro-mechanically coupledmodel of glacier
flow, including a new friction law, temporal changes in cavity volume due to transversal flow along the
glacier cross section and a spatially variable water pressure. Of the three announced paper, the first
one would (probably) be the model of temperate valley glaciers, the second one would treat surging
glaciers, and the third one would deal with sub-daily unsteady water pressures.

The methodology sections are consistently written in the following way. Lliboutry introduces a
physical process (say, the friction law), describes the idea behind his model (sliding past bumps with
connected and unconnected cavities), gives some assumptions (hemispherical bumps of same radius,
no regelation), continues with the resulting equation (in this case, equation (4.2)) and he adds an in-
terpretation of it (we can expect non-negligible drag due to isolated cavities) and a motivation (this
new law allows for explaining the fast sliding velocities in some glaciers). He repeats this cycle for
several parts of the hydro-mechanically coupled model: the friction law, subglacial flow, the temporal
evolution of the subglacial hydrology system, After presenting themodel, he proposes an example for
a valley glacier, "solves" it, discusses that it yields reasonable results, and closes the communication
saying

In conclusion, this study shows that

• A realistic model, taking into account the laws of Mechanics and Physics can be established. Glaciol-
ogists should not try to just look for simple correlations.

• There is a considerable amount of numerical calculations to be done. I leave it for the younger re-
searchers, not taken back for the fact that the topic is not fashionable anymore.

This introduction is partly based on the recollection of this storywritten byOlivier Gagliardini
for Louis Lliboutry’s biography, (Turrel, 2017), translated into english for the introduction of
the SAUSSURE project, https://saussure.osug.fr/-History-.

The presentation and the accompanying document were regarded by the public as incomprehen-
sible, and it was soon forgotten. In its defence, the model was quite complex to be explained in such
a short time, and it can be said that since the model and its applications were going to be published
in three articles, the details could be worked out later.

Unfortunately, that never happened. When Louis Lliboutry died two years later, the articles hadn’t
been published. Olivier Gagliardini looked for them in Lliboutry’s personal notes and computer, but
neither he nor Lliboutry’s family could find anything. Likewise, the editorial board at Journal of Glaciol-
ogy confirmed that they had never received any finished paper, nor any draft whatsoever. The only
thing that was left was a short, convoluted document written in french that juxtaposed assumptions
with results and conclusions, with only seven equations and one single figure providing part of the
initial conditions needed to successfully run the model.

Fourteen years after these events, during one meeting held at the beginning of this PhD, Olivier
Gagliardini immediately caughtmy attentionwhenhe recalled that he had scanned the document, and
proposed to give it a look. He promptly shared it with a few collaborators of the SAUSSURE project,
and while we realised that there was potential behind it, notably on the treatment of intra-annual
dynamics changes due to unsteady water pressures, the amount of effort needed to unravel the work
of Lliboutry was perhaps too much for what it was worth. The idea kept wandering around our heads
while wewere busy with our everyday research, andwe never really got to take a further look. It wasn’t
until the end of 2021 that, dreading to perform yet another correction on The effect of local shear on
glacier sliding, I decided to work on Lliboutry’s last paper in order to procrastinate. I couldn’t have
done it in a better time, since the experience during my PhD had led me in a pretty good position to
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reverse engineer themodels presented by Lliboutry andprovide a reasonable exposition of themodel.
Working on analytical friction laws, and having passed timewith Lliboutry’s first (english written) paper
on glacier friction laws (Lliboutry, 1968) helped me understand his geometrical reasoning, which was
key to unravel the equations proposed. The experience dealing with the actual dynamics of mountain
glaciers, and their complex mechanical behaviour (e.g. effect of valley sides, distribution of subglacial
channels, opening and closing of cavities) helped interpret the physical, non-equations based, aspect
of the paper. A few dedicated weeks during spring and summer 2022 and the opportune assistance
of Facu Sapienza just after the 2022 Karthaus Summer School helped me iron most of the details of
the paper that were still around1, and thus this account became possible.

In the following sections I will introduce the problem, the hypothesis behind, and the model. The
original structure has been changed tomake the articlemore understandable, and all the diagrams are
new. All numbered equations are as given in the original paper, while those that have been written
to improve the understanding are unnumbered. For internal consistency we rename all variables
with the nomenclature already used in this dissertation (i.e. basal speed will be called ub, not U as in
the original). We try to keep the definition of new variables to a minimum. The model proposed by
Lliboutry was based on a few assumptions and can be considered for a glacier valley of any shape and
roughness. The particular example that he proposed was more refined, and included the assumption
that the glacier valley was parabolic, with given values for the physical parameters of the problem, e.g.
bed roughness, permeability, height and width of the valley.

The work will be presented in the following way. First, we will provide the set up and main hypoth-
esis. Then, we will treat the friction law (slip law, actually), and the treatment of cavities. Later, we will
continue with changes due to subglacial flow, including the permeability and the temporal evolution
of cavities. We will follow with some words about the spatial distribution of stress. Finally, we will
provide the numerical scheme to solve the paper.

4.2 Preliminary considerations

Let’s consider an infinitely long glacier flowing down a parabolic-shaped valley, of maximum heightH
and half-width D , as shown in Figure 4.1. We will work with three directions, the along flow direction
x, the upwards vertical direction z and the across flow direction along the bed profile, s, different
from the horizontal direction y, with origin at the mid point of the bed. The bed height is given by
b(y) = (H/D2)2y2, and the thickness is simply h(y) = H − b(y). The conversion from y to s is

s(y) =
1
2
y

√
4
H2

D4 y
2 + 1 + asinh

(
2
H

D2 y
)(

4
H

D2

)−1
.

With s we can define the reduced coordinate S = s/s1, where s1 = s(D) is the length of half the profile.
Ice creep follows Glen’s flow law, with creep parameter A and Glen’s law exponent n = 3. Regelation
and local shear stress at the ice - bed interface are neglected.

If we focus on the bed at the local scale, we model the bed as a flat plane with hemispherical
bumps of radius R, see Figure 4.2, separated by a distance λ from each other (or, conversely, there
is one bump per every λ2). We define the roughness r as the frontal section of the bumps that the

1I have not been able to solve it, though. Some work is still to be done to fully determine the potential behind Lliboutry’s lastlost paper(s).
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Figure 4.1: Cross section of a parabolic glacier valley of depth H and half-width D. The left branch of the bed isdiscretized in 12 elements, as considered by Lliboutry for his example.

glacier must overcome per unit area, therefore
r =

π
2
R2 1

λ2 .

If the subglacial water pressure at the lee side of the bumps is high enough, cavities will open. The
cavities are approximately modeled as spheroids (as depicted in panel (b) of Figure 4.2), with principal
axes R (along z), R (along s), and L (along x), where L is called the cavity length and is computed from
the last point of the bump on which they open till the tip of the cavity, as depicted in Figure 4.2 (a,c).
The volume of the cavity is thusthe quarter of an spheroid, yielding

Vc = πR2L/3.

Lliboutry considers that cavity length attains amaximum LM = λ−Rwhen the cavity connects with the
downstream cavity as depicted in the top left bump in Figure 4.2. This allows us to define a reduced
cavity length l, such that

l =
L
LM

=
L

λ−R
,

l = 0when there is no cavity, and l = 1when there is hypercavitation, i.e. all bumps are connected with
downstream bumps. Each cavity is at a pressure pc, such that the effective pressure of the ice around
the cavity is N = pi −pc. In the case of cavities at the atmospheric pressure (i.e. empty of water) this is
simply N = pi , while in the case of unconnected cavities we assume that they stay at equilibrium with
the surrounding ice, and thusN = 0. At any point at the bed, the hydraulic head Z , taking as reference
the origin, is the sum of the cavity pressure head and the height of the bed (related to the potential
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Figure 4.2: Meso scale description of the bed envisioned by Lliboutry. We give a top view in panel (a). The shapeof the cavity behind the top left bump is drawn so as to have the cavity go around the bump and connect withthe downstream cavity, which should happend for L = LM . In panel (b) we draw a perspective of the spheroidalcavities behind a bump. Panel (c), similar to Figure 2 of chapter 3shows the distribution of stresses needed forthe friction law described by LLiboutry.

gravitational energy). Therefore, we can write
Z(s) =

pc
ρwg

+ b(y(s)) =
−N + ρigh(y(s))

ρwg
,

where ρi and ρw denote ice and water density, respectively.
The subglacial hydrology network is not uniform, and can be composed of a mix of isolated and

connected cavities. This network is spatially heterogeneous, such that we can observe, for instance, a
series of isolated cavities of different lengths on the margins, a partially connected system of cavities
towards the center, and a subglacial channel with fully connected cavities on the central part of the
bed. In order to account for that, wewill consider a connection ratio c, where c = 0means all bumps are
unconnected, the water pressure must be in equilibrium with the surrounding ice at every cavity, and
c = 1 means intense cavitation, and all bumps and their cavities are freely connected between them.
Lliboutry considers that even in the absence of cavities, there must be some bumps hydraulically
connected to each other, such that sliding is favored at these bumps. On the other hand, if cavities
grow, more bumps become connected and at the same pressure. A simple solution to reconcile these
two assumptions is to consider the following connection ratio (equation 2 in the original),

c = c0 + (1− c0)l. (4.1)
We call c0 the background connection ratio. If all cavities are connected, l = 1 and then c = 1.

4.3 Friction law

Since we saw earlier in chapter 3 how to obtain a simple friction law, we will go over the details here.
For those bumps that don’t have open cavities or whose cavities are unconnected such that the water
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pressure within the cavity is equilibrium with the surrounding ice, we have a Weertman type friction
law,

τn =
(
ub
A1R

)1/3

2r.

In the case of cavities within connected cavities, we have

τc =

( ub
A1R

)1/3

+N

r.
Now, considering that both unconnected bumps (ratio 1−c) and connected bumps (ratio c) contribute
proportionally to the basal drag, we have that at equal basal speed

τu = (1− c)τn + cτc = (1− c)
(
ub
A1R

)1/3

2r + c

(
ub
A1R

)1/3

r + cNr = (2− c)
(
ub
A1R

)1/3

r + cNr.

The friction law is not anymore a function of the type τu = f (ub,N ), but τu = f (ub,N ,c). A more
compact form, similar to the friction law developed in chapter 3 is

τu
N

=

(2− c)( ub
A1N3R

)1/3

+ c

r.
We can rewrite the friction law to make it a slip law, obtaining the same equation as Lliboutry

(equation 1 in the original),
ub = A1R

(τu/r − cN
2− c

)3
. (4.2)

4.4 Subglacial permeability

The spatially and temporal variable hydraulic conditions require water transport through the sub-
glacial network. Let’s consider that the hydraulic gradient is continuous at the local scale, such that
we can apply Darcy’s law for the subglacial water flow parallel to the main flow axis (along x) ϕ∥ and
perpendicular to the main flow axis (along s) ϕ⊥, we have

ϕ∥ = −K∥
∂Z
∂x

; ϕ⊥ = −K⊥∂Z
∂s

. (4.3)
With cavity volume known and some rewriting we have the amount of water per unit area,

W =
2
3
crL =

2
3
rmR

[
c0l + (1− c0)l2

]
, (4.4)

we call m = LM /R the shadow slope, since it is the (approximate) slope between the highest and the
lowest point of the cavity. With the water flow and the volume established, we can now write the con-
servation of mass for water within the subglacial hydrology system. Assuming thatW stays relatively
uniform in x, but varies along s, we have that any temporal changes in the stocked water volume is
due to lateral flow,

∂W
∂t

+
∂ϕ⊥
∂s

= 0. (4.5)
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Rewriting to use S , allows us to obtain the rate of redistribution of Z as a function of the temporal
evolution of cavity length,

∂2Z

∂S2 = −∂W
∂t

= E [c0 + 2(1− c0)l]
∂l
∂t

, (4.6)
with E = 2rmRs2

1(3K⊥)−1.

4.5 Closing the system

So far, there are four independent variables, ub(S,t), τb(S, t), l(S,t) and Z(S,t). In order to solve the
system, we have equations (4.2) and (4.6), such that we need to provide two more. This section is
perhaps the most complex to understand of the original document, since it has almost no hints. I will
therefore present what Lliboutry wrote, and my interpretation of it based on physical reasoning. The
results in this section can be considered, at most, an educated guess.

The third equation is given by the plastic deformation of the cavity, a balance of two competing
processes, the cavity opening due to sliding vo, and cavity closing due to creep vc(e.g. Werder et al.,
2013),

∂L
∂t

= vo(ub)− vc(A1,N
3).

We schematize both processes in Figure ??. Let’s consider a cavity at time t with volume V = 1/3πR2L,
as discussed earlier. If we consider only cavity opening due to sliding (ice is turned into a solid), in a
dt the ice advances ubdt, and the cavity grows to have a volume V ∗ = V + dV = V + 1/2πR2ubdt. To
accomodate the new volume, the cavity will have a new length L∗, such that we have

1/3πR2L∗ = V + dV = 1/3πR2L+ 1/2πR2ubdt.

Rewriting the terms, and considering dL/dt = (L∗ −L)/dt

dL
dt

=
3
2
ub.

Focusing on cavity closing, read werder and hewitt and schoof to see what they say about cavity
opening Lliboutry provides the following result with no further ellaboration,

∂l
∂t

=
3

2mR

[
ub −A1R(1 +ml)N3

]
, (4.7)

valid for 0 ≤ l ≤ 1.
The fourth equation is even more obscure. Lliboutry claims that the fourth relationship comes from

the fact that τu andub are components of the stress and velocity tensors on thewhole glacier.[...] Fortunately,
we can find good approximations of τu(S) and ub(S) using 4th degree polynomials, only dependant on
τu(S = 0) = τ0 and τu(S = 1) = τ1, provided we consider a cylindrical glacier with parallel flow. Explaining
how to determine them would be too long to be done here. Let’s only say that if we know l and Z on 5
control points, regularly spread over the demi-transverse profile of the glacier, there is one unique solution
to this mathematical problem.

What are those polynomials? We have no more information on how to obtain them, only that
they must depend on five constants, so as to need five points to determine them. Thus, we look for
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polynomials of the form
τu(S) = αS4 + βS3 +γS2 + δS + τ0, ub(S) = aS4 + bS3 + cS2 + dS +ub0

If we dig deep in Lliboutry’s works, we find that in Lliboutry (1969), through successive approximations
and 84 equations over 21 pages, Lliboutry derives this type of equations for τ and ub for plane and
cylindrical glaciers. The results of such paper are not directly applicable to this case, though.
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Chapter 5
Borehole inclinometry

The velocity of the surface is sensibly the same as [...] 100 feet deep in most glaciers
It is only near the bottom or bed that the velocity is materially affected.

J.D. Forbes, 1842, at the beginning of glaciology as a scientific discipline.

5.1 Introduction

Formore than 70 years, glaciologists have beenusing boreholes to observe the deformation of glaciers
and measure their internal velocity. This technique has been used in combination with others obser-
vations such as surface velocities (with GPS networks, for instance) or subglacial water pressures, to
improve our understanding of bed processes, since direct access to the bed of glaciers is almost im-
possible. Among the studies that have used borehole inclinometry, we find a variety of goals. Since
the work of Glen (1955), glaciologists have used borehole inclinometry to constrain ice rheological pa-
rameters (e.g. Perutz, 1950; Miller, 1957; Mathews, 1959), or constrain bed roughness (Ryser et al., 2014;
Maier et al., 2019). Comparing the internal velocity with surface velocities allowed other researchers
to infer (or at least estimate) basal velocities, which could then be used to compare seasonal or intra-
seasonal changes in surface, internal, and/or basal dynamics (Hooke et al., 1992; Harper et al., 1998;
Amundson et al., 2006; Willis et al., 2003; Gudmundsson et al., 1999). Some studies, usually the first
ones, were interested also in determining whether basal ice travels faster than overlaying ice or not
(an early debated phenomenon called extrusion flow Perutz, 1950; Sharp, 1953; Mathews, 1959; Hooke
et al., 1987).

In this chapter, we will do a quick review on the field techniques used to measure glacier deforma-
tion and other related field methods. We will provide a resume of the previous studies of interest for
this PhD. We will finish with an overview on methods to infer deformation and velocities from bore-
hole inclinometry and how to simply estimate uncertainties with the type of sensors used in chapters
6 and 7.
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5.2 Field techniques

5.2.1 General principles

Borehole inclinometry consists in measuring the internal deformation of a glacier through surveying
the change in tilt of one or several vertical boreholes drilled, ideally, from the surface to the base. The
amount of information that can be extracted from borehole inclinometry depend on the technique
used, the density of boreholes, and the quality of the instrumentation (e.g. measuring frequency,
in-depth density of measurements, accuracy) and the borehole itself (verticality, borehole diameter,
depth). As we will see later, different techniques can provide a series of snapshots of the internal
deformation, with good spatial coverage, or on the contrary, allow for observing sub-daily changes
in deformation with lower spatial density. The information extracted also depends on the spatial
arrangement of boreholes on the surface of the glacier. Boreholes close to each other (at least at dis-
tances lower than an ice-thickness) can help isolate the influence of local differences in the subglacial
hydrology network (Willis et al., 2003), or in bed roughness (Maier et al., 2019), while boreholes located
further from each other can provide a more general picture of the ice flow. Boreholes along a main
flow line provide invaluable information about the principal component of ice flow, while boreholes
drilled transverse to the main flow direction allow for better constraining the internal three dimen-
sional flow of a glacier (Raymond and Harrison, 1975; Copland et al., 1997; Willis et al., 2003).

Good quality drilling helps ensure that the borehole stay vertical and reach the bed more easily. In
such a case, borehole inclinometry can be used to observe the complex deformation that takes place
above a glacier’s bed, and provide a more accurate measure of basal velocity. Further complications
arise whenworking in temperate glaciers. First and foremost, temperate glaciers do not freeze, except
close to the surface if ambient temperatures are below zero. The direct consequence of these is that
unless close to the surface, wewill have towait for creep to close the borehole and ensure the coupling
between the sensors and the glacier. If working in a valley glacier, it is common to find rocks and
stones in the ice that complicate drilling (Flusin and Bernard, 1909; Mathews, 1959; ?; Roldan-Blasco
et al.). The deeper the boreholes reach, and the longer the survey period, the stronger the strains
they will be subjected to. Thus, it is not uncommon for borehole derived studies to start failing (i.e. for
boreholes to become unreachable) from the bottom up to the top (Hooke and Hanson, 1986; Doyle
et al., 2018; Maier et al., 2019; Roldan-Blasco et al.). For the same reason it is particularly useful in low
strains environments, such as rock glaciers (e.g. Arenson et al., 2002). We will later see the influence of
these problems in our assessments of glacier deformation in Glacier d’Argentière, in chapters 6 and
7.

5.2.2 Repeated inclinometry

Repeated inclinometry is the oldest technique for determining the internal deformation of a glacier.
It consists in measuring the shape of a borehole during different times over the course of a field
campaign. Inclinometry readings can be obtained by lowering a tiltmeter that, following the shape
of the borehole, measures its inclination and orientation, i.e. the tilt and azimuth, at a certain spatial
interval. As borehole tends to close, there are different ways of keeping it open for future surveys. The
borehole can be cased in ametal (typically aluminium) tube (e.g. Miller, 1957; Mathews, 1959) for easier
operation of the tiltmeter. An important source of uncertainty comes from the degree of coupling
between the tube and the surrounding ice, which difficulties identifying if the measured change in
tilt is the same as that of the glacier. Another variation of this technique can be found in Raymond
(1971). This alternative installs a cable in an uncased borehole, which guides the tiltmeter as it moves
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through the borehole. Following field surveys then redrill the borehole along the cable and measure
it again.

Since the tiltmeter has to travel the borehole twice, one descending and one ascending, repeated
inclinometry provides two sets of readings per borehole per survey, which minimizes the measuring
error. Copland et al. (1997) surveyed three boreholes up to 7 times, providing therefore 14 sets of
measurements per borehole. Apart from the (potential) low error in the inclinometry measurement,
repeated inclinometry provides observations with good in-depth spatial density, typically every one
or two meters. Material wise, it can be argued that it is not expensive, since except for the casing or
cables, which stay trapped in the ice, the rest of the instruments are recovered after every borehole is
measured. On the other hand, it is field work intensive since drilling and measuring deformation can
take hours per borehole. As a result, the time interval between surveys are of the order of weeks or
months. Some studies have used this technique to characterize the flow over a great portion of the
glacier, installing a dense network of boreholes along and across flow to study temporal and spatial
differences in internal dynamics (e.g. Raymond and Harrison, 1975; Harper et al., 1998; Willis et al.,
2003).

5.2.3 Englacial tiltmeters

Amore modern technique is the use of permanently installed sensors, called tiltmeters, that measure
continuously the borehole deformation. Other sensors can be added to provide complementary in-
formation, such as piezometers to record water pressure or calorimeters tomeasure the temperature
of the ice.

Tiltmeters are usually designed ad-hoc, and are typically found in two versions. Themost complete
design measures the tilt and azimuth, either with two orthogonal accelerometers Ryser et al. (2014);
Maier et al. (2019, 2021), or with an accelerometer and a magnetometer (Lee et al., 2019; Roldan-Blasco
et al.). The first accelerometer allows the sensor to measure its tilt, while the second one allows for
computing the azimuth with respect to a machine ’zero’ direction. The magnetometer allows comput-
ing the azimuth with respect to the magnetic north. The simplest design just measures the tilt using
a single triaxial accelerometer, such that the direction of tilt change is typically assumed as the flow
direction at the instruments location. Examples of this latter design can be found in Gudmundsson
et al. (1999) and in the tiltmeters installed in 2021 on the right side of Glacier d’Argentière, explain
in chapter 7. Special attention must be given to instrument construction and calibration, since once
installed there will be no way to retrieve them and modify them.

Englacial tiltmeters can be considered complementary to repeated inclinometry. First, they record
glacier deformation at high temporal frequency, of the order of hours, see tables 5.1 and 5.2. As long
as the sensors are connected to an external power source, they operate autonomously, reducing the
amount of field trips necessary. Moreover, if communication networks are available, wireless data
transmission reduces even further the density of field trips with respect to repeated inclinometry.
With respect to the spatial density of sensors, on one hand the advent of cheap microcontrollers
rends the material cost down and facilitates reasonable spatial density, see in Table 5.2 how the dis-
tance between sensors has been generally decreasing with time. On the other hand, the time spent
building and calibrating the sensors is pretty high, which limits the deployment of large number of
boreholes.
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5.3 Surveys of temperate glaciers

In this section we provide a couple of tables that resume borehole inclinometry surveys in temper-
ate glaciers, and surveys with englacial tiltmeters in polythermal glaciers. Thus, we have left out of
this review those studies carried out in ice-sheets using repeated inclinometry (e.g. Dahl-Jensen and
Gundestrup, 1987), or carried out in cold glaciers (e.g. Hooke, 1973; Hooke and Hanson, 1986) or rock
glaciers (e.g. Arenson et al., 2002). Column Study shows the original paper in which the study appears.
Sometimes the same inclinometry study stems several research papers, such as Harper et al. (1998,
2001) or Maier et al. (2019, 2022), in which case we show the first. Column # BH denotes the number of
boreholes instrumented, even though some of them could not be properly studied (see for instance
our case in chapter 6). Location describes how the boreholes where arranged with respect to themain
flow direction (along, or transverse to it), and where on the glacier (center means centerline, margin
means at or between the center and one or both lateral margins). Duration reflects the duration of
the survey considered in the analysis of each study, not necessarily the time during which individual
boreholes were studied. ∆t shows either the average time between repeated inclinometry measure-
ments, or the frequency with which englacial tiltmeters record their tilt. ∆z gives the distance between
repeated inclinometry measurements or themaximum andminimum distances between consecutive
tiltmeters. In Notes we provide accessory information. Some compromises had to be made to be able
to resume in this table the different information given in the original works, and another reviewermay
choose to compile the information differently. Therefore, we advise to check the source material for
the specific details regarding these studies.
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5.4 Tilt data analysis

5.4.1 Models of deformation

The goal of inclinometry is, ultimately, the determination of the velocity gradient tensor L. As we
mentioned earlier in chapter 2.2.2, L has nine independent components, one for the derivative of
each component of the velocity vector with respect to each direction in a three dimensional space.
However, borehole inclinometry only constrains, at maximum, three of such components (one per
direction), with an additional constrain is given by mass conservation. Thus, the rest of the compo-
nents must be either ignored (the most common method), obtained with a different technique such
as numerical modeling (see chapter 6) or interpolating from surface strains (Hooke, 1973; Hooke and
Hanson, 1986). We will briefly review different methods found in glaciological literature to retrieve the
internal deformation. We will assume the orthonormal reference system indicated in chapter 2.2.2
with x the main flow direction and z the vertical upwards, and velocity vector u = (u,v,w).

The simplest of these methods neglects all components other than horizontal shear in the flow
direction, du/dz. We can relate the temporal change in tilt with du/dz (Lüthi et al., 2002; Ryser et al.,
2014; Doyle et al., 2018; Maier et al., 2019) as,

du
dz

=
1
dt

dx
dz
≈ 1

∆t
∆arctanθ, (5.1)

where ∆t is a given time period and ∆arctanθ is the change in the arc tangent of tilt during that time
period. If the tilt is obtained with repeated inclinometry, ∆t is typically the time difference between
measurements. In the case of englacial tiltmeters, the higher frequency of data acquisition allows for
using smaller ∆t for seasonal and sub-seasonal studies of deformation (see Ryser et al., 2014; Maier
et al., 2021, and chapters 6 and 7). If tilt can be decomposed into tilt in the X − Z and Y − Z planes,
this equation is usually applied separately to compute ∂u/∂x and dv/dz, respectively (Maier et al.,
2019). Otherwise, all tilt is assumed to be contained in the X −Z plane (Gudmundsson et al., 1999, and
chapters 6 and 7), a reasonable approximation if we expect symmetric flow.

In case of non-zero along-flow extension or compression, the tilt of the borehole will be affected:
along-flow extension will increase the tilt, while compression will dampen it (Nye, 1953; Shreve and
Sharp, 1970; Hooke, 2005; Keller and Blatter, 2012). Similarly, if there is significant vertical flow the
shape of the boreholewill change, and so itmust be taken into account. If we assume two-dimensional
steady flow, the deformation can be computed as (Hooke, 2005)

∂u
∂z

=
∂
∂t

tanθ − 2
∂u
∂x

+w
∂
∂z

tanθ. (5.2)
The first term on the right hand side is the same as in Eqn. (6.1), the second represents the effect of
∂u/∂x and dw/dx, and the latter term is the advection term, as differential vertical flowwill also change
the shape of the borehole. Note that the total derivative of the velocity are now partial derivatives.
Eqn. (5.2) requires a priori knowledge of the ∂u/∂x andw, which are usually unknown. Amore complex
expression is given by Keller and Blatter (2012), who provide an analytical solution of tilt evolution
intended for englacial tiltmeter analysis. If we neglect the change in shape due to vertical movement
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Figure 5.1: Temporal change in tilt θ (in rad) under two different conditions. The solid curve has ∂u/∂z = 3∂w/∂z,and θ0 = 0 (tiltmeter contained in the X - Z plane). The dashed line has ∂u/∂z = 2∂w/∂z, and is initially off thevertical plane, such that its minimum tilt is θ0 = 0.2 rad. Extracted from Keller and Blatter (2012).

(last term in Eqn. (5.2)), we have
θ(t) = arctan

√
ζ(t),

with ζ(t) = e−2tL33

(
L13

L33
tanθ0 cosφ0 −

L2
13

2L33
+ tan2θ0 sin2φ0

)
+e−4tL33

(
tanθ0 cosφ0 −

L13

2L33

)2

+
L2

13

4L2
33

.

(5.3)

We keep the original notation for simplicity, and remind that L13 = ∂u/∂z and L33 = ∂w/∂z.
Since englacial tiltmeters provide accurate tilt curves, this solution can be easily inverted to esti-

mate best fitting ∂u/∂z, ∂u/∂x and ∂w/∂z (Keller and Blatter, 2012; Ryser et al., 2014; Maier et al., 2019,
and chapters 6). Under the same ∂u/∂x, the deformation of the borehole will increase if ∂u/∂x > 0 >

∂w/∂z, and it will be dampened if ∂u/∂x < 0 < ∂w/∂z. An advantage of Keller and Blatter (2012) so-
lution over Eqn. (5.2) is that Eqn. (5.3) also takes into account out-of-plane tilting, which happens in
two-dimensional flow when the tiltmeters are not installed in the X−Z plane. We use this model later
in chapter 6 to estimate normal strain-rates in Glacier d’Argentière.

To finish this section we will mention the numerical scheme used in Gudmundsson et al. (1999). In
their analysis of deformation in Unteraargletscher (Switzerland), Gudmundsson et al. (1999) proposed
an algorithm that traced the movement of a lagrangian vector (representing the tiltmeter) subjected
to a known flow field. Thus, we can represent any velocity gradient tensor and observe how the tilt and
azimuth of a tiltmeter evolves with time. Conversely, we can explore a variety of flow conditions (tune
the parameters of the model) to find the best fitting combination and obtain reasonable estimates of
deformation (Gudmundsson et al., 1999).

5.4.2 Computation of internal and basal velocity

The deformation velocity ud(z) is typically computed by integration of ∂u/∂z between the bed and a
depth z. If we have a series of N observations of du/dz, we can use the trapezoidal rule to obtain the
deformation velocity between the deepest measurement (k = 0) and the uppermost measurement
(k = N ) as

ud(zN ) ≈
N∑
k=1

∂u/∂zk−1 +∂u/∂zk
2

(zk − zk−1) . (5.4)
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Where sub-index k indicates the observation number. In case of insufficient vertical resolution the
velocity computed with this method will have high uncertainties (Gudmundsson et al., 1999; Doyle
et al., 2018).

Provided that surface velocity us is measured, the basal speed ub can be computed as the residual
component of us,

ub = us −ud(zN ). (5.5)
By virtue of this definition, ub combines sliding (i.e. the basal speed at the ice-bed interface) with the
deformation velocity between the bed and the deepest measurement of ∂u/∂z. If the borehole does
not reach the bed, some assumptions can be made to estimate the basal velocity. For instance, we
can fit a polynomial function to ud(z) and extrapolate the values up to the base to obtain the deforma-
tion velocity through the whole ice thickness, and then inferr the basal velocity like Hooke and Hanson
(1986) did. Another option is given in Gudmundsson et al. (1999), who instead of computing the velocity
in Unteraargletscher (Switzerland) from inclinometry, assumed the distribution of horizontal and ver-
tical velocities (based on observations and reasonable assumptions), and tuned the values of u(x,z),
and w(x,z) until the synthetic tilt curves matched the observed ones. Finally, we can solve this prob-
lem by ignoring it and accepting that the retrieved basal velocity is a mix of sliding and deformation
above the bed as done by Hooke et al. (1992).

5.4.3 Estimating the uncertainty in deformation derived with englacial tilt-
meter

In this section we use uncertainty propagation to estimate the uncertainty in du/dz and ud computed
from englacial tiltmeters and Eqn. (6.1), as we later use in chapter 6. Starting from Eqn. (6.1), we can
estimate the error in the deformation,

ϵdu/dz =
1
∆t

d tanθ
dθ

ϵθ =
1
∆t

(1 + tan2θ)ϵθ . (5.6)
Where ϵθ is the maximum error we can expect in the tilt, and the other variables are as defined in
Eqn. (6.1). We bound the computation of the error to the values as θ = 0 and θ = π/4 (i.e. we study
the error for vertical tiltmeters, and tiltmeters at 45°),

ϵ0 =
1
∆t

ϵθ , ϵπ/4 = 2ϵ0. (5.7)
The error in the velocity can be roughly estimated as just the product of the deformation error with

the thickness h over which we integrate the tilt data,
ϵud = ϵdu/dzh. (5.8)

We show the ϵ0 and ϵπ/4 curves for ϵθ = 0.01° = 0.00017 rad in Figure 5.2. An estimation of the error
in the deformation velocity for the two extreme cases considered is shown 5.3. Since not all tiltmeters
are at either 0 or 45°, the real line should be in between the two. However, it must be remarked that
these error bounds are unrealistically high, since it is unlikely that theworst case scenario ofmaximum
error in the tilt data is always applicable.
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Figure 5.2: Error in the deformation. If we take the deformation every few days (∆t ≥ 4,for instance) our machineerror should be quite, quite low.

Figure 5.3: Cumulativemachine error in the velocity, which is basicallymultiplying the dudz error by the thickness.The real value will be in between the two lines, since for half the thickness of the glacier, the tilt is almost at zero,therefore the error is minimized.
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Chapter 6
Deformation, sliding and creep in

Glacier d’Argentière during 2020

I had to remain on the glacier all summer. One night, the shelter where I was sleeping was blown down by a squall: I
was only slightly injured, but two weeks of records were lost

Adapted from Didier Hantz’ account of a borehole campaign in 1981 on Glacier d’Argentière.

Abstract

Glacier internal deformation is controlled by the ice rheology which is described by the Glen’s law
through two material parameters, the creep factor A and the flow law exponent n. There is great
uncertainty in the values of these parameters as a result of scarce observations at the natural scale.
One of the techniques that has been used to study ice deformation and constrain material proper-
ties is borehole inclinometry. We present here the results of an inclinometry study carried out at the
ablation zone of Glacier d’Argentière, a temperate glacier in the French Alps. We monitored glacier
deformation during 2020 with borehole-installed tiltmeters that record tilt change every 30 minutes.
We are able to reconstruct the deformation rates profile with depth and the deformation velocity.
Complementing our dataset with GPS-derived surface velocity, we are able to indirectly observe the
basal velocity during the studied period. We infer the rheological parameters by comparing our ob-
servations with the deformation rates retrieved with a three-dimensional model solving the Stokes
equation. We demonstrate that the yearly-averaged deformation rates profile has limited sensitivity
to the flow law exponent n and instead mainly reflects an increase in the creep factor A with depth
which could be explained with depth-increasing interstitial water content. The depth-averaged creep
factor is found to be 1.5 times higher than the recommended one for temperate ice. We further show
that internal ice deformation exhibits seasonal variability, such that surface velocity changes cannot
be attributed solely to changes in basal conditions. At longer timescales, surface velocity variability
is better explained with changes in the deformation rates, while shorter velocity variability (weeks or
days) is better explained with changes in basal velocity. Further work remains to be conducted in or-
der to confirm if the observed creep enhancement is due to depth-increasing water content, and to
determine the causes behind the seasonal changes in internal deformation and basal velocity.
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6.1 Introduction

Internal deformation of glaciers is a fundamental component of ice flowmodels, and for many moun-
tain glaciers accounts for a high portion of total ice flow (e.g. Mathews, 1959; Paterson, 1970; Shreve
and Sharp, 1970; Harper et al., 2001). However, ice deformation quantification at the natural scale is
complicated due to the strong dependency on ice material properties and stress (Glen, 1955). The
values of rheological parameters retrieved through laboratory experiments differ within different ex-
periments (Cuffey and Paterson, 2010), and from those retrieved with large-scale observations (Cuffey
and Paterson, 2010; Gillet-Chaulet et al., 2011; Millstein et al., 2022).

Direct observation of glacier internal deformation rates is most commonly carried out with bore-
hole inclinometry (e.g. Hooke, 1973; Hooke et al., 1987; Gudmundsson et al., 1999; Lüthi et al., 2002;
Willis et al., 2003; Ryser et al., 2014; Doyle et al., 2018; Maier et al., 2019, 2021). This technique consists
in the drilling of boreholes whose deformation is then repeatedly measured, either by measuring the
change of the borehole shape with time (repeated inclinometry, e.g. Perutz, 1949; Shreve and Sharp,
1970; Hooke, 1973; Hooke and Hanson, 1986) or with englacial tiltmeters which record the progressive
change of inclination of the sensor (Gudmundsson et al., 1999; Lüthi et al., 2002; Willis et al., 2003;
Amundson et al., 2006; Ryser et al., 2014; Keller and Blatter, 2012; Doyle et al., 2018; Lee et al., 2019;
Maier et al., 2019).

Borehole inclinometry provides information about the interaction between the bed topography,
the stress distribution and the internal deformation rates (Raymond, 1971; Hooke and Hanson, 1986;
Ryser et al., 2014; Maier et al., 2019). Several bed-reaching borehole surveys (Ryser et al., 2014; Doyle
et al., 2018; Maier et al., 2019) have shown that deformation rates dependency with depth becomes
increasingly complex as we approach the bed due to basal boundary effects, with deformation max-
ima not located at the ice-bed interface but a certain distance above it. Some of these observations
can be explained either with a combination of sticky and slippery patches over overdeepenings (Ryser
et al., 2014), or with flow over a bumpy bed (Maier et al., 2019), as expected from boundary layer the-
ory applied to hard-bed sliding (Kamb, 1970; Gudmundsson, 1997b). Borehole surveys in temperate
valley glaciers detected intra-annual changes in deformation rates patterns, generally attributed to
stress redistribution resulting from changes in the subglacial hydrological network (Hooke et al., 1992;
Willis et al., 2003). The extent to which the detected changes in deformation rates are spatially rep-
resentative of the glacier is unclear. For instance, Willis et al. (2003) found that seasonal changes in
deformation rates varied greatly at distances lower than an ice thickness, suggesting that a complex
subglacial hydrology system with spatially and temporally heterogeneous water pressure distribution
was the cause of the disparity in deformation rates between nearby boreholes.

With the deformation rates profile known, good constrains on the stress distribution allows to di-
rectly estimate in-situmaterial parameters, such as creep factor, creep enhancement and flow expo-
nent (Mathews, 1959; Hooke, 1973; Dahl-Jensen and Gundestrup, 1987), or at least provide constrains
on them (e.g. Maier et al., 2019). Additionally, measuring the deformation rates in a glacier provides,
coupled with surface velocities, an indirect measure of the basal velocity (e.g. Harper et al., 1998; Gud-
mundsson et al., 1999; Ryser et al., 2014; Maier et al., 2019, 2021). Given the scarce observations of
ice rheology at the natural scale and basal velocities, ice flow models tend to use inversion meth-
ods to estimate the best material parameters that allow best matching the surface velocity (Vincent
and Moreau, 2016; Zekollari et al., 2019; Millan et al., 2022). The problem is however largely unde-
termined due to multiple solutions leading to the same surface velocity field. Additional uncertainty
arises from basal slip quantification, which is commonly inverted assuming known material param-
eters (Morlighem et al., 2013; Derkacheva et al., 2021; Maier et al., 2022), and sometimes inverted to-
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gether with ice rheology (e.g. Hill et al., 2018).
In this paper, we look at deformation data of Glacier d’Argentière (French Alps) to determine its

internal dynamics and measure the basal speed during 2020. We do so with a combination of obser-
vations, with the novelty of using several tiltmeter arrays permanently installed in boreholes drilled
along the main flow line of the ablation area during late 2019 and 2020. This dataset constitutes the
first annual record of internal deformation rates in temperate glaciers measured with tiltmeters, with
previous studies (e.g. Willis et al., 2003; Amundson et al., 2006; Keller and Blatter, 2012) involving obser-
vations overmuch shorter timeperiods andwith lower sensor densitywith depth, and other records of
similar length and with high sensor density being obtained in polythermal glaciers (Ryser et al., 2014;
Maier et al., 2019; Lee et al., 2019). We first describe the study site and the measurement methods.
We then analyse the observation in terms of material parameters using a three dimensional ice flow
model and finally provide the observed time series of both deformation and basal velocities. We fin-
ish by discussing our findings and show how our observations are consistent or not with expectations
from current knowledge.

6.2 Field site and instrumentation

6.2.1 Glacier d’Argentière

Glacier d’Argentière is a temperate glacier located in the Mont Blanc range, French Alps (45°10 N, 6°10
E). The glacier rests on hard bedrock (Vivian and Bocquet, 1973) and extends for 9 kmwithin an altitude
range of 1600m to 3400m, separated by an icefall at an altitude of 2300m. The dynamics of the glacier,
especially in the vicinity of the drilling site, have been continuously studied since the 1970’s, and since
2018 (Gimbert et al., 2021a) there is an extensive network of instruments deployed on the glacier, e.g.
GPS stations, a weather station, and the cavitometer, a bicycle wheel located in a subglacial cavity
under the icefall that directly measures basal velocity (Vincent and Moreau, 2016). Surface dynamics
shows a seasonal pattern typical of mountain glaciers, with low velocity between September and April,
followed by a period of sustained high velocity between May and August (Vincent and Moreau, 2016;
Gimbert et al., 2021a; Vincent et al., 2022a). High subglacial runoff is observed during the summer
period, and melt season acceleration as well as late summer deceleration is paired with fast increase
and decrease of subglacial runoff, respectively.

6.2.2 Field campaign

The drilling site is located in the central part of the ablation area, between 600 and 800m upstream of
the icefall. The thickness at the center flow line of this area is about 250 - 230m, see Figure 6.1, panel (a)
and Table 6.1. The average surface speed at this location is about 47m a-1 (Vincent et al., 2022a). A DEM
of basal topography (black lines in Figure 6.1, panel (a)) is available with a mean uncertainty of ±10 m
(Vincent et al., 2009), and shows an over-deepening where most of the boreholes are located.

Drilling operations took place between the 12th and the 14th September, 2019. The boreholes were
done with a custom-built hot water driller operating at 70°C, that drills a water-filled borehole with
a 10 cm diameter at an average speed of 60 m/h. Insufficient weight of the driller head, fast drilling
speeds, and intraglacial debris affected the verticality of the boreholes. In several occasions, which we
attributedmostly to the presence of rocks inside the glacier (Hantz and Lliboutry, 1983), the driller head
would stop advancing, enlarging the size of the borehole at the location until drilling could be resumed.
On a few occasions it was not enough to resume drilling and a new location had to be chosen. There
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Figure 6.1: I should add the dischargemeter and the AWS Panels showing the location of the instruments usedin this study, the estimated shapes of the boreholes and some unfiltered tilt curves, and the reference systemused in the study. Panel (a) shows a map of the ablation area of Glacier d’Argentière (projection EPSG:27572)with ice thickness (black contours), and instrument locations as of late September 2019. Panel (b) shows theestimated initial shape, drilled depth (black triangles) and instrumented depth (every star is a tiltmeter) of thefive boreholes. Panels (c) to (f) show the tilt θ (continuous lines) recorded at four example inclinometers in BH2,between installation and January 1st 2021. In the event of sensor failure or cable snapping the data logger recordsthe last value, hence why the curves at the end of BH2#1 and BH2#8 are flat after November 2020. The dottedvertical lines mark the 1st of January 2020, the day when we start our analysis.
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Borehole Tiltmeters Borehole depth Instrumented depth Local thickness Not instrumented
BH1 18 208 194 253±10 59±10BH2 19 238 234 237±20 3±20BH3 17 216 174 235±20 61±20BH4 19 237 211 234±20 23±20BH5 17 194 190 234±10 44±10

Table 6.1: Resume of the boreholes instrumentation and depths after installation. All distances are in m. The ’Notinstrumented’ column is the difference between ’Instrumented depth’ and ’Local thickness’, giving the estimateddistance between the last tiltmeter and the bed. Local thickness for BH1 and BH5 uses GPR data (Vincent et al.,2009). Local thickness values for BH2, BH3 and BH4 are considered 20m lower than the thickness of Vincent et al.(2009), based on the observations of Sergeant et al. (2020) in a profile close to BH4.

were instances of sudden borehole drainage, indicating that the borehole was connected with a water
pathway or a crevasse. The position of the final completed and instrumented boreholes (BH1, BH2,
BH3, BH4, BH5) are given in blue dots in Figure 6.1 (a). We give an estimate of the initial shape of
the boreholes (Figure 6.1 (b)) calculated with tilt and azimuth data approximately one month after
installation. The actual shapes are 3D curves, so we instead show the estimated horizontal distance
between each inclinometer and a vertical line starting at the surface. Since not all boreholes could
be instrumented in their entirety, we also show the estimated depth of each borehole with a black
triangle.

6.2.3 Description of the tiltmeters

The deformation rates sensors are made of a custom printed circuit board (PCB) equipped with a high
end triaxial gravity sensor (Muratta SCL3000) and a triaxial magnetic sensor (ST LSM303). Sensors
are respectively connected to a micro controller (Atmega 328P) through an SPI and I2C Bus, and then
soldered to the PCB. PCB production and components soldering operation was subcontracted, and
then each microcontroller was programmed and calibrated in the laboratory. To withstand the pres-
sure exerted by moving ice and water pressure the PCB was casted with an epoxy compound inside
a 25mm OD aluminum tube, which we call tiltmeter. The gravity sensors are used to determine the
position of the sensor with respect to its own reference system, from which we can derive the tilt θ,
the angle with respect to the vertical, with an estimated accuracy of 0.01°. Lab calibration showed that
tilt readings at more than 45° become progressively unreliable. The magnetic sensors don’t provide
good absolute measures of the orientation with respect to the north as a result of being very sensitive
to parasite magnetic fields. For this reason, we decide not to use them except for roughly estimating
the boreholes’ initial shapes.

The tiltmeters are grouped together in chains of 20, more densely concentrated towards the bot-
tom of the glacier, see Figure 6.1, panel (b). For any borehole i, we name each tiltmeter j as BHi#j
starting at 1 for the deepest tiltmeter, i.e. BH2#5 is the fifth deepest tiltmeter installed in the sec-
ond borehole. The piezometers were located in the last 15 m of the sensor chain. The sensors are
connected to a surface unit composed of a Campbell scientific data logger (CR300), two 12V 55Ah gel
batteries and a solar panel that allows for autonomous data acquisition. Communication between tilt-
meters and the surface unit is done throughModbus communication protocol over half duplex RS485
serial buses. All sensors acquired data every 30 minutes.

Theperformanceof the tiltmeter arrays varied betweenboreholes. The sensor array in BH1 stopped
working after a few days and did not provide useful data. In BH2, all sensors recorded data for more
than one year until late October 2020, when the cable snapped at an estimated depth of 220 meters,
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losing the deepest 6 tiltmeters. BH3 and BH4 were drilled close to BH2, with BH3 being the shortest
borehole of the whole campaign. Both BH3 and BH4 show a very crooked shape in their deepest tilt-
meters, suggesting problems during drilling that affects the quality of the measurements, either by
having non-vertical tiltmeters that are then too sensitive to normal strains (Keller and Blatter, 2012),
or poor sensor-ice mechanical coupling as a result of too wide borehole diameter. All sensors in BH3
and BH4 worked during 2020. The sensors in BH5 stopped functioning soon after it was installed. The
number of tiltmeters installed in each borehole depends on borehole depth. We provide a resume
of borehole length and instrumentation in Table 6.1. Ice thickness at BH2, BH3 and BH4 is based on
Sergeant et al. (2020), which suggests that DEM derived ice thickness in the vicinity of BH4 (Vincent
et al., 2009) is underestimated by about 20 m. Due to BH2 reaching the bed and showing good quality
data, that we attribute to the almost vertical shape of the borehole, most of the results presented in
this paper correspond to BH2.

Deformation data during the first months is compromised by insufficient mechanical coupling be-
tween the tiltmeters and the ice. We illustrate this with a few representative unfiltered tilt curves in
panels (c) to (f) of Figure 6.1. The tilt is given in positive values. Most sensors show an early period
of noisy and seemingly random behaviour, followed by a much longer period of steady tilt evolution.
The time at which the transition between noisy and steady tilt change happens varies from sensor
to sensor, but for most of the tiltmeters it happens before the 1st of January 2020, marked with the
vertical dotted lines. Some sensors, like BH2#1 or BH2#14 attain their minimum tilt after September
2019, indicating they were initially tilting against the flow, therefore correcting their position with time.
Others, like BH#8 have their minimum at, or just after, installation. Other sensors like BH2#12 show
more erratic even after the January 1st 2020, possibly indicating bad mechanical coupling to the ice.
Note the difference in tilt magnitude at the different depths in Figure 6.1: BH2#1 has a total change of
tilt of about 60°, BH2#8 of about 25°, while BH#14 tilt change is lower than 5°. To avoid accounting
for the early behaviour in some sensors, we start our analysis the first of January 2020, 15 weeks after
installation. We removed high frequency noise by smoothing the tilt data using an exponential filter
with a one day time constant. This filteringmostly affects short termobservations, and has a negligible
effect on long term (i.e. weekly or monthly averages) analysis.

6.2.4 GNSS Network and surface velocity

We used multi-frequency Leica GR25 receivers and Leica AS10 antennas that continuously registered
GPS signals at a 1 s sampling interval. The GPS antennas are mounted on the aluminummasts initially
anchored up to 6mdeep in the ice. Regular (weekly to every fewmonths) field visits ensure the upright
position of the antenna masts and continuous power supply.

GPS phase observables were processed in kinematic mode using TRACK software (Chen, 1999) that
incorporates double-differencing techniques to eliminate phase biases caused by drifts in the satel-
lite and receiver clock oscillators (Chen, 1999; Herring et al., 2018). The position of survey sites was
determined with respect to a reference station that sits on the bedrock approximately 3 km apart. On
such a short baseline, the ionospheric errors cancel in a single differencing such that L1 and L2 can
be treated as two independent observables (Schaffrin and Bock, 1988; King, 2004). In addition, Glacier
d’Argentière appears to have a poor scattering environment that causes large phase residuals at el-
evations up to 25°above the horizon; therefore, we used a 25°elevation cutoff angle as opposed to
commonly used 10°(Herring et al., 2018). The average root-mean-square (RMS) residual of the position
time series at each 30 s epoch is ±5mm, and the epoch-to-epoch standard deviation of horizontal and
vertical position estimates is approximately ±3 mm and ±5 mm, respectively.
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We calculated horizontal velocities from the position time series smoothed using a Gaussian low-
pass filter with an 18-hour sliding window. This window length was chosen by referencing to the un-
filtered 4-hour static-derived velocities (King, 2004), and it appears to work best to attenuate high-
frequency noise in the position time series and retrieve short-term variations in the glacier velocity.
Since estimation of the actual velocity uncertainties associated with the filtered positions is impos-
sible, we determined it empirically by deploying during two weeks another station on the moraine,
approximately half a km apart from the boreholes and 3 km away from the reference station. We
estimate the uncertainty in the surface velocity is ±0.5 mm h-1, equivalent to ±4.4 m a-1.

6.3 Methods

6.3.1 Internal deformation rates computed from observations

We approximate the internal deformation rates du/dz from the temporal evolution of the tilt θ, (Lüthi
et al., 2002; Ryser et al., 2014; Doyle et al., 2018; Maier et al., 2019),

du
dz

=
1
dt

dx
dz
≈ 1

∆t
∆arctanθ, (6.1)

where ∆t is a given time period and ∆arctanθ is the change in the arc tangent of tilt during that time
period. We use a three dimensional reference system with x the main along flow direction, and z the
upwards vertical with origin at the surface (see panels (a) and (b) of Figure 6.1). Velocities in x, y and
z directions are denoted by u, v and W , respectively. In our particular implementation, we calculate
at every ∆t the least squares linear approximation of arctanθ(t), such that the slope gives directly
du/dz. For this method we consider that all θ is in the direction of flow. We also consider that the
only non-zero component of the velocity gradient tensor is du/dz. This hypothesis will be later tested
with a three dimensional numerical model of the glacier. For every tilt value we use ∆t = 1 day. The
estimatedmaximumuncertainty for the daily averaged deformation rates are, formost of the sensors
lower than 0.1 a-1, more details in the supporting information S7. We test the validity of neglecting
the flow gradient tensor components du/dx and dw/dz in our analysis of the tilt curves using the
analytical solution of tilt evolution given in Keller and Blatter (2012) for steady flow contained in a
vertical plane undergoing shear du/dz and extension (or compression) in the along-flow and vertical
directions, du/dx, dw/dz. We will also use this model to test the error made upon considering that all
tiltmeters are in the flow directions to be done.

The deformation velocity between two tiltmeters i and j is computed by numerically integrating
the deformation rates,

ud(t, i, j) =
∫ zj

zi

du
dz

dz ≈
i∑

j+1

1
2∆t

(∆arctanθ(zi) +∆arctanθ(zi−1)) (zi − zi−1). (6.2)

6.3.2 Modeled deformation rates

Our observations allow us to infer the strain-rate tensor. However, determining the rheology of the
ice at Glacier d’Argentière requires constraining the stress tensor τij . For this purpose we use a three
dimensional numerical model of Glacier d’Argentière, similar to the model used by Gimbert et al.
(2021a) and Vincent et al. (2022a), using the FEM Elmer/Ice (Gagliardini et al., 2013). The model solves
the Stokes equation without approximation for a glacier geometry given by the measured bedrock
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and surface topography and is used to extract the stress and deformation rates profile along the
boreholes. Ice rheology is given by the Glen’s flow law:

ε̇ij = Aτn−1
E τij , (6.3)

where ε̇ij and τij are respectively the components of the strain rate (a−1) and deviatoric stress ten-
sors (MPa), A is the creep factor (a−1 MPa−n), τE = 1

2τijτij the effective stress (MPa) and n the Glen’s
exponent.

We assume a stress-free surface boundary condition and a basal boundary condition given by a
Weertman (1957) type friction law,

Asτ
m
b = ub, (6.4)

where τb is the basal shear stress (MPa), m an exponent taken equal to 3, As is the friction coefficient
at the bed (m a−1 MPa−m) taken constant in time, uniform in space, and ub the sliding velocity (m a−1).
We run several simulations to test the sensitivity of the deformation rates profile to different rheolo-
gies. We run a set of simulations with different Glen’s flow law exponents n = 3,4,5 and constant and
uniform creep factor A. The value of A is chosen such that the numerically computed total deforma-
tion velocity at the initial location of BH2 is equal to the deformation velocity ud averaged for the 1st
January to 15th October 2020 period. We run as well a simulation with n = 3 and depth-inverted creep
factor A = A(z), such that the computed deformation rates du/dz is as close to the observations as
possible.

In addition, we compare the high-order Elmer/Ice model to a simplified plane-strain model, com-
monly referred as Shallow Ice Approximation (SIA). Assuming that all deformation is a result of linearly
increasing shear stress due to gravity on an inclined valley τxz, we obtain the following deformation
rates profile at the center line of the glacier (Nye, 1965),

du
dz

= 2A(f ρigα|z|)n. (6.5)
Ice density is given by ρi , g is gravitational acceleration, α is the average slope of the glacier, and
shape factor f takes into account the reduction in stress at the center line due to lateral drag. We will
consider two cases, f = 1 (no reduction in stress at the center), and f = 0.646, the suitable value for
a parabolic valley with a half-width to thickness ratio of 2 (Nye, 1965), a reasonable approximation of
the cross section of Glacier d’Argentière at the studied site, see supplementary information S1.

6.3.3 Analytical model of boundary layer flow

Some studies of ice flow around hard beds show that a boundary layer with important flow gradients
develop around the bed bumps (Kamb, 1970; Gudmundsson, 1997a,b), with maximum deformation
rates attained a certain distance above the bed, not inmediately at the ice-bed interface. Similar con-
clusions have been derived by Ryser et al. (2014) and Maier et al. (2019) upon analyzing deformation
rates profiles. In our case, our Elmer/Ice model parameterizes this near-bed process with the friction
law, and therefore it cannot be used to provide an accurate description of the flow close to Glacier
d’Argentière’s bed. For this purpose, we will compare our observations with an analytically derived
deformation rate profile close to the bed.

We simulate the flow around bed bumps using the analytical solution for the two dimensional flow
of a linear medium sliding over a sinusoidal bed of low roughness given by Gudmundsson (1997b).
We compute the analytical solution for the first 10 m above the bed, using local slope ε = 0.5, glacier
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thickness h = 250 m, and wavenumber k = 1, and neglecting regelation. The obtained flow gradient
are used to generate one year of synthetic tilt curves, using the forward model of tilt evolution pre-
sented in Gudmundsson et al. (1999). We then compute the corresponding averaged deformation
rates using Eqn. (6.1), and compare the behaviour with our observations. The results are given in the
supplementary materials.

6.4 Results

6.4.1 Observed deformation rates profile

Deformation rates profiles at BH2, BH3 and BH4 averaged between the 1st January and the 15th Oc-
tober 2020, are shown in Figure 6.2. The shaded region cover the range of monthly-averaged defor-
mation rates, computed using Eqn. (6.1). Starting with BH2, we divide our profile in three parts. The
upper part, spanning the uppermost 100 m, has very noisy deformation rates (e.g. BH2#19, BH3#17
to 16, BH4#19 to 16) except at a few tiltmeters (such as BH2#18). In this layer, we expect negligible
shearing deformation rates and thus weak contribution to the internal dynamics of the glacier. The
middle part, which we consider from -100 m until -219 m, has much higher deformation rates, which
we attribute mainly to shearing. Deformation rates increases non-linearly towards the bed, from less
than 0.01 a-1 at -100 m to 0.64 a-1 at -219 m in BH2#6. The lowest part is the basal layer, which registers
the highest deformation rates of the profile and extends from -219m until -235m (the bed). The profile
at this part breaks the depth-increasing trend of the deformation rates profile. We observe a sudden
decrease in deformation rates of roughly 0.25 a-1 around between -220 and -230m, followed by amore
than three times increase in du/dz between -230 m and -235 m. The decrease represents a 40% of
the deformation rates at BH2 over 10 m (from 0.64 a-1 at BH2#6 to 0.40 a-1 at BH2#4). We hypothesize
that this behaviour indicates the presence of the boundary layer expected in hard bed sliding, with
the maximum deformation rate being in the vicinity of BH2#1. The thickness of such boundary layer
is approximately 18 m at BH2 if we consider it starts at BH2#6 (3 m between the bed and BH2#1, and
15 m between BH2#1 and BH2#6). This profile is consistent with sliding over a rough hard bed, as we
show in S7. The averaged profile in BH3 and BH4 is, in general terms, similar to that of BH2.

We comment now a few outliers and particularities of the profiles given in Figure 6.3. The high and
noisy deformation rates recovered in a few tiltmeters of the upper part of the glacier (e.g. BH2#19,
BH3#17, BH4#19) is most probably due to the tiltmeter remaining almost vertical under negligible
deformation rates. As such, small changes in θ over a short period of time (due to environmental
unaccounted factors such as rain entering the borehole) yield, relative to the low θ recorded by the
sensor, very high deformation rates. Therefore we omit BH2#19, BH3#15 to BH3#17 and BH4#16 to
BH4#19 in our analysis. In the middle part of the glacier, we find strong temporal variability in BH3#6
and BH4#8, at -160 m and -181 m respectively. The recorded tilt at BH3#6 shows strong changes from
June 2020 onwards suggesting decoupling from the ice, and the tiltmeter at BH4#8 is always tilting at
more than 45°, which is beyond the range of tilt inwhich the tiltmeters provide reliable data. Moreover,
these tiltmeters were located at those points where we estimated sudden changes in the direction
of the borehole (see the estimated deviation with respect to the vertical in Figure 6.1 (b)) such that
we can expect an enlarged borehole section and bad sensor-ice coupling. In the lowest part of the
glacier, the deformation rates measured at tiltmeters BH4#1 to BH4#6 is consistently lower than at
BH2. However, when comparing the tilt curves provided in the supporting informations S5, we observe
that the tilt curves captured by BH4#1 to BH4#6 are not smooth and continuously increasing as those
in BH2. Indeed, between BH4#1 and BH4#6 we see weeks long periods with almost no change in tilt,
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which results in very low deformation rates. Therefore, it is unclear whether the differences in the
lowermost deformation rates between BH2 and BH4 are due to differences in the strain field, or an
artifact of poor drilling conditions at the bottom of BH4 (recall that the last 20 m of BH4 could not be
instrumented after drilling). Given that BH2 presents the least noisy data, reached the bed, and that
it is the only borehole where the whole thickness was instrumented, we focus on BH2 for the rest of
the paper.

6.4.2 Comparison with a modeled deformation rates profile

Wenow try to reproducewith our three dimensional Elmer/Icemodel of Glacier d’Argentière themean
du/dz(z) profile at BH2. Simulations with constant creep factor and different values of the Glen’s law
exponent yield deformation rates profiles with much less curvature than observed, represented by
the blue continuous curves in of Figure 6.3 (a). The modeled deformation rates profiles at constant
A show poor sensitivity to the flow exponent (n = 3, n = 4 and n = 5). In Figure 6.3 (b) we show
the shear stress components (τxz, τyz, τxy ) and the effective deviatoric stress (τE ) for the simulation
with depth dependent creep factor, to be compared to the SIA (Eqn. (6.5)). The full stress tensor as
well as the results for the other simulations can be found in the supporting information S6, but it is
rather insensitive to changes in the rheological parameters. It can be seen that ice flow is dominated
by along flow shear in the deeper half of the glacier (τxz ≈ τE), and by a mix of shear and extension
or compression in the upper half of the glacier (τxz, τyz and τxy are clearly lower than τE , but non-
zero). The across flow horizontal shear τxy is always lower than along flow shear, except close to the
surface where they attain similar values. This distribution of stresses allows us to validate the use of
equation (6.1) for computing du/dz. In themiddle and lower part of the ice column τxz dominates over
the other shear components, and over the upper part of the ice column du/dz is negligible, such that
the influence of other stress components on du/dz will be low as well in absolute terms. With regards
to the stress given by the plane strainmodel (SIA), the dotted lines in Figure 6.3 (b), we see that despite
not being able to reproduce the depth distribution of simulated stresses, the basal drag τb (identical
to the value of τE at the bottom of the ice column) predicted by Eqn. (6.5) for a glacier of similar cross
section as Glacier d’Argentière (blue dotted line) is almost identical to the basal drag computed by the
Elmer/Ice model. If the shape factor is not accounted for (the green dotted line), τb is overestimated
by more than 50%.

The only configuration that provides a goodmatch between observations and the numerical results
is the depth-dependent creep factor, whose deformation rates profile is plotted for the case n = 3 in
dashed lines in panel (a) of Figure 6.3. To find the creep factor as a function of depth, we infer A
by inverting Glen’s law (Eqn. (6.3)) with the observed mean du/dz at BH2 and the numerical stress
tensor,

A(z) = 2
du
dz

τ−2
E,numτ

−1
xz,num. (6.6)

We then approximateA(z) by a piece wise linear function. Given that changing the creep factor slightly
modifies the overall stress balance, we run the numerical model repeatedly, updating at each iteration
the A(z) inferred with the numerical solution of the previous iteration, until the modeled stress field
converges. The results are shown in Figure 6.3: the deformation rates profile is given in dashed lines
in panel (a), and the inferred creep factor is given in panel (c), stars and continuous black line, bottom
horizontal axis. The deformation rates recovered in the boundary layer is not reproduced by the
numerical model.

Focusing on panel (c) of Figure 6.3, we see that in the upper half of the glacier A(z) is close to
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Figure 6.2: Deformation rates profiles with monthly minima and maxima at BH2, BH3 and BH4. The continuouslines show the average measured deformation rates at each borehole for the period between the 1st January andthe 15th October, and the shadowed region the range between monthly averaged minima and maxima deforma-tion rates values. Every symbol represents a tiltmeter. We point with arrows some tiltmeters to help understandthe main text.

78 MPa-3a-1 (see dotted line), the value proposed by Cuffey and Paterson (2010) for temperate ice and
n = 3. From −140mdown to the bedA increases non linearly, such thatA becomes closer to the value
proposed by Paterson (1994) (dashed line).

6.4.3 Seasonal evolution of velocity

In this sectionwe study temporal changes in deformation at Glacier d’Argentière, the inferred basal ve-
locity and the relationship betweendeformation velocity and surface velocity andwater discharge.

Figure 6.4 shows the hydrology (panel (a), precipitation and discharge) and the timeseries of ve-
locities (panel (b)) at Glacier d’Argentière, during the 2020 February - Mid October period. Discharge
and precipitation are shown in daily averages. The given velocities are the surface velocity at the GPS
station us in green, the deformation velocity at BH2 ud in blue, the inferred basal velocity ub in black,
and the basal speed measured at the cavitometer ucav in red. The continuous solid lines on the lower
panel show weekly averages of each velocity, while the semitransparent curves represent daily veloc-
ities.

Surface and deformation velocity have similar seasonal behaviour: both accelerate between Febru-
ary and May, then stay at higher values until September, and decline until mid October. This pattern
is broken at the daily and weekly scale by short-term accelerations. Some of these accelerations are
detected simultaneously by the GPS and the tiltmeters, see for instance the accelerations in early July
and early, mid and late August. Others, specially fast surface accelerations (late March, mid May, mid
July, late August) are not observed in both datasets. As a result, the inferred basal velocities at BH2,
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Figure 6.3: Observed and computed deformation rates profile at BH2 and other results from the numerical simu-lations. Panel (a) compares the observed profile at BH2with the numerically computed deformation rates profiles.The numerical profiles are selected for four representative scenarios, with uniform creep factorA = A0 and n = 3,
n = 4, and n = 5, and with depth-variable creep factor A = A(z) and n = 3. Panel (b) shows the vertical profile ofeffective and shear stress, as well as a comparison with the stress given by the SIA assuming shape factor f = 1for the green dotted line, and f = 0.646 (Nye, 1965, parabolic channel with W = 2 ). Panel (c) shows the creepfactor (bottom horizontal axis) inferred as a result of constraining the simulation with the average deformationrates profile at BH2, and the inferred water content inferred from the observed creep (top horizontal axis). Thegreen dashed line marks the value of A for temperate ice proposed by Paterson (1994), and the blue dotted linemarks the value of A proposed by Cuffey and Paterson (2010).

which is the residual component of the surface velocity, shows dual behaviour. On one hand, sea-
sonal changes in surface velocities seem unrelated to basal velocities. On the other, short changes in
surface velocities must be explained with basal accelerations. Average velocities during the February -
Mid October period are ūs = 47 m a-1, ūd = 32 m a-1, ūb = 18 m a-1 and ūcav = 55 m a-1. The basal speed
at the cavitometer ucav is markedly different from the basal velocity at BH2. At the seasonal scale, ucav
has strong seasonality, with a clear maximum in early July.

We explore in better detail the relationship between velocities, to discern how correlated deforma-
tion and surface velocities are. For that, we compute the correlation between deformation rates du/dz
and surface velocity us using eight different averaging periods: from eight-weeks to one-week aver-
ages, one week decreasing each time. For each length of the averaging period, we perform a linear
regression between du/dz and us and compute the correlationR2 and the p-value. We show a resume
of the regressions in Figure 6.5, where colors show the correlation coefficient (R2, see the color bar)
and the text shows the p-value. Longer averaging periods mean there are less points to compare data
to, thus outliers becomemore important and some correlationsmay become, while strong, less signifi-
cant. This is particularly well seen when comparing eight-weeks averages with seven-weeks averages:
the eight-weeks averages have only one data-point less than the seven-weeks one, just enough for
some correlations to become non-significant. The individual regressions are given in S10.

We find strong significant correlation (R2 > 0.5,p < 0.05) between deformation rates and surface
velocities in several of the tiltmeters below -200 m for several averaging periods. The correlation
between du/dz and us decreases if we compare shorter averaging periods, but the spatial pattern
of significant correlation is, for the most part, preserved, i.e. most of the tiltmeters below -200 m
tend to record stronger deformation rates when surface velocities are high, and lower deformation
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Figure 6.4: Timeseries of surface velocityus , sliding velocity at the cavitometerucav , deformation velocity at BH2udand inferred basal velocity at BH2 ub. Solid lines showweekly averages of the velocities, while the semitransparentlines in the background show daily values.
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Figure 6.5: In-depth distribution of the correlations between deformation rates at BH2 du/dzwith surface velocity
us averaged at different averaging periods, computed with linear regressions. Color shows the R2 and the textthe p-value of the regressions.

rates when surface velocities are low. The strongest value in each averaging period (darkest colors
in each column) is always located at -204 m (BH2#8). Depending on the size of the averaging period,
the correlation between deformation rates and surface velocities appear high or low. This is seen for
BH#10,BH#11 and BH#12, between -183 and -152 m, who are only correlated with surface velocities
if we consider eight weeks averages.

6.5 Discussion

6.5.1 Evaluating the deformation profile

Implications for rheological parameters

The observed deformation could not be reproduced with the numerical model that used uniform
creep factor and common values of the Glen’s law exponent. Moreover, since the retrieved stress ten-
sor was largely independent on n andA, it seems that the spatial distribution of stresses within Glacier
d’Argentière is set by the glacier geometry, and not by rheological parameters. Indeed, direct applica-
tion of the SIA to the averaged deformation observed in BH2, BH3 and BH4 provides an apparent ex-
ponent of n = 4.73, much softer than typically considered when modelling mountain glaciers (Vincent
and Moreau, 2016; Zekollari et al., 2019; Millan et al., 2022), and softer as well than the m = 3.38± 0.42

found by Gimbert et al. (2021c) in their long term assessment of sliding at Glacier d’Argentière, if we
assume that sliding is solely due to creep around bed obstacles, and not regelation.

In the case of temperate ice, this depth increasing creep factor may be due to interstitial water
content W (Duval, 1977; Adams et al., 2021). We test this hypothesis with the formula proposed by
Duval (1977). We adapt it considering A = 78 MPa-3a-1 (Cuffey and Paterson, 2010) whenW = 0, i.e. we
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assume no water content in the upper half of the glacier, obtaining
W =

1
2.34

( A
78
− 1

)
, (6.7)

forW in % and A in MPa-3 a-1. The inferred water content values are given in the top horizontal axis
of Figure 6.3 (c). Discarding the negative values as artifacts of our chosen parameterization of Duval’s
model, we see that the expected water content above -219 m ranges between 0 and 1.5%, increasing
down to the bed. Below this depth, the rapid increase in creep factor at the basal layers is explained
with up toW > 3% at the base. These values ofW are comparable to those observed in temperate ice
(Pettersson et al., 2004), and depth-increasing water content have been previously reported in a few
temperate glaciers (Vallon et al., 1976; Murray et al., 2000; Benjumea et al., 2003; Hubbard et al., 2003;
Murray et al., 2007).

There are two comments to be made to this result. Firstly, Lliboutry and Duval (1985) report no
relationship of W with depth through analysis of an ice core obtained in Glacier d’Argentière in a lo-
cation close to our boreholes (Hantz and Lliboutry, 1983). However, the engineers and researchers
that performed the measurements deem them untrustworthy (Paul Duval, personal communication)
except perhaps for the higher values of W (Michel Vallon, personnal communication). We wanted
to discuss this dataset since these measurements have appeared before in well cited compilations
of observations of interstitial water content (e.g. Pettersson et al., 2004; Cuffey and Paterson, 2010).
Secondly, our inversion for the water content is based on the work of Duval (1977), for shearing of
temperate ice in tertiary creep with water contents up to 0.8%. Recently, Adams et al. (2021) found
in similar experiments that ice under secondary creep with W > 0.6% is linear viscous, which corre-
sponds roughly to the ice below -200 m. However, it is unclear if the results for secondary creep apply
for the case of Glacier d’Argentière which is most likely deforming under tertiary creep (Lliboutry and
Duval, 1985).

Other factors could explain the inferreddepth-increasing creep. Onepossibility is depth-decreasing
grain size (Cuffey and Paterson, 2010). In this sense, Vallon et al. (1976) reported no discernible change
in grain size in the accumulation zone of La Mer de Glace, and a marked decrease in grain size at its
bed close to the tongue. If the texture of Glacier d’Argentière and la Mer de Glace are comparable
(both glaciers are next to each other), grain size does not seem to explain creep enhancement, except
perhaps for the increased deformation near the base. Given that we expect the ice at these depths to
undergo tertiary creep, we discard anisotropy as an explanation for the inferred creep enhancement
(Lliboutry and Duval, 1985).

Limitations of the numerical model

The results are based on the implicit assumption that the numerical stress tensor is representative of
the actual stress at Glacier d’Argentière. We consider that the distribution of stresses has a few fea-
tures that can be expected in a valley glacier. Firstly, the drag at the base coincides with the expected
drag if we take into account the valley shape, the thickness at the studied site and the surface slope.
Secondly, the numerical model considers significant extension and compression stresses in the upper
part of the glacier, that then become negligible close to the base. Such results are also realistic, and
comparable with the assumption oftentimes made in glacier modeling that τxx, τyy and τzz decrease
linearly towards the bed (Hooke, 2005).

Since we didn’t find significant changes in the stress tensor when considering different rheologies,
we question the choice of the boundary conditions. The model is run in a steady state, such that
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using a friction law like Weertman (1957), which cannot accurately reproduce intra-annual changes in
velocity (Lliboutry and Duval, 1985) is not that problematic. A more important choice is the uniform
friction parameter As. A similar comparison between basal conditions was carried out in Vincent et al.
(2022a), see Figure S3 of the supporting information (Vincent et al., 2022b). The results using uniform
As and inverted viscosity were comparable with those presented in the main text that used inverted
As and uniform viscosity, suggesting that the numerical results presented in this paper are not that
dependent on the spatial distribution of the friction parameter.

Identification of the boundary layer

The shape of the deformation profile and the retrieved values of du/dx close to the bed suggested
a boundary layer below -219 m. It is likely a result of the observations being part of basal processes
at the meso-scale, either due to a combination of slippery and sticky patches as in Ryser et al. (2014)
(our numerical model assumes uniform slippery bed and thus does not consider this origin) or due to
sliding over a bump as in Maier et al. (2019) (see S7). We qualitatively confirmed the vialibility of the
second option with our upslope simulated profile in Figure S12. There a few caveats to our synthetic
profiles of deformation, which we address now. Themodeled profiles aremeant for linear ice, i.e. with
Glen’s law exponent n = 1, and they depend on the location at the bed that we consider, as well as
the initial conditions and the parameters we used for the analytical model of Gudmundsson (1997b).
Indeed, the analytical model assumes low roughness, given by ε ≪ 1, while we used ε = 0.5 since
otherwise we retrieve negligible deformation rates. However, the influence of a hard rough bed over
deformation rates profiles with comparable shapes as those found by us has been shown before by
Ryser et al. (2014) and Maier et al. (2019), in relatively simple experiments and considering non-linear
ice. Thus, we conclude that it is likely that the observed profile close to the bed corresponds to the
basal boundary layer (perhaps indicating that the base of the borehole is located in the lee side of a
bump), and that our estimated deformation at this location is influenced by the neglected components
of the velocity gradient.

6.5.2 Seasonal changes in velocity

We saw in Figure 6.4 that the deformation velocity changes through time, and that its temporal evolu-
tion is, as we observed in Figure 6.5, similar to the surface velocity at several time-scales. We interpret
that the correlations between du/dz and us show that surface velocity is partly controlled by defor-
mation velocity, specially at the lower part of the bed. Lower correlation at shorter time-scales could
reflect that short term changes in surface velocities are a result of basal accelerations, with deforma-
tion velocity controlling seasonal (monthly to multimonthly) changes in glacier dynamics.

We estimate the increase in deformation velocity during the melt season is 20%, from roughly
28 m a-1 before the melt season, to 35 m a-1, which are attained or surpassed for more than one
month between May and the end of September.

Assuming that these observations at BH2 are representative of its surroundings, we will consider
two possible origins for the 20% difference between winter and summer. First we will study sea-
sonal changes in stress, and then seasonal changes in the creep factor through evolving water con-
tent. In any case we can’t discard a combination of the described mechanisms, operating at different
timescales to provide the observed deformation.
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Local versus global control on ice deformation

The summer increase in deformation can originate from an increase in drag at the base (Hooke et al.,
1992; Maier et al., 2021), which, applying Glen’s flow law with n = 3, yields an increase in stress of the
order of ∆τ = ∆ε̇1/3 ≈ 6%. We will consider two origins for this seasonally evolving stress, increased
ice-bed contact area as a result of channelization (Hooke et al., 1992; Willis et al., 2003), and ice flow
over increasingly steep bed bumps (Maier et al., 2021).

Nanni et al. (2021) estimated that during May 2019 the subglacial water at our study site transitions
from a distributed system to a channelized one, with a main subglacial drainage channel running very
close to the position of our boreholes. The transition happened at the beginning of the melt season,
which usually takes place in May (Vincent and Moreau, 2016). The combination of these observations
with the pressure record at BH2 (see Figure S9), suggests a very active, well connected subglacial
system between, at least, May and August, with the greatest variability during June. This conclusion
is exactly the opposite conclusion given in Vincent et al. (2022a), where it was estimated that cavities
occupy an extensive portion of the bed along the central flow line during summer. However, Vincent
et al. (2022a) used the cavitometer velocity as a proxy for the basal velocity at the ablation zone (see
Figure 6.4) which behaves very differently from the basal velocity at BH2.

Both Nanni et al. (2021) and Vincent et al. (2022a) are not necessarily observing contradictory be-
haviours. The central part of glacier d’Argentière could undergo some channelization during the melt
season, until July, in the sense of having amain drainage axis in the central part of the glacier. This flow
concentration does notmean that there are no cavities in the system, as they can appear at (relatively)
low sliding velocities over realistic beds (Helanow et al., 2021). At the end of June, the system must
switch state. Between July and September, the high deformation velocity, decrease in basal velocity,
and high discharge point out to channelization during this period, with increased ice-bed coupling and
drainage efficiency. The collapse of channels during September could be indicated by the progressive
decline in deformation velocity. This is supported by the two big surface accelerations that happen
in the second half of September and beginning of October, coincidental with strong storms. By this
time, the hydrology system is not efficient anymore, and the system cannot deal with punctual strong
water input. these two last sentences will have to be reviewed once we use the new dataset of
Anuar

Wecannot discard, also, that the seasonal changes in deformation rates are local due to differences
in bed topography. Following the short analysis of the profile close to the bed, we could estimate that
from March to August the bottom of BH2 is going over the stoss side of an increasingly steep bump.
This cannot explain, however, why surface velocities are well correlated with boreholes in the deeper
part of Glacier d’Argentière.

Change in water content

Here we test the extent with which the expected production of water from the glacier deformation is
sufficient to cause seasonal changes in water content that would explain seasonal changes in internal
deformation. We discarded the percolation of surface water through the ice as an origin of such
changes in water content, because Glacier d’Argentière can be considered impermeable above -100 m
(Hantz and Lliboutry, 1983).

Using Duval (1977) and assuming an average water content W = 0.7%, roughly the average value
retrieved between -150 and -235 m (see Figure 6.3). If we consider internal generation due to strain
heating, we must consider as well the evacuation of the water at the end of the high strain period
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to return to winter values. For the evacuation, we assume that ice permeability below 100 m is not
negligible and consider the upper limit for clean, coarse ice given by Raymond and Harrison (1975),
qclear = 0.008 m a-1. Assuming that the changes happen during a three month period ∆tw (decreasing
during September, October and November), the necessary flux is ∆w/(100∆tw) ≈ 0.0056 m a-1, of
the same order as expected. The last remaining question is if that ice water content can actually be
produced. For that, we will compute the upper limit of water production through strain heating using
maximum values of stress and strain. We consider just above the boundary layer, all strain given by
du/dz = 1 a-1, the maximum value during summer at BH2#6, and σxz = σE = 0.1 MPa, the expected
stress at the base. For a latent fusion heat ofLf = 0.336MJ/kg, thewater generation due to ice shearing
horizontally is (Cuffey and Paterson, 2010)

ḃE =
σxzdu/dz

2Lf
= 0.15 kg a-1 m-3. (6.8)

Relative to themass of ice, this is equivalent toW = ḃE/(ρi) = 0.00017, or 0.017%. Themaximum strain
heating produced is one order of magnitude lower than required.

In conclusion, the observations at the seasonal scale cannot be explainedneitherwith the transport
of surface water through the ice due to the presence of impermeable bubbly ice close to the surface,
nor with strain heating due to insufficient water generation.

6.6 Conclusions

We have measured internal deformation along the central line of the ablation area of an alpine tem-
perate glacier. Our data provided good spatial resolution at three different boreholes, which allows us
to reconstruct the deformation profile and its evolution during most of 2020, including the melt sea-
son in its entirety. A complementary numerical model was used to improve our understanding of the
stress conditions at our site, and an analytical model provided additional insights on the shape of our
profile near the base. We identify three different behaviours along the ice thickness. The upper 100 m
of ice shows negligible deformation, with the stress field being a mix of shearing and normal stresses.
The deformation between -100 m and -219 m is characterized by depth-increasing deformation due to
a combination of depth-increasing horizontal shearing and creep factor. Reasonable levels of depth-
increasing water content can explain the inferred creep factor. Complementary evidence should clear
out if the enhanced creep is a result of water content or other factor such as ice texture. The deep-
est part of the ice column is identified with the boundary layer expected in hard bed sliding. Our data
shows seasonally evolving deformation in Glacier d’Argentière, with internal acceleration between the
beginning of themelt season in May 2020 and a decrease starting in September 2020. The evolution of
the deformation velocity is well correlated to the evolution of the surface velocity at multimonthly and
multiweekly periods. Short surface accelerations seem related to changes in basal speed, which stays
relatively low during periods of sustained fast surface velocity. It is yet unclear if the observed dynam-
ics are local or representative of the global behaviour of Glacier d’Argentière, as they could reflect the
seasonal evolution of the subglacial hydrology system or differences in local basal topography.

All data used in this article and the code to process it can be accessed through the long-term
repository SAUSSURE, in address
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Chapter 7
Inclinometry on the right side of Glacier

d’Argentière, 2021

7.1 Introduction

The preliminary results of the 2019 inclinometry campaign were considered a partial success. On the
positive side, it was proven that the method for determining the internal deformation worked. The
sensorswere reliable, at least for computing the tilt, and the temporal evolution of deformationwas an
interesting phenomenon that deserved more attention. The basal velocity was successfully retrieved
at BH2, and it showed that our initial ideas about the dynamics at Glacier d’Argentièremaybe were not
as accurate as we could have expected. On the negative side, the across borehole spatial coverage
was insufficient. As chapter 6 discusses, it did not allow us to precisely determine if the deformation
profile and its temporal evolutionwere local features of the flow field, or representative of the ablation
zone. Likewise, having only one bed-reaching borehole limited our conclusions regarding the basal
motion, which was one of the driving questions of the whole project. Having the necessary human and
economical resources at our disposal, it was decided that the campaign should be repeated again in
late summer 2021. The timingwas on the limit. Earlier in the yearwas impossible, as it takes a lot of time
to properly build, assemble and calibrate the sensors. Later in 2021 was difficult, as the closer towinter,
the more difficult it is to work on the glacier, specially due to the decreasing light and deteriorating
meteorology. Doing it in 2022 was unfeasible for administrative issues, and also, because then the
dataset would arrive too late for my PhD. In such a case it was likely that we wouldn’t be able to profit
from my expertise acquired while working on the first campaign, and it could also (potentially) be too
late to improve the results of the 2019 campaign. As the reader will have noticed, there is no mention
of the 2021 campaign in chapter 6. We’ll soon see why...

7.2 Changes in the instrumentation and field campaign

The field methods were improved with respect to the first campaign:
• To avoid drilling problems, the drilling speed was reduced by half.
• The boreholes were drilled in two groups of two, so as to compare the data within each group,
and between groups. If two boreholes only a fewmeters apart showed very similar deformation

85



Borehole Tiltmeters Piezo. Depth Thickness Not instrumented Days
BH11 20 No 188 ±20 ±20 106BH12 25 Yes 191 ±20 ±20 137BH13 20 No 164 ±20 ±20 5BH14 20 Yes 162 ±20 ±20 248

Table 7.1: Resume of the 2021 borehole campaign on the right side of Glacier d’Argentière. The ’Not instrumented’column is the difference between ’Borehole depth’ and ’Local thickness’, giving the estimated distance betweenthe last tiltmeter and the bed. Local thickness uses GPR data (Vincent et al., 2009). All distances are in m. The’Days’ column gives number of days between installation and the first permanent tiltmeter failure recorded in theborehole, typically that of the first tiltmeter, and most probably due to cable snapping.

profiles, then we could be sure that the retrieved deformation was at least representative of that
position.

• The boreholes would be carefully measured after drilling to ensure their verticality, and only
instrumented if they did not deviate much from the vertical, and reached the bed.

• The distribution of tiltmeters was also altered. No tiltmeters were put in the uppermost 50 m
of the whole array, and the density was increased towards the base. We compare the 2019 and
2021 tiltmeter distributions in Figure 7.1.

• We discarded the use of magnetometers, given that they were considered unreliable. Five tilt-
meters with magnetometers that we retrieved from the 2019 campaign were installed in BH12,
named BH12#21, BH12#22, BH12#23, BH12#24 and BH12#25.

• There was one piezometer per group of boreholes, one in BH12 and one in BH14.
The field campaign started the 21 of September, 2021. Drilling along the center line was muchmore

difficult that anticipated, and no boreholes could be completed the first two days of the campaign. The
boreholes were then moved to the right side of the glacier, where the ice was expected to be much
cleaner of debris, but about 80 m thinner. The final and the planned positions of the boreholes are
shown in Figure 7.2. All boreholes reached the bed. We provide a resume of the campaign in Table
7.1.

The boreholes were quite vertical, but lasted different periods. BH11 stopped working the 7th Jan-
uary 2022, and 1/3 of the data is compromised due to non-steady movement of the tiltmeters during
November as seen in Figure 7.3. BH12 lost tiltmeters BH12#1 through BH12#15 and BH12#21 to BH12#25,
which correspond to the lower 30% of the glacier thickness, the 17 of February, 2022. BH13 had some
malfunctioning component and did not work as expected, failing the 28th September, 2021. BH14 tilt
records have almost no gaps until the 27th May, 2022. From this date onward, the records show inter-
mittent data gaps, with permanent failure of BH14#1 to BH14#12 since the beginning of June 2022. For
all these reasons, I will only describe the tilt evolution recorded at BH14, from the 15th October 2021
to the 27th May 2022.

7.3 Results

7.3.1 Tilt curves

We show the three sets of tilt curves in Figures 7.3 though 7.5. The estimated depth at each tiltmeter
is written inside every legend. The top left shows BHj#1, the one at the bottom of the borehole, and
most likely a few 2 to 3 meters above the bed. The bottom right is BHj#20. We will describe now a few
features of the tilt recorded at boreholes 12 and 14.
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Figure 7.1: New distribution of sensors for the 2021 campaign. I have to merge this graph with the map
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Figure 7.2: Have to be updated when somebody gives me the GPS coordinates of the new boreholes :)

BH12#1 must have some malfunction, since its tilts varies rapidly between 70°and 0°. It will be di-
retly discarded. Sensors between -188 m and -169 m, corresponding to tiltmeters BH12#2 to BH12#8
and BH12#21 to BH12#25, record an absolute tilt change of between 5°and 8°, showing a layer approx-
imately 20 m thick with similar deformation rates. From -165 m (BH12#9) up to -135#m (BH12#15), the
tilt curves do not show any particular period of fast tilt change, and register an absolute tilt change of
around 2°and 3°. Above -135 m, where tiltmeters worked until June 2022, tilt curves are slightly more
complicated.

250 upstream, the behaviour of the tilt sensors is not very much different. BH14#1 and BH14#2
don’t have the smooth tilt evolution that was observed in BH2, and rather show several periods of
fast tilt change (whenever we see a peak in the tilt curve). Tilt evolution is relatively stable between
BH14#3 and BH14#11, indicating the presence of a 30 m thick layer of ice that deforms at the same
rate. These tiltmeters record a change in tilt ∆θ of about 12°to 8 °, and except for BH14#11, they were
installed in the flow direction, such that the minimum tilt was attained at (or shortly after) installation.
From BH14#12 (z = −122.5m) upwards the tilt curves becomemore complicated and less smooth. This
could indicate either poor coupling, or changes in the stress tensor. BH14#20 stayed outside of the
glacier, so it will not be included in the analysis.

7.3.2 Averaged deformation profile

The method for computing the du/dz profiles and their normalized standard deviation is the same as
done for BH2.

Figure 7.6 show the computed deformation profile at BH12 between the 1st October 2021 and the
17th February 2022 (left panel), and the deformation profile at BH14, averaged between the 1st Novem-
ber 2021 and the 9th June 2022, on the right panel.

Both profiles can be divided in two parts. The upper part is characterised by low deformation with
high temporal variability, as shown by the standard deviation, which is larger than 0.6 for most of the
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Figure 7.3: Tilt curves at BH11. Note that the timeseries ends in January 2022.
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Figure 7.4: Tilt curves at BH12. Note that tiltmeters 21 to 25 are located in between tiltmeter 1 and tiltmeter 7
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Figure 7.5: Tilt curves at BH14.
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Figure 7.6: Deformation profiles at BH12 and BH14 with the standard deviation at every tiltmeter. hacer mas
pequenyo, meter la std en BH12, poner los graficos a escala

sensors. It covers the uppermost 175 m in BH12, and the uppermost 125 m in BH14. The lower part
with a layer of relatively stable deformation rates of 0.3 to 0.4 m a-1. This part is approximately 20 m
thick in BH12, and 30 m thick in BH14. We cannot know for certain what happens immediately above
the bed. The wildly variable tilt recorded by BH12#1 (shown in Figure 7.4) could be due to being in
contact with the bed. In the case of BH14, we can see in Figure ??BH14#1, and BH14#2 record high
deformation, and have higher temporal variability than the rest of the tiltmeters located in the layer
of stable deformation. Recalling the discussion about the boundary layer at BH2 (in chapter 6, this
behaviour at BH14 can be a reflection of a deformation state dominated by ε̇xx and ε̇zz (and perhaps
ε̇yy ), and not by shearing.

7.3.3 Bimonthly changes in deformation and velocity

We show in Figure 7.7 the differences in du/dz between the average of the full studied period, and the
average du/dz every two-months period. Because the total time is made of 7 months, the last period
comprises only 1 month, between the 3rd May and the 9th June.

It seems like there is amild seasonality in deformation, with slightly larger deformation afterMarch
than in the precedent months. The magnitude of the changes in the middle part (up to 0.1 a-1) are of
the same order than in the middle part of BH2, see Figure ??.
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Figure 7.7: Left panel shows the deformation profile at BH14 averaged during different time periods. Right panelshows the difference of the profiles on the left with respect to the deformation averaged between 1st November,2021 and 9th June, 2022.
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Figure 7.8: Deformation velocity at BH14 including all sensors.

Next, we integrate the deformation data as explained in chapter 5. We show the internal defor-
mation in Figure 7.8. We included all sensors, but the mild seasonality can still be seen whether we
include BH14#1 and BH14#2 or not.

7.4 To do

• Have a map of Argentière with the position of the new boreholes
• Include thickness and numerical stress tensor. Once I know the GPS position of the boreholes,
of course...

• Compare ud with all and only from 3 in figure 7.8
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Chapter 8
Next steps

Whether you turn to the right or to the left, your ears will hear a voice behind you, saying, ‘This is the way; walk in it.’
Isaiah 30:21 The Old Testament.

8.1 Overview

Research never stops, as more often than not, answering a scientific question opens the door for a
whole lot of new scientific questions that open yet an even bigger set of new scientific questions in a
fractal-like dynamic. This PhD does not escape to such behaviour, as I will explain in this chapter. I
will present three projects that have been partially resolved, but still remain unfinished. These have
been worked by a diverse group of researchers, and my contribution have ranged from almost total
to almost bystander. They will be shown in chronological order.
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