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Abstract

One of the fundamental goals of Artificial Intelligence (AI) is to design embodied autonomous
agents that can evolve in various environments, perform a multitude of tasks and interact with
humans. To this end, AI researchers employ various approaches, with two primary methods
standing out: developmental robotics and standard AT paradigms. While developmental robotics
models agents’ cognitive development in simplified environments, standard Al paradigms focus
on algorithmic contributions in precise and technical benchmarks. In this thesis, we extend upon
recent calls to bridge these two fields and investigate the role of cultural conventions in the
development of artificial agents using state-of-the-art A1 algorithms.

This research leverages work from developmental psychology and focuses on two crucial as-
pects of human development, namely autotelic and social learning. The former enables agents to
form open-ended repertoires of skills by inventing and pursuing their own goals while the latter
enables them to communicate, cooperate, teach, and organize their thoughts. Our contributions
are organized around two fundamental scientific questions: 1) the formation of cultural conven-
tions within populations of artificial agents, and 2) the exploitation of cultural conventions in
their cognitive development.

The first part of this manuscript deals with the formation of cultural conventions. It builds
on recent studies in the field of emergent communication to propose two computational stud-
ies. The first one investigates the formation of cultural conventions in the ecological context
where artificial agents communicate via a graphical sensory-motor channel. The second one
draws inspiration from experimental semiotics and studies the emergence of communication in
the architect-builder problem: a novel interactive learning paradigm where agents have asym-
metries of information and affordances which makes the application of standard Multi-Agent
Reinforcement Learning impossible.

The second part focuses on the exploitation of cultural conventions. Inspired by the pio-
neering work of Vygotsky and other psychologists we first introduce the Vygotskian Autotelic Al
Framework. This framework enables Reinforcement Learning agents to internalize social inter-
actions in order to transform their cognitive abilities enabling them to form abstract representa-
tions, achieve systematic generalization, and creatively explore their environment. Following this
conceptual contribution, we propose two computational studies. The first one explores the role
of inductive biases in the language grounding problem where agents need to align their physical
experience of the world with linguistic inputs provided by social partners. Our final computa-
tional contribution introduces the IMAGINE agent: a Vygotskian autotelic agent that converts
linguistic descriptions given by a social partner into targetable goals. IMAGINE leverages lan-
guage productivity and systematic generalization to grow an open-ended repertoire of skills in a

creative way.



Glossary

Action-value Function The action-value function Q,(s,a) is the expected return of
the trajectory taking action a from state s before following 7 from the next state
s’ 13

Autotelic from the Greek auto (self) and telos (end, goal), characterizes agents that
generate their own goals and learning signals. In is equivalent to intrinsically
motiwated and goal-conditioned. 3

Compositionality our ability to understand language and create meaningful expres-
sions by assembling other meaningful expressions. 30

Cultural Convention any social production, linguistic or physical, internal or inter-
personal, used to communicate, cooperate, teach, think, or transmit. 5

Developmental Artificial Intelligence a multidisciplinary field that integrates prin-
ciples from artificial intelligence, developmental psychology, and neuroscience to
simulate and analyze the cognitive mechanisms of artificial agents. 25

Goal ag = (z,, R,) pair where z, is a compact goal parameterization or goal embedding
and R, is a goal-achievement function. 19

Goal-achievement function R,(-) = Rg(- | z,) where Rg is a goal-conditioned re-
ward function.. 19

Goal-conditioned policy a function that generates the next action given the current
state and the goal. 19

Markov Decision Process A Markov Decision Process (MDP) models a decision-making
problem using a set of states, a set of actions, and a set of probabilities that describe
the outcome of each action in each state. 12

Markov Game The framework of Markov Games is a multi-agent extension of MDPs.
23

Open-ended learning developmental kind of learning where the objectives are not
predetermined, but rather the learner is encouraged to discover knowledge and
skills through an open exploration process. 27



viii

Glossary

Self-organization process by which spontaneously ordered patterns and structures
emerge in a system without the need for central control or external guidance. 27

Skill the association of a goal and a policy to reach it. 19

Value Function The value function V,(s) of a policy 7 gives the expected return of a
trajectory starting from s and following 7. 13



Chapter 1

Introduction

One fundamental goal of Artificial Intelligence (AI) is to design embodied autonomous
interactive agents that can evolve in various environments and complete a wide range
of tasks. To that end, researchers in Al take several angles of attack and rely on dif-
ferent paradigms that consider different drivers for learning. In Reinforcement Learning
(RL) (Sutton & Barto, 2018), agents learn from exploration of their environment. They
rely solely on their experience of the world in order to solve a pre-defined task. In Imita-
tion Learning (IL) (Pomerleau, 1991), agents learn from demonstrations, i.e. trajectories
provided by an expert that correspond to the transitions required to take to solve a pre-
defined task. In Multi-Agent Reinforcement Learning (MARL) (Littman, 1994), agents
learn in cooperation and need to interact with each other in order to solve collaborative
tasks.

Recent extensions of RL algorithm have shown success in solving a wealth of prob-
lems such as playing the Atari videogames at super-human levels (Mnih et al., 2015),
beating chess and go world champions (Silver et al., 2016), controlling stratospheric
baloons (Bellemare et al.; 2020) or even maintaining plasma in fusion reactors (Degrave
et al., 2022). Similarly, 1L methods coupled to Transformers (Vaswani et al., 2017)
have enabled the training of a generalist agent on a massive dataset of diverse inter-
actions (Reed et al., 2022). It has also been used to perform in-context reinforcement
learning via algorithm distillation (Laskin et al., 2022). Finally, multi-agent methods
have permitted populations of agents to play hide and seek (Baker et al., 2020) or even
to collaboratively solve common-pool resource problems (Pérolat et al., 2017).

But unlike humans, these algorithms are still heavily sample-inefficient, requiring
billions of transitions to become proficient on isolated tasks. Most importantly, they lack
the ability to generalize and transfer across a wide variety of problems, to be creative,
and tackle tasks never seen during training. They are far from displaying human-like
capabilities in terms of open-ended learning. This is, perhaps, because they rely on
isolated signals for learning. The way forward might be to build on child development
theory and to consider learning from sociocultural interactions. Indeed humans are social
beings, they interact and cooperate with their peers (Tomasello, 1999b; Tomasello et al.,
2005; Brewer et al., 2014). As soon as they discover and learn a language, they assimilate
thousands of years of experience embedded in their culture (Bruner, 1991). Most of
their skills could not be learned in isolation. Formal education teaches them to reason
systematically, books teach them history, and YouTube might teach them how to cook.
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Most importantly, humans’ values, traditions, norms, and most of their goals are cultural

In essence.

The present research proposes to immerse artificial agents in social contexts in order
to observe the impact of sociocultural interactions on learning. As displayed in Fig. 1.1, it
has a dual objective. In the first part of this manuscript, we propose to use artificial agents
as an anthropological tool to study the formation of cultural conventions in populations
of individuals. More specifically, we investigate the key mechanisms required for the self-
organization of cultural conventions between artificial agents in absence of pre-existing
conventions. In the second part, we focus on autonomous artificial agents exploiting
already existing cultural conventions to augment their capabilities in the open-ended skill
acquisition problem. To accomplish this, we build on previous theories at the intersection
of developmental psychology and machine learning to introduce a new framework coined
Vygotskian Autotelic Artificial Intelligence which enables sociocultural interactions to
transform agents’ learning signal, yielding better learners.

: Socio-cultural interactions M

X _ cultural convention
“The red cube is -
on top of the
other cubes”

“Do you see these pyra-
mids? Th

probably in Egypt”

l PREDATORS

means we are

“You made a pyramid
with cubes”

Formation

%

'HERBIVORS!

i o =

Exploitation

of cultural of cultural
conventions conventions
(Part 1) (Part 2)
- /
autotelic
( R ( behavior
“©A@ffet” “You grasped the “
green cube” |
f %éé | “What happens if I grasp
red cube”
N J -

Figure 1.1: Dual organization of the present research. In the first part
we take a bottom-up approach and study the self-organization of cultural
conventions in artificial agents from social interactions. In the second part,
we use a top-down approach to investigate the impact of pre-existing cultural
conventions on artificial agents when they interact with social peers.

The remaining of this introduction presents key features of human learning that
enable us to define the important notions of “autotelic learning” and “cultural convention”
at the center of this research. We then close it with a short intuitive explanation of the
position of this research with respect to other paradigms in AI and a summary of our
contributions.
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1.1 Humans are goal-directed social learners

Humans are an incredible source of inspiration for Al. They are the fastest learning system
we can ever witness. Within only a few years, children learn to crawl and navigate their
home, identify and manipulate objects, they even learn to speak and interact with their
peers. How do they reach such a level of proficiency in such a short period of time?

1.1.1 Humans are autotelic learners

A central aspect of human development is the notion of goal. Studying the use of the
notion of goal in past psychological research, Elliot & Fryer (2008) propose the following
general definition:

“A goal is a cognitive representation of a future object that the
organism is committed to approach or avoid ” (Elliot & Fryer,
2008).

A goal is therefore a future projection that influences human behaviors. During ex-
ploratory play, children constantly invent and pursue their own problems/goals (Chu &
Schulz, 2020). In particular, children’s exploration seems to be driven by intrinsically
motivated brain processes that trigger spontaneous exploration for the mere purpose of
visiting interesting situations (Gopnik et al., 1999; Kaplan & Oudeyer, 2007; Kidd &
Hayden, 2015b). But how do we measure interestingness? Hunt (1965) propose to evalu-
ate situations in term of optimal incongruity. Similarly, Berlyne (1966) suggest relying on
the notion of intermediate level of novelty while Kidd et al. (2012) showed that young in-
fants focus on goals with intermediate complexity. Finally, Csikzentmihalyi (1997), in his
flow theory suggests that for human beings to feel pleasure during learning they should
target goals with optimal challenge. He uses the term autotelic to describe intrinsically
motivated agents that are in the flow state.

Definition

Autotelic: from the Greek auto (self) and telos (end, goal), characterizes agents that
generate their own goals and learning signals. It is equivalent to intrinsically motivated
and goal-conditioned.

1.1.2 Humans are social learners

Social interactions are another crucial property of human development. At birth, humans
enter a culture that strongly shapes their development (Whorf, 1956). Humans are social
beings; intrinsically motivated to interact and cooperate with their peers (Tomasello,
1999b; Tomasello et al., 2005; Brewer et al., 2014). Indeed, we use social interactions
and language at every stage of our development to communicate, cooperate, teach and
organize our thoughts.
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Cooperation

First, social interactions enable us to cooperate, to jointly commit to shared goals.
Tomasello (2019) describes this collaborative behavior as shared intentionality. According
to him, shared intentionality arises around nine months and enables us to relate to others
as equals and to align on low-level common goals such as "looking in the same direction".
Shared intentionality allows us to mentally represent and then adopt another’s goal. It
is thus very linked to the theory of mind (Wellman, 1992). It allows us to share goals,
emotions, attention, or even knowledge. As we grow older, shared intentionality becomes
collective intentionality and allows us to be part of a society in which goals are associated
with social norms and conventions. In a recent study, Mcclung et al. (2017) use an egg
hunt game to show that group membership and the ability to talk led to increased
collaboration between participants. By analyzing the conversation they found that in-
group participants were talking about the hunt in terms of a shared or common goal,
while out-group participants used individual goals.

Teaching

In a more structured way, social interactions also enable us to teach. The idea
that social interactions provide a structure for teaching has been supported by many
researchers including Vygotsky (1933); Bruner (1985); Rohlfing et al. (2016); Vollmer
et al. (2016). Bruner (1985) specifically proposed the concept of pragmatic frames:
patterns of behaviors that are used to achieve a goal and that are developed through
repeated and sequential interactions between a teacher and a learner. According to
Bruner, pragmatic frames are made of two key components: 1) a syntax which is the
observable part of the interactions and includes the sensory means (modalities) as well
as the role of each actor; 2) a meaning which is the learning content. In his book, Bruner
(1985) takes the example of the book-reading frame during which the teacher points and
asks for labels before providing feedback and correcting the learner depending on their
answer. In this case, the pointing/asking/answering mechanism is the syntax and the
label is the meaning. Pragmatic frames can happen in a variety of modalities but as we
just saw with the book-reading frame, they are often multi-modal and imply linguistic
interactions.

Pragmatic frames may also adapt to
the learners’ abilities. In Vygotsky’s

zone of proximal development (Vygotsky, Learner can do alone

1934), caretakers naturally scaffold the ZPD
Learner can do with

learning experiences of children, tailoring ¢
guidance

them to their current objectives and ca-

pacities. Through encouragement, atten- Learner cannot do
tion guidance, explanations, or plan sug-
gestions, they provide cognitive aids to
children in the form of interpersonal social Figure 1.2: ZPD Illustration
processes. In this zone, children can bene-

fit from these social interactions to achieve
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more than they could alone as illustrated in Fig. 1.2. In Vygotsky’s terms, the ZPD is
defined as:

"the distance between the actual developmental level as deter-
mined by independent problem solving and the level of potential
development as determined through problem-solving under adult
guidance, or in collaboration with more capable peers" (Vygotsky,
1934)

Thoughts

The language we use in social interaction can also be a cognitive tool that facilitates
thinking. In Vygotsky’s theory, children internalize linguistic and social aids and pro-
gressively turn these interpersonal processes into intrapersonal psychological tools. This
essentially consists in building internal models of social partners such that learners can
self-generate contextual guidance in the absence of an external one. Social speech is
internalized into private speech (an outer speech of children for themselves), which, as it
develops, becomes more goal-oriented and provides cognitive aids of the type caretakers
would provide (Vygotsky, 1934; Berk, 1994). Progressively, it becomes more efficient
and abbreviated, less vocalized, until it is entirely internalized by the child and becomes
inner speech. This inner speech would enable thinking in language (Carruthers, 1998).
The relation between language and thought in humans is the subject of a great debate
and will be discussed in greater detailed in chapter 6, Sec. 6.2 when introducing the
Vyogtskian Auotelic Al framework.

Cultural ratchet

Finally, language is a cultural artefact inherited from previous generations and shared
with others. It supports our cultural evolution and allows humans to efficiently transfer
knowledge and practices across people and generations (Henrich & McElreath, 2003; Mor-
gan et al., 2015; Chopra et al., 2019) — a process known as the cultural rachet (Tomasello,
1999b). Through shared cultural artefacts such as narratives, we learn to share common
values, customs and social norms, we learn how to navigate the world, what to attend
to, how to think, and what to expect from others (Bruner, 1990).

Cultural Convention

In light of the various properties of social interactions presented in this section, we
introduce the notion of cultural convention which generalizes pragmatic frames to internal
(intrapersonal) social production. More specifically, we propose the following definition.

Definition

Cultural Convention: A social production, linguistic or physical, internal or interpersonal,
used to communicate, cooperate, teach, think, or transmit.

5
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Cultural conventions are patterns of behavior that emerge among population of agents
to solve repeated coordination problems (Freire et al., 2020). But any interaction used for
coordination should not be deemed as cultural conventions. Indeed cultural conventions
possess two distinctive properties: (i) self-sustainability, wherein a group of individuals
within a given population persist in adhering to a specific convention as long as they
anticipate others to follow it, and (ii) arbitrariness, whereby alternative and equally
plausible resolutions exist to address the identical problem.

1.2 Towards Interactive Social Autonomous Agents

The present research aims at bridging developmental psychology with recent AT methods
used to design embodied artificial agents. Building on the autotelic and cultural conven-
tion notions, our goal is to build interactive social autotelic agents. For this purpose,
we immerse artificial agents in social contexts and equip them with learning mechanisms
to either construct cultural conventions (in part I) or to exploit cultural conventions to
discover new skills (in part II).

Language-Conditioned Multi-modal
Reinforcement Learning Imitiation Learning
Social interactions to teach
N ;
“Build a pyra- ('uwij/lsll’,!/z:’f””’l’d'k s is how you

I a pyramid”

mid!” ing 3 cubes”

(b)

N &
Social interactions to think Social interactions to cooperate
( (
“What happens if
g I grasp the red
cube?”
Vygotskian Autotelic Social Multi-Agent
Reinforcement Learning Reinforcement Learning

Figure 1.3: Social interactions in different A1 paradigms. Social inter-
actions and language instructions are used in both RL and IL setting to guide
learners. Language can also serve as a cognitive tool to represent goals in
autotelic learning. Finally, they can help agents communicate and cooperate
in MARL.

The immersion of artificial agents in social worlds does not require starting from
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fresh grounds. In fact, numerous works already include social elements in pre-existing Al
paradigms. In a recent survey, Luketina et al. (2019) review several approaches instruct-
ing RL agents with language, either to condition them or to assist them as displayed in
Fig. 1.3 (a). Similarly, recent IL settings have had their training datasets augmented
with linguistic descriptions of expert trajectories (Shridhar et al., 2020; Pashevich et al.,
2021) as displayed in Fig. 1.3 (b). In the present research, we will demonstrate that
agents can use language as a cognitive tool to imagine creative goals (Colas et al., 2022a)
as illustrated in Fig. 1.3 (c). Finally, Jaques et al. (2019) recently presented a MARL
framework where agents use social motivations to solve collaborative tasks such as the
one depicted in Fig. 1.3(d).

Objectives

The objective of the present research is to investigate the two following questions:

e How can cultural conventions self-organize when artificial agents inter-
act? The objective of the first part of this research is to investigate the key
mechanisms required for the formation of cultural conventions between artificial
agents. In part I, we place ourselves in a multi-agent setup and consider social
interactions between two artificial agents that both integrate learning dynamics.

e How can artificial agents benefit from pre-existing cultural conventions?
Conversely, part II aims at exploring the exploitation of pre-existing cultural
conventions by autonomous agents. As such, we will consider a single artificial
agent interacting with a simulated social partner.

Contributions

The present manuscript starts with an overview of foundational AI paradigms, namely
RL, IL, and MARL (chapter 2). Following this, in chapter 3, we present the two pri-
mary research questions we address here, which are organized around the theme of
self-organization: 1) self-organization of cultural convention, and 2) self-organization
of trajectories derived from existing cultural conventions.

Our first experimental contribution (chapter 4) investigates the role of sensorimotor
constraints in the formation of a graphical language. For this experiment, we place
ourselves in the context of Language Games (Steels, 2001) and consider speaker and
listener agents exchanging utterances to refer to visual objects. In our setup, utterances
are graphical signs produced by a robotic arm and objects are combinations of MNIST
digits. We propose a new multi-modal contrastive learning algorithm to enable agents
to self-organize a shared communication system in such a sensorimotor setting.

Our second experimental contribution (chapter 5) studies the collaboration between
two artificial agents in the Architect-Builder Problem: a new interactive setting in which
agents have asymmetrical roles and must cooperate to build structures. More specifically,
the architect knows the structure that needs to be assembled but cannot act on the blocks
of the environment while the builder does not know the task at hand but can manipulate
the objects. Our proposed algorithmic solution builds on the shared intentionality and
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pragmatic frame concepts to enable the architect and the builder to agree on a cultural
convention enabling them to solve the task.

Our next contribution (chapter 6) introduces the Vyogtksian Autotelic AT framework
(vAAl). Inspired by the pioneering work of the developmental psychologist Vygotsky
(1934), we draw the contour of a more human-like A1 where agents are immersed in
rich socio-cultural worlds. By exposing agents to our culture, and enabling them to
internalize pre-existing cultural conventions they can use language as a cognitive tool to
become better learners.

The vAAI framework is the foundation of two other experimental contributions. Our
fourth contribution (chapter 7) explores how embodied artificial agents can align their
trajectories with linguistic descriptions provided by a social partner. This alignment
is known as the Language Grounding Problem (Glenberg & Kaschak, 2002b; Zwaan &
Madden, 2005b). We consider the grounding of descriptions involving spatio-temporal
concepts and study the impact of architectural biases by testing different variants of
multi-modal transformers.

Finally, in our fifth and last contribution (chapter 8), we implement an autotelic
agent that converts linguistic descriptions given by a social partner into targetable goals.
We coined this agent IMAGINE. IMAGINE operates in two phases. First, the agent learns
to represent, detect and achieve goals by interacting with a social partner. Once it has
discovered a variety of interesting interactions doing so, IMAGINE then switches to an
autonomous phase and uses language as a cognitive tool to imagine new goal constructs
leveraging language compositionality. We show that this algorithm enables agents to
discover a greater variety of skills paving the way to more open-ended learning learners.

How to read this manuscript

We propose to organize our contribution in a linear and systemic fashion. We first
explore how artificial agents can self-organize cultural conventions from tabula-rasa in
part . Then we assume pre-existing conventions to investigate how they can impact skill
acquisition in part [I. This linear progression starts with the introduction of the CURVES
algorithm as an ecological way to learn graphical cultural conventions and ends with
the presentation of the IMAGINE agent that leverages cultural conventions to creatively
explore its environment. However, this manuscript can also be read backward. Starting
from the observation that cultural conventions are a necessary condition for the design
of open-ended learners, understanding the formation of cultural conventions becomes
of primordial importance. It can, for instance, help develop new learning scenarios for
agents such as the Architect Builder problem (chapter 5), and new inductive biases for
learning architectures such as the multi-modal transformers (chapter 7). As a matter
of fact, the contributions constituting this research are presented in anti-chronological
order. My research journey started with the development of the IMAGINE agent and
ended so far with the introduction of CURVES.

Fig. 1.4 illustrates how one can navigate through this manuscript.
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Figure 1.4: How to read this manuscript? This manuscript starts by
introducing the standard Al frameworks. It then presents the two general
problems we investigate belonging to the field of developmental A1. The
problems are formulated as the language formation framework and the au-
totelic RL framework. The two parts of the manuscript extend each of these
frameworks. Note that the term framework has an ambivalent definition. It
refers simultaneously to families of problems and their associated solutions.
The specific problems we investigate are illustrated with green boxes while
our algorithmics contributions are in orange boxes.

1.2.1 Collaborations

The present research is the result of multiple collaborations involving several research
institutions including INRIA in France, Mila in Canada, and Microsoft Research at
Cambridge (UK). My two amazing supervisors, Clément Moulin-Frier and Pierre-Yves
Oudeyer from the Flowers Lab (INRIA) were involved in all these collaborations. Our first
contribution (chapter 4) was developed during the brilliant internship of Yoann Lemesle
(Paris-Dauphine-PSL University) which I had the chance to supervise. Our second con-
tribution (chapter 5) was led by the great Paul Barde (Mila) and myself, under the joint
supervision of my and Paul Barde’s supervisors, namely Derek Nowrouzezahrai (McGill
University) and Chris Pal (Polytechnique Montreal & Mila, CIFAR AI Chair). Most of
the work on Vygotskian Autotelic Agents presented in chapter 6 and 8 was conducted in
close collaboration with Cédric Colas (INRIA) who acted as a mentor at the beginning of
my thesis, providing me all the tools to carry out efficient research. More specifically, the
IMAGINE approach was developed in collaboration with Nicolas Lair (INSERM, Cloud
Temple), Peter-Ford Dominey (INSERM), and Jean-Michel Dussoux (Cloud Temple).
Finally, our work on grounding spatio-temporal language with transformers (chapter 7)
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is the result of a project with Laetitia Teodorescu (INRIA) and her supervisor Katja
Hofman (Microsoft Research).

1.2.2 Publications

Journals

e Autotelic Agents with Intrinsically Motivated Goal-Conditioned Reinforcement
Learning: A Short Survey, Journal of Artificial Intelligence Research 74 (2022),
1159-1199. Colas et al. (2022b) (Co-author)

e Language and Culture Internalisation for Human-Like Autotelic Al, Nature Ma-
chine Intelligence (2022) Colas et al. (2022a) (Co-first-author)

Conferences

e Language as a Cognitive Tool to Imagine Goals in Curiosity-Driven Exploration,
Advances in Neural Information Processing Systems 33 (2020). Colas et al. (2020a)
(Co-first-author)

e Grounding Spatio-Temporal Language with Transformers, Advances in Neural In-
formation Processing Systems 34 (2021). Karch et al. (2021) (Co-first-author)

e Learning to Guide and to Be Guided in the Architect-Builder Problem, Interna-
tional Conference on Learning Representations (2022). Barde et al. (2022) (Co-
first-author)

Workshops

e Deep Sets for Generalization in RL, ICLR 2020 workshop Beyond tabula rasa in
reinforcement learning: agents that remember, adapt, and generalize. Karch et al.
(2020) (Co-first-author)

e Language-Goal Imagination to Foster Creative Exploration in Deep RL, ICML
2020 workshop Language in Reinforcement Learning.

Pre-print

e Contrastive Multimodal Learning for Emergence of Graphical Sensory-motor Com-
munication (2023). Karch et al. (2023) (Co-first-author)
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Our contributions bridge standard Al paradigms and developmental psychology to
investigate two fundamental research questions (1) the language acquisition problem (self-
organisation of cultural conventions) and (2) the open-ended skill acquisition problem
(self-organisation of trajectories). In this chapter, we review the standard A1 problems
and their associated families of algorithmic solutions.

2.1 Reinforcement Learning

Problem

In a Reinforcement Learning problem, an agent learns to perform sequences of actions
in an environment by maximizing some notion of cumulative reward (Sutton & Barto,
2018). The agent interacts with the environment in the form of a temporal sequence
unfolding from time ¢ = 0 to time ¢t = T', T being the episode horizon and representing
the lifetime of the agent (potentially variable or infinite). RL problems are commonly
framed as Markov Decision Processes (MDPs).
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Definition
Markov Decision Process (MDP):
M = {Sa Av T) Lo, R} (21)

where S and A are respectively the state and action spaces, 7 is the transition function
that dictates how actions impact the world (lead to the next state), po is the initial state
distribution and R is the reward function.

J

At the beginning of an episode, the agent starts in the initial state so ~ po(S). At
each time step the agents takes action a; € A and observes the next state s’ = s,.1 € S
and the reward r1 = R(s,a¢). A diagram of interaction is given in Fig. 2.1. The

Env.

States ‘ Actions
N «-—

Experimenter

l Rewards

Figure 2.1: Interactions in a RL loop

transition function 7 gives the distribution of the following states from the current state
and action: T = Pg(.|s,a) with Pgr being the (potentially stochastic) dynamics of the
environment. In an MDP, the transition function must respect the Markov property: a
future state (s’) must only depend on the current state (s) and not on its predecessor,
i.e. the transition function is memoryless.

PE(5t+1|5t7at) :PE(5t+1|807"'7st7at) (2~2)

In a RL problem, the behavior of the agent is expressed as a policy 7 : § — A
that predicts the next action a based on the current state s. This policy can be
stochastic a; ~ 7(.|s;) or deterministic a; = 7(s;). When agents interact in an envi-
ronment, they produce trajectories. A trajectory is a sequence of states and actions
T = (80,00, .-.,S7r,ar). When both the dynamics of the environment and the policy of
the agent is stochastic, the probability of a trajectory is:

T—1

P(7|m) = po(so) H Pp(sti1]se, ar)m(als:) (2.3)

t=0
The objective of the agent is to maximize the cumulative reward computed over trajecto-
ries (R'"). When computing the aggregation of rewards, we often introduce discounting
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and give smaller weights to delayed rewards. The return of a trajectory is therefore:

T

R (1) = Z'th(st,at) (2.4)

t=0

with v €]0,1] being a constant discount factor. We call the optimal policy 7*, the
behavior that maximizes the expected return:

T
7 = argmax E [R"'(7)] = argmax E lz vtR(st,at)] (2.5)
T t=0

T~ T (atNﬂ’StNPE)

The reward function plays therefore a crucial role in a RL problem as its maximization
will directly shape the behavior of the agent.

Value Functions

Most RL algorithms rely on the definition of value and action-value functions:

Definitions

e The Value Function V,(s) of a policy 7 gives the expected return of a trajectory
starting from s and following 7.

e The Action-value Function Q(s,a) is the expected return of the trajectory taking
action a from state s before following 7 from the next state s’.

\. J

Action-value functions are powerful because they allow us to instantly assess the
quality of a situation without waiting for the end of the trajectory. The value and
action-value function obey the Bellman expectation equations (Sutton et al., 1998), a
recursive definition that states that the value of a certain state (when following policy
) is equal to the sum of the instantaneous reward and the value from the next state.

Va(s)= E  [R(s,a) +7Vx(s)]
(a~m,s'~Pg)
(2.6)
/ I
Qx(s,0) = E [R(s,a)+7 E [Qx(s,a)]
s'~Pg a’~m

The value and action-value functions also follow the Bellman optimality equation where
expectations over actions are replaced by max operators.

V*(s) =max E [R(s,a)+~yV*(s")]

a S’NPE

Q' (s,0) = E |R(s,a) +ymax[Q" (s, )]

S/NPE

(2.7)

Acting greedily with respect to the optimal action-value function gives the optimal policy:

T (s) = argznax Q*(s,a) (2.8)

Computing Q* is therefore a way to solve a RL problem. When agents have access to
perfect knowledge of the dynamic of the environment (Pg) and when the dimensionality
of S and A is small, they can do planning to find the optimal action-value function via

13
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Dynamic Programming (Bellman, 1966) for instance. Planning approaches that leverage
the transition function of the environments are called model-based RL algorithms. They
are opposed to model-free RL algorithms that do not use Pg but interact directly with a
simulator (with transition function Pg).

Because the present research builds on both families of solutions, we detail the tech-
niques used for each in the following paragraphs. We first briefly detail the Monte-Carlo
Tree Search planning algorithm (McTS) (Browne et al., 2012) used in our first experi-
mental contribution (in chapter 5) and then introduce the deep RL algorithm used in
chapter 8.

Model-based RL with McCTS:

MCTS is a tree-search algorithm that seeks to identify the optimal policy by finding
the action with the highest Q-value. To this end, MCTS builds an estimate Q(s,a) for
a € A in a given state s and acts greedily with respect to this estimate. Each node of
the tree is a state s while edges are the potential actions. The MCTS algorithm grows
the tree iteratively using an exploration/exploitation tradeoff to efficiently refine Q in
promising regions of the MDP. More specifically, each iteration of the MCTS algorithm
contains four steps:

1. Selection: In the selection phase, the MCTS algorithm starts from the root node
and uses a tree policy to decide which node to expand. The tree policy is guided
by an evaluation function (UCT) and stops when a node with remaining actions
to explore is reached.

2. Expansion: Once a leaf node is reached, a new action a is sampled among the
non-explored ones and the corresponding node is computed using the transition
function s’ ~ Pg(.|s,a)

3. Simulation: From the newly created node corresponding to state s’, a simulation
policy 7y is used to draw a full trajectory (until termination or for a predefined
horizon) and compute return R*". m;,, is often a random policy.

4. Backpropagation: R is backpropagated to the root node as indicated in Fig. 2.2.

For the tree policy evaluation function, we use the Upper Confidence Bound (Auer et al.,

2002): UCT = %Zfzo Rt + C % where k is the number of completed trajectory
going through node s and n is the number of iterations. The first term of UCT is an
estimation of the expected return while the second term encourages the tree policy to

explore unexpanded nodes.

Selection Expansion Simulation Backpropagation

E)%% @

Figure 2.2: The four steps of an MCTS iteration

oo
30
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Model-free RL with Q-learning:

Some of the experimental contributions of this research build on the Deep Determin-
istic Policy Gradient (DDPG) algorithm (Lillicrap et al., 2016). DDPG derives from Deep
Q-Networks (DQN) (Mnih et al., 2015) which is itself a deep learning implementation
of the standard Q-learning algorithm (Watkins & Dayan, 1992). In this paragraph, we
propose to detail the steps that allow building DDPG from Q-learning.

Q-learning is an off-policy RL algorithm. Off-policy algorithms, in contrast to on-
policy algorithms, learn to approximate the action-value Q* of an optimal policy indepen-
dently of the policy used for data collection. Q-learning relies on transitions (s,a,r,s’)
collected by a policy 7. interacting with a simulator Pg. Assuming that @ is a linear
combination of features (¢): Q(s,a;0) = 67¢(s,a), the algorithm iteratively learns to
approximate * by minimizing the temporal difference error (TD-error):

L, = E [(yi - Q(s,a; 91-))2] with 5, = [E [r +ymaxQ(s, a’; 91'_1)} (2.9)
(s~Ps,a~mc) s'~Pg a’
In the original formulation of the Q-learning algorithm by Watkins & Dayan (1992), they

consider a tabular setting and store the Q-values at each iteration in a table (Q;]s, a])
instead of using linear function approximations. The update of the table writes:

Qir1[s,a] < Qi[s,a] + « (r + 7y max Qils',ad'] — Qils, a]) (2.10)

DQN proposes to represent the action-value function with deep neural networks:
Q(s,a;0) with parameters 6. The architecture of the network takes a state s as in-
put and outputs the value of each action Q(s,a)Va € A. Thus DQN only works with
discrete action space. When differentiating Eq. (2.9) with respect to the neural network
parameters, we get:

Vo, Li(0;) = E [(y: — Q(s,a;0,))Ve,Q(s,a;0;)] (2.11)

(s~Ps,a~m.)
During differentiation, one has to pay particular attention to freezing the weights of the
network when evaluating y;. Deep neural networks are known to exhibit training insta-
bilities. In order to stabilize learning, Mnih et al. (2015) proposed two main innovations:

e Faxperience Replay: The agent uses a replay buffer to store transitions during in-
teractions. During learning, the transitions are then sampled uniformly to perform
updates. This enables breaking the correlation between successive transitions and
reusing them.

e Target network: A target network is used to compute target y. This network is
initialized with the actual Q-network (Qary(S,a;0targ) = Q(s,a;0) but updated
less frequently than the actual Q-network. Updates are often performed using
Polyak averaging (Polyak & Juditsky, 1992): ;4,9 <= pOiarg + (1 — p)@ with p being
the polyak factor.

DDPG is an adaptation of DQN to continuous action space. The challenge of dealing
with continuous actions is to act greedily with respect to the learned Q-value. i.e. to
evaluate argmax, Q(s,a). To overcome this, DDPG concurrently learns a deterministic

15
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policy with the Q-function. This policy is a parametrized network 7(s; ¢) with parame-
ters ¢ and is obtained by gradient ascent. Moreover, since 7(s; ¢) ~ argmax, Q(s, a, )
it can be injected in Eq. (2.9). We, therefore, have the two following losses to optimize:

L., = L )[Qg(s,Trd)(s))] (Policy loss)

(s~Ps

Lo,= F  [(—Qu(s,a)? (Qvalue loss) (2.12)

(s~Ps,a~7.)

with Yy = S’LEPS [T + ’)’QQ(S/, 7T¢)]

where parameter dependencies have been subscripted.

Other model-free RL algorithms

There are numerous algorithms within the field of Deep RL, including on-policy
methos like TRPO (Schulman et al., 2015), PPO (Schulman et al., 2017) as well as more
advanced off-policy approaches like TD3 (Fujimoto et al., 2018) and SAC (Haarnoja et al.,
2018).

2.2 Imitation Learning

Problem

Imitation Learning (1L) (Pomerleau, 1988; Schaal, 1996; Osa et al., 2018) is a field
that considers an agent learning in a MDP in which the reward function is not explicitly
defined, but where the agent can observe demonstrations of the task it is intended to
perform. IL is particularly useful in situations where it is difficult for the experimenter
to design a task-specific reward function, but demonstrations are available. A classic
example from the literature is the application of IL to self-driving cars. It is impractical
to specify a reward function for the task of driving as successful drivers constantly adjust
their criteria to adapt to the various events that occur on the road. However, there is a
vast amount of video footage of people driving that could potentially be utilized by the
agent to learn. A diagram of interactions of the IL problem is provided in Fig. 2.3

A standard way of formalizing the IL problem is to find a policy that minimizes
the divergence between the expert and learner data distribution. Provided a dataset
D = {(r;) }, containing expert trajectories of features 7 = [¢o, ..., ¢r]. If ¢.-(¢) is the
distribution of features induced by the expert’s policy (supposed optimal 7*) and p,(¢)
is the distribution of features induced by the learners’ policy (), the goal of IL is to find
policy 7 such that:

T = argflin D(qx- (), px(9)) (2.13)

with D being a measure of differences between probability distributions such as the
well-known Kullback-Leibler (KL) divergence.
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Figure 2.3: Interactions in a IL problem. The agent never interacts with
the environment during learning but can interact with it to test its behavior
(dashed lines).

Behavioral Cloning

An intuitive way of solving an IL problem is to frame it as a supervised learning
setting and do Behavioral Cloning (BC). Given a dataset of trajectories D = {(;)}Y,
with 7 = [(s0,a0) - .. (s7,ar)], one directly minimizes the cross entropy loss:

L,=— [E D[logﬂ(s,a)] (2.14)

(s,a) ~

Minimizing this cross-entropy loss is in fact equivalent to minimizing the KL-divergence
between the trajectory distribution of the expert P(7|7*) and the trajectory distribution
of the learner P(7|m) (Ke et al., 2020):

Dy (P(r|7*), P(T|m)) ZP T|m") log( (T|7r)> (2.15)

= P(r|m)

Injecting the definition of the trajectory distribution of Eq. (2.3) we get that:

Dy (P(rln*), P(r|m)) = 3" P(r|r*) log (1:[ (au]se) ) (2.16)

T€D t= Ist
T-1
=Y "P(r7*) Y (log 7 (arls) — log m(ar]s,)) (2.17)
T€D t=0
= o llog"(ar]s,) — logm(asy)] (2.18)

We will use behavioral cloning in chapter 5. BC is a straightforward method for repro-
ducing expert behavior. However, simple BC only works if the agent operates in the
same region of the state space as the states provided in D. Otherwise, the policy of the
learner will progressively deviate from this region accumulating errors at each time step.
This compounding error is called distributional mismatch. One way of addressing it is to

17
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iteratively collect new expert data when needed (in the initially uncovered region of the
state space) (Ross et al., 2011).

Another limitation of BC is that it is only able to derive an optimal policy from optimal
expert trajectories, meaning that the learned policy will not exceed the performance of
the expert. In some applications collecting optimal trajectories is not always possible.
As a result, some researchers have turned to Inverse Reinforcement Learning (IRL) as an
alternative approach.

Inverse Reinforcement Learning

Similar to RL, IRL can be understood both as a problem and a category of techniques.
The IRL problem consists in recovering the reward function of an expert given a dataset
of its trajectories (Ng & Russell, 2000). As such IRL algorithmic solutions followed by RL
can form a solution to the IL problem. The combination of IRL followed by RL is called
Apprenticeship Learning (Abbeel & Ng, 2004). As opposed to BC, apprenticeship learning
ensures that the learned policy is bellman consistent (with respect to an underlying
learned value function). As formalized by Klein et al. (2011), there are mainly three
categories of strategies to obtain the policy in apprenticeship learning:

1. Feature-expectation-based methods as proposed by Zicbart et al. (2008) which learn
a reward function such that the feature expectation of the optimal policy (according
to the learned reward function) is similar to the feature expectation of the expert
policy.

2. Margin-maximization-based methods (Ratliff et al., 2006), which formulate IRL as
a constrained optimization problem in which the expert’s examples have a higher
expected cumulative reward than all other policies by a certain margin.

3. Approaches based on the parameterization of the policy by the reward (Neu &
Szepesvari, 2007): If it is assumed that the expert follows a Gibbs policy (or the
optimal value function related to the optimized reward function), it is possible to
estimate the likelihood of a set of state-action pairs provided by the expert.

Recent feature-expectation-based approaches use technics similar to generative adver-
sarial networks (GAN) (Goodfellow et al., 2014) to imitate complex behavior in high-
dimensional environments (Ho & Ermon, 2016). Other approaches use a ranking of
trajectories to reach better-than-demonstrator performances (Brown et al., 2020a). As
we do not leverage IRL in our contributions we will not detail these methods (see Arora
& Doshi (2021) for a thorough survey of IRL algorithms).

2.3 Muli-Goal Reinforcement Learning

Standard RL can be extended to a multi-goal setting. Let us return to the definition of
goal by Elliot & Fryer (2008) provided in the introduction (Sec. 1.1.1):

“A goal is a cognitive representation of a future object that the
organism is committed to approach or avoid ”.
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RL algorithms seem, indeed, to be a good fit to train goal-conditioned agents: they
train learning agents (organisms) to maximize (approach) a cumulative (future) reward
(object). In Multi-Goal RL, goals can be seen as a set of constraints on one or several
consecutive states that the agent seeks to respect. These constraints can be very strict
and characterize a single target point in the state space (e.g.image-based goals) or a
specific sub-space of the state space (e.g.target x-y coordinate in a maze, target block
positions in manipulation tasks). They can also be more general when expressed by
language for example (e.g.’find a red object or a wooden one’).

Formal Definition of Goals and Skills

To represent these goals, Multi-Goal RL agents must be able to 1) have a compact
representation of them and 2) assess their progress towards it. This is why we propose
the following formalization for goals:

( B

Generalized definition of the goal construct for Multi-Goal RL:

o Goal: a g = (24, Ry) pair where z, is a compact goal parameterization or goal
embedding and Ry is a goal-achievement function.

e Goal-achievement function: Ry4(-) = Rg(- | 24) where Rg is a goal-conditioned
reward function.

. J

The objective of a goal-conditioned agent is to learn a goal-conditioned policy: a func-
tion that generates the next action given the current state and the goal a; ~ 7(-|sq, z).
The goal-achievement function and the goal-conditioned policy both assign meaning to
a goal. The former defines what it means to achieve the goal, it describes how the world
looks like when it is achieved. The latter characterizes the process by which this goal
can be achieved; what the agent needs to do to achieve it. In this search for the meaning
of a goal, the goal embedding can be seen as the map: the agent follows this map and
via the two functions above, experiences the meaning of the goal.

Definition

e Goal-conditioned policy: a function that generates the next action given the current
state and the goal.

e Skill: the association of a goal and a policy to reach it.

Problem

By replacing the unique reward function R by the space of reward functions Rg in
the definition of MDP of Eq. (2.1), RL problems can be extended to handle multiple goals:
M = {S, A, T, po, Rg}. The term goal should not be mistaken for the term task, which
refers to a particular MDP instance. As a result, multi-task RL refers to RL algorithms
that tackle a set of MDPs that can differ by any of their components (e.g. T, R, po, etc.).
The multi-goal RL problem can thus be seen as the particular case of the multi-task
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RL problem where MDPs differ by their reward functions. In the standard multi-goal
RL problem, the set of goals—and thus the set of reward functions—is pre-defined by
engineers. As one can observe in Fig. 2.4, the experimenter sets goals to the agent, and
provides the associated reward functions.

Env.

States ‘ Actions
R -—

Experimenter

(=)
Rewards l l Goals

Figure 2.4: Interactions in a multi-goal RL loop. The experimenter provides
goals and their associated rewards to the agent.

Solutions: Horde, UVFA, and HER

Goal-conditioned agents see their behavior affected by the goal they pursue. This is
formalized via goal-conditioned policies, that is policies that produce actions based on
the environment state and the agent’s current goal:

M:8x 25— A (2.19)

where Zg is the space of goal embeddings corresponding to the goal space G (Schaul et al.,
2015). Note that ensembles of policies can also be formalized this way, via a meta-policy
IT that retrieves the particular policy from a one-hot goal embedding z, (IKaelbling, 1993;
Sutton et al., 2011).

The idea of using a unique RL agent to target multiple goals dates back to (Kaelbling,
1993). Later, the HORDE architecture proposed to use interaction experience to update
one value function per goal, effectively transferring to all goals the knowledge acquired
while aiming at a particular one Sutton et al. (2011). In these approaches, one policy is
trained for each of the goals and the data collected by one can be used to train others.

Building on these early results, Schaul et al. (2015) introduced Universal Value Func-
tion Approzimators (UVFA). They proposed to learn a unique goal-conditioned value
function and goal-conditioned policy to replace the set of value functions learned in
HORDE. Using neural networks as function approximators, they showed that UVFAs en-
able transfer between goals and demonstrate strong generalization to new goals.

The idea of hindsight learning further improves knowledge transfer between goals (Kael-
bling, 1993; Andrychowicz et al.; 2017a). Learning by hindsight, agents can reinterpret
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a past trajectory collected while pursuing a given goal in the light of a new goal. By
asking themselves, what is the goal for which this trajectory is optimal?, they can use the
originally failed trajectory as an informative trajectory to learn about another goal, thus
making the most out of every trajectory (Eysenbach et al., 2020). This ability dramat-
ically increases the sample efficiency of goal-conditioned algorithms and is arguably an
important driver of the recent interest in goal-conditioned RL approaches.

A typology of Goal Representations

The concept of goal in Multi-Goal RL is a central aspect of the autotelic RL framework
that we will detail in Sec. 3.3. Therefore we, here, propose to review the different kinds
of goal representations found in the literature. For each category of goal, we detail the
form of the goal embedding and the reward function.

Goals as choices between multiple objectives. Goals can be expressed as a list
of different objectives the agent can choose from. This is the case in Oh et al. (2017);
Mankowitz et al. (2018); Codevilla et al. (2018); Chan et al. (2019b).

Goal Embedding Reward Function

z4 are one-hot encodings of the current ob- The goal-conditioned reward function is a
jective being pursued among the N objec- collection of N distinct reward functions
tives available. z} is the i one-hot vector: Rg(-) = Ri(:) if 24 = 2.

zg = (Lj=i)j=(1..N]-

Goals as target features of states. Goals can be expressed as target features of the
state the agent desires to achieve.

Goal Embedding Reward Function

A state representation function ¢ maps Rg is based on a distance met-
the state space to an embedding space ric D. The reward can be dense:
Z = ¢(S). Goal embeddings z, are target Ry = Rg(s|zg) = —a x D(¢(s), z4), or
points in Z that the agent should reach. sparse:  Rg(s|zg) = 1if D(p(s), z4) <€,

0 otherwise.

In manipulation tasks, z, can be target block coordinates (Andrychowicz et al., 2017a;
Nair et al., 2018a; Plappert et al., 2018; Colas et al., 2019a; Fournier et al., 2021; Blaes
et al., 2019; Lanier et al., 2019; Ding et al., 2019; Li et al., 2020). In navigation tasks,
z, can be target agent positions (Schaul et al., 2015; Florensa et al., 2018). Agent can
also target image-based goals. In that case, the state representation function ¢ is usually
implemented by a generative model trained on experienced image-based states and goal
embeddings can be sampled from the generative model or encoded from real images (Zhu
et al., 2017; Codevilla et al., 2018; Nair et al., 2018b; Pong et al., 2020; Warde-Farley
et al., 2019; Florensa et al., 2019; Venkattaramanujam et al., 2019; Lynch et al., 2020;
Lynch & Sermanet, 2020; Nair et al., 2020; Kova¢ et al., 2020).
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Goals as abstract binary problems. Some goals cannot be expressed as target state
features but can be represented by binary problems, where each goal is expressed as a set
of constraints on the state that are either verified or not.

Goal Embedding

Reward Function

zg can be any expression of the set of
constraints that the state should respect.
Akakzia et al. (2021a); Ecoffet et al.
(2021) propose a pre-defined discrete state
representation. Another way to express
sets of constraints is via language-based

The reward function of a binary problem
can be viewed as a binary classifier that
evaluates whether state s (or trajectory 7)
verifies the constraints expressed by the
goal semantics (positive reward) or not
(null reward)

predicates

When goals are expressed in language, a sentence describes the constraints expressed
by the goal, and the state or trajectory either verifies them or does not (Hermann et al.,
2017a; Chan et al., 2019a; Jiang et al., 2019a; Bahdanau et al., 2019a,c; Hill et al.,
2020a; Cideron et al., 2020c; Colas et al., 2020b; Lynch & Sermanet, 2020), see Luketina
et al. (2019) for a recent review. Language can easily characterize generic goals such
as “grow any blue object” (see chapter 8), relational goals like “sort objects by size"
(Jiang et al., 2019a), “put the cylinder in the drawer" (Lynch & Sermanet, 2020) or even
sequential goals *“ Open the yellow door after you open a purple door” (Chevalier-Boisvert
et al., 2019a). When goals can be expressed by language sentences, goal embeddings
z4 are usually language embeddings learned jointly with either the policy or the reward

function.

Goals as a multi-objective balance. Finally, some goals can be expressed, not as
desired regions of the state or trajectory space but as more general objectives that the
agent should maximize. In that case, goals can parameterize a particular mixture of
multiple objectives that the agent should maximize

Goal Embedding Reward Function

z4 are sets of weights balancing the differ-
ent objectives z; = (B;)i—[1..n] Where §;
is the weights applied to objective ¢ and
N is the number of objectives.

The reward is expressed as a convex
combination of objectives: Ry(s) =
SN, BiRi(s) where R is the it of N
objectives and zy = 8 = 3 |ic1..n] is the
set of weights.

In Never Give Up, for example, RL agents are trained to maximize a mixture of
extrinsic and intrinsic rewards (Badia et al., 2020b). The agent can select the mixing pa-
rameter 3 that can be viewed as a goal. Building on this approach, AGENT5; adds control
of the discount factor, effectively controlling the rate at which rewards are discounted as
time goes by (Badia et al., 2020a).
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2.4 Multi-Agent Reinforcement Learning

Problem

Standard RL can also be extended to scenarios where several agents interact with the
environment. For this purpose MDPs are extended to Markov Games.

( )

Definition

Markov Game are defined by the following terms:
M = {8, T, po, {Oi, Ai, Ri}iL,} (2.20)

The first three terms of a Markov Game are the same as those of a MDP: § is the state
space, T is the transition function, and pg the initial state distribution. However, each
agent (denoted by the index i) perceives a different perspective of the state through
observation transformation @;. Agents also have different action spaces A; and reward
function R;

\. J

In Multi-Agent Reinforcement learning (MARL), each agent aims at learning a policy
that maps their observation o; = O;(s) to actions: a; ~ m;(-|o;). Similarly to RL, each
agent aim at maximizing its expected return:

T (ag~mi,s¢~Pp =0

7 = argmax E lz V' Ri(O;(s4), at)] (2.21)

A diagram of interaction is provided in Fig. 2.5. The field of MARL considers mainly two
types of tasks:

e (Cooperative tasks where the agents pursue the same goal and need to coordinate
in order to solve it. Cooperative tasks are usually hard to design and often involve
the maximization of a common objective (sometimes at the expense of individual
gains). For a review of cooperative MARL see OroojlooyJadid & Hajinezhad (2019).

o Competitive tasks where the agents pursue non-aligned goals. In these settings
agents explicitly aim at maximizing their individual gains.

Among the recent innovations in MARL, Baker et al. (2020) trained agents to play the
hide-and-seek game, Pérolat et al. (2017) to solve common-pool resource problems, and
more recently Stooke et al. (2021) trained an agent on a spectrum of cooperative and
competitive tasks including cooperative games to find objects, hide and seek or even
capture the flag.

Solution

One of the main challenges of multi-agent learning systems is to take into account the
non-stationary dynamics caused by the change of state of the agents when they learn.
Indeed, an isolated agent of a Markov game does not evolve in a stationary MDP be-
cause all agents are learning, and their behavior will be different during training. For
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Figure 2.5: Diagram of interactions in a MARL loop. Each agent perceives a
(potentially) different perspective of the states provided by the environment.
Each agent also has its own action space and is given a (potentially) different
reward.

this reason, most of the MARL algorithms rely on the centralized training, decentralized
execution paradigm. For instance, Muli-Agent Deep Deterministic Policy gradient (Lowe
et al., 2017), uses a centralized training procedure where all agents can see other agents’
observations and actions to learn an action-value function that is then used to optimize
decentralized policies that only depends on local observations. As none of our contribu-
tions builds on MARL we will not elaborate on other MARL algorithms.

2.5 Summary

In this chapter, we presented four standard Al paradigms and provides a toolbox of tech-
niques and concepts, which can, hopefully, serve as a technical reference for readers who
are not familiar with certain notions while reading this manuscript. The next chapter will
extend upon these paradigms to investigate the self-organization of cultural conventions
between artificial agents and the role of cultural conventions in the self-organization of
agents’ developmental trajectories.

More specifically, the RL framework will serve to build computational models of lan-
guage formation (presented in 3.2.1 of chapter 3). The RL and IL frameworks will be
leveraged to investigate the emergence of goal-directed communication in the architect-
builder problem presented in chapter 5. The multi-goal RL framework is extended in
chapter 3 Sec. 3.3 to build the autotelic RL framework which is itself at the origin of the

Vyogtskian autotelic RL presented in chapter 6.
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The present research expands upon the standard Al methods presented in the pre-
vious chapter, with the aim of investigating fundamental inquiries within the domain of
Developmental Artificial Intelligence. Developmental AT is a multidisciplinary field that
integrates principles from artificial intelligence, developmental psychology, linguistics,
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and neuroscience to simulate and analyze the cognitive development of sensorimotor,
cognitive, and cultural structures, both at the level of artificial agents and at the level
of populations. While standard Al paradigms are structured around precise and for-
mal problems addressed by algorithmic contributions, developmental AI strives to create
machine systems that can learn in an autonomous, autotelic, and open-ended manner,
similar to the way children learn. In this research the specific questions that we investi-
gate are: 1) How do cultural conventions emerge through interactions among agents in
social contexts? 2) How can autotelic artificial agents utilize cultural conventions to ac-
quire open-ended skill repertoires? These questions can be approached through the lens
of self-organization theory. Specifically, this study will examine: 1) the self-organization
of conventions, or language, among agents, and 2) the role of cultural conventions in the
self-organization of agents’ developmental trajectories.

The initial part of this section (Sec. 3.1) outlines the fundamental concepts of open-
ended learning, self-organization, and compositionality which are central to this research.
After having presented these notions and their relations to our two scientific questions,
this chapter act as a bifurcation and formally poses the problems we will tackle in the
two separate parts of this manuscript. Sec. 3.2 presents a typology of the language for-
mation framework which provides us a structured approach to categorizing our two first
computational studies (presented in Sec. 3.2.2), namely the self-organization of graphi-
cal sensory-motor language, and the formation of cultural convention in the Architect-
Builder problem. These contributions will be developed in Part I of this manuscript.
Then, Sec. 3.3 describes the open-ended formation of skill repertoire and introduces the
autotelic RL framework. The autotelic RL framework will serve as a basis to explore the
role of cultural conventions in the self-organization of developmental trajectories. We
outline our conceptual and computation contributions on this topic in Sec. 3.3.2 and
detail them in Part II of this manuscript.

3.1 Open-ended Learning, Self-organizing Systems, and Com-
positionality

The purpose of this section is to provide a formal definition of the three key concepts,
namely open-ended learning, self-organization, and compositionality. Prior to defining
these concepts, this section aims to present a global overview of why they are significant
and how they relate to one another within this manuscript.

To provide insight into why the present research considers the three notions dis-
cussed, it is essential to focus on the long-term and meta-objective of developmental
Al, which involves designing open-ended learners. This objective raises two fundamental
questions: 1) How do open-ended learning processes self-organize, both in terms of in-
dividual development and during socio-cultural interactions? and 2) What is the role of
compositionality in open-ended learning, both as an emergent property of self-organizing
communication systems and as a cognitive tool for learning? Therefore, this section
first provides an explanation of open-ended learning before delving into the concepts of
self-organization and compositionality.
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3.1.1 Open-ended Learning

Open-ended learning refers to a developmental kind of learning where the objectives are
not predetermined, but rather the learner is encouraged to discover knowledge and skills
through an open exploration process. Open-ended learning is often defined in oppo-
sition to direct learning which targets the systematic acquisition of externally-defined
knowledge and skills (Hannafin et al., 1994). In open-ended learning, the learner is not
provided with a fixed set of answers, but instead, they are encouraged to engage in self-
directed exploration, experimentation, and collaboration to discover new insights and
knowledge. This type of learning is particularly useful in promoting lifelong learning and
adaptability in a rapidly changing world, as it allows learners to develop skills that are
not specific to any particular domain but can be applied in various contexts. Recent
work in AI investigate how agents immersed in vast worlds (with highly diverse tasks and
varying topology) can learn a variety of skills (Stooke et al., 2021).

In the second part of this manuscript, we will discuss the role of cultural convention in
open-ended learning. Language productivity plays a significant role in open-ended learn-
ing exploration by enabling learners to express and communicate their ideas effectively.
In an open-ended learning environment, learners are often required to engage in complex
and abstract reasoning, which may require them to generate and articulate their ideas in
novel ways. Language productivity allows learners to develop and use language to create
new concepts, explore different perspectives, and generate multiple possible solutions to
problems Vygotsky (1934). This notion will be further explored in the second part of
this manuscript both theoretically with the presentation of the Vygotskian autotelic Al
framework (in chapter 6) and empirically with the IMAGINE agent in chapter 8.

3.1.2 Self-organization Theory

Self-organization is a term now used in a variety of sciences that can be described with
the following definition:

Definition

Self-organization is a process by which spontaneously ordered patterns and structures
emerge from the interactions of the many constituents of a system without the need for
central control or external guidance. Crucially, the emergent global structure of self-
organizing systems has different properties than its local constituents.

. J

Paradoxically, the notion of emerging order draws its origin from the study of chaos
and was originally used to describe thermodynamical systems that spontaneously or-
ganize themself from complex chaotic interactions. The theory of self-organization was
formalized by cybernetician Ashby (1962). Borrowing concepts from dynamical system
theory, he stated that any complex dynamical systems organize themselves around spe-
cific 'attractors’ within a vast landscape of possible states. These attractors are stable
equilibrium points and may be multiple for a given system. An intuitive explanation of
attractors, proposed by Dilts (1995), is given in Fig. 3.1. It illustrates how our complex
perception system can fall into different attractors when presented with an illusion. In
one case, we see a young woman wearing a necklace looking up to the left, in the other
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we perceive an old woman leaning slightly forward. This illustration also demonstrates
that certain attractors may be difficult to reach. Indeed, when looking at Fig. 3.1 we
often rapidly converge to one attractor and have difficulty escaping it to organize our
perception around the other. Finding an attractor requires exploring the landscape of
possible states. For this, noise and stochasticity can help as described by von Foerster
(2003):

“I think it is favorable to have some noise in the system. If a
system is going to freeze into a particular state, it is inadaptable
and this final state may be altogether wrong. It will be incapable
of adjusting itself to something that is a more appropriate situa-

Unstable

Stable Stable

Attractor 1: Attractor 2:
Young lady Old lady

(b)
Figure 3.1: (a) My Wife and My Mother-In-Law, by the cartoonist W. E.

Hill, 1915 (b) Stability plots illustrating the two attractors of the cartoon
as proposed by Dilts (1995)

(a) Physical self-organizing systems

(b) Biological self-organizing systems
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Figure 3.2: Example of self-organizing systems (a) sand dunes in Namibia
and crystal structure of snow ice; and (b) a bee comp and a fish school.
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As displayed in Fig. 3.2, nature is full of examples of self-organizing systems. Physical
systems exhibit self-organizing behavior through the formation of patterns, such as the
longitudinal stripes of sand dunes or the crystalline structure of snowflakes. Similarly,
biological systems display self-organizing behaviors(Camazine et al., 2001), as exhibited
in the social organization of fish schools and insect swarms, as well as in their ability to
collectively adapt to and modify their environment when termites construct mounds and
bees build their hives.

Self-organization also enables creative technical innovation such as the development
of self-organizing traffic lights (Ferreira et al., 2010): lights that can adapt to changing
traffic conditions through local interactions, rather than relying on communication or
external signals. Self-organization is particularly well suited for the problem of traffic
light regulation because traffic conditions change constantly. Thus, the problem at hand
requires adaptation, a property well captured by self-organization theory.

Self-organization in Developmental Al

Developmental AI problems can be formulated as adaptive problems where one or
more agents and the environment are coupled dynamical systems whose interactions are
responsible for the agents’ behavior (Beer, 1995). In this research, we propose to use the
language of dynamical systems and the theory of self-organization to formalize the two
fundamental problems of this research.

First, the problem of the emergence of cultural convention among artificial agents can
be analyzed as the self-organization of a language community (Steels;, 1995b; Oudeyer,
2005). A cultural convention is thus an attractor of a language community: when multi-
ple agents interact, variations of language behaviors are attracted to an equilibrium state
because the more members of a community adopt a particular convention, the stronger
the convention becomes. We will present several approaches that model language forma-
tion in Sec. 3.2.

Second, the problem of autonomous skill acquisition can be framed as the self-
organization of agents’ trajectories where agents use internal mechanisms to develop
rather than being controlled by hierarchical top-down control (Pfeifer et al., 2007). In
this context, agents develop and grow repertoires of skills via internal drivers and physical
interactions with their environment. These internal drivers, referred to as intrinsic moti-
vations (Oudeyer, 2005), allow agents to self-organize their behavior into developmental
trajectories and enable them to acquire increasingly complex skills. We will explore the
open-ended formation of skill repertoires and present the autotelic approach as a solution
to it in Sec. 3.3. We will build on autotelic RL to propose a new vision in developmental
RL where agents also leverage social interactions to augment their autonomous learning
capabilities

3.1.3 Compositionality

Both parts of this manuscript deal with artifical agents being exposed to cultural con-
ventions in the form of symbolic/linguistic stimuli with the particularity that in part I,
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the meaning associated with the conventions are emergent while in part II they are pre-
defined. Semantics (Montague, 1970) is a field at the intersection of linguistics, philoso-
phy, and computer sciences that studies the formation of meanings and their associations
with language. A central component of semantics is the concept of Compositionality: our
ability to understand language and create meaningful expressions by assembling other
meaningful expressions.

Compositionality in Semantics

The topic of our capacity to engage in compositional thinking, as well as the presence
of compositional structure in the process of meaning formation is a subject of debate
among researchers in the field of semantics. In an entry in the Stanford Encyclope-
dia of Philosophy, Szabo (2022) provide an overview of the various positions taken by
philosophers on this issue and present three arguments in support of the concept of
compositionality.

Productivity. The first argument is productivity and goes back to Frege’s principle:
our ability to concatenate known meanings to form new ones. In Frege’s words:

“The possibility of our understanding sentences which we have
never heard before rests evidently on this, that we can construct
the sense of a sentence out of parts that correspond to words.” (Frege,
1980)

Thanks to language productivity the potential number of utterances in any human lan-
guage is infinite. This is illustrated by the famous sentence from Chomsky (1957b):
“Colorless green ideas sleep furiously”. This idea that meaning can be formed in an un-
bounded manner is related to the notion of open-ended learning, described in the first
paragraph.

Systematicity. The second argument for compositionality is systematicity or system-
atic generalization. The intuition behind systematicity is that we can form new meanings
by swapping pieces of information between constructs we already know. From the two
sentences “ The cat is asleep” and “The dog is awake’, we can understand the sentence
“The cat is awake’. Systematicity implies learning rules of pattern and applying them
to new situations. According to Fodor & Pylyshyn (1988b).: “ The ability to entertain a
given thought implies the ability to entertain thoughts with semantically related contents”.
A more detail definition is provided by Cummins (1996):

“A system is said to exhibit systematicity if, whenever it can pro-
cess a sentence s, it can process systematic variants of s, where
‘systematic variation’ is understood in terms of permuting con-
stituents or (more strongly) substituting constituents of the same
grammatical category.(Cummins, 1996)

Methodology. The last argument provided by Szabo (2022) supporting composi-
tionality is our ability to communicate in real-time which implies the use of a light
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computational model for the production of meanings. Along the same lines, Pagin &
Westerstahl (2010) proposed the learnability argument:

“It must be possible for a speaker to learn the entire language by
learning the meaning of a finite number of expressions, and a
finite number of construction forms”

On the other hand, certain counterarguments contest the notion that the meaning
of natural language is formed in a purely compositional manner. Fodor (1988) asserts
that the formation of lexical meaning may involve some degree of context-sensitivity,
although quantifying such variations proves difficult. For instance, Fodor & Pylyshyn
(1988a) uses the sentences “feed the chicken” and “chicken to eat” to demonstrate that
they have distinct meanings due to an “animal/food ambiguity in ‘chicken’ rather than a
violation of compositionality”.

At the core of the debate over compositionality, and closely connected to the hy-
pothesis that language is not purely compositional, lies the inquiry into the appropriate
model of cognitive architecture. On the one hand, symbolic models with compositional
components allow for the mathematical modeling of meaning formation. However, such
models fall short of capturing idioms, and their rigidity is unsuitable for addressing the
noisiness and complexity of natural language. Connectionist models, on the other hand,
seem better equipped to handle the noisiness of natural language but their capability to
perform compositions is questioned. For more information on the debate on the struc-
ture of the cognitive architecture readers can refer to Fodor & Pylyshyn (1988a); Pinker
(1988); Smolensky (1990); Chalmers (1993).

Compositionality in Artificial Agents

Recently, AI researchers decided to enter the debate and have begun to examine the
extent to which artificial agents, parameterized by neural networks, can learn systematic-
ity by exposure to a compositional language. Notably, recent investigations have focused
on systematic generalization studies in navigation tasks framed as a seq-2-seq prob-
lem with the SCAN (Lake & Baroni, 2018) and gSCAN(Ruis et al., 2020) benchmarks;
visual-question-answering (Bahdanau et al., 2019¢) and language-conditioned RL (Hill
et al., 2020a).

Some work decided to incorporate symbolic computations into neural models to en-
hance systematic generalization via inductive biases. This is the case of Neural Module
Networks (Andreas et al., 2016) which leverages a pre-trained symbolic parser that con-
verts questions into a composition of neural modules trainable end-to-end to answer ques-
tions from images. Extending Neural Module Networks, Mao et al. (2019) propose the
Neuro-symoblic concept learner and replace the pre-trained parser with a differentiable
one allowing to learn symbolic decomposition of questions. However, despite the potential
advantages of these neuro-symbolic approaches, thorough empirical studies (Bahdanau
et al., 2019¢; Ding et al., 2020) have not found them to generalize more effectively than
the non-symbolic approaches.

Beyond systematic generalization, Hupkes et al. (2020) put forward a set of tests
aimed at establishing a rigorous understanding of the constituent elements of the broad
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concept of compositionality. These tests are designed to bridge theories of compositional
semantics with contemporary successful neural models of language. Alongside the previ-
ously recognized tests of systematicity and productivity, Hupkes et al. (2020) introduce
new tests such as substitutability (the capacity to cope with synonyms) and overgener-
alization (the ability to apply general rules and identify exceptions) which more closely
align with the functioning of natural language. These tests are displayed in Fig. 3.3.
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Figure 3.3: The five compositionality tests as proposed by Hup-
kes et al. (2020). (a) the systematicity test evaluates models’ ability
to recombine known constructs to form new ones; (b) the productivity test
evaluates models’ ability to concatenate new constructs to form new ones
with emphasis on unboundedness; (c) the substitutivity tests agents’ capac-
ity to be robust to synonyms; (d) the localism test explores hierarchies in
compositions and (e) the overgeneralisation test evaluates how likely models
are to infer general rules.

Compositionality in This Research

Compositionality is a proponent topic of this research. In this paragraph, we quickly
guide the reader through the different aspects of compositionality that we will discuss
in the different parts of this manuscript. In the next section, when presenting the lan-
guage formation framework, we will review different approaches that tackle the question
of compositionality in emergent communication with a particular focus on how the com-
positional structure of the problem can be reflected in the structure of the emergent
language. In our first experimental contribution, in chapter 5, we will perform a produc-
tivity test and evaluate a pair of agents on their ability to name compositional referents
and explore the relations between productive generalization and compositional structure
in the emergent signs. In the second part of this manuscript, we will review numerous
works on systematic generalization in language conditioned RL under the light of our pro-
posed Vygotskian autotelic RL framework. In chapter 7 we will investigate the impact
of relational inductive biases in the module of an autotelic agent on systematic gener-
alization. Finally, in chapter 8, we will demonstrate how autotelic agents can leverage
systematic generalization to explore their environment in an open-ended fashion.



Open-ended Learning, Self-organizing Systems, and Compositionality

In the preceding paragraph, the concept of compositionality was defined with refer-
ence to the domain of semantics. But it should be noted that compositionality is in fact
an intrinsic attribute of the world we inhabit. We perceive objects as composites of var-
ious attributes (such as size, color, categories, etc.), and our interactions with them are
governed by compositional dynamics from which we can extract systematic rules (Plants
grow by bringing them water and Cats grow when we bring them food). In our first
experimental contribution (chapter 4) we will observe that artificial agents exposed to
compositional objects (referents) do not necessarily communicate using a compositional
language. Paradoxically, we will demonstrate with our IMAGINE agent (chapter &) that
being exposed to a compositional language is instrumental to fostering exploration via
systematic generalization.
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3.2 Self-organisation of Cultural Convention: the Language
Formation Problem

Now that we have defined the three central concepts of this research, we present a typol-
ogy of the language formation framework which provides us with a structured approach
to categorizing our two computational studies on the formation of cultural conventions
between artificial agents.

3.2.1 Computational Models of Language Formation

The study of the origin of language has been a subject of interest and debate among var-
ious academic disciplines, including linguistics, archaeology, biology, and anthropology.
In this section, we will shortly present the predominant theories on language formation
and explore how artificial agents can help experiment with them. For a thorough re-
view of the synthetic modeling of language origins see Steels (1997). There are three
predominant theories on the origin of language:

1. The Genetic evolution theory postulates that language, just like biological com-
plexity, is the result of natural selection. According to this theory, humans have an
innate language organ inside their brains that contains universal rules helping them
learn a language during their development. This claim is backed by the famous
poverty of stimulus argument which asserts that children do not observe sufficient
data to explain their ability to acquire natural language (Chomsky, 1975). The
genetic evolution theory thus implies that there exist language genes that code for
the language organ and that language is preserved due to genetic transmission.

2. The Adaptation and self-organization theory on the other hand supposes that lan-
guage is preserved in the memories of individuals and transmitted through cultural
and social interactions during imitation and acquisition processes. In the adapta-
tion hypothesis, there is no language organ but rather a variety of cognitive and
motor primitives that facilitate language formation.

3. The Genetic assimilation theory assumes that language is the result of dual dy-
namics that both involve cultural and genetic interactions. The genetic assimi-
lation hypothesis is also known as the Baldwin effect (Simpson, 1953). It states
that learned behaviors that confer a selective advantage can become genetically
encoded over time. The genetic assimilation theory proposes that initially, humans
did not have an innate language structure and that the first forms of language were
acquired through adaptation only. But, if the speed of language acquisition played
a role in selection, genetic assimilation would have facilitated the development of
language acquisition devices.

Language formation with Artificial Agents

The study of language emergence can benefit greatly from the utilization of agent-
based modeling and simulation (Hurford, 1989; Brighton, 2002; Cangelosi & Parisi, 2002;
Steels, 2015; Kirby et al., 2014). Computational Experimental Semiotics (Galantucci &
Garrod, 2011) is a field that analyzes the numerous factors that contribute to language
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emergence by examining a population of simulated agents engaging in two distinct types
of interaction: linguistic and genetic interactions. When two agents take part in linguistic
interaction, they are in turn speakers and listeners and respectively produce and receive
messages describing a context. To study the formation of meanings, linguistic interactions
occur within physical environments that contain objects and embodied situations (Steels
& Loetzsch, 2012). Depending on the communicative success of linguistic interactions,
agents can update their internal state and adapt to their artificial peers. To investigate
the impact of population dynamics, the studied population is open: new agents enter,
and others leave. These new agents, generated through genetic interactions and subject
to potential mutations, introduce an element of novelty into the system. Finally, in
order to obtain realistic models, the population should be studied as a distributed multi-
agent system, i.e. there should not be any main global agent that acts over the entire
population. Moreover, just like humans cannot enter the brain of others, agents should
not be able to access each other’s internal states. A diagram of interactions as well as a
high-level algorithmic implementation of the language formation framework is provided
in Fig. 3.4 and Alg. 1.

Internal States
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Figure 3.4: The Language Formation Framework. A population of
agents is an open multi-agent system where new agent enters and others
leave. New agents are generated by genetic interactions: crossovers between
parents with potential mutations. Agents have internal states allowing them
to map signals to actions. They can perform linguistic interactions, i.e.
exchanging messages to describe a physical situation of the world.
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Algorithm 1: Language formation Simulation

Require: Language Interaction L, Genetic Interaction G, Environment £
Initialize Population P4 and internal states of agents
loop
Sample two agents from population: (A1, Ag) ~ Py
Store result of linguistic interaction about the world: < L(A1, A2, &)
Update A; and As based on score s
With prob pout:
Remove agent from population: P4.pop()
With prob piy,:
Sample two parents from population: (Aj, As) ~ Py
Perform Genetic Interaction: A’ < G(A1, As)
Add child to population: P4.add(A")
end loop

Note that in our contributions, we will not investigate the impact of population
dynamics on the emergence of language. Rather, we will focus on the development of
agents during a lifetime and disregard any genetic interactions. We will thus focus on the
self-organization of cultural conventions during linguistic interactions. We will restrict
our analysis to the smallest population of two individuals.

Language Games

The simplest forms of linguistic interaction are coined language games. They derive
from Signaling Games introduced by Lewis (1969) as a game theoretic approach to the
problem of the emergence of conventions. In game theoretic words, a convention is
a system of arbitrary rules that enables two players to share meaningful information.
Fig. 3.5 presents a simple example of a Lewis game. The two players of a signaling game
are the speaker and the listener. In our example, the world is providing two world states
to the speaker (w; and wy). Based on the world state, the speaker sends a signal to the
listener. Here, there are two available signals (s; and s3). From the received signal, the
listener then chose an action (among two actions a; and ay). If the listener picks the
correct action for the associated word state then both agents perceive a reward. Note
that the Listener never perceives the world state.

‘World

é; Speaker
b o
% Listener

1 0 1 0 0 1 0 1 Reward

S1

Figure 3.5: Illustration of Lewis Signalling game with two world states, two
signs, and two actions.
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To investigate the self-organization of conventions around meanings in a more realistic
scenario, Steels & Loetzsch (2012) proposed to update signaling games with grounding
elements. In a grounded language game, the speaker and the listener are given a shared
context made of several referents (objects) as displayed in Fig. 3.6. The speaker samples
a target referent from the context and produces an utterance to name it. Then, the
speaker receives the utterance and picks a referent inside the context. If the chosen
referent matches the target referent, the game is a success. To self-organize a language,
a population of artificial agents needs to play numerous language games. In doing so,
agents will alternate between speakers and listers. Depending on the outcome of the game
they will update their internal states to reinforce successful conventions and diminish
unsuccessful ones. Note that several update strategies are possible. They vary in how
the outcome is actually perceived by the agents. On the speaker side, the referent ground
truth (target) is known so the outcome of the game can be directly used for the update.
On the other hand, since the listener does not know about the target referent some
implementations of language games do not communicate the outcome to the listener.
In Steels (2001)’s formulation of language game, the outcome is communicated to the
speaker via a retroactive pointing mechanism. The speaker basically points toward the
target referent at the end of the game to communicate the outcome to the speaker.

Speaker @

Target
@l oo =
|

Figure 3.6: Diagram of interactions in a language game

Early solutions to the language game (Steels, 1995b; Oliphant & Batali, 1997; Kirby,
2001) use tables scoring associations between referents and utterances. Given fixed pre-
defined numbers of utterances and referent categories, the agents can adjust the score
of utterance/referent association depending on their communicative success. Examples
of such tables for the speaker (left) and for the listener (right) are given in Fig. 3.7. If
predefined referent categories are not available to the agents, Steels & Loetzsch (2012)
propose mechanisms to map visual inputs to object categories. Similarly, the Talking
Head experiments (Steels, 2015) propose strategies to adapt the language game to more
realistic configurations with flexible and dynamic inventories of words and meanings.

Neural Communicating Agents

Inspired by the success of Convolutional Neural Network in Computer Vision, Lazari-

dou et al. (2017) proposed to extend language games to image referents with agents using

1

neural networks to take actions '. Fig. 3.8 illustrates their setup. The context is made

In deep learning, language games are often referred to as referential games or guessing games
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Figure 3.7: Example of agents’ tabular internal models, with 3 referents and
5 words.

of two images (i; and iy), a target (¢) and a distractor. The utterances are discrete
utternaces u coming from a fixed-sized dictionary V. The speaker’s utterance is given
by a neural network parametrizing a policy that maps the two images to the utterance:
u = mg(iy,ia,t;0s). Similarly, the listener uses policy 7, to make a choice given the
utterance: a = 7 (iy, %9, w5(iy, 42, t;0s);01). The policies are trained using RL (Sec. 2.1)
with reward function R returning 1 iff 7y (i, 2, ms (41,42, 05);61) := t. Note that in
their implementation the reward and thus the outcome of the game is communicated to
both agents which is equivalent to Steel’s pointing mechanism.
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Figure 3.8: Example of agents’ neural network internal models, with 2 ref-
erents and 3 words (adapted from Lazaridou et al. (2017)).

Beyond scaling previous language game approaches to visual referents, Lazaridou
et al. (2017) proposes a strategy to ground the agent’s code in natural language. The
strategy consists in leveraging a dataset of (image, natural language label) pairs and
alternating between RL in the classical language game and standard supervised learning
for image classification. In a similar study, Havrylov & Titov (2017) examine the emer-
gence of communication with sequences of symbols and visual referents. They use LSTMs
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within the speaker and listener architectures to support the encoding and decoding of
discrete tokens arranged in fixed-size sequences. They also analyze the compositional-
ity and variability of the emerging sequences in both tabular-rasa and natural language
communication.

The identification of the factors that contribute to the emergence of compositional
communication code is a fundamental objective within the field of computational lin-
guistics. To this end, the use of neural communicating agents in language games has
emerged as a valuable experimental setting. Kottur et al. (2017) propose to analyze how
utterances consisting of sequences of symbols can name referents that are compositions of
abstract attributes (represented as one-hot vectors). The decomposition of referents into
pre-defined hardcoded attributes enables a more comprehensive and systematic analy-
sis of the compositional properties of the evolving communication code. Building upon
this work, Chaabouni et al. (2020) emphasize the importance of separating the composi-
tional generalization capabilities of agents and compositional properties of the emerging
code. They have established that the former can be achieved independently of the latter.
To complement these systematic analyses, Choi et al. (2018a) look at the emergence of
compositional language in a more realistic context where agents perceive different per-
spectives of the referents. Other works look at the environmental and internal factors
that favor the emergence of compositionality. For instance, Rodriguez Luna et al. (2020)
show that auxiliary objectives incentivizing object consistency or least effort (the gen-
eration of short sequences) support the emergence of compositional code in language
games. Similarly, Mu & Goodman (2021) demonstrate that agents solving a variation
of the language games where referents are organized in sets of objects agree on a more
interpretable and systematic communication code. Finally, Ren et al. (2020) proposed
to study the emergence of compositional language in a more complete setting with a
population of agents playing language games over several generations.

Goal-Directed Communicating agents

The prior paragraph demonstrates that guessing interactions provide an effective ex-
perimental testbed to study language formation. But, as outlined in the introduction,
human language serves a multitude of purposes beyond mere object guessing. Therefore,
Al researchers have aimed to examine the development of communication in more realistic
scenarios, where agents must communicate to accomplish a collaborative task in com-
plex environments that involve interactions with the physical world across multiple time
steps. These problems are modeled using MARL as described in Sec. 2.4. The agents must
concurrently learn to interact with the world and communicate with others by observing
rewards related to their collaborative goal, provided by an expert. See Fig. 3.9 for a visual
representation of these interactions. Seminal works on MARL involving communicating
agents consider problems such as efficient car coordination at traffic junctions to avoid
collision (Sukhbaatar et al., 2016) or riddles where agents need to combine environmen-
tal inputs with information communicated over several time steps to succed (Foerster
et al., 2016). In their work, Foerster et al. (2016) introduce two approaches for learning
to communicate in MARL: Differentiable Inter-Agent Learning (DIAL) and Reinforced
Inter-Agent Learning (RIAL). DIAL is based on the centralized training and decentral-
ized execution method and enables gradient to be exchanged between agents, thereby
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breaking the assumption of the language formation framework that agents should not
be able to have access to each other’s internal states. Conversely, in RIAL, messages are
viewed as actions produced by a RL algorithm where each agent treats others as a part
of the environment, without the need to have access to other agents’ internal parame-
ters or to back-propagate gradients. The RIAL algorithm now serves as a baseline for
a variety of MARL communication investigations. Jiang & Lu (2018) extended it with
an attention mechanism that enables agents to learn when communication is required
to solve collaborative tasks. Similarly, Eccles et al. (2019) showed that adding positive
signaling (messages must be different in different situations) and positive listening (ac-
tions must be different when messages are different) biases to agents via auxiliary losses
yields an increase in communicative performance. For a complete survey of emergent
communication in MARL setups, see Zhu et al. (2022).
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Figure 3.9: Diagram of interactions in MARL emergence communication.
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Summary

In this section, we presented the language formation framework which study the emer-
gence of communication inside a population of agents interacting within linguistic and
genetic interactions. Our contributions focus on linguistic interactions and ignore the
influence of population dynamics on the emergence of communication. We, therefore,
presented the most broadly studied linguistic interactions: the language game. Addi-
tionally, we showed that this particular guessing interaction setup could be scaled to
neural agents. Finally, we noted that MARL offers a valuable framework to study the
emergence of communication as a tool to achieve collaborative behaviors in physically
complex environments.

3.2.2 Problem Definition

It this now time to turn to our contributions and to formally pose the specific inquiries
we target within the context of artificial communicating agents.
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Emergence of Graphical Sensory-motor Communication

Our first contribution, that we will present in chapter 4, extends the neural com-
municating agent framework to consider communication in visual language games via a
sensory-motor channel. As reviewed in the previous section, prior approaches focused on
agents communicating via an idealized communication channel, where utterances (made
of a single or a sequence of symbols) are produced by a speaker and directly perceived by
a listener. This comes in contrast with human communication, which instead relies on
a sensory-motor channel, where motor commands produced by the speaker (e.g. vocal
or gestural articulators) result in sensory effects perceived by the listener (e.g. audio
or visual). Motivated by this observation we investigate whether artificial agents can
develop a shared language in an ecological setting where communication relies on such
sensory-motor constraints. To this end, we introduce the Graphical Referential Game
(GREG) where a speaker must produce a graphical utterance to name a visual referent
object while a listener has to select the corresponding object among distractor referents,
given the delivered message. See Fig. 3.10 for a diagram of interactions between agents.
The utterances are drawing images produced using dynamical motor primitives combined
with a sketching library. The referents are images of MNIST (LeCun et al., 1998) digits
randomly positioned in the image.

Using sensory-motor systems to examine the development of language dates back to
the investigation of the origins of digital vocalization systems in the early 2000s de Boer
(2000); Oudeyer (2005); Zuidema & De Boer (2009). However such studies were not
conducted in grounded language games. They employed imitation games focusing on the
observation of the formation of speech utterances, such as syllables and words, through
the systematic combination of lower-level meaningless elements (phonemes). In our study,
we chose to focus on a drawing system because 1) conversely to models of vocalization,
there is a large number of tools available to researchers to implement realistic sketching
mechanisms and 2) it has the advantage of producing 2D trajectories interpretable by
humans while preserving the non-linear properties of speech models, which were shown to
ease the discretization of the produced signals (Stevens, 1989; Moulin-Frier et al., 2015).
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Studying the GREG we aim at investigating whether a pair of agents can self-organize
a shared lexicon from the continuous non-linear constraints of the sensory-motor system.
We then propose to study the structure of the emerging signals. We use topographic mea-
sures based on a geometric distance to quantify the coherence of the emerging lexicon.
Informed by Chaabouni et al. (2020)’s study on the non-equivalence between compo-
sitional performance and compositional language, we propose to study these two ques-
tions separately. We first evaluate the communicative generalization performances of
our system on referents that are the composition of MNIST digits. This is equivalent
to performing a productivity test as illustrated in figure 3.3: the agents are trained on
1-digit referents and tested on 2-digits referents. Then we investigate the compositional
structure of emerging signs using the same geometry measure as for the coherence.

The Architect-Builder Problem

Our second contribution, that we will develop in chapter 5, proposes to study the
Architect-Builder problem (ABP), a new Al paradigm that studies the goal-directed emer-
gence of communication in a setup where the reward function is not accessible to all
agents. The ABP involves two agents, referred to as the Architect and the Builder, who
must collaborate to accomplish a task. Both agents observe the environment state but
only the architect knows the goal at hand. The architect possesses knowledge of the goal
and is able to receive the reward associated with it, but is unable to take actions in the
environment. In contrast, the builder has no knowledge of the goal or reward and is the
only agent that can take actions in the environment. In this asymmetrical setup, the
architect can only interact with the builder through a communication signal (messages).

The introduction of the ABP aims to address a gap in the existing literature on goal-
directed communication with neural agents. Current MARL models typically assume
the presence of a centralized rewarding signal that is accessible to all agents during
training. This assumption can be realistic for certain scenarios such as agents learning to
communicate to play soccer (all agents can perceive the score of the game). However, it
is not for other conditions such as teaching where agents have asymmetrical affordances
and knowledge, and where communication is a means for a more knowledgeable agent
(teacher) to guide a less knowledgeable agent (student) towards the goal. Fig. 3.11
illustrates how the ABP differs from MARL communication and IRL setups.

The ABP is in fact a computational implementation of an experimental semiotics in-
vestigation: the Coconstruction Game (Vollmer et al., 2014). In their experiment, the
builder and the architect are humans. They are located in separate rooms. The architec-
ture has a picture of a target lego block structure while the builder is seated at a table in
front of a set of lego blocks. The architect monitors the builder workspace via a camera
(video stream) and must send messages to the builder until it manages to construct the
structure. In order to prevent pre-existing communication systems from influencing the
results of their studies, the architect uses a button box with neutral symbols (designed to
minimize the presence of biases such as color or shape, so as to avoid the attribution of
preexisting meanings). We explore the ABP in chapter 5. More specifically, we propose an
algorithmic solution to it in a construction environment like the Coconstruction Game.
We investigate the key learning dynamics in terms of mutual information between mes-
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sages and actions and show that agents can agree on a communication protocol enabling
them to generalize to new constructions never seen during training.
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Figure 3.11: The Architect Builder Problem and how it differs with
respect to other A1 paradigms. Conversely to MARL communication
(a), in ABP, the architect cannot act in the environment and the builder
never perceives the reward (b). Because the architect cannot act in the
environment, it is impossible to frame the problem as an RL and then IRL
problem (c).
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3.3 Self-organisation of Trajectories: the Open-ended Skill
Acquisition Problem

The second part of this manuscript studies the role of cultural conventions in the self-
organization of developmental trajectories of artificial agents. In this section, we propose
to introduce our contributions in a similar fashion to what we did for the formation of
cultural conventions. We first present a typology of the computational models enabling
artificial agents to self-organize repertoires of skills before introducing our contributions.

3.3.1 Computational Models of the Formation of Skill Repertoires
with Autotelic RL

Beyond modeling language formation, developmental Al aims to model how children
learn skills in general. In this section, we propose a computational framework that
addresses the challenge of self-organizing developmental trajectories and the open-ended
learning of skill repertoires. The framework, referred to as autotelic RL or developmental
RL, is a combination of developmental approaches and reinforcement learning (see the
definition of autotelic in Sec. 1.1.1). It builds on intrinsic motivations (IMs) to enable
agents to learn to represent, generate, select, and solve their own problems. To provide
a comprehensive understanding of the framework, we first present a typology of intrinsic
motivation approaches in developmental Al, followed by a presentation of the autotelic
learning problem and its solution with autotelic agents.

Intrinsic Motivations in Developmental Al

Developmental AT aims to model children learning and, thus, takes inspiration from
the mechanisms underlying autonomous behaviors in humans. Most of the time, humans
are not motivated by external rewards but spontaneously explore their environment to
discover and learn about what is around them. This behavior is driven by intrinsic
motivations (IMs) a set of brain processes that motivate humans to explore for the mere
purpose of experiencing novelty, surprise or learning progress (Berlyne, 1966; Gopnik
et al., 1999; Kidd & Hayden, 2015a; Oudeyer & Smith, 2016; Gottlieb & Oudeyer, 2018).

The integration of IMs into artificial agents thus seems to be a key step towards
autonomous learning agents (Schmidhuber, 1991; Kaplan & Oudeyer, 2007). In devel-
opmental robotics, this approach enabled sample efficient learning of high-dimensional
motor skills in complex robotic systems (Santucci et al., 2020), including locomotion
(Baranes & Oudeyer, 2013; Martius et al., 2013), soft object manipulation (Rolf & Steil,
2013; Nguyen & Oudeyer, 2014), visual skills (Lonini et al., 2013) and nested tool use
in real-world robots (Forestier et al., 2022). Most of these seminal approaches leverage
population-based optimization algorithms, i.e. non-parametric models trained on (out-
come, policy) pairs. These methods train separate policies for each goal, often demon-
strate limited generalization capabilities, and cannot easily handle high-dimensional per-
ceptual spaces.

Recently, we have been observing a convergence between developmental robotics and
deep RL, forming a new domain that we propose to call developmental reinforcement
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learning as a subfield of developmental Al. Indeed, RL researchers now incorporate fun-
damental ideas from the developmental robotics literature in their own algorithms, and
reversely developmental robotics learning architectures are beginning to benefit from the
generalization capabilities of deep RL techniques. These convergences can mostly be
categorized in two ways depending on the type of intrinsic motivation (IMs) being used
(Oudeyer & Kaplan, 2007):

¢ Knowledge-based IMs are about prediction. They compare the situations expe-
rienced by the agent to its current knowledge and expectations and reward it for
experiencing dissonance (or resonance). This family includes 1Ms rewarding pre-
diction errors (Schmidhuber, 1991; Pathak et al., 2017), novelty (Bellemare et al.,
2016; Burda et al., 2019; Raileanu & Rocktéschel, 2020), surprise (Achiam & Sas-
try, 2017), negative surprise (Berseth et al., 2019), learning progress (Lopes et al.,
2012; Kim et al., 2020) or information gains (Houthooft et al.; 2016), see a review
in (Linke et al.; 2020). This type of IM is often used as an auxiliary reward to orga-
nize the exploration of agents in environments characterized by sparse rewards. It
can also be used to facilitate the construction of world models (Lopes et al., 2012;
Kim et al., 2020; Sekar et al., 2020).

e Competence-based IMs, on the other hand, are about control. They reward
agents to solve self-generated problems, to achieve self-generated goals. In this cat-
egory, agents need to represent, select and master self-generated goals. As a result,
competence-based 1Ms were often used to organize the acquisition of repertoires
of skills in task-agnostic environments (Baranes & Oudeyer, 2010, 2013; Santucci
et al., 2016; Forestier & Oudeyer, 2016; Nair et al., 2018b; Warde-Farley et al.,
2019; Colas et al., 2019a; Blaes et al., 2019; Pong et al., 2020).
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Figure 3.12: A typology of intrinsically-motivated and/or goal-conditioned
RL approaches. POP-IMGEP, RL-IMGEP and RL-EMGEP refer to population-
based intrinsically motivated goal exploration processes, RL-based IMGEP
and RL-based externally motivated goal exploration processes respectively.

Fig. 3.12 proposes a visual representation of intrinsic motivations approaches (knowledge-
based IMs vs competence-based IMs or IMGEPs) and RL approaches (intrinsically vs ex-
ternally motivated). RL algorithms using knowledge-based IMs (on the left) leverage ideas
from developmental robotics to solve standard RL problems. On the other hand, algo-
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rithms using competence-based IMs organize exploration around self-generated goals and
can be seen as targeting a developmental robotics problem: the open-ended formation of
skill repertoires. Intrinsically Motivated Goal Exploration Processes (IMGEP) is the family
of autotelic algorithms that bake competence-based 1Ms into learning agents (Forestier
et al., 2022). IMGEP agents generate and pursue their own goals as a way to explore
their environment, discover possible interactions, and build repertoires of skills. This
framework emerged from the field of developmental robotics (Oudeyer & Kaplan, 2007;
Baranes & Oudeyer, 2009a, 2010; Rolf et al., 2010) and originally leveraged population-
based learning algorithms (POP-IMGEP) (Baranes & Oudeyer, 2009b, 2013; Forestier &
Oudeyer, 2016; Forestier et al., 2022). The intersection between IMGEP and multi-goal RL
are autotelic RL algorithms or RL-IMGEP. They train agents to generate and pursue their
own goals by training goal-conditioned policies. They contrast with RL-EMGEP agents
which do not generate their own goals and rely on externally provided ones.

The Autotelic Learning problem

In the autotelic learning problem or the open-ended formation of skill repertoires, the
agent is set in an open-ended environment without any pre-defined goal and needs to
acquire a repertoire of skills. Here, we use the definition of skill provided in Sec. 2.3, i.e.
the association of a goal embedding z, and the policy to reach it II;,. A repertoire of
skills is thus defined as the association of a repertoire of goals G with a goal-conditioned
policy trained to reach them IIg. The intrinsically motivated skills acquisition problem
can now be modeled by a reward-free MDP M = {S, A, T, po} that only characterizes
the agent, its environment and their possible interactions. Just like children, agents
must be autotelic, i.e. they should learn to represent, generate, pursue, and master their
own goals. Fig. 3.13 illustrates the key difference between multi-goal RL (Sec. 2.3) and
autotelic RL. In multi-goal RL an experimenter provides goals and rewards to the agent.
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Figure 3.13: Multi-goal RL vs Autotelic RL. In autotelic RL, agents
learn to represent, generate, pursue and master their own goals. Goals are
thus internal to the agent while multi-goal RL relies on an external experi-
menter providing goals and rewards.
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Evaluating Autotelic Agents

Evaluating agents is often trivial in reinforcement learning. Agents are trained to
maximize one or several pre-coded reward functions — the set of possible interactions is
known in advance. One can measure generalization abilities by computing the agent’s
success rate on a held-out set of testing goals. One can measure exploration abilities via
several metrics such as the count of task-specific state visitations.

In contrast, autotelic agents evolve in open-ended environments and learn to repre-
sent and form their own set of skills. In this context, the space of possible behaviors
might quickly become intractable for the experimenter, which is perhaps the most in-
teresting feature of such agents. For these reasons, designing evaluation protocols is
not trivial. The evaluation of such systems raises similar difficulties as the evaluation
of task-agnostic content generation systems like Generative Adversarial Networks (GAN)
(Goodfellow et al., 2014) or self-supervised language models (Devlin et al., 2019; Brown
et al., 2020b). In both cases, learning is task-agnostic and it is often hard to compare
models in terms of their outputs (e.g. comparing the quality of GAN output images, or
comparing output repertoires of skills in autotelic agents).

e Measuring exploration: one can compute task-agnostic exploration proxies such
as the entropy of the visited state distribution, or measures of state coverage
(e.g. coverage of the high-level x-y state space in mazes) (Florensa et al., 2018).
Exploration can also be measured as the number of interactions from a set of in-
teresting interactions defined subjectively by the experimenter (interactions with
objects as we do in chapter 8).

e Measuring generalization: The experimenter can define a set of relevant target
goals and prevent the agent from training on them. FEvaluating agents on this
held-out set at test time provides a measure of generalization (Ruis et al., 2020),
although it is biased towards what the experimenter assesses as relevant goals.

e Measuring transfer learning: The intrinsically motivated exploration of the
environment can be seen as a pre-training phase to bootstrap learning in a subse-
quent downstream task. In the downstream task, the agent is trained to achieve
externally-defined goals. We report its performance and learning speed on these
goals. This is akin to the evaluation of self-supervised language models, where the
reported metrics evaluate performance in various downstream tasks (Brown et al.,
2020b).

e Opening the black-box: Investigating internal representations learned during
intrinsically motivated exploration is often informative. One can investigate prop-
erties of the goal generation system (e.g. does it generate out-of-distribution goals?),
investigate properties of the goal embeddings (e.g. are they disentangled?). One can
also look at the learning trajectories of the agents across learning, especially when
they implement their own curriculum learning (Florensa et al., 2018; Colas et al.,
2019a; Blaes et al., 2019; Pong et al., 2020; Akakzia et al., 2021a).

e Measuring robustness: Autonomous learning agents evolving in open-ended en-
vironment should be robust to a variety of properties than can be found in the real-
world. This includes very large environments, where possible interactions might
vary in terms of difficulty (trivial interactions, impossible interactions, interactions
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whose result is stochastic thus prevent any learning progress). Environments can
also include distractors (e.g.non-controllable objects) and various forms of non-
stationarity. Evaluating learning algorithms in various environments presenting
each of these properties allows to assess their ability to solve the corresponding
challenges.

Autotelic RL Agents

Autotelic agents (or RL-IMGEP) are intrinsically motivated versions of goal-conditioned
RL algorithms. They need to be equipped with mechanisms to represent and generate
their own goals in order to solve the autotelic learning problem. Concretely, this means
that, in addition to the goal-conditioned policy, they need to learn: 1) to represent goals
g by compact embeddings z,; 2) to represent the support of the goal distribution, also
called goal space Zg = {z,}4eg; 3) a goal distribution from which targeted goals are sam-
pled D(z,); 4) a goal-conditioned reward function Rg. This four modules are illustrated
in Fig. 3.14. In practice, only a few architectures tackle the four learning problems above.
Indeed, simple autotelic agents assume pre-defined goal representations (1), the support
of the goals distribution (2) and goal-conditioned reward functions (4). As autotelic
architectures tackle more of the 4 learning problems, they become more and more ad-
vanced. As we will see in the following sections, many existing works in goal-conditioned
RL can be formalized as autotelic agents by including goal sampling mechanisms within
the definition of the agent.
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Figure 3.14: Representation of the different learning modules in an autotelic
agent.

Algorithm 2 details the pseudo-code of RL-IMGEP algorithms. Starting from randomly
initialized modules and memory, RL-IMGEP agents enter a standard RL interaction loop.
They first observe the context (initial state), then sample a goal from their goal sampling
policy. Then starts the proper interaction. Conditioned on their current goal embedding,
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they act in the world so as to reach their goal, i.e.to maximize the cumulative rewards
generated by the goal-conditioned reward function. After the interaction, the agent can
update all its internal models. It learns to represent goals by updating its goal embedding
function and goal-conditioned reward function, and improves its behavior towards them
by updating its goal-conditioned policy.

Algorithm 2:
IMGEP

Require: environment £

Autotelic Agent with RL-

1: Initialize empty memory M goal-conditioned policy l §
ITg, goal-conditioned reward Rg,goal space Zg, goal
. . Observe context
sampling policy G'S.
2: loop l
3:  Get initial state: so < E.reset() N
4:  Sample goal embedding z, = GS(s¢, Zg). Sl gasll
5:  Execute a roll-out with II, = IIg(- | zg)
6:  Store collected transitions 7 = (s,a, s’) in M. l
7:  Sample a batch of B transitions: Roll-out
M~ {(8, a, Sl)}B. goal-conditioned
:  Perform Hindsight Relabelling {(s,a,s’, z4)}B. policy
9:  Compute internal rewards r = Rg(s,a, s | z4). l
. 3 1 /
10:  Update policy Ilg via RI‘, on {(s,a,s,z4,7)}B. Update internal
11:  Update goal representations Zg. models
12:  Update goal-conditioned reward function Rg.

13:  Update goal sampling policy GS.
14: end loop
15: return Ilg, Rg, Zg

General RL-IMGEP loop

Most RL-EMGEP approaches use pre-defined goal representations where goal spaces
and associated rewards are pre-defined by the engineer and are part of the task definition
(see our topology of goal representation in Sec. 2.3). On the other hand, autotelic agents
actually need to learn these goal representations. While individual goals are represented
by their embeddings and associated reward functions, representing multiple goals also
requires the representation of the support of the goal space, i.e. how to represent the
collection of walid goals that the agent can sample from, see Fig. 3.14. In addition
to constructing a goal space, autotelic agents must sample goals within that space to
actually explore the world. The next two sections address the questions of how to learn
goal representations and how to select goals.

How to Learn Goal Representations?

Learning Goal Embeddings. Some approaches assume the pre-existence of a goal-
conditioned reward function, but learn to represent goals by learning goal embeddings.
This is the case of language-based approaches, which receive rewards from the environ-
ment (thus are RL-EMGEP), but learn goal embeddings jointly with the policy during
policy learning (Hermann et al., 2017a; Chan et al., 2019a; Jiang et al., 2019a; Bahdanau
et al., 2019¢; Hill et al., 2020a; Cideron et al., 2020c; Lynch & Sermanet, 2020). When
goals are target images, goal embeddings can be learned via generative models of states,
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assuming the reward to be a fixed distance metric computed in the embedding space
(Nair et al., 2018b; Florensa et al., 2019; Pong et al., 2020; Nair et al., 2020).

Learning reward functions. A few approaches go even further and learn their own
goal-conditioned reward function. In the domain of image-based goals, Venkattaramanu-

jam et al. (2019); Hartikainen et al. (2020) learn a distance metric estimating the square

root of the number of steps required to move from any state s; to any s, and generates in-
ternal signals to reward agents for getting closer to their target goals. Warde-Farley et al.
(2019) learn a similarity metric in the space of controllable aspects of the environment
that is based on a mutual information objective between the state and the goal state
sg. This method is reminiscent of empowerment methods Mohamed & Rezende (2015);
Gregor et al. (2016); Achiam et al. (2018); Eysenbach et al. (2019); Dai et al. (2020);
Sharma et al. (2020); Choi et al. (2021). Empowerment methods aim at maximizing
the mutual information between the agent’s actions or goals and its experienced states.
Recent methods train agents to develop a set of skills leading to maximally different
areas of the state space. Agents are rewarded for experiencing states that are easy to
discriminate, while a discriminator is trained to better infer the skill z, from the visited
states. This discriminator acts as a skill-specific reward function.

In the domain of language goals, Bahdanau et al. (2019a); Colas et al. (2020b) learn
language-conditioned reward functions from an expert dataset or from language descrip-
tions of autonomous exploratory trajectories respectively. However, the AGILE approach
from Bahdanau et al. (2019a) does not generate its own goals.

Learning the supports of goal distributions. Finally, to represent collections of
goals, agents need to represent the support of the goal distribution — which embeddings
correspond to valid goals and which do not. To this end, most approaches consider a
pre-defined, bounded goal space in which any point is a valid goal (e.g. target positions
within the boundaries of a maze, target block positions within the gripper’s reach) (Schaul
et al., 2015; Andrychowicz et al., 2017a; Nair et al., 2018a; Plappert et al., 2018; Colas
et (11., 2019a; Blaes et al., 2019; Lanier et al., 2019; Ding et al., 2019; Li et al., 2020).
However, not all approaches assume pre-defined goal spaces. However, some approaches
use the set of previously experienced representations to form the support of the goal
distribution (Veeriah et al., 2018; Akakzia et al., 2021a; Ecoffet et al., 2021). In Florensa
et al. (2018), a Generative Adversarial Network (GAN) is trained on past representations
of states (¢(s)) to model a distribution of goals and thus its support. In the same vein,
approaches handling image-based goals usually train a generative model of image states
based on Variational Auto-Encoders (VAE) to model goal distributions and support (Nair
et al., 2018b; Pong et al., 2020; Nair et al., 2020). In both cases, valid goals are the one
generated by the generatlve model.

How to Select Goals?

Once autotelic agents have constructed a goal support inside a goal space, they need
to specify a goal selection policy. Although agents can sample their goal space uniformly,
informed goal selection can be a way for agents to organize their learning curriculum
automatically.
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Automatic curriculum learning (AcL). Applied for goal selection, ACL is a mech-
anism that organizes goal sampling so as to maximize long-term performance improve-
ment (distal objective). As this objective is usually not directly differentiable, curriculum
learning techniques usually rely on a proximal objective. Proxies include intermediate
difficulty (Sukhbaatar et al., 2018; Campero et al., 2021; Zhang et al., 2020), novelty-
diversity (Warde-Farley et (11 , 2019; Pong et al., 2()20 Pitis et al. 2()2()7 Kovac et al.,
2020; Fang et al., 2021) or medium—term learm’ng progress (Baranos & Oudeyer, 2013;
Moulin-Frier et al 2014; Forestier & Oudeyer, 2016; Fournier et al., 2018, 2021; Colas
et al., 2019a; Blaos et al., 2019; Portelas et al., 2020a). Interested readers can refer to
Por t(‘ldh et al. (2020Db), Wthh present a broader review of ACL methods.

Hierarchical reinforcement learning (HRL). HRL can be used to guide the sequenc-
ing of goals (Dayan & Hinton, 1993a; Sutton et al., 1998, 1999; Precup, 2000). In HRL,
a high-level policy is trained via RL or planning to generate sequence of goals for a lower
level policy so as to maximize a higher-level reward. This allows to decompose tasks with
long-term dependencies into simpler sub-tasks. Low-level policies are implemented by
traditional goal-conditioned RL algorithms (Levy et al., 2018; Roder et al., 2020) and can
be trained independently from the high-level policy (Kulk(um et al., 2016; Frans et al.,
2018) or jointly (Levy et al., 2018; Nachum et al., 2018; Roder et al., 2020).

Summary

In this section, we presented the autotelic RL framework. This paradigm, at the
intersection of developmental robotics and standard AI technics, builds intrinsically mo-
tivated agents that generate and pursue their own problems. Autotelic agents fall in
the category of competence-based 1Ms. Unlike standard multi-goal RL agents (presented
in Sec. 2.3) that rely on externally provided goals, autotelic agents discover and learn
to represent their own goals from their experience of the physical world. This ability
to develop in symbiosis with the physical world is reminiscent of Piaget’s developmen-
tal psychology (Piaget, 1952) which highlights children’s ability to shape their learning
trajectories with respect to their sensory-motor experience of the world. We propose a
classification of autotelic RL-IMGEP approaches in Tab. 3.1.
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Goal Reward Goal sampling
Approach Goal Type Rep. Function strategy
RL-IMGEPs that assume goal embeddings and reward functions
Fournier et al. (2018) Target features Pre-def Pre-def Lp-Based
(+tolerance)
HAC Levy et al. (2018) Target features Pre-def Pre-def HRL
HIRO Nachum et al. (2018) Target features Pre-def Pre-def HRL
CURIOUS Colas et al. (2019a) Target features Pre-def Pre-def Lp-based
CLIC Fournier et al. (2021) Target features Pre-def Pre-def LP-based
CWYC Blaes et al. (2019) Target features Pre-def Pre-def Lp-based +
surprise
GO-EXPLORE Ecoffet et al. (2021) Target features Pre-def Pre-def Novelty
NGu Badia et al. (2020b) Objectives Pre-def Pre-def Uniform
balance
AGENT 57 Badia et al. (2020a) Objectives Pre-def Pre-def Meta-learned
balance
DECSTR Akakzia et al. (2021a) Binary problem  Pre-def Pre-def Lp-based
SLIDE Fang et al. (2021) Skill index Pre-def Pre-def Novelty (PCG)
XLanDp OEL Stooke et al. (2021) Binary problem  Pre-def Pre-def Intermediate
difficulty

RL-IMGEPs that learn their goal embedding and assume reward functions

RIG Nair et al. (2018b)

GOALGAN Florensa et al. (2018)
Florensa et al. (2019)

SKEW-FIT Pong et al. (2020)
SETTER-SOLVER Racanicre et al. (2019)
MEGA Pitis et al. (2020)

cc-rIG Nair et al. (2020)

aMico Campero et al. (2021)

GRIMGEP Kovac et al. (2020)

Target features
(images)

Target features

Target features
(images)
Target features
(images)
Target features
(images)
Target features
(images)
Target features
(images)
Target features
(images)
Target features
(images)

Learned (VAE)
Pre-def + GAN
Learned (VAE)
Learned (VAE)
Learned (Gen.
model)
Learned (VAE)
Learned (VAE)
Learned (with
policy)

Learned (with
policy)

Pre-def

Pre-def

Pre-def

Pre-def

Pre-def

Pre-def

Pre-def

Pre-def

Pre-def

From VAE prior
Intermediate
difficulty

From VAE prior
Diversity
Uniform dif-
ficulty

Novelty

From VAE prior

Adversarial

Diversity and
ALP

Full RL-IMGEPs

DISCERN Warde-Farley et al. (2019)
DIAYN Eysenbach et al. (2019)
Hartikainen et al. (2020)
Venkattaramanujam et al. (2019)
IMAGINE Colas et al. (2020b)

vaerL Choi et al. (2021)

Target features
(images)

Discrete skills

Target features
(images)
Target features
(images)
Binary problem
(language)
Target features

Learned (with
policy)
Learned (with
policy)
Learned (with
policy)
Learned (with
policy)
Learned (with
reward)
Learned

Learned (sim-
ilarity)
Learned (dis-
criminability)
Learned (dis-
tance)
Learned (dis-
tance)

Learned

Learned

Diversity
Uniform

Intermediate
difficulty

Intermediate
difficulty

Uniform +
Diversity

Empowerment

Table 3.1: A classification of autotelic RL-IMGEP approaches. The
classification groups algorithms depending on their degree of autonomy: 1)
RL-IMGEPS that rely on pre-defined goal representations (embeddings and
reward functions); 2) RL-IMGEPS that rely on pre-defined reward functions
but learn goal embeddings and 3) RL-IMGEPs that learn complete goal rep-
resentations (embeddings and reward functions). For each algorithm, we re-
port the type of goals being pursued, whether goal embeddings are learned,
whether reward functions are learned, and how goals are sampled. We mark
in bold algorithms that use a developmental approach and explicitly pursue
the intrinsically motivated skills acquisition problem.
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3.3.2 Problem Definition

In the second part of this manuscript, we will investigate the role of cultural conventions
in the self-organization of agents’ developmental trajectories. To do so, we will extend the
autotelic RL framework presented in the previous section (Sec. 3.3.1). Complementing the
Piagetian approach of autotelic RL and inspired by the literature deriving from Vygotsky
(1934)’s theory of child development, we propose a new framework called Vygotskian
Autotelic AL

The initial contribution of Part II is conceptual. It proposes to draw the contours
of an AI framework where agents leverage pre-existing cultural conventions to transform
their learning abilities. It is important to note that, in contrast with the first portion of
this research, this investigation will examine the scenario of artificial agents using pre-
established cultural conventions to organize their developmental trajectories, disregarding
any negotiation of protocols or multi-agent dynamics. In Vygotksian Autotelic agents
do not only interact with the physical world surrounding them but with social partners.
They are immersed in a (rich) sociocultural environment. An illustration of the difference
between autotelic RL and Vygotskian autotelic RL is provided in Fig. 3.15.
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Figure 3.15: From multi-goal RL to autotelic RL to Vygotskian autotelic RL.
RL defines an agent experiencing the state of the world as stimuli and acting
on that world via actions. Multi-goal RL (a): goals and associated rewards
come from pre-engineered functions and are perceived as sensory stimuli by
the agent. Autotelic RL (b): agents build internal goal representations from
interactions between their intrinsic motivations and their physical experience
(Piagetian view). Vygotskian autotelic RL (c): agents internalise physical
and socio-cultural interactions into cognitive tools. Here, cognitive tools refer
to any self-generated representation that mediates stimulus and actions: self-
generated goals, explanations, descriptions, attentional biases, visual aids,
mnemonic tricks, etc.

To benefit from sociocultural and linguistic conventions, Vygotksian autotelic agents
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need to ground them into their own sensory-motor modalities. They need to extract the
structure of language and align it with their sensory-motor experience. As will be dis-
cussed, agents do not merely extract the structure of language, but instead assimilate the
entire convention, generating an internal representation of the social partner with whom
they are interacting. This internal model can be called at any time to generate plans in
an autotelic fashion for instance. We argue that this Vygotskian framework can palliate
autotelic agents’ serious limitations in terms of goal diversity, exploration, generaliza-
tion, or skill composition. To back this claim, we present two experimental contributions
displaying how agents can ground complex spatiotemporal language (chapter 7) and
how they can use language as a cognitive tool to generate goals in curiosity-driven explo-
ration (chapter 8). Both of these experimental contributions will leverage the Playground
environment: a socio-physical environment made of a variety of objects with different
properties and a simulated social partner providing linguistic descriptions of interesting
interactions.

In chapter 7 we will equip Vygotkian artificial agents with transformer neural net-
work architectures to enable them to align their experience of the world with linguistic
descriptions provided by a surrogate social partner. More specifically, we will investigate
the impact of relational inductive biases on a specific extractive module of vyogtskian
agents: the reward function; and show how those inductive biases can lead to better
systematic generalization.

Finally, in chapter 8 we will detail the implementation of IMAGINE: a Vygotskian
autotelic agent that converts linguistic descriptions given by a social partner into tar-
getable goals. We will show that IMAGINE can learn productive modules and internalize
socio-cultural conventions in order to leverage language productivity and systematic gen-
eralization to grow an open-ended repertoire of skills in a creative way.
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In our study of the formation of cultural conventions between artificial agents, we first
investigate whether artificial agents can develop a shared language in an ecological setting
where communication relies on a sensory-motor channel. To this end, we extend the setup
of neural language games described in Sec. 3.2.1 and introduce the Graphical Referential
Game (GREG). In the GREG, a speaker must produce a graphical utterance to name a
visual referent object consisting of combinations of MNIST digits while a listener has to
select the corresponding object among distractor referents, given the produced message.
The utterances are drawing images produced using dynamical motor primitives combined
with a sketching library. To tackle GREG we present CURVES: Contrastive Utterance-
Referent associatiVE Scoring, a multimodal contrastive deep learning mechanism that
represents the energy (alignment) between named referents and utterances generated



Motivations

through gradient ascent on the learned energy landscape. We demonstrate that CURVES
not only succeed at solving the GREG but also enable agents to self-organize a language
that generalizes to feature compositions never seen during training. In addition to eval-
uating the communication performance of our approach, we also explore the structure
of the emerging language. Specifically, we show that the resulting language forms a co-
herent lexicon that is shared between agents and that basic compositional rules on the
graphical productions could not explain the compositional generalization

4.1 Motivations

As we described in Sec. 3.2.1, most approaches to language games have considered only
idealized symbolic communication channels based on discrete tokens (Lazaridou et al.,
2017; Mordatch & Abbeel, 2018; Chaabouni et al., 2021) or fixed-size sequences of word
tokens (Havrylov & Titov, 2017; Portelance et al., 2021). This predefined means of com-
munication is motivated by language’s discrete and compositional nature. But how can
this specific structure emerge during vocalization or drawing, for instance? Although
fundamental in the investigation of the origin of language (Dessalles, 2000; Cheney &
Seyfarth, 2005; Oller et al., 2019), this question seems to be neglected by recent ap-
proaches to Language Games (Moulin-Frier & Oudeyer, 2020). We, therefore, propose
to study how communication could emerge between agents producing and perceiving
continuous signals with a constrained sensory-motor system.

Speaker Referent

Speaker Context: Rg rg Speaker
2
1 sample perceived by produces
" —_ > s - 5 command
0 0 T~ c
Game Outcome n
Listener Contcxt:RL T

Listener

Figure 4.1: The Graphical Referential Game: During an instantiation
of the game, the speaker’s goal is to produce a motor command ¢ that will
yield an utterance u in order to denote a referent rs sampled from a context
Rs. Following this step, the listener needs to interpret the utterance in
order to guess the referent it denotes among a context Ry. The game is a
success if the listener and the speaker agree on the referent (rp =rg).

o -"as,

utterance
u

perceived by

Listener Referent
TL

perceived by

Such continuous constrained systems have been used in the cognitive science liter-
ature as models of sign production to study the self-organization of speech in artificial
systems (de Boer, 2000; Oudeyer, 2006; Moulin-Frier et al.; 2015). In this chapter, we
focus on a drawing sensory-motor system producing graphical signs. The sensory-motor
system is made of Dynamical Motor Primitives (DMPs) (Schaal, 2006) combined with
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a sketching system (Mihai & Hare, 2021a) enabling the conversion of motor commands
into images. Drawing systems have the advantage of producing 2D trajectories inter-
pretable by humans while preserving the non-linear properties of speech models, which
were shown to ease the discretization of the produced signals (Stevens, 1989; Moulin-
Frier et al., 2015). We introduce the Graphical Referential Game: a variation of the
original referential game, where a Speaker agent (top of Fig. 4.1) has to produce a graph-
ical utterance given a single target referent while a Listener agent (bottom of Fig. 4.1)
has to select an element among a context made of several referents, given the produced
utterance (agents alternate their roles). In this setting, we first investigate whether a
population of agents can converge on an efficient communication protocol to solve the
graphical language game. Then, we evaluate the coherence and compositional properties
of the emergent language, since it is one of the main characteristics of human languages.

Early language game implementations (Steels, 1995b, 2001) achieve communication
convergence by using contrastive methods to update association tables between object
referents and utterances (see Fig. 3.7 of chapter 3). While recent works use deep learning
methods to target high-dimensional signals they do not explore contrastive approaches.
Instead, they model interactions as a multi-agent reinforcement learning problem where
utterances are actions, and agents are optimized with policy gradients, using the out-
comes of the games as the reward signal (Lazaridou et al., 2017). In the meantime,
recent models leveraging contrastive multimodal mechanisms such as CLIP (Radford
et al., 2021) have achieved impressive results in modeling associations between images
and texts. Combined with efficient generative methods (Ramesh et al.,; 2021), they can
compose textual elements that are reflected in image form as the composition of their as-
sociated visual concepts. Inspired by these techniques, we propose CURVES: Contrastive
Utterance-Referent associatiVE Scoring, an algorithmic solution to the graphical ref-
erential game. CURVES relies on two mechanisms: 1) The contrastive learning of an
energy landscape representing the alignment between utterances and referents and 2)
the generation of utterances that maximize the energy for a given target referent. We
evaluate CURVES in two instantiations of the graphical referential game: one with sym-
bolic referents encoded by one-hot vectors and another with visual referents derived from
the multiple MNIST digits (LeCun et al., 1998). We show that CURVES converges to a
shared graphical language that enables a population of agents not only to name complex
visual referents but also to name new referent compositions that were never encountered
during training.

Scope

The idea of using a sensory-motor system to study the emergence of forms of combi-
natoriality in language dates back to methods investigating the origins of digital vocal-
ization systems (de Boer, 2000; Oudeyer, 2005; Zuidema & De Boer, 2009). Such studies
were conducted in the context of imitation games at the level of phonemes to observe
the formation of speech utterances (syllables, words) that were systematically composed
from lower-level meaningless elements (phonemes). This corresponded to the first level
of compositionality within the notion of duality of patterning (Hockett & Hockett, 1960).
Yet, these works did not consider referential games and did not study agents’ ability to
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compose meaningful words to denote referents, i.e. they did not address the second level
of the duality of patterning.

One of the goals of emergent communication research is to develop machines that can
interact with humans. As a result, a variety of referential game approaches ensure that
the emergent language is as close to natural language. This can be achieved by adding
a supervised image captioning objective to encourage agents to use natural language
in order to solve their communicative tasks (Havrylov & Titov, 2017; Lazaridou et al.,
2017). Other methods use constraints such as memory restrictions (Kottur et al., 2017)
to act as an information bottleneck to increase interpretability and compositionality.
While we purposefully chose a graphical sensory-motor system to ease the visualization
of the emerging language, we do not inject prior knowledge or pressures to facilitate the
emergence of an iconic language. Our produced utterances are completely arbitrary. This
fundamentally differentiates our work from Mihai & Hare (2021b) that trains agents to
communicate via sketches replicating the visual referents they name. Note also that
their drawing setup does not include dynamical motor primitives and utterances are
directly optimized in image space. They, moreover, allow gradients to back-propagate
from listener to speaker while we use a decentralized approach. Finally, they do not
consider contrastive learning. To our knowledge, CURVES is the first contrastive deep-
learning algorithm successfully applied to a referential game.

There is a large body of work exploring the factors that promote compositionally
in emerging languages (Kottur et al., 2017; Li & Bowling, 2019; Rodriguez Luna et al.,
2020; Ren et al., 2020; Chaabouni et al., 2020; Gupta et al., 2020). In this context, a
crucial question is how to actually measure it in the first place (Mu & Goodman, 2021).
To this end, (Choi et al., 2018b) proposes to measure communicative performances on
unseen compositions of known objects as a way to evaluate compositionality. However, it
has been shown that a good performance in this test may be achieved without leveraging
any actual compositionality in language (Andreas, 2019; Chaabouni et al., 2020). Thus,
others instead compute topographic similarities (Brighton & Kirby, 2006), measuring
the correlation between distances in the utterance space (distance between signs) and
distances in the referents space (such as the cosine similarity between the embeddings of
objects) (Lazaridou et al.,; 2018). In this contribution we propose to do both and study
1) the generalization to unseen combinations of abstract features and 2) topographic
measures based on the Hausdorff distances between utterances denoting composition
and utterances denoting isolated features.

Specific Contributions

The specific contributions introduced in this chapter are:

e The Graphical Referential Game (GREG): a variation of the referential language
game to study the formation of signs from a graphical sensory-motor system.

e CURVES: an algorithmic solution to GREG, consisting of a contrastive multimodal
encoder coupled with a generative model enabling the emergence of a graphical
language.

e A study of CURVES’s generalization performances on compositions of features never
seen during training in a simplified control setting and a more perceptually chal-
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lenging one.

e A complementary analysis of the structure of the emerging graphical language mea-
suring lexicon coherence and compositionality scores derived from the Haussdorf
distance.

4.2 The Graphical Referential Games

We consider a group of two agents playing a fixed number of referential games, each time
alternating their roles (speaker or listener). During a game, we first present a context
R of n objects, called referents to a speaker S and a listener L. At the beginning of
each game, the target 7* € R is assigned to the speaker. Given this target referent r*, S
produces an utterance (u) to designate it. Based on the produced utterance u, L selects
a referent (7) in R. The game outcome o is a success if the selected referent (7) matches
the target r*.

The setup

Referents. Referents are compositions of orthogonal vector features (one-hot vectors).
Given a set of m orthogonal features F,,, we define the set of all possible referents as
R ={>_pcs fIS € Fin}. The subset of referents made of exactly k features are thus:
Ry, ={Xjes fIS € Fp, |S| = k}. In our experiments, we fix m = 5.

From these orthogonal referents, we propose to generate objects made of digit images
sampled from the MNIST dataset (LeCun et al., 1998). More precisely, we define the
stochastic mapping ® : R,, — R,, that maps each feature f € F,, to a digit class in the
MNIST dataset. For each feature in a referent, we sample a random instance from the
corresponding class and randomly place it on a 4 x 4 grid such that no number overlap.
Note that the listener and speaker can perceive different realizations of ®, in this case,
we say that they see different perspectives of the referents. More precisely, the speaker
perceives the context R as Rg and its target r* as rg. Similarly, the listener perceives
the context R as RL and selects a referent 7 among it.

We use this formalism to instantiate three settings of the Graphical Referential Game
(GREG):

e one-hot: where referents are one-hot vectors r € R,,.

e visual-shared: where referents are MNIST digits r € R, and agents share the same
perspective: Rs = Ry.

o visual-unshared where referents are MNIST digits r € R, and agents have different
perspectives of referents in their contexts Rg =+ Ry..

Sensory-motor drawing system. Utterances are produced by a sensory-motor system
M : R™ — U C RP*P mimicking an arm drawing sketches displayed in Fig. 4.2(a). The
arm motion is derived from Dynamical Motor Primitives (DMPs) (Schaal, 2006). The
DMP is parametrized by a command vector ¢ € R?°. Each of the x and y positions of the
pen is controlled by a DMP starting at the center of the image and parameterized by 10
weights. These weights are the parameters of the motion of a one-dimensional oscillator
that generates a smooth drawing trajectory 7" made of 10 coordinates T = {v;}i—o,. 9.
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The parameters of the two DMPs are given in Suppl. table A.1. The trajectory is then
fed to a Differentiable Sketching model (Mihai & Hare, 2021a) generating an D x D
image (in our implementation, D = 52).

, fis
I N\ _ 2
x ) 1] |o] |o
‘~ x Sketch Lib. ol 1ol 111-.. : i
. — xx — y — ol o] [o
X x 0| (0] [0 > 2
c T U R ~ - -
Ry,

(a) (b)

Figure 4.2: (a) Sketching sensory-motor system: The sensory-motor
system imitates a robotic arm drawing a sketch on a 2D plan. DMPs first
convert a continuous command c into a sequence of coordinates 7. This
trajectory is then rendered as a 52 x 52 graphical utterance thanks to a dif-
ferentiable sketching library. (b) Referent transformation: An example
of a one-hot context R being transformed into two contexts Rs and Ry by
the stochastic transformation ®. The two contexts are different perspectives
of the same objects.

Objectives

In this study, we aim to answer the three following questions:

1. What are agents’ communicative performances in the GREG? Are agents able to
solve the game? Are they able to generalize to compositional referents?

2. Are the emergent signs coherent? Do agents produce the same utterances to denote
the same referents?

3. Are the emergent signs compositional? Are there compositional rules in the pro-
duction of signs naming compositional referents? '

Are agents able to solve the GREG?  To answer the first question, we will monitor
the communicative performance of agents on both training and testing referents. The
training referents consist of a single feature: Ry, = Ri while the testing referents
consists of two features: Riey = R2. For visual examples of compositional referents,
see Suppl. Section A.1.2.

Are the emergent signs coherent? To measure coherence we propose to use a similar-
ity measure based on the Hausdorff distance. Haussdorf distance is known to capture
geometric features of trajectories, in particular, their shape (Besse et al., 2015). The
Hausdorff distance dy is the maximum distance from any coordinate in a trajectory to
the closest coordinate in the other: dy (71, T5) = max{sup,cp, d(v,T2),sup,cp, d(11,v")}.
In particular, we compute the following metrics.

e Agent Coherence (A-coherence): For a given referent r with the same perspective
for all agents, measure the mean pairwise similarity between each agent’s utterance.

!Note that the ability to perform compositional generalization (question 1) and the presence of
compositional structure in utterances (question 3) are two separate investigations.
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e Perspective Coherence (P-coherence): For a given agent and a given referent r,
measure the mean pairwise similarity between utterances produced from different
perspectives

e Referent Coherence (R-coherence): For a given agent, measure the mean pairwise
similarity between utterances produced for different referents.

Are the emergent signs compositional? To measure the compositionally of the utter-
ances, we introduce a topographic score based on the Hausdorff distance p. p quantifies
how an utterance denoting a compositional referent made of feature ¢ and j (u(r;;)) is ac-
tually closer to the utterances denoting isolated features u(r;) or u(r;) than the utterance
naming other compositional referents (u(r.,),  # i,y # j). For a detailed derivation of
metric p, see Suppl. Section A.1.3.

4.3 CURVES: Contrastive Utterance-Referent associatiVE
Scoring

CURVES is an energy-based approach that relies on two mechanisms:

1. The contrastive learning of an energy landscape F(r,u), defined as the cosine sim-
ilarity between utterance and referent embeddings.

2. The generation of an utterance that maximizes the energy for a given target referent
ry.

Agents modules and interactions.

Each agent A € {A;, Ay} perceives utterances and referents using two distinct CNN
encoders f, (for referents) and g4 (for utterances)”. fa and ga map referents and utter-
ances in a shared d-dimensional latent space: fa(-,054) : Ry — R* and ga(-,0,4) : U —
R? such that z,4 = fa(r) and 2,4 = ga(u), as displayed in Fig. 4.3(a). The agent then
computes the energy landscape as: E4(r,u) = cos(fa(r),ga(u)).

A given referential game unfolds as follows. Agents have randomly attributed roles,
for instance, A; is the speaker A; < S and A, is the listener A, < L. The speaker
is given a context Rg and a target referent perceived as 7% to produce an utterance
intending to approach the utterance u* that maximizes Es(r%,u). The listener observes
@ and selects referent 7 in context R, that maximizes Ej, = (r,1):

U~ u* = argmax Fg(rg,u)

A ueU ) (41)
7 = argmax F(r, )
T‘GRL

The outcome of the game is then o = 1;—,«) — b where b is a baseline parameter repre-
senting the mean success across previous games.

2when referents are one-hot vectors fa is a fully-connected network. Parameters for both encoders
are given in Suppl. table A.2.
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Figure 4.3: (a) Agents’s dual encoder architecture. Referents and ut-
terances are mapped to a share latent space. The energy between a referent
r and an utterance u is computed as the cosine similarity between their
respective embeddings. (b) Cosine similarity matrix update from col-
lected samples. Agents compute the energy for all referents and utterances
they collected to form the squared matrix ¥ 4. During contrastive updates
agents maximize blue circles and minimize white ones.

Contrastive representation learning in referential games.

For a given context R, agents are randomly assigned their roles and play n = |R)|
games. During these n games, roles are fixed and the speaker agent successively selects
cach referent of the context Rg as the target rg. During interactions, the speaker collects
data {(r%, u’,0") }i=1,. ., while the listeners observes {(u,r%)};—1 . From the collected
data each agent can compute the squared cosine similarity matrices 34 whose elements
are (X4);; = E4(r%,u’) as shown in Fig. 4.3(b). Contrastive updates are then performed
using the objective J,4 that applies Cross Entropy (C'E) on the i-th row and i-th column

of EA.

CE((2a)iim.€i) + CE((Xa)1m,i»€i)
2

e; being a one-hot vector of size n with value 1 at index ¢. Depending on the role of

the agent, J, is instantiated either as Jg (speaker) or Jp, (listener). Thus, the speaker
updates its representation using the outcomes o; of the games (reinforcing the successful
associations while decreasing the unsuccessful ones):

Ja(Xa,i) =

(4.2)

minimize 0;Js(Xg, 1 4.3
Inimiz ; s(Xs,1) (4.3)

On the other hand, the listener needs to make sure that the selection matches the
speaker’s referent (Steels, 2015) and hence always increases associations (no matter the
games’ outcomes):

efL 7091,

minimize » .J;(Sy,1) (4.4)
i=1

Note that in Eq. 4.4, r¢ is the target referent perceived by the listener. This means that,
at the end of the game, the speaker indicates the referent (as perceived by the listener)
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that they named. As reviewed in Sec. 3.3.1, this retroactive pointing mechanism was
employed in both early language game implementations (Steels, 1995a) and more recent
ones (Lazaridou et al., 2017; Chaabouni et al., 2020; Portelance et al., 2021).

Speaker’s utterance optimization.

We distinguish two utterance generation strategies:

e The descriptive generation: in which the speaker agent only considers the target
referent 7§ to produce an utterance that maximizes the cosine similarity between
the embeddings of r% and an utterance produced by our sensory system u = M (c)
from motor command c. Since M is fully differentiable, we inject the sensory-
motor constraint in equation 4.1 and seek for the optimal motor command c¢* using
gradient ascent:

¢* = argmax E(rg, M(c)) (4.5)
ceRP

e The discriminative generation: in which the speaker also perceives the context Rg
during production. This is achieved by finding the motor command that minimizes
the cross entropy given a target referent rg and its context Rg:

c* = argmin CE(0g, e, ) (4.6)
ceRP
where og is the vector with coordinates os; = [E(rt, M(c))],ic s and ey is the
one-hot vector of size |Rg| with value 1 at the position of 7} in Rg. This discrim-
inative generation process is only used at test time when investigating CURVES’s
generalization capabilities.

4.4 Experiments

4.4.1 Communicative Performance

In all three settings of the Graphical Referential Game (one-hot, visual-shared, and
visual-unshared), agents succeed and achieve a perfect training success rate of 1.

Generalization to compositional referents.

Table 4.1 exposes the generalization performances of agents evaluated on referents
r € RZ. During an evaluation, the context is exhaustive and contains all the combinations
of 2 features: |R| = 10. We compare the success rates to a random baseline where the
listener always selects the referent 7, randomly no matter the utterance (SRyandgom = 0.1).
We also introduce a I-feature baseline where the speaker produces an utterance u that
only denotes one of the two features contained in 7§ and the listener randomly selects
one of the four combinations containing the communicated feature (SRy_tear = 0.25).
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Referents Descriptive SR | Discriminative SR
One-hot 0.99 +0.01 0.99 +0.01
Visual-shared 0.57 £0.04 0.56 £ 0.03
Visual-unshared 0.39 £+ 0.02 0.40 £+ 0.02

Table 4.1: Generalization performances. Success rates evaluated on
exhaustive context |R| = 10 with referents » € RZ for both generative
(Eq. 4.5) and discriminative (Eq.4.6) utterance generation.

The success rates for all referent types are significantly higher than the baseline values
suggesting that agents are indeed able to communicate about compositional referents.
Generalization performances are nearly perfect with one-hot referents but they decrease
in visual settings. This performance gap can be explained by the extra difficulty of
adding inter-perspective variability to the multi-agent interaction dynamic during the
contrastive learning of referent representations. The better success rates obtained in
auto-learning (where a single agent plays both the speaker and the listener roles) provided
in Suppl. Section A.2.1 seem to corroborate this hypothesis. Surprisingly, we observe
that success rates for descriptive (Eq. 4.5) and discriminative (Eq.4.6) generation are very
similar. This suggests that optimizing utterances so as to minimize their energy between
non-targeted compositional referents (r € R,r # r*) does not improve generalization
performances.

4.4.2 Structure of the Emergent Language

Coherence

Fig. 4.4 displays the evolution of the inter-agent (A), inter-perspective (P), and inter-
referent (R) coherence during training. A group starts to converge and succeed at the
game when inter-agent and inter-perspective coherence distances decrease. This corre-
lation is proof of emergent communication as it indicates that agents start agreeing on
signs to denote referents. The constant (for one-hot referent) and increasing (for vi-
sual referents) values of the R-coherence suggest that agents use distinct signs to name
referents.
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Figure 4.4: Training success rate (SR) and Coherence distances (a)
one-hot referents (b) visual-shared referents (c) visual-unshared referents.
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As displayed in Fig. 4.5, the language used by agents self-organizes around five distinct
symbols. It is important to note that this self-organization arises from the production of
continuous signals with no explicit communication of the five categories of visual refer-
ents. Other visualizations for one-hot and shared visual referents are available in Suppl.
Section A.2.2. We also provide illustrations of P-coherence in Suppl. Section A.2.3.

N NN
-~ M

Figure 4.5: Instance of an emerging lexicon. Utterances are produced
by a pair of agents trained with unshared perspectives (1 seed). The per-
spective for each referent is chosen randomly.

R[2] R3] R[4]

Compositionality

In Sec. 4.4.1, we showed that agents achieve a near-perfect success rate at naming
compositions of one-hot features at test time. Is this successful communication reflected
by a compositional structure in the produced signs? To investigate this question we
propose the topographic maps associated with their topographic scores in Fig. 4.6.
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Figure 4.6: Topographic map examples for a single seed in one-hot
referents setting. Each utterance names a compositional referent and is
colored in blue if it contains feature i (R[¢, X]), orange if it contains feature
j (R[X,j]), green if it contains both (R][¢, j]), and black if it contains none
(R[X,X]). (a) Corresponding to the worst topographic score p = —0.401
(combination of feature ¢ = 2 and j = 3) (b) Corresponding to the best
topographic score p = 0.147 (combination of feature i = 0 and j = 4).

Each point in a topographic map is an utterance naming a compositional referent
r € RZ and has coordinate (dg(u(r;),-),du(u(r;),-)). Utterances at the bottom left of
the topographic maps are therefore simultaneously close to the two utterances naming
the isolated features. All the topographic maps are available in Fig. A.10 of Suppl.
Section A.2.4. They show that for a minority of compositions (3 out of 10), the utter-
ances naming the composition of two features are not close in Haussdorf distance to the
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utterances naming the two isolated features (p < 0). This indicates that proximity in
Haussdorf distance is not a necessary condition for agents to generalize on compositional
referents. The matrix of composition provided in Fig. 4.7 illustrate that it is indeed very
difficult to infer a composition rule from the generated utterances.

R[1] R[2] R[3] R[4]

R[0]
R[1]
R[2]
R[3]
R[4]

Figure 4.7: Matrix of compositions. Blue frames represent utterances
generated for a perspective in R}, other utterance denote the corresponding
compositions in R2

Despite the fact that we cannot perceive the compositional structure of emerging
signs, the internal representations of agents seem to leverage compositional mechanisms.
The t-snes provided in Fig. 4.8 shows that the embeddings for both compositional refer-
ents and the utterances naming them are close to their constituents.

Referents Embeddings Utterances Embeddings

o « R[O]
G R[1]
’

| .
\ i \::'.:
T _‘/ <
%

R[O, 1]

R[3]
1

. - ¢

SRRRIR

Figure 4.8: T-sne of utterance and referent embeddings. Embeddings
are computed for 100 perspectives in the visual-unshared setting. Additional
t-snes are provided in Suppl. Section A.2.6.

Conclusion

If the Haussdorf distance does not enable us to identify compositional rules in the
production of utterances, it is particularly relevant for describing their coherence. This
paper, therefore, provides the first step toward understanding the mechanisms at hand
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for the emergence of structure in self-organizing languages. The structural analysis we
present sheds light on the importance of studying ecological systems. By performing
ablation of the DMP in the sensory-motor system and considering a speaker agent directly
optimizing a randomly initialized image, one can observe that agents directly optimizing
utterances in pixel space can negotiate a successful communication protocol (as indicated
in table 4.2). However, the absence of structure in the resulting lexicon (illustrated in
figure 4.9) prevents us from using our coherence and topographic scores to analyze it.

Figure 4.9: Emerging lexicon without motion primitives. Utterances
naming referents with unshared perspectives.

SRtrain SRtest

One-hot 0.99 £ 0.01 | 0.96 +0.02
Visual-shared 0.99+£0.01 | 0.554+0.03
Visual-unshared | 0.99 + 0.01 | 0.41 +0.02

Table 4.2: Training and generalization success without DMPs. Ut-
terances are generated in descriptive mode, and visual referents are seen
from different perspectives.

4.5 Discussion and Future Work

In this chapter, we formalized GREG: a new ecological referential game where two agents
must communicate via a continuous sensory-motor system imitating a robotic arm draw-
ing sketches. To tackle GREG, we propose CURVES: a contrastive representation learning
algorithm inspired by early language game contrastive implementation that scales to
high dimensional signals. CURVES allows a group of two agents two converge on a shared
graphical language in contexts where referents are one-hot vectors or images of MNIST
digits. The representations that agents learn enable them to communicate about compo-
sitional referents never encountered during training. If the Haussdorf distance illustrates
that emergent signs are coherent, it does not capture compositionality among them. Po-
tential real-world experiments could be carried out to further investigate the ability of
the Hausdorff metric to capture the structural compositionality of emergent signs. Such
experiments could include the implementation of a graphical referential game among hu-
man participants, in which they will be requested to intentionally produce compositional
signs. The data collected from this experiment would enable us to verify whether the
Hausdorff topography metric can capture the structural compositionality of signs, by
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verifying whether compositional signs generated by humans are indeed located in the
bottom left corner of our topographic maps.

Absence of baseline comparisons. The continuous nature of the utterances pre-
vents us from comparing CURVES to the standard REINFORCE approach introduced by
Lazaridou et al. (2018) and used in the majority of deep learning models of emergent
communication. Indeed, REINFORCE considers a discrete space for utterances. To our
knowledge, the only approach considering continuous and graphical utterances is pro-
vided by Mihai & Hare (2021b). However, using their implementation as a baseline is
not applicable in our setting since their procedure allows gradients to propagate between
agents which is not a realistic assumption to analyze the emergence of decentralized
communication.

Perspectives. Future work may leverage our ecological setup and algorithmic solution
to experiment with and test a variety of hypotheses that influence structures in self-
organizing sing systems. An analysis of the impact of the sensory-motor constraints on
the topology of graphical signs could for instance provide valuable insight into the eco-
logical factors facilitating the emergence of a compositional graphical language. Inspired
by work on the cultural evolution of language (Kirby, 2001), our setup can also serve
as a basis to investigate and visualize the impact of other factors such as population
dynamic or cognitive abilities of agents (with varying memory or perceptual systems).
Finally, CURVES is agnostic to the modality used to represent utterances. As such, it
could tackle other sensory-motor systems. The central element of CURVES lies in the
contrastive learning of utterance-referent associations. In our implementation, we opti-
mize utterances by maximizing this energy via gradient ascent. Much like CLIP opened
many avenues for multi-modal generation, we could plug in more complex generative
strategies such as diffusion models (Rombach et al.; 2021; Saharia et al., 2022).
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In contrast to the preceding chapter, which examines the self-organization of cultural
conventions in the context of sensory-motor constraints in the classical language (or
referential) game, the present chapter proposes to investigate the emergence of goal-
directed communication between artificial agents in a novel setting. More specifically,
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we study the collaboration between a builder — which performs actions but ignores the
goal of the task, i.e. has no access to rewards — and an architect which guides the builder
towards the goal of the task. This setting fundamentally differs from the standard MARL
communication setup (presented at the end of Sec. 3.2.1) in which the reward function
is provided to all agents.

In this new setting, the agents need to simultaneously learn a task while at the
same time evolving a shared communication protocol. Ideally, such learning should
only rely on high-level communication priors and be able to handle a large variety of
tasks and meanings while deriving communication protocols that can be reused across
tasks. Experimental Semiotics research has demonstrated human proficiency in learning
from a priori unknown instructions and meanings. This study draws inspiration from
Experimental Semiotics and introduces the Architect-Builder Problem (ABP). In this
asymmetrical setting, an architect must learn to guide a builder toward constructing
a specific structure. The architect knows the target structure but cannot act in the
environment and can only send arbitrary messages to the builder. The builder on the
other hand can act in the environment, but receives no rewards nor has any knowledge
about the task, and must learn to solve it relying only on the messages sent by the
architect. Crucially, the meaning of messages is initially not defined nor shared between
the agents but must be negotiated throughout learning. Under these constraints, we
propose Architect-Builder Iterated Guiding (ABIG), a solution to the Architect-Builder
Problem where the architect leverages a learned model of the builder to guide it while
the builder uses self-imitation learning to reinforce its guided behavior. To palliate to
the non-stationarity induced by the two agents concurrently learning, ABIG structures
the sequence of interactions between the agents into interaction frames. We analyze
the key learning mechanisms of ABIG and test it in a 2-dimensional instantiation of the
ABP where tasks involve grasping cubes, placing them at a given location, or building
various shapes. In this environment, ABIG results in a low-level, high-frequency, guiding
communication protocol that not only enables an architect-builder pair to solve the task
at hand, but that can also generalize to unseen tasks.

5.1 Motivations

Humans have a remarkable ability to teach and learn from each other, which allows
knowledge and skills to be shared and refined across generations. Even in situations
where there is no shared language or common ground, such as a parent teaching a baby
how to stack blocks during play, people can teach and be taught. Experimental Semiotics
(Galantucci & Garrod, 2011), a line of work that studies the forms of communication
that people develop when they cannot use pre-established ones, reveals that humans
can even teach and learn without direct reinforcement signals, demonstrations, or shared
communication protocols. Vollmer et al. (2014) for example investigate a co-construction
(CoCo) game experiment where an architect must rely only on arbitrary instructions to
guide a builder toward constructing a structure made of Lego blocks. In this experi-
ment, both the task of building the structure and the meanings of the instructions —
through which the architect guides the builder — are simultaneously learned throughout
interactions. Are artificial agents capable of developing such cultural conventions?
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As a first step toward this research direction, we draw inspiration from the CoCo game
and propose the Architect-Builder Problem (ABP): an interactive learning setting that
models agents’ interactions with Markov Decision Processes (Puterman, 2014) (MDPs).
In the ABP learning has to occur in a social context through observations and commu-
nication, in the absence of direct imitation or reinforcement (Bandura & Walters, 1977).
Specifically, the constraints of the ABP are:

1. the builder has absolutely no knowledge about the task at hand (no reward and no
prior on the set of possible tasks);

2. the architect can only interact with the builder through communication signals
(cannot interact with the environment or provide demonstrations), and

3. the communication signals have no pre-defined meanings (nor belong to a set of
known possible meanings).

(1) sets this work apart RL (Sec. 2.1) and even MARL (Sec. 2.4) where explicit rewards are
available to all agents. (2) implies the absence of teleoperation or third-person demon-
strations and thus distinguishes the ABP from IL (Sec. 2.2). Finally, (3) prevents the
architect from relying on a fixed communication protocol since the meanings of instruc-
tions must be negotiated. Artificial agents exploiting pre-defined cultural conventions
will be explored in part II of this manuscript.

These three constraints make ABP an appealing setting to investigate Human-Robot
Interaction (HRI) (Goodrich & Schultz, 2008) problems where “a learner tries to figure
out what a teacher wants them to do” (Grizou et al., 2013; Cederborg & Oudeyer, 2014).
Specifically, the challenge of Brain Computer Interfaces (BCI), where users use brain
signals to control virtual and robotic agents in sequential tasks (Katyal et al., 2014; de-
Bettencourt et al., 2015; Mishra & Gazzaley, 2015; Munoz-Moldes & Cleeremans, 2020;
Chiang et al., 2021), is well captured by the ABP. In BCIs, (3) is identified as the
calibration problem and is usually tackled with supervised learning to learn a mapping
between signals and meanings. As this calibration phase is often laborious and impracti-
cal for users, current approaches investigate calibration-free solutions where the mapping
is learned interactively (Grizou et al., 2014; Xie et al., 2021). Yet, these works consider
that the user (i.e. the architect) is fixed, in the sense that it does not adapt to the agent
(i.e. the builder) and uses a set of pre-defined instructions (or feedback) meanings that
the agent must learn to map to signals. In our ABP formulation, however, the architect
is dynamic and, as interactions unfold, must learn to best guide a learning builder by
tuning the meanings of instructions according to the builder’s reactions. In that sense,
ABP provides a more complete computational model of agent-agent or human-agent in-
teractions.

With all these constraints in mind, we propose Architect Builder Iterated Guiding
(ABIG), an algorithmic solution to ABP where both agents are artificial agents. ABIG
is inspired by the field of experimental semiotics and relies on two high-level interac-
tion priors: shared intent and interaction frames. Shared intent refers to the fact that,
although the builder ignores the objective of the task to fulfill, it will assume that its
objective is aligned with the architect’s. This assumption is characteristic of cooperative
tasks and shown to be a necessary condition for the emergence of communication both
in practice (Foerster et al., 2016; Cao et al., 2018) and in theory (Crawford & Sobel,
1982). Specifically, the builder should assume that the architect is guiding it toward
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a shared objective. Knowing this, the builder must reinforce the behavior it displays
when guided by the architect. We show that the builder can efficiently implement this
by using imitation learning on its own guided behavior. Because the builder imitates
itself, we call it self-imitation. The notion of interaction frames (also called pragmatic
frames) states that agents that interact in sequence can more easily interpret the inter-
action history (Bruner, 1985; Vollmer et al., 2016). In ABIG, we consider two distinct
interaction frames. These are stationary, meaning that when one agent learns, the other
agent’s behavior is fixed. During the first frame (the modeling frame), the builder is fixed
and the architect learns a model of the builder’s message-conditioned behavior. During
the second frame (the guiding frame), the architect is fixed and the builder learns to be
guided via self-imitation learning.

Specific Contributions

We show that ABIG results in a low-level, high-frequency, guiding communication
protocol that not only enables an architect-builder pair to solve the task at hand, but
can also be used to solve unseen tasks. Our contributions are:

e The Architect-Builder Problem (ABP), an interactive learning setting to study how
artificial agents can simultaneously learn to solve a task and derive a communication
protocol.

e Architect-Builder Iterated Guiding (ABIG), an algorithmic solution to the ABP.

e An analysis of ABIG’s key learning mechanisms.

e An evaluation of ABIG on a construction environment where we show that ABIG
agents evolve communication protocols that generalize to unseen harder tasks.

e A detailed analysis of ABIG’s learning dynamics and impact on the mutual infor-
mation between messages and actions (in the Supplementary Material).

5.2 The Architect-Builder Problem

The Architect-Builder Problem. We consider a multi-agent setup composed of
two agents: an architect and a builder. Both agents observe the environment state s
but only the architect knows the goal at hand. The architect cannot take actions in the
environment but receives the environmental reward r whereas the builder does not receive
any reward and has thus no knowledge about the task at hand. In this asymmetrical
setup, the architect can only interact with the builder through a communication signal
m sampled from its policy m,(m|s). These messages, that have no a priori meanings,
are received by the builder which acts according to its policy 7, (als,m). This makes
the environment transition to a new state s’ sampled from P,(s'|s,a) and the architect
receives reward r’. Messages are sent at every time-step. The CoCo game that inspired
ABP is sketched in Fig. 5.1(a) while the overall architect-builder-environment interaction
diagram is given in Fig. 5.1(b). The differences between the ABP setting and the MARL
and IRL settings are illustrated in Fig. B.2.

BuildWorld. We conduct our experiments in Build World. BuildWorld is a 2D con-
struction grid-world of size (w X h). At the beginning of an episode, the agent and N,
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Figure 5.1: (a) Schematic view of the CoCo Game (the inspiration
for ABP). The architect and the builder should collaborate in order to build
the construction target while located in different rooms. The architecture
has a picture of the target while the builder has access to the blocks. The ar-
chitect monitors the builder workspace via a camera (video stream) and can
communicate with the builder only through the use of 10 symbols (button
events). (b) Interaction diagram between the agents and the envi-
ronment in our proposed ABP. The architect communicates messages
(m) to the builder. Only the builder can act (a) in the environment. The
builder conditions its action on the message sent by the builder (7 (a|s,m)).
The builder never perceives any reward from the environment. A schematic
view of the equivalent ABP problem is provided in Fig. B.1(b).

blocks are spawned at different random locations. The agent can navigate in this world
and grasp blocks by activating its gripper while on a block. The action space A is discrete
and include a “do nothing” action (]A| = 6). At each time step, the agent observes its
position in the grid, its gripper state as well as the position of all the blocks and if they
are grasped (|S| =34 3N,).

Tasks. BuildWorld contains 4 different training tasks:

1. ‘Grasp’: The agent must grasp any of the blocks;

2. ‘Place’: The agent must place any block at a specified location in the grid;

3. ‘H-Line’: The agent must place all the blocks in a horizontal line configuration;
4. ‘V-Line’:The agent must place all the blocks in a vertical line configuration.

BuildWorld also has a harder fifth testing task, ‘6-blocks-shapes’, that consists of more
complex configurations and that is used to challenge an algorithm’s transfer abilities.
For all tasks, rewards are sparse and only given when the task is completed.

This environment encapsulates the interactive learning challenge of ABP while re-
moving the need for complex perception or locomotion. In the RL setting, where the
same agent acts and receives rewards, this environment would not be very impressive.
However, it remains to be shown that the tasks can be solved in the setting of ABP (with
a reward-less builder and an action-less architect).

Communication. The architect guides the builder by sending messages m which are
one-hot vectors of size |V| ranging from 2 to 72, see 5.4.5 for the impact of this parameter.

Additional Assumptions. In order to focus on the architect-builder interactions and
the learning of a shared communication protocol, the architect has access to P,(s|s,a)
and to the reward function 7 (s, a) of the goal at hand. This assumes that, if the architect
were to act in the environment instead of the builder, it would be able to quickly figure
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out how to solve the task. This assumption is compatible with the CoCo game experiment
(Vollmer et al., 2014) where humans participants, and in particular the architects, are
known to have such world models.

5.3 ABIG: Architect-Builder Iterated Guiding

5.3.1 Analytical Description

(c) Builder MDP (d) Implicit Builder MDP

Figure 5.2: Agent’s Markov Decision Processes. Highlighted regions
refer to MDP coupling. (a) The architect’s transitions and rewards are
conditioned by the builder’s policy m;. (b) Architect’s MDP where tran-
sition and reward models implicitly account for builder’s behavior. (c-d)
The builder’s transition model depends on the architect’s message policy
m,. The builder’s learning signal r is unknown.

Agents-MDPs. In the Architect-Builder Problem, agents are operating in dif-
ferent, yet coupled, MDPs. Those MDPs depend on their respective point of view (see
Figure 5.2). From the point of view of the architect, messages are actions that influence
the next state as well as the reward (see Fig. 5.2 (a)). The architect knows the environ-
ment transition function P,(s'|s,a) and 7(s,a), the true reward function associated with
the task that does not depend explicitly on messages. It can thus derive the effect of its
messages on the builder’s actions that drive the reward and the next states (see Fig. 5.2
(b)). On the other hand, the builder’s state is composed of the environment state and the
message, which makes estimating state transitions challenging as one must also capture
the message dynamics (see Fig. 5.2 (c)). Yet, the builder can leverage its knowledge of
the architect picking messages based on the current environment state. The equivalent
transition and reward models, when available, are given below (see derivations in Suppl.
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Section B.2).

P,(s'|s,m) =) &, (als,m)P,(s'|a, s)

acA with 7, (a|s,m) £ P(al|s,m) (5.1)
Ta (87 m) = Z Ty (CL‘S, m)r(s, a)
acA
P,(s',m|s,m,a) = 7, (m/|s")P,(s'|s,a) with &, (m'|s") & P(m'|s") (5.2)

where subscripts A and B refer to the architect and the builder, respectively.  denotes
that x is unknown and must be approximated. From the builder’s point of view, the
reward — denoted 7 — is unknown. This prevents the use of classical RL algorithms.

Shared Intent and Interaction Frames. It follows from Eq. (5.1) that, provided
that it can approximate the builder’s behavior, the architect can compute the reward
and transition models of its MDP. It can then use these to derive an optimal message
policy 7} that would maximize its objective:

m* = argmax G, = argmax E[>_~'r, /] (5.3)
™ ™ t

A A

v € 10,1] is a discount factor and the expectation can be thought of in terms of 7,, P,
and the initial state distribution. However, the expectation can also be though in terms
of the corresponding trajectories 7 £ {(s,m,a,r);} generated by the architect-builder
interactions. In other words, when using 7} to guide the builder, the architect-builder
pair generates trajectories that maximizes GG,. The builder has no reward signal to
maximize, yet, it relies on a shared intent prior and assumes that its objective is the
same as the architect’s one:

GB = GA = [ET[Z ’Yt'rA,t] = [ET[Z ’tht] (54)

where the expectations are taken with respect to trajectories 7 of architect-builder in-
teractions. Therefore, under the shared intent prior, architect-builder interactions where
the architect uses 77 to maximize G, also maximize G,. This means that the builder can
interpret these interaction trajectories as demonstrations that maximize its unknown re-
ward function 7. Consequently, the builder can reinforce the desired behavior — towards
which the architect guides it — by performing self-Imitation Learning' on the interaction
trajectories 7.

Note that in Eq. (5.1), the architect’s models can be interpreted as expectations
with respect to the builder’s behavior. Similarly, the builder’s objective depends on the
architect’s guiding behavior. This makes one agent’s MDP highly non-stationary and the
agent must adapts its behavior if the other agent’s policy changes. To palliate to this,
agents rely on interaction frames which means that, when one agent learns, the other
agent’s policy is fixed to restore stationarity. The equivalent MDPs for the architect
and the builder are respectively M, = (S,V,P,,r,,7) and M, = (S x V, A, P,,0,~).
Finally, 7, : S — V, P, : SxV — [0,1], 7, : SxV = [0,1], 1, : SXxV — A and
P, :S8xVx A~ [0,1] where S, A and V are respectively the sets of states, actions and
messages.

not to be confused with (Oh et al., 2018) which is an off-policy actor-critic algorithm promoting
exploration in single-agent RL.
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5.3.2 Practical Algorithm

ABIG iteratively structures the interactions between a builder-architect pair into inter-
action frames. Each iteration starts with a modeling frame during which the architect
learns a model of the builder. Directly after, during the guiding frame, the architect
leverages this model to produce messages that guide the builder. On its side, the builder
stores the guiding interactions to train and refine its policy 7,. The interaction frames
are described below. The algorithm is illustrated in Fig. 5.3 and the pseudo-code is
reported in Algorithm 3.

( Modelling Frame h
Architect
m ~ Uniform()
Architect {(s,m,a,s") g BC ﬁ_B
Builder
BuﬂdWorId
Behavmr modelling
AN
h J
s . N
( v N
[ CollectI \
Builder B
7TA Pl S
BC 3 {sma s') danmng
= - 7B Architect
Inputs Builder
- S I.DBJ BunIdWorId
. Replace model Sell-imitation
_, Train model .20
L Guiding Frame )

Figure 5.3: Architect-Builder Iterated Guiding. Agents iteratively
interact through the modeling and guiding frames. In each frame, one agent
collects data and improves its policy while the other agent’s behavior is
fixed.

Modeling Frame. The architect records a data-set of interactions D, £ {(s,m,a,s’);}
by sending random messages m to the builder and observing its reaction. After collecting
enough interactions, the architect learns a model of the builder 7, using BC (see Sec. 2.2).

Guiding Frame. During the guiding frame, the architect observes the environment
states s and produces messages so as to maximize its return (see Eq. 5.3). The policy of
the architect is a MCTS (see Sec. 2.1) that searches for the best message by simulating the
reaction of the builder using a ~ 7, (-|m, s) alongside the dynamics and reward models.
During this frame, the builder stores the interactions in a buffer D, £ {(s,m,a, s');}. At
the end of the guiding frame, the builder self-imitates by updating its policy 7, with BC
onD,.

Practical Considerations. All models are parametrized by two-hidden layer 126-units
feedforward ReLu networks. BC minimizes the cross-entropy loss with Adam optimizer
(Kingma & Ba, 2015). Networks are re-initialized before each BC training. The archi-
tect’s MCTS uses Upper-Confidence bound for Trees and relies on heuristics rather than
Monte-Carlo rollouts to estimate the value of states. For more details about training,
MCTS and hyper-parameters please see Suppl. Section B.3.

7



78

Learning to Guide and to Be Guided in the Architect-Builder Problem

Algorithm 3: Architect-Builder Iterated Guiding (ABIG)

Require: randomly initialized builder policy 7, reward function r, transition function P,, BC

algorithm, MCTS algorithm
for i in range(Niterations) do
MODELLING FRAME:
for e in range(Neoliect/2) do
Architect populates D, using m ~ Uniform() and observing a ~ m, (-|s,m)
end for
Architect learns 7, (als,m) on D, with BC
Architect sets m, (m|s) & MCTS(r, 7, P,)
Architect flushes D,
GUIDING FRAME:
for e in range(Neojiect/2) do
Builder populates D, using 7, while guided by Architect, i.e. m ~ m, (+|s)
end for
Builder learns 7, (a|s,m) on D, with BC
Builder flushes D,
end for
Architect runs one last Modelling Frame

Result: 7, m,

The resulting method (ABIG) is general and can handle a variety of tasks while not
restricting the kind of communication protocol that can emerge. Indeed, it only relies
on a few high-level priors, namely, the architect’s access to environment models, shared
intent and interaction frames.

Control Settings. In addition to ABIG we also investigate two control settings:
ABIG -no-intent — the builder interacts with an architect that disregards the goal and
therefore sends random messages during training. At evaluation, the architect has access
to the exact model of the builder (7, = m,) and leverages it to guide it towards the
evaluation goal (the architect no longer disregards the goal). And random — the builder
takes random actions. The comparison between ABIG and ABIG-no-intent measures the
impact of doing self-imitation on guiding versus on non-guiding trajectories. The random

baseline is used to provide a performance lower bound that indicates the task’s difficulty.

5.3.3 Understanding the Learning Dynamics

Intuitive Explanation

Architect-Builder Iterated Guiding relies on two steps. First, the architect selects
favorable messages, i.e. messages that maximize the likelihood of the builder picking op-
timal actions with respect to the architect’s reward. Then, the builder does self-imitation
and reinforces the guided behavior by maximizing the likelihood of the corresponding
messages-actions sequence under its policy. The message-to-action associations (or pref-
erences) are encoded in the builder’s policy 7, (als,m). Maximum likelihood assumes
that actions are initially equiprobable for a given message. Therefore, actions under a
message that is not present in the data-set (D, ) remains so. In other words, if the builder
never observes a message, it assumes that this message is equally associated with all the
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possible actions. This enables the builder to forget past message-to-action associations
that are not used — and thus not reinforced — by the architect. In practice, initial uniform
likelihood is ensured by resetting the builder’s policy network before each self-imitation.
The architect can leverage the forget mechanism to erase unfavorable associations un-
til a favorable one emerges. Such favorable associations can then be reinforced by the
architect-builder pair until it is made deterministic. The reinforcement process of favor-
able associations is also enabled by the self-imitation phase. Indeed, for a given message
m, the self-imitation objective for m on a data-set D collected using 7 is:

J(m,m) = = 3 logm(alm) & Evrim [ log n(alm)] = Hix(m)] (55
a~D

where H stands for the entropy of a distribution. Therefore, maximizing the likelihood,
in this case, results in minimizing the entropy of m(-/m) and thus reinforces the associ-
ations between messages and actions. Using these mechanisms the architect can adjust
the policy of the builder until it becomes controllable, i.e. deterministic (strong prefer-
ences over actions for a given message) and flexible (varied preferences across messages).
Conversely, in the case of ABIG-no-intent, the architect does not guide the builder and
simply sends messages at random. Favorable and unfavorable messages are thus sampled
alike which prevents the forgetting mechanism to undo unfavorable message-to-action as-
sociations. Consequently, in that case, self-imitation tends to simply reinforce the initial
builder’s preferences over actions making the controllability of the builder policy depend
heavily on the initial preferences.

ABIG with a Toy Problem

To illustrate the learning mechanisms of ABIG we propose to look at the simplest
instantiation of the Architect-Builder Problem: there is one state (thus it can be ignored),
two messages m; and mo and two possible actions a; and ay. If the builder chooses
ay it is a loss (r(a;) = —1) but choosing a, results in a win (r(az) = 1). Fig. 5.4
displays several iterations of ABIG on this problem when the initial builder’s policy is
unfavorable (a; is more likely than a, for all the messages). During each iteration, the
architect selects messages in order to maximize the likelihood of the builder picking
action ay and then the builder does self-Imitation Learning by maximizing the likelihood
of the corresponding messages-actions sequence under its policy. Fig. 5.4 shows that this
process leads to forgetting unfavorable associations until a favorable association emerges
and can be reinforced. On the other hand, for ABIG-no-intent in Fig. 5.5, favorable
and unfavorable messages are sampled alike which prevents the forgetting mechanism to
undo unfavorable message-to-action associations. Consequently, initial preferences are
reinforced.

To further assess how the architect’s message choices impact the performance of a
self-imitating builder, we compare the distribution of the builder’s preferred actions ob-
tained after using ABIG and ABIG-no-intent. We consider three different initial conditions
(favorable, unfavorable, intermediate) that are each ran to convergence (meaning that
the policy does not change anymore across iterations) for 100 different seeds.

Fig. 5.6 displays the resulting distributions of preferred —i.e. most likely — action for
each message. When applying ABIG on the toy problem, the pair always reaches a success
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Figure 5.4: ABIG-driven evolution of message-conditioned action probabili-
ties in the toy problem. Initial conditions are unfavorable since a; is more
likely than as for both messages. (i = 0) Given the initial conditions, the
architect only sends message m; since it is the most likely to result in action
az. (i = 1) the builder guiding data only consisted of mi message therefore
it cannot learn a preference over actions for mo and both actions are equally
likely under ms. The architect now only sends message ms since it is more
likely than m, at triggering as. (i = 2) Unfortunately, the sampling of my
resulted in the builder doing more a; than az during the guiding frame and
the builder thus associates mso with a1. The architect tries its luck again but
now with my. (z = 3) Eventually, the sampling results in more a2 actions
being sampled in the guiding data and the builder now associates mi to as.
(i =4) and (¢ = 5) The architect can now keep on sending m; messages to
reinforce this association.

s a; (loose) a; (win)

my mz m mz m my m my m mz m my my my

Figure 5.5: ABIG-no-intent driven evolution of message-conditioned action
probabilities for a simple problem where builder must learn to produce action
az. Initial conditions are unfavorable since a; is more likely than as for both
messages. Without an architect’s guiding messages during training, a self-
imitating builder reinforces the action preferences of the initial conditions
and fails (even when evaluated alongside a knowledgeable architect as both
messages can only yield ay).

rate of 100/100 no matter the initial condition. We also observe that, at convergence,
the builder never prefers action a;, yet when an action is preferred for a given message,
the other message yields no preference over action (p(ai|m) = p(as|m)). This is due to
the forgetting mechanism. The results when applying ABIG-no-intent on the toy problem
are much more dependent on the initial condition. In the unfavorable scenario, ABIG-
no-intent fails heavily with only 3 seeds succeeding over the 100 experiments. This is
due to the fact that, in absence of message guidance from the architect, the builder has
a high chance to continually reinforce the association between the two messages and
ay, therefore losing. However, in rare cases, the builder can inverse the initial message-
conditioned probabilities by ’luckily’ sampling more often a; when receiving m; and win.
This only happened 3 times over the 100 seeds. Finally, when initial conditions are more
favorable, the self-imitation steps reinforce the association between the messages and a,
which makes the builder prefer a, for at least one message and enables high success rates
(100/100 for favorable and 98/100 for intermediate).

Interestingly, the emergent learning mechanisms discussed here are reminiscent of
the amplification and self-enforcement of random fluctuations in naming games (Steels,
1995a). In language games, however, the self-organization of vocabularies is driven by
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Figure 5.6: Toy experiment analysis (a) Initial conditions: initial prob-
ability for each action a given a message m; distributions of final builder’s
preferred actions for each message after applying (b) ABIG and (c) ABIG-no-
intent on the toy problem; distributions are calculated over 100 seeds.

each agent maximizing its communicative success whereas in our case the builder has no
external learning signal and simply self-imitates.

5.3.4 Related Work

This work is inspired by experimental semiotics (Galantucci & Garrod, 2011) and in par-
ticular (Vollmer et al., 2014) that studied the CoCo game with human subjects as a key
step towards understanding the underlying mechanisms of the emergence of communica-
tion. Here we take a complementary approach by defining and investigating solutions to
the ABP, a general formulation of the CoCo game where both agents are Als.

Recent MARL work (Lowe et al., 2017; Woodward et al., 2020; Roy et al., 2020;
Ndousse et al., 2021), investigate how RL agents trained in the presence of other agents
leverage the behaviors they observe to improve learning. In these settings, the other
agents are used to build useful representation or gain information but the main learning
signal of every agent remains a ground truth reward.

Feudal Learning (Dayan & Hinton, 1992; Kulkarni et al., 2016; Vezhnevets et al.,
2017; Nachum et al., 2018; Ahilan & Dayan, 2019) investigate a setting where a manager
sets the rewards of workers to maximize its own return. In this Hierarchical setting,
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the manager interacts by directly tweaking the workers’ learning signal. This would be
unfeasible for physically distinct agents, hence those methods are restricted to single-
agent learning. On the other hand, ABP considers separate agents, that must hence
communicate by influencing each other’s observations instead of rewards signals.

IRL has been investigated for HRI when it is challenging to specify a reward func-
tion. Instead of defining rewards, IRL rely on expert demonstrations. Hadfield-Menell
et al. (2016) argue that learning from expert demonstrations is not always optimal and
investigate how to produce instructive demonstrations to best teach an apprentice. Cru-
cially, the expert is aware of the mechanisms by which the apprentice learns, namely
RL on top of IRL. This allows the expert to assess how its demonstrations influence
the apprentice policy, effectively reducing the problem to a single agent POMDP. In our
case, however, the architect and the builder do not share the same action space which
prevents the architect from producing demonstrations. In addition, the architect ignores
the builder’s learning process which makes the simplification to a single-agent teacher
problem impossible.

In essence, the ABP is closest to works tackling the calibration-free BCI control prob-
lem (Grizou et al., 2014; Xie et al., 2021). Yet, these works both consider that the
architect sends messages after the builder’s actions and thus enforce that the feedback
conveys a reward. Crucially, the architect does not learn and communicates with a fixed
mapping between feedback and pre-defined meanings ("correct" vs. "wrong"). Those
meanings are known to the builder and it simply has to learn the mapping between feed-
back and meaning. In our case, however, the architect communicates before the builder’s
action and thus rather gives instructions than feedback. Additionally, the builder has no
a priori knowledge of the set of possible meanings and the architect adapts those to the
builder’s reaction. Finally, Grizou et al. (2013) handles both feedback and instruction
communications but relies on known task distribution and a set of possible meanings.
In terms of motivations, previous works are interested in one robot figuring out a fixed
communication protocol while we train two agents to collectively emerge one.

Our BuildWorld resembles GridLLU proposed by Bahdanau et al. (2019b) to analyze
reward modeling in language-conditioned learning. However, their setting is fundamen-
tally different to ours as it investigates single agent goal-conditioned IL where goals are
predefined episodic linguistic instructions labelling expert demonstrations. Nguyen et al.
(2021) alleviate the need for expert demonstrations by introducing an interactive teacher
that provides descriptions of the learning agent’s trajectories. In this HRI setting, the
teacher still follows a fixed pre-defined communication protocol known by the learner:
messages are activity descriptions. Our ABP formulation relates to the Minecraft Collab-
orative Building Task (Narayan-Chen et al., 2019) and the IGLU competition (Kiscleva
et al., 2021); however, they do not consider emergent communication. Rather, they fo-
cus on generating architect utterances by leveraging a human-human dialogues corpus to
learn pre-established meanings expressed in natural language. Conversely, in ABP both
agents learn and must evolve the meanings of messages while solving the task without
relying on any form of demonstration.
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5.4 Experiments

In the following sections, success rates (sometimes referred as scores) are averaged over
10 random seeds and error bars are £2SEM with SEM the Standard Error of the Mean.
If not stated otherwise, the grid size is (5 x 6), contains three blocks (N, = 3) and the
vocabulary size is |V| = 18.

5.4.1 ABIG’s Learning Performances

We apply ABIG to the four learning tasks of BuildWorld and compare it with the two
control settings: ABIG-no-intent (no guiding during training) and random (builder takes
random actions). Fig. 5.7 reports the mean success rate on the four tasks defined in
Sec. 5.2. First, we observe that ABIG significantly outperforms the control conditions
on all tasks. Second, we notice that on the simpler ‘grasp’ task ABIG-no-intent achieves
a satisfactory mean score of 0.7740.03. This is consistent with the learning dynamic
analysis provided in 5.3.3 that shows that, in favorable settings, a self-imitating builder
can develop a reasonably controllable policy (defined in Sec. 5.3.3) even if it learns on
non-guiding trajectories. Nevertheless, when the tasks get more complicated and involve
placing objects or drawing lines, the performances of ABIG-no-intent drop significantly
whereas ABIG continues to achieve high success rates (> 0.8). This demonstrates that
ABIG enables a builder-architect pair to successfully agree on a communication protocol
that makes the builder’s policy controllable and enables the architect to efficiently guide
it.
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Figure 5.7: Methods performances (stars indicate significance with respect
to ABIG model according to Welch’s t-test with null hypothesis pu1 = p2, at
level o = 0.05). ABIG outperforms control baselines on all goals.

5.4.2 ABIG’s Transfer Performances

Building upon previous results, we propose to study whether a learned communication
protocol can transfer to new tasks. The architect-builder pairs are trained on a single
task and then evaluated without retraining on the four tasks. In addition, we include
‘all-goals’: a control setting in which the builder learns a single policy by being guided
on all four goals during training. Fig. 5.8 shows that, on all training tasks except ‘grasp’,
ABIG enables a transfer performance above 0.65 on all testing tasks. Notably, training
on ‘place’ results in a robust communication protocol that can be used to solve the other
tasks with a success rate above 0.85, being effectively equivalent as training on ‘all-goals’
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directly. This might be explained by the fact that placing blocks at specified locations
is an atomic operation required to build lines.

Testing Goal
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grasp place H-line V-line all-goals
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Figure 5.8: ABIG transfer performances without retraining depending on the
training goal. ABIG agents learn a communication protocol that transfers to
new tasks. Highest performances reached when training on ‘place’.

Challenging ABIG’s transfer abilities. Motivated by ABIG’s transfer performances,
we propose to train it on the ‘place’ task in a bigger grid (6 x 6) with N, = 6 and
|V| = 72. Then, without retraining, we evaluate it on the ‘6-block-shapes‘ task” that
consists in constructing the shapes given in Fig. 5.9. The training performance on ‘place’
is 0.96 + 0.02 and the transfer performance on the ‘6-block-shapes’ is 0.85 + 0.03. This
further demonstrates ABIG’s ability to derive robust communication protocols that can
solve more challenging unseen tasks.

Figure 5.9: 6-block-shapes that ABIG can construct in transfer mode when
trained on the ‘place’ task.

5.4.3 Proof of Emerging Language

In this paragraph, we propose to thoroughly study the evolution of the builder’s policy
in order to provide a deeper analysis of ABIG. Our analysis principally relies on mutual
information measures that we define below.

Metric definition.  We define three metrics that characterize the builder’s behav-
ior. We compute these metrics on a constant Measurement Set M made of 6000 ran-
domly sampled states, for each of these states we sample all the possible messages m ~
Uniform(V) where V is the set of possible messages. Therefore, |M| = 6000 x |V|. The
set of possible actions is A and we denote by d the indicator function.

2For rollouts see https://sites.google.com/view/architect-builder-problem/
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We also define the following distributions:
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From this we can define the monitoring metrics:
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Analysis. Fig. 5.10 displays the evolution of these metrics after each iteration as well
as the evolution of the success rate (a). As indicated by Eq. (5.5), doing self-imitation
learning results in a decay of the mean entropy (b). This decay is similar for ABIG and
ABIG-no-intent. The most interesting result is provided by the evolution of the mutual
information (c). For ABIG-no-intent, we see that I, and I,,, slowly increase with I, > I,
over all iterations. This indicates that the builder policy 7z (als, m) relies more on states
than on messages to compute the actions. In this scenario the builder, therefore, tends
to ignore messages. On the other hand, I, and I,, evolve differently for ABIG. Both
metrics first increase with I, > I, until they cross around iteration 25. Then I, starts
decreasing and I, grows. This shows that ABIG results in a builder policy that strongly
selects actions based on the messages it receives which is a desirable feature of emergent
communication.

85



86  Learning to Guide and to Be Guided in the Architect-Builder Problem

100 | < ABIG
—+— ABIG-no-intent

Q
& 0.75
4
7
® 0.50
Q
o
=}
9025

0.00

0 20 40 60
iteration
(a) Evolution of the success rate
—< ABIG

1.6 —+— ABIG-no-intent
2
S12
C
L
gos
:

0.4

0.0

0 20 40 60
iteration

(b) Evolution of the builder policy mean entropy H,

—<— ABIG /s —+— ABIG-no-intent /5
—%— ABIG —— ABIG-no-intent /,,

Mutual Information
o o o -
o o 3 o
[} o (6] o

o
o
S

iteration

(c) Evolution of the mutual information I, and I,

Figure 5.10: Comparison of the evolution of builder policy properties when
applying ABIG and ABIG-no-intent on the ’place’ task in BuildWorld. (a)
ABIG enables much higher performance that ABIG-no-intent. (b) Both meth-
ods use self-imitation and thus reduce the entropy of the policy. (c) ABIG
promotes the mutual information between messages and action which indi-
cates successful communication protocols.
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5.4.4 Additional Baselines

We define two extra baselines:

e Stochastic: where the builder policy is a fixed softmax policy parameterized by a
randomly initialized network;

e Deterministic: where the builder policy is a fixed argmax policy parameterized by
a randomly initialized network.

In the performances reported in Fig. 5.11, the architect has direct access to the exact
policy of the builder (7, = 7, ) and uses it to plan and guide the builder during evaluation.
We observe that the stochastic condition exhibits similar performances as the random
builder. This indicates that, even if the architect tries to guide the builder, the stochastic
policy is not controllable and performances are not improved. Finally, we would expect
a deterministic policy to be more easily controllable by the architect. Yet, as pointed
out in Fig. 5.11, the initial deterministic policies lack flexibility and fail. This shows that
the builder must iteratively evolve its policy in order to make it controllable.
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Figure 5.11: Baseline performance depending on the goal: stochastic policy
behaves on par with random builder. Self-imitation with ABIG-no-intent
remains the most controllable baseline.

5.4.5 Impact of Vocabulary Size

We finally investigate the impact of vocabulary size on ABIG communicative performance
in Fig. 5.12. The bigger the vocabulary size, the better the performances suggesting that
with more messages available, the architect can more efficiently refer to the desired action.

Vocabulary size
2 6 mmm 10 wmm 18

place

Goal

Figure 5.12: Influence of the Vocabulary size for ABIG on the ’'place’ task.
Performance increases with the vocabulary size.
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5.5 Discussion and Future Work

This work formalizes the ABP as an interactive setting where learning must occur without
explicit reinforcement, demonstrations, or a shared language. To tackle ABP, we propose
ABIG: an algorithm that learns to guide and to be guided. ABIG is based only on two high-
level priors to communication emergence (shared intent and interactions frames). ABP’s
general formulation allows us to formally enforce those priors during learning. We study
their influence through ablation studies, highlighting the importance of shared intent
achieved by doing self-imitation on guiding trajectories. When performed in interaction
frames, this mechanism enables agents to evolve a communication protocol that allows
them to solve all the tasks defined in BuildWorld. More impressively, we find that
communication protocols derived on a simple task can be used to solve harder, never-
seen goals.

Our approach has several limitations which open up different opportunities for further
work. First, ABIG trains agents in a stationary configuration which implies doing sev-
eral interaction frames. Each interaction frame involves collecting numerous transitions.
Thus, ABIG is not data efficient. A challenging avenue would be to relax this stationarity
constraint and have agents learn from buffers containing non-stationary data with obso-
lete agent behaviors. Second, the builder remains dependent on the architect’s messages
even at convergence. Using a Vygotskian approach, the builder could internalize the
guidance from the architect to become autonomous in the task. This could, for instance,
be achieved by having the builder learn a model of the architect’s message policy once
the communication protocol has converged.

Because we present the first step towards interactive agents that learn in the ABP,
our method uses simple tools (feed-forward networks and self-imitation learning). It is
however important to note that our proposed formulation of the ABP can support many
different research directions. Experimenting with agents’ models could allow for the
investigation of other forms of communication. One could, for instance, include memory
mechanisms in the models of agents in order to facilitate the emergence of retrospective
feedback, a form of emergent communication observed in (Vollmer et al.; 2014). ABP is
also compatible with low-frequency feedback. As a further experiment in this direction,
one could penalize the architect for sending messages and assess whether a pair can
converge to higher-level meanings. Messages could also be composed of several tokens in
order to allow for the emergence of compositionality. Finally, our proposed framework can
serve as a testbed to study the fundamental mechanisms of emergent communication by
investigating the impact of high level communication priors from experimental semiotics.



Part Summary

The first part of this manuscript built on the language formation framework introduced
in Sec. 3.2 to present two complementary experimental contributions. In chapter 4 we
presented the graphical referential game, an ecological extension of the standard language
games to a context in which agents must learn to communicate via a sensory-motor
graphical apparatus. To tackle the graphical referential game, we proposed CURVES
an algorithm enabling agents to train contrastive representations of visual inputs and
graphical utterances and to achieve successful communication.

In chapter 5, we introduced a new paradigm to investigate the emergence of goal-
directed communication. More specifically, we presented the Architect-Builder Problem,
a setting inspired by the experimental semiotics study of Vollmer et al. (2014) in which
agents have asymmetries of information (only the architect knows the goal) and asym-
metries of affordances (only the builder can act in the environment). To tackle the ABP,
we introduced ABIG: architect builder iterated guiding. ABIG relies on the interaction
frame and shared intent priors to enable agents to successfully communicate and solve
several instantiations of the ABP.



Part 11

Exploitation of Cultural
Conventions

[ Autotelic RL

Framework

4 ' N
Vygotskian Auotelic Al
(Chapter 6)

Vygotskian Autotelic
AT Framework

; — )
Alignment Grounding | Language as a Cognitive
(Chapter 7) Tool for Goal Imagination
(Chapter 8)
‘ Playground ‘ Multi—l\rl‘odal SN
SAYBTOMRA] | Transformer Playground  IMAGINE
& J —
\ Part II - Exploitation of Cultural Conventions J

90



Chapter 6

Vygotskian Autotelic Al

Autotelic RL
L Framework J

Vygotskian Auotelic AI
(Chapter 6)

Vygotskian Autotelic
AT Framework

Contents

6.1 Motivations. . . . . . . . ..o e e 91
6.2 Language and Thought in Humans, a Vygotskian Perspective . . . . . 93
6.3 Vygotskian Autotelic Artificial Intelligence (VAAI). . . . . ... ... 95
6.4 Recent Related Work . . . . .. ... .. ... ... . 96

6.4.1  Exploiting Linguistic Structure and Content . . . . . . . . .. 96

6.4.2 Internalization of Language Production . ... ... ... .. 99
6.5 Conclusion . . . . . . . . .. 100

The second part of this research focuses on the exploitation of cultural conventions
by artificial agents with the aim of building open-ended repertoires of skills and self-
organizing their developmental trajectories. In the first chapter of part II, we present a
new Al framework coined Vygotskian Autotelic Al (VAAI). This framework extends the
autotelic RL framework presented in 3.3.1. It proposes to immerse artificial agents in rich
socio-cultural worlds in order to convert the cultural conventions they take part in into
cognitive tools enabling them to enhance their learning capabilities.

6.1 Motivations

The introduction of the VAAI is motivated by the serious limitations exhibited by recent
autotelic approaches. The goal representations emerging from their intrinsically moti-
vated experience with the physical world end up very concrete and mostly consist in
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reaching target stimuli (e.g. matching their visual input with a particular target). This
contrasts with the wide diversity and the abstraction of goals targeted by humans. In
addition, the generated goals very often belong to the distribution of previously experi-
enced effects, which drastically limits the ability of autotelic agents to represent creative
goals, thus to explore and undergo an open-ended discovery process. Besides goal imag-
ination, RL algorithms still lack human-like capacities in terms of generalization, skill
composition, abstraction, or sample efficiency (Witty et al., 2021; Shanahan & Mitchell,
2022)

Just like Piaget’s theory of child development inspired developmental A1 (Dautenhahn
& Billard, 1999) and is at the root of autotelic RL, VAAI draws inspiration from the famous
developmental psychologist: Vygotsky. Humans are social beings; intrinsically motivated
to interact and cooperate with their peers (Tomasello, 1999b; Tomasello et al., 2005;
Brewer et al., 2014). For Vygotsky, linguistic social interactions such as descriptions,
explanations, corrections, or play start as interpersonal processes before they are turned
into intrapersonal cognitive processes through the process of internalization (Vygotsky,
1934) Following his vision, many psychologists (Berk, 1994; Lupyan, 2012; Gentner &
Hoyos, 2017), linguists (Whorf, 1956; Rumelhart et al., 1986; Lakoff & Johnson, 2008),
and philosophers (Hesse, 1988; Dennett, 1993; Clark, 1998; Carruthers, 2002) argued for
the importance of socio-cultural interactions in the development of human intelligence.

In vAAIL we propose to include socio-cultural interactions in the learning environment
of the agent. To do so, we propose to immerse them into rich socio-cultural worlds; to
let them interact with us and with their peers in natural language; to let them internal-
ize these interactions and mesh them with their cognitive development. Just like they
do for humans, language and culture will help shape the agents’ goal representations
and generation mechanisms, thereby offering them the ability to generate more diverse
and abstract goals; to imagine new goals beyond their past experience. Because they
will develop at our contact, bathed in our cultures, they will learn about our cultural
norms, values, customs, interests, and thought processes; all of which would be impossi-
ble to learn in social isolation. Just like humans, machines will use language to develop
higher cognitive functions like abstraction, generalization, or imagination (Carruthers &
Boucher, 1998; Gentner & Hoyos, 2017; Dove, 2018).

This chapter extends previous calls to leverage Vygotsky’s insights for more socially-
situated cognitive robotics (Dautenhahn & Billard, 1999; Zlatev, 2001; Lindblom &
Ziemke, 2003; Mirolli & Parisi, 2011). Zlatev discussed interactions between social-
situatedness and epigenetic development (Zlatev, 2001), Dautenhahn and Billard drew
the parallel between Al and the Piagetian vs. Vygotskian views (Dautenhahn & Billard,
1999), while Mirolli and Parisi, as well as Cangelosi et al., reviewed the first successful
auxiliary uses of language for decision-making (Mirolli & Parisi, 2011; Cangelosi et al.,
2010a). In the last decade however, the Al community seems to have lost track of these
insights. Today we update these arguments in the light of recent A1 advances and reframe
the Vygotskian perspective within the autotelic RL framework.

The next section sets the background and discusses the interaction between lan-
guage and thought in humans by building on the work of psychologists and philosophers
(Sec. 6.2). Then the following section formally presents the components of Vygotskian
autotelic agents. The last section finally reframes recent contributions at the intersec-
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tion of RL and language in the light of the VAAI framework detailing 1) the ability to
exploit the information contained in linguistic structure and content (syntax, vocabulary,
narratives) to support the development of cognitive functions (Sec. 6.4.1); 2) the ability
to internalize linguistic interactions within the agent to power its future autonomy and
integration into the socio-cultural world (Sec. 6.4.2).

6.2 Language and Thought in Humans, a Vygotskian Per-
spective

Our ability to generate new ideas is the source of our incredible success in the animal
kingdom. But this ability did not appear with the first homo sapiens 130,000 years
ago. Indeed, the oldest imaginative artifacts such as figurative arts, elaborate burials,
or the first dwellings only date back to 70,000 years ago (Harari, 2014; Vyshedskiy,
2019). This is thought to coincide with the apparition of recursive language (Goldberg,
1999; Vyshedskiy, 2019; Hoffmann, 2020). Which of these appeared first? Creativity or
recursive language? Or did they mutually bootstrap?

Extreme views on the topic either characterize language as a pure communicative
device to convey our inner thoughts (strong communicative thesis) (Chomsky, 1957b;
Fodor, 1975) or, on the other hand, argue that only language can be the vehicle of our
thoughts (strong cognitive thesis) (Wittgenstein, 1953; McDowell, 1996). As often with
binary oppositions, the truth seems to lie in between. Animal and preverbal infants
demonstrate complex cognition (Sperber et al., 1995; Allen & Bekoff, 1999) but lan-
guage does impact the way we perceive (Waxman & Markow, 1995; Yoshida & Smith,
2003), represent concepts (Lakoff & Johnson, 2008), conduct compositional and relational
thinking (Gentner & Loewenstein, 2002; Gentner & Hoyos, 2017; Vyshedskiy, 2019) etc.
Thus, language seems to be at least required to develop some of our cognitive processes
(requirement thesis), and might still be the vehicle of some of our thoughts (constitutive
thesis) (Carruthers & Boucher, 1998). Interested readers can find a thorough overview
of this debate in Language and Thought by Carruthers & Boucher (1998)

If language is required to develop some of our higher cognitive functions, then au-
totelic artificial agents should use it as well. But how does that work? What is so
special about language? Let us start with words, which some called invitations to form
categories (Waxman & Markow, 1995). Hearing the same word in a variety of contexts
invites humans to compare situations, find similarities, differences and build symbolic
representations of agents, object and their attributes. With words, the continuous world
can be simplified and structured into mental entities at various levels of abstraction.

The recursivity and partial compositionality of language allow us to readily under-
stand the meaning of sentences we never heard before by generalizing from known words
and syntactic structures. On the flip side, it also supports linguistic productivity (Chom-
sky, 1957b) the ability to generate new sentences — thus new ideas—in an open-ended
way. Relational structures such as comparisons and metaphors facilitate our relational
thinking (Gentner & Loewenstein, 2002; Gentner & Hoyos, 2017), condition our ability to
compose mental images (Vyshedskiy, 2019), and support our understanding of abstract
concepts such as emotions, politics or scientific theories (Hesse, 1988; Lakoff & Johnson,
2008).
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Finally, language is a cultural artefact inherited from previous generations and shared
with others. It supports our cultural evolution and allows humans to efficiently transfer
knowledge and practices across people and generations (Henrich & McElreath, 2003; Mor-
gan et al., 2015; Chopra et al., 2019) — a process known as the cultural rachet (Tomasello,
1999b). Through shared cultural artefacts such as narratives, we learn to share common
values, customs, and social norms, we learn how to navigate the world, what to attend to,
how to think, and what to expect from others (Bruner, 1990). This cultural knowledge
is readily accessible to children as they enter societies via social interactions and formal
education. Learning language further extends access to cultural artifacts such as books,
movies, or the Internet. These act as a thousand virtual social partners to learn from.

We now understand why language is so special. Let us focus on how it can shape
cognitive development in humans and machines. Dennett, a proponent of the require-
ment thesis, suggests that linguistic exposition alone can lead to a fundamental cognitive
reorganization of the human brain (Dennett, 1993). He compares it to the installation
of a serial virtual machine on humans’ massively parallel processing brains. As a result,
a slight change in our computational hardware (e.g. compared to our primate relatives)
could open the possibility for any cognitive software reprogramming driven by language,
in turn triggering the learning and cultural evolution of higher cognitive capacities.

Carruthers, a proponent of the constitutive thesis, suggests that language may have
evolved as a separate module to exchange inner representations with our peers (naive
physics, theory of mind, etc). This would require connections between linguistic and
non-linguistic modules to allow conversions between inner representations and linguis-
tic inputs/outputs. In a similar way that humans can trigger imagined visual repre-
sentations via top-down connections in their visual cortex, top-down activations of the
linguistic module would create inner speech. This hallucinated speech, when broadcast
to other modules, would implement thinking in language (Carruthers, 1998). Clark ad-
vances yet another possibility, the supra-communicative view. Here, language does not
transform the way the brain makes computations and is not the vehicle of thoughts.
Instead, language complements our standard computation activities by “re-shaping the
computational spaces,” turning problems that would be out of reach into problems our
pattern-matching brains can solve (Clark, 1998). In that sense, language is a cognitive
tool that enhances our cognitive abilities without altering them per se.

Vygotsky’s theory brings a complementary argument to this debate. Caretakers nat-
urally scaffold the learning experiences of children, tailoring them to their current objec-
tives and capacities. Through encouragement, attention guidance, explanations or plan
suggestions, they provide cognitive aids to children in the form of interpersonal social
processes (Vygotsky, 1934). In this zone of proximal development, as Vygotsky coined
it, children can benefit from these social interactions to achieve more than they could
alone. In these moments, children internalize linguistic and social aids and progressively
turn these interpersonal processes into intrapersonal psychological tools (Vygotsky, 1934).
This essentially consists in building internal models of social partners such that learners
can self-generate contextual guidance in the absence of an external one. Social speech is
internalized into private speech (an outer speech of children for themselves), which, as it
develops, becomes more goal-oriented and provides cognitive aids of the type caretakers
would provide (Vygotsky, 1934; Berk, 1994). Progressively, it becomes more efficient
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and abbreviated, less vocalized, until it is entirely internalized by the child and becomes
mnner speech.

This section showed why language is so important and might just be required for
the development of our highest cognitive functions. If we want machines to show more
human-like open-ended skill discovery processes, we might need to immerse them into
rich socio-cultural worlds from the very beginning — just like we do with children —and
equip them with tools to benefit from them. The next section leverages these observations
to outline the components of vyogtskian autotelic agents.

6.3 Vygotskian Autotelic Artificial Intelligence (VAAI)

Fig. 6.1 illustrates the key elements of VAAL. Once immersed in socio-cultural worlds
(a), vygotksian autotelic agents first need to ground the meaning of socio-cultural in-
teractions in their physical experience of the world. To do so they need to extract the
information contained within linguistic structures/contents in order to map it to their
sensory-motor modalities. This grounding phase is achievable by training extractive
language-conditioned models as illustrated in Fig. 6.1(b). For instance, language and
observations can be directly mapped to actions via a language-conditioned policy, or
to rewards converting language predicates into a learning signal for RL agents. When
exposed to language, agents will reorganize their internal representations for better ab-
straction, generalization, and better alignment with human values, norms, and customs
(Dennett’s thesis). We will examine recent works that focus on training extractive models
in Sec. 6.4.1 and we will present a transformer-based neural architecture for grounding
the meaning of linguistic descriptions of behavior in chapter 7.
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Figure 6.1: The three components of Vygotskian autotelic agents: socio-cultural
interactions, linguistic extraction and internalized linguistic production. Vygot-
skian autotelic agents are immersed into rich socio-cultural worlds where they
experience a variety of linguistic feedback including descriptions, explanations, or
metaphors (a). They can exploit information from linguistic structures and con-
tent by conditioning their internal modules on this feedback (b, extractive models).
Finally, they learn to internalize social interactions by training productive models
of language to generate feedback similar to the one they receive from others (c,
productive models). This offers agents the autonomy to build their own cognitive
tools, bootstrapped by socio-cultural language.
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Second, we need autotelic agents to internalize social interactive processes, i.e.to
model social partners within themselves (Vygotsky’s internalization). Social processes,
turned into intrapersonal cognitive processes will orient the agent’s focus, help it de-
compose tasks or imagine goals. This inner speech generation can serve as a common
currency between other modules (e.g. perception, motor control, goal generation) in line
with Carruther’s view and will help agents project problems onto linguistic spaces where
they might be easier to solve (Clark’s view). As illustrated in Fig. 6.1(c), productive
models take observations as input and output language. They can be used to generate
plans or goal candidates in autotelic RL. We will review recent approaches leveraging
productive models in Sec. 6.4.2. We will also present the IMAGINE agent, a Vygotskian
autotelic agent, in chapter 8.

6.4 Recent Related Work

6.4.1 Exploiting Linguistic Structure and Content

In its vocabulary, syntax and narratives, language offers both powerful computational
tools for thinking and important cultural knowledge about the world. According to
Dennett’s thesis, mere exposure to language can already help agents rewire their inner
processes and develop new abilities. Recent advances in Al seem to support that idea.

Learning to abstract and generalize

Exposition to linguistic labels is known to facilitate category learning in humans (Wax-
man & Markow, 1995; Yoshida & Smith, 2003), but also in machines (Lupyan, 2005).
As Mirolli and Parisi defend, the repeated occurrence of a linguistic label (red in their
example) leads to the conflation of internal representations associated with that label
(red things) which, in turn, facilitates further classifications based on the linguistic at-
tributes (Mirolli & Parisi, 2011).

We see a similar effect in RL agents targeting linguistic goals. The exposure to
aligned instructions and trajectories seems to reshape the internal representations of the
agent contained within its action policy. The policy is a neural network-based function
conditioned on the agent’s instruction that maps the current state of the world to its
next actions. By internal representations, we mean representations computed within
the layers of the policy to facilitate the final decision-making. When repeatedly asked
to grasp red objects, the policy learns to focus on objects’ colors to facilitate action
selection (Hill et al., 2020a). Red is an abstraction over a continuous space of colors. It
is first cultural, outside of the agent, but gets progressively internalized within the agent
via a combination of linguistic exposure and decision-making.

Exposed to a diversity of instructions, agents gain new cognitive abilities. The
first is abstraction. Linguistic autotelic agents can reach and make sense of abstract
relational goals “sort objects by size” (Jiang et al., 2019b), “put the cylinder in the
drawer” (Lynch & Sermanet, 2021), sequential goals “open the yellow door after open-
ing a red door” (Chevalier-Boisvert et al., 2019b), or even learning goals “is the ghargh
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edible?’ (Yuan et al., 2019). Whereas handling abstract goals used to require engineers
to hard-code specific goal representations and reward functions within the agent (Colas
et al., 2019a; Stooke et al.; 2021), linguistic goals offer abstraction via simple linguistic
interactions (Bahdanau et al., 2019b). Once abstractions have been distilled within the
representations of the agent, they can be leveraged to augment its exploratory capacities.
Searching for novelty in a space of abstract linguistic descriptions of the world is indeed
more efficient than searching for novelty in low-level sensorimotor spaces which could be
trivially triggered by leaves moving in the wind or TV noise (Tam et al., 2022; Mu et al.,
2022).

A second cognitive ability is systematic generalization. Language-instructed agents
indeed seem to demonstrate the ability to generalize to new instructions obtained by
systematic recombinations of instructions they were trained on (Hill et al., 2020a). For
instance, agents that learned to grasp blue objects and put green objects on the table can
directly grasp green objects and put blue objects on the table (Hermann et al., 2017a;
Chevalier-Boisvert et al., 2019b; Hill et al., 2020a,b; Sharma et al., 2021). This ability
can either be encoded in learning architecture through the use of modular networks
(neuro-symbolic approaches), or emerge spontaneously in plain networks under the right
environmental conditions (Hill et al., 2020a). As we will show in chapter 8, sometimes
the world does not conform to strict linguistic compositionality, systematic generalization
still supports good priors — e.g. feeding the cat is not a strict transposition of feeding the
plant but they still share similarities (bringing supplies to the cat/plant).

Learning to represent possible futures

After being exposed to aligned trajectories and linguistic descriptions, agents can
generate concrete examples of abstract descriptions. The DECSTR approach, for exam-
ple, trains a generative world model to sample from the distribution of possible future
states matching a given abstract linguistic description (Akakzia et al., 2021b). This
simple mapping supports behavioral diversity, the ability to represent different possible
futures so as to select one to pursue. Similar setups could leverage DALL-E, an impressive
text-to-image generative system (Ramesh et al., 2021, 2022). Trained on pairs of images
and compositional descriptions, DALL-E can generate high-quality images from the most
twisted descriptions humans can think of. The exposition to compositional language,
paired with sufficiently powerful learning architectures and algorithms leads to impres-
sive visual composition abilities that could be put to use to generate visual goals or to
represent possible futures in embodied and situated agents.

Learning to decompose tasks

Vygotsky and others discovered that children’s use of private speech helps them
increase self-control and is instrumental to their capacity to reason and solve hard
tasks (Vygotsky, 1934; Berk, 1994). The ability to formulate sentences like “at the left of
the blue wall,” for instance, predicts spatial orientation capacities in such contexts, while
interfering with adult’s inner speech via speaking tasks hinders theirs (Hermer-Vazquez,
2001).
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Language indeed contains cues about how to decompose tasks into sub-tasks, i.e. how
to generate good plans. Although gharble is a made-up word, fry the gharble probably
involves preparation of the gharble (e.g. peeling, cutting), some sort of oil and a frying
pan (Yuan et al., 2019). Draw an octogon contains cues about the decomposition of the
task: octo means 8, so we should probably do something 8 times, etc. (Wong et al.,
2021). Recent AI approaches leverage these regularities by training plan generators from
linguistic task descriptions (Jiang et al., 2019b; Chen et al., 2021; Sharma et al., 2021;
Mirchandani et al., 2021; Shridhar et al., 2021; Wong et al., 2021). Among them, Wong
et al. use plan generation as an auxiliary task to train a drawing policy (Wong et al.,
2021). Generating plans to solve a particular drawing task helps shape the internal
representation of the main policy which, they find, favors abstraction and generalization
in the main task. Interestingly, language only shapes representations and is not required
at test time, in line with the requirement thesis of Dennett.

Inspired by video games of the 80s such as Zork, text-based environments define
purely linguistic goals, actions, and states (Coté et al., 2018; Das et al., 2018; Yuan
et al., 2019). Training a policy in such environments can be seen as training a plan
generator in a linguistic world model, i.e.training an inner speech to generate good
task decompositions. This idea was exploited in AlfWorld, where a pre-trained plan
generator is deployed in a physical environment to generate sub-goals for a low-level
policy (Shridhar et al., 2021). Here, the abstraction capabilities of language help the
plan generator solve long-horizon tasks.

The above approaches echo the thesis of Dennett (Sec. 6.2): the mere exposure to
structured language, once internalized within internal modules (reward function, policy,
world model) strongly shapes inner representations in new ways and supports new cogni-
tive functions (abstraction, future states generation, compositional generalization, task
decomposition, etc).

Learning from cultural artifacts

Large language models (LLM) are trained on huge quantities of text scrapped from
the internet: Wikipedia, forums, blogs, scientific articles, books, subtitles, etc. (Devlin
et al., 2019; Brown et al., 2020b). As such, they can be seen as cultural models that
contain information about our values, norms, customs, history, or interests (Hershcovich
et al., 2022; Arora et al., 2022). This represents a great opportunity for autotelic agents
to learn about us, align with us, and better navigate our complex world. So far, only very
little research has leveraged that opportunity. An example is the use of a trained LLM
to act as a zero-shot planner, i.e.a plan generator (Huang et al., 2022)/ Plugged with
an interactive agent, the language model is used to generate sub-goals for the agent to
solve the main task. Another work extracts information about complex time-extended
behaviors from an LLM by asking it to score the actions available to the agent (Ahn
et al.,, 2022). Finally, the MineDojo framework (Fan et al., 2022) proposes to caption
thousands of YouTube videos of humans playing Minecraft using GPT-3 (Brown et al.,
2020b), generating creative high-level tasks as well as low-level linguistic guidance for
embodied agents.
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6.4.2 Internalization of Language Production

Agents that internalize extractive models learn to exploit the information contained
within linguistic vocabularies, structures and narratives. However, most of them re-
quire external linguistic inputs at test time and, thus, cannot be considered autonomous.
Vygotskian autotelic agents reach autonomy by internalizing productive models; i.e. by
learning to generate their own linguistic inputs, their own inner speech (see Fig. 6.1, ¢).

Inner speech can be understood as a fully-formed language: descriptions, explanations
or advice to be fed back to extractive models; to serve as a common currency between
cognitive modules (fully-formed inner speech) (Zeng et al., 2022). But it might also
be understood as distributed representations within productive models, upstream from
fully-formed language (distributed inner speech). In the latter interpretation, linguistic
production acts as an auxiliary task whose true purpose is to shape the agent’s cognitive
representations. Symbolic behaviors might indeed not require explicit symbolic repre-
sentations but may emerge from distributed architectures trained on structured tasks,
e.g. involving linguistic predictions (McClelland et al., 2010; Santoro et al., 2021). In the
literature, we found four types of productive models making use of either fully-formed or
distributed inner speech: trajectory captioners, plan generators, explanation generators,
and goal generators.

Trajectory captioners

Trajectory captioners are trained on instructive or descriptive feedback to generate
valid descriptions of scenes or trajectories (Cideron et al., 2020b; Zhou & Small, 2020b;
Nguyen et al., 2021; Carta et al., 2022; Yan et al., 2022). In line with Vygotsky’s the-
ory, these agents internalize models of descriptive social partners. They generate an
inner speech describing their ongoing behaviors just like a caretaker would. Used as an
auxiliary task (distributed inner speech), the generation of descriptions helps the agent
shape its representation so as to generalize better to new tasks (Yan et al., 2022). With
fully-formed inner speech, agents can generate new multi-modal data autonomously, and
learn from past experience via hindsight learning (Andrychowicz et al.; 2017b), i.e. the
reinterpretation of their trajectory as a valid behavior to achieve the trajectory’s descrip-
tion (Zhou & Small, 2020b; Nguyen et al., 2021).

Plan generators

Plan generators are both extractive and productive. Following the formalism of
hierarchical RL (HRL), plan generators are implemented by a high-level policy gener-
ating linguistic sub-goals to a low-level policy (executioner) (Dayan & Hinton, 1993b;
Sutton et al., 1999). Linguistic sub-goals are a form of inner speech that facilitates
decision-making at lower temporal resolution by providing abstract, human-interpretable
actions, which themselves favor systematic generalization for the low-level policy (see
Sec. 6.4.1) (Jiang et al., 2019b; Chen et al., 2021; Shridhar et al., 2021). Here, agents in-
ternalize linguistic production to autonomously generate further guidance for themselves
in fully-formed language (task decompositions).
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Explanation generators

Vygotskian agents can generate explanations. Using the generation of explanations
as an auxiliary task (distributed inner speech) was indeed shown to support causal and
relational learning in complex odd one out tasks (Lampinen et al.; 2022). Note however
that this approach is neither embodied, nor autotelic.

Goal generators

Some forms of creativity appear easier in linguistic spaces because swapping words,
compositing new sentences, and generating metaphors are all easier in the language space
than in sensorimotor spaces. The IMAGINE approach, that we will detail in chapter 8,
leverages this idea to support creative goal imagination. While previous methods were
limited to generating goals within the distribution of past experience (e.g. with gener-
ative models of states (Nair et al., 2018b)), IMAGINE invents out-of-distribution goals
by combining descriptions of past goals. These manipulations occur in linguistic spaces
directly and are thus linguistic thoughts; fully-formed inner speech (Carruthers’ view).
The problem of goal imagination, difficult to solve in sensorimotor space, is projected
onto the linguistic space, solved there, and projected back to sensorimotor space (Clark’s
view). This, in turn, powers additional cognitive abilities. First, it powers a creative
exploration oriented towards objects and interactions with them. Second, it enhances
systematic generalization by widening the set of goals the agent can train on.

By internalizing linguistic production, IMAGINE generates goals that are both nowvel
(new sentences) and appropriate (they respect linguistic regularities, both structures, and
contents) (Runco & Jaeger, 2012). Social descriptions focus on objects, object attributes,
and interactions with these objects. Imagined goals obtained by recompositions of social
ones share the same attentional and conceptual biases, e.g. by reusing semantic categories
of a particular culture. Thus, cultural biases are implicitly transmitted to the agent,
which forms goal representations and biases goal selection following cultural constraints.

Note that productive models are very rare in the literature. In the future, Vygotskian
autotelic agents must learn to internalize productive models for all types of multi-modal
feedback they encounter: advice, explanations, attention guidance, motivation, instruc-
tions, descriptions, etc. It is only by learning to generate this guidance for themselves
that they may gain full control of their own behavior. The question of whether to use
fully-formed or distributed inner speech remains open, as both strategies seem to find
different use-cases. Because cultural models are biased, future agents will need to edit,
correct, augment and generate their own interpretations of culture based on their indi-
vidual experiences. How to efficiently steer language models in these ways remains a
question to explore in future research.

6.5 Conclusion

This chapter proposes a novel framework, the Vygotskian Autotelic Al, which builds
upon the autotelic RL framework introduced in chapter 3 and draws inspiration from



Conclusion

Vygotsky’s work. The framework advocates immersing artificial agents in complex socio-
cultural environments to enable them to use their linguistic interactions as cognitive tools
and enhance their learning abilities. To achieve optimal utilization of cultural conven-
tions, agents must be equipped with two types of models: extractive and productive.
Extractive models are conditioned by language and enable agents to refine their internal
representations, leading to better abstraction and systematic generalization. Produc-
tive models, on the other hand, allow agents to generate feedback received from others,
thereby creating new cognitive tools based on socio-cultural language. This chapter is
followed by two computational studies. The first one, presented in chapter 7, examines
the impact of inductive biases on extractive models of a Vygotskian autotelic agent and
how they can facilitate systematic generalization. The second one, presented in chap-
ter 8, introduces the IMAGINE agent, which leverages productive models to explore its
environment creatively.
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Motivations

In this chapter, we investigate the role of inductive biases in extractive models of
Vygotksian autotelic agents (Fig. 6.1(b)). More specifically, we consider an autonomous
embodied agent receiving linguistic descriptions of its behavioral traces and train a truth
function that predicts if a description matches a given history of observations. The
descriptions involve time-extended predicates in past and present tense as well as spatio-
temporal references to objects in the scene. To study the role of architectural biases
in this task, we train several models including multimodal Transformer architectures;
the latter implement different attention computations between words and objects across
space and time. We test models on two classes of generalization: 1) generalization to
randomly held-out sentences; 2) generalization to grammar primitives.

7.1 DMotivations

Embodied Language Grounding (Zwaan & Madden, 2005b) is the field that studies how
agents can align language with their behaviors in order to extract the meaning of linguistic
constructions. Early approaches in developmental robotics studied how various machine
learning techniques, ranging from neural networks (Sugita & Tani, 2005; Tuci et al.,
2011; Hinaut et al., 2014) to non-negative matrix factorization (Mangin et al., 2015),
could enable the acquisition of grounded compositional language (Taniguchi et al., 2016;
Tani, 2016). This line of work was recently extended using techniques for Language
conditioned Deep Reinforcement Learning (Luketina et al., 2019). Among these works,
we can distinguish mainly three language grounding strategies. The first one consists of
directly grounding language in the behavior of agents by training goal-conditioned policies
satisfying linguistic instructions (Sugita & Tani, 2005; Tuci et al., 2011; Hill et al., 2020a;
Hermann et al., 2017b; Chaplot et al., 2018a). The second aims at extracting the meaning
of sentences from mental simulations (i.e. generative models) of possible sensorimotor
configurations matching linguistic descriptions (Mangin et al., 2015; Akakzia et al., 2021¢;
Cideron et al., 2020a; Nguyen et al., 2021). The third strategy searches to learn the
meaning of linguistic constructs in terms of outcomes that agents can observe in the
environment. This is achieved by training a truth function that detects if descriptions
provided by an expert match certain world configurations. This truth function can be
obtained via Inverse Reinforcement Learning (Zhou & Small, 2020a; Bahdanau et al.,
2019b) or by training a multi-modal binary classifier.

While all the above-mentioned approaches consider language that describes imme-
diate and instantaneous actions, we argue that it is also important for agents to grasp
linguistic concepts that span multiple time scales. We thus propose to study the ground-
ing of new spatio-temporal concepts enabling agents to ground time-extended predicates
(Fig. 7.1a) with complex spatio-temporal references to objects (Fig. 7.1b) and understand
both present and past tenses (Fig. 7.1c). To do so we choose the third strategy mentioned
above, i.e. to train a truth function that predicts when descriptions match traces of ex-
perience. This choice is motivated by two important considerations. First, prior work
showed that learning truth functions was key to fostering generalization (Bahdanau et al.,
2019b), enabling agents to efficiently self-train policies goal relabeling (Cideron et al.,
2020a) for instance. Hence the truth function is an important and self-contained compo-
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Figure 7.1: Visual summary of the Temporal Playground environ-
ment: At each episode (column a, b and c), the actions of an agent (rep-
resented by a hand) unfold in the environment and generate a trace of in-
teractions between objects and the agent body. Given such a trace, the
environment automatically generates a set of synthetic linguistic descrip-
tions that are true at the end of the trace. In (a) the agent grows an object
which is described with spatial (underlined) or attribute (highlighted) ref-
erence. In (b) it shakes an object which is described with attribute, spatial
or spatio-temporal (underlined) reference. In (c) it has grasped an object
(past action underlined) which is described with attribute, spatial or spatio-
temporal (highlighted) reference.

nent of larger learning systems. Second, this strategy carefully controls the distribution
of experiences and descriptions perceived by the agent.

Grounding spatio-temporal language is a relational problem. In the context of this
paper, the concepts we aim at grounding are temporal and spatial, and thus relational
by nature. But more generally, it is worth mentioning that embodied language ground-
ing has a relational structure. We understand the meaning of words by analyzing the
relations they state in the world (Gentner & Loewenstein, 2002). Actions are relations
between subjects and objects and can be defined in terms of agent affordances (Gib-
son, 1968). As a result, we implement our truth function using relational architectures
based on Transformers (Vaswani et al., 2017) and investigate the role of the relational
bias (Battaglia et al., 2018) on learning. We propose a formalism unifying three variants
of a multi-modal transformer inspired by Ding et al. (2020) that implement different rela-
tional operations. We measure the generalization capabilities of these architectures along
three axis 1) generalization to new traces of experience; 2) generalization to randomly
held out sentences; 3) generalization to grammar primitives, systematically held out from
the training set as in Ruis et al. (2020). We observe that maintaining object identity in
the attention computation of our Transformers is instrumental to achieving good perfor-
mance on generalization overall. We also identify specific relational operations that are
key to generalizing on certain grammar primitives.
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Specific Contributions

In this chapter, we introduce:

1. Playground: a procedurally-generated environment designed to study several types
of generalizations (across predicates, attributes, object types, and categories).

2. A new Embodied Language Grounding task focusing on spatio-temporal language;

3. A formalism unifying different relational architectures based on Transformers ex-
pressed as a function of mapping and aggregation operations;

4. A systematic study of the generalization capabilities of these architectures and the
identification of key components for their success on this task.

7.2 The Playground Environment

The present study relies on behavioral trajectories of embodied artificial agents coupled
with linguistic descriptions provided by a social partner. In this section, we first detail
the physical interactions available to the agent. We then provide the grammar that is
used by the programmatic social partner to describe the behavior of the agent'.

7.2.1 The Environment

The environment is a 2D square: [—1.2,1.2]>. The agent is a disc of diameter 0.05 with
an initial position (0,0). Objects have sizes uniformly sampled from [0.2,0.3] and their
initial positions are randomized so that they are not in contact with each other. The
agent has an action space of size 3 bounded in [—1,1]. The first two actions control
the agent’s continuous 2D translation (bounded to 0.15 in any direction). The agent
can grasp objects by getting in contact with them and closing its gripper (positive third
action), unless it already has an object in hand. Objects include 10 animals, 10 plants,
10 pieces of furniture and 2 supplies. Admissible categories are animal, plant, furniture,
supply and living thing (animal or plant), see Fig. 7.2. Objects are assigned a color

living thing
|

Category animal plant furniture supply
dog parrot cactus grass cupboard  door

Object cat mouse carnivorous aglae sink chair

Type chameleon  lion Sflower tea window desk T
human pig tree rose sofa lamp Jood
fly cow bush bonsai carpet table

Figure 7.2: Representation of possible object types and categories.

attribute (red, blue, or green). Their precise color is a continuous RGB code uniformly

!Note that a simplified version of the playground environment will be used in chapter 8.
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sampled from RGB subspaces associated with their attribute color. Each scene contains
3 of these procedurally-generated objects. When a supply is on an animal or water is
on a plant (contact define as the distance between objects is equal to the mean size of
the two objects d = (size(obj1) + size(objz))/2), the object will grow over time with
a constant growth rate until it reaches the maximum size allowed for objects or until
contact is lost.

7.2.2 The Temporal Grammar

To enable a controlled and systematic study of how different types of spatio-temporal
linguistic meanings can be learned, we argue it is necessary to first conduct a systematic
study with a controlled synthetic grammar. We thus consider a synthetic language with a
vocabulary of size 53 and sentences with a maximum length of 8. This synthetic language
facilitates the generation of descriptions matching the behavioral traces of the agent. The
synthetic language we use can be decomposed into two components: the instantaneous
grammar and the temporal logic below:

Instantaenous grammar.

<8>::= <pred> <thing_A>
<pred>::= grow | grasp | shake
<thing_A>::= <thing B> | <attr> <thing B> | thing <localizer> | thing <localizer_all>
<localizer>::= left of <thing B> | right of <thing B> | top of <thing B> | bottom of <thing_ B>
<localizer_all>::= left most| right most| top most| bottom most
<thing B>::= dog | cactus | ... | living_thing | thing
<attr>::= blue | green | red

Note that although the sentence “Grow red door” is valid in the grammar, it will
never be communicated by the social partner as pieces of furniture cannot grow.

Temporal logic.

<8>::= was <pred> <thing_A>
<thing_A>::=  thing was <localizer> | thing was <localizer_all>

7.2.3 Concept Definition

We split the set of all possible descriptions output by our grammar into four conceptual
categories according to the rules given in Table 7.1. The four concepts are:

e Sentences involving basic concepts. This category of sentences talk about
present-time events by referring to objects and their attributes. Sentences begin
with the ’grasp’token combined with any object. Objects can be named after their
category (eg. ‘animal’, ’thing’) or directly by their type (’dog’, ’door’, “algae’, etc.).
Finally, the color ('red’, ’blue’, ’green’) of objects can also be specified.

e Sentences involving spatial concepts. This category of sentences additionally
involve one-to-one spatial relations and one-to-all spatial relations to refer to ob-
jects. An object can be ’left of " another object (reference is made in relation to a
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single other object), or can be the top most’ object (reference is made in relation
with all other objects). Example sentences include ’grasp thing bottom of cat’ or
‘grasp thing right most’.

Sentences involving temporal concepts. This category of sentences involves
talking about temporally-extended predicates and the past tense, without any spa-
tial relations. The two temporal predicates are denoted with the words ’grow’ and
’shake’. The truth value of these predicates can only be decided by looking at the
temporal evolution of the object’s size and position respectively. A predicate is
transposed at the past tense if the action it describes was true at some point in the
past and is no longer true in the present, this is indicated by adding the modifier
‘was’ before the predicate. Example sentences include "was grasp red chameleon’
(indicating that the agent grasped the red chameleon and then released it) and
"shake bush’,

Sentences involving spatio-temporal concepts. Finally, we consider the broad
class of spatio-temporal sentences that combine spatial reference and temporal
or past-tense predicates. These are sentences that involve both the spatial and
temporal concepts defined above. Additionally, there is a case of where the spatial
and the temporal aspects are entangled: past spatial reference. This happens when
an object is referred to by its previous spatial relationship with another object.
Consider the case of an animal that was at first on the bottom of a table, then
moved on top, and then is grasped. In this case we could refer to this animal as
something that was previously on the bottom of the table. We use the same "was’
modifier as for the past tense predicates; and thus we would describe the action as
"Grasp thing was bottom of table’.

Concept BNF Size
<S> ::= <pred> <thing_A>
1. Basic <pred> ::= grasp 152
<thing_A> ::= <thing_B> | <attr> <thing_B>
<8> ::= <pred> <thing_A>
2. Spatial <pred> ::=  grasp 156
<thing_A> ::= <thing <localizer> | thing <localizer_all>
<S> ::= <pred_A> <thing A> | was <pred_B> <thing_ A>
3. Temporal <pred_A> ::= grow | shake 648
<pred_B> ::= grasp | grow | shake
<thing_A> ::= <thing B> | <attr> <thing_ B>
<8> ::= <pred_A> <thing_A> | was <pred_B> <thing_A>
<pred_C> <thing_C>
<pred_A> ::= grow | shake
<pred_B> ::= grasp | grow | shake
4. Spatio- <pred_C> ::= grasp 1716
Temporal <thing_A> ::= thing <localizer> | thing <localizer_all>

thing was <localizer> |
thing was <localizer_all> |
<thing_C> ::= thing was <localizer> |

thing was <localizer_all>

Table 7.1: Concept categories with their associated BNF. <thing_B>,
<attr>, <localizer> and <localizer_all>.
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7.2.4 Data generation

Traces Generation. To generate traces matching the descriptions we use a scripted
bot. The bot uses a hand-defined predicate-conditioned policy (grasp, grow and shake)
and performs rollouts in the environment. The policies are then conditioned on a boolean
variable that modulates the behavior to obtain a mix of predicates in the present and the
past tenses. For instance, if a grasp policy is used, there will be a 50% chance that the
scenario will end with the object being grasped, leading to a present-tense description;
and a 50% chance that the agent releases the object, yielding a past tense description.

Description generation. For each time step, the instantaneous grammar generates
the set of all true instantaneous sentences using a set of filtering operations similar to
the one used in CLEVR (Johnson et al., 2016), without the past predicates and past
spatial relations. Then the temporal logic component uses these linguistic traces in the
following way: if a given sentence for a predicate is true in a past time step and false in
the present time step, the prefix token ‘was’is prepended to the sentence; similarly, if a
given spatial relation is observed in a previous time step and unobserved in the present,
the prefix token ’was’is prepended to the spatial relation.

The data collected consists of 56837 trajectories of T' = 30 time steps. Among the
traces some descriptions are less frequent than others but we make sure to have at least
50 traces representing each of the 2672 descriptions we consider. We record the observed
episodes and sentences in a buffer, and when training a model we sample (S, W, r) tuples
with one observation coupled with either a true sentence from the buffer or another false
sentence generated from the grammar.

7.3 Problem

We consider the setting of an embodied agent behaving in an environment. This agent
interacts with the surrounding objects over time, during an episode of fixed length (7°).
Once this episode is over, an oracle provides exhaustive feedback in a synthetic language
about everything that has happened. This language describes actions of the agent over
the objects and includes spatial and temporal concepts. The spatial concepts are a ref-
erence to an object through its spatial relation with others (Fig. 7.1a), and the temporal
concepts are the past modality for the actions of the agent (Fig. 7.1¢), past modality for
spatial relations (Fig. 7.1b), and actions that unfold over time intervals. The histories of
states of the agent’s body and of the objects over the episode as well as the associated
sentences are recorded in a buffer B. From this setting, and echoing previous work on
training agents from descriptions, we frame the Embodied Language Grounding problem
as learning a parametrized truth function Ry over couples of observations traces and
sentences, tasked with predicting whether a given sentence W is true of a given episode
history S or not. Formally, we aim to minimize

E(s,wy~s[L(Ro(S, W), r(S,W))]

where £ denotes the cross-entropy loss and r denotes the ground truth boolean value for
sentence W about trace S.
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7.4 Multi-modal Transformers

7.4.1 Neural Network Architectures

In this section we describe the architectures used as well as their inputs. Let one input
sample to our model be I = (S, W), where (S;,):, represents the objects’ and body’s
evolution, and (W), represents the linguistic observations. S has a spatial (or entity)
dimension indexed by i € [0..N] and a temporal dimension indexed by t € [1..T]; for any
i, t, S is a vector of observational features. Note that by convention, the trace (Sy;):
represents the body’s features, and the traces (S;;):;~0 represents the other objects’
features. W is a 2-dimensional tensor indexed by the sequence | € [1..L]; for any [,
W, € R™ is a one-hot vector defining the word in the dictionary. The output to our
models is a single scalar between 0 and 1 representing the probability that the sentence
encoded by W is true in the observation trace S.

Transformer Architectures
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v / N (c) Unstructured Transformer (UT)
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‘ Encoder i
s=| o .00 ‘ 8 $
‘ - Encoder S, §
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Encoding — 9
W = ‘Grasp thing left most’ - OOEEEEE ¢ T - 111 [ O
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Encoder (d) Spatial-First Transformer (SFT)
(a) Input Encoding . reduce .
reduce [ ‘ §
[ ¥
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(b) Optional Word Aggregation (-WA) ”
(e) Temporal-First Transformer (TFT)

Figure 7.3: Visual summary of the architectures used. We show the
details of UT, SFT and TFT respectively in subfigures (c), (d), (e), as well
as a schematic illustration of the preprocessing phase (a) and the optional
word-aggregation procedure (b).

To systematically study the influence of architectural choices on language perfor-
mance and generalization in our spatio-temporal grounded language context, we define a
set of mapping and aggregation operations that allows us to succinctly describe different
models in a unified framework. We define:

e An aggregation operation based on a Transformer model, called reduce. reduce
is a parametrized function that takes 3 inputs: a tensor, a dimension tuple D
over which to reduce and a query tensor (that has to have the size of the reduced
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tensor). R layers of a Transformer are applied to the input-query concatenation and
are then queried at the position corresponding to the query tokens. This produces
an output reduced over the dimensions D.

e A casting operation called cast. cast takes as input 2 tensors A and B and a
dimension d. A is flattened, expanded so as to fit the tensor B in all dimensions
except d, and concatenated along the d dimension.

e A helper expand operation called expand that takes as arguments a tensor and an
integer n and repeats the tensor n times.

Using those operations, we define three architectures: one with no particular bias
(Unstructured Transformer, inspired by Ding et al. (2020), or UT); one with a spatial-
first structural bias — objects and words are aggregated along the spatial dimension
first (Spatial-First Transformer or SFT); and one with a temporal-first structural bias
— objects and words are aggregated along the temporal dimension first (Temporal-First
Transformer, or TFT).

Before inputting the observations of bodies and objects S and the language W into
any of the Transformer architectures, they are projected to a common dimension (see
Sup. Section C.1.1 for more details). A positional encoding (Vaswani et al., 2017) is then
added along the time dimension for observations and along the sequence dimension for
language; and finally a one-hot vector indicating whether the vector is observational or
linguistic is appended at the end. This produces the modified observation-language tuple
(S, W). We let:

UT(S, W) := reduce(cast (S, W,0),0, q)

SFT(S’, W, q) == reduce(reduce(cast(W, S, 0), 0, expand(q,T)),0,q)
TFT(S, W, q) := reduce(reduce(cast(W, 5, 1), 1, expand(q, N + 1)),0,q)

where T' is the number of time steps, IV is the number of objects and ¢ is a learned
query token. See Fig. 7.3 for an illustration of these architectures.

Note that SFT and TFT are transpose versions of each other: SFT is performing
aggregation over space first and then time, and the reverse is true for TFT. Additionally,
we define a variant of each of these architectures where the words are aggregated before
being related with the observations. We name these variants by appendding -wA (word-
aggregation) to the name of the model (see Fig. 7.3 (b)).

W « reduce(W,0,q)

We examine these variants to study the effect of letting word-tokens directly interact with
object-token through the self-attention layers vs simply aggregating all language tokens
in a single embedding and letting this vector condition the processing of observations.
The latter is commonly done in the language-conditioned RL and language grounding
literature (Chevalier-Boisvert et al., 2019¢; Bahdanau et al., 2019b; Hui et al., 2020;
Ruis et al., 2020), using the language embedding in FiLM layers (Perez et al., 2017)
for instance. Finding a significant effect here would encourage using architectures which
allow direct interactions between the word tokens and the objects they refer to.
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LSTM Baselines

We also compare some LSTM-based baselines on this task:

1. LSTM-FLAT: This variant has two internal LSTM: one that processes the language
and one that processes the scenes as concatenations of all the body and object
features. This produces two vectors that are concatenated into one, which is then
run through an MLP and a final softmax to produce the final output.

2. LSTM-FACTORED: This variant independently processes the different body and
object traces, which have previously been projected to the same dimension using
a separate linear projection for the object and for the body. The language is
processed by a separate LSTM. These body, object and language vectors are finally
concatenated and fed to a final MLP and a softmax to produce the output.

7.4.2 Training and Testing Procedures

For each of the Transformer variants (6 models) and the LSTM baselines (2 models) we
perform an hyper parameter search using 3 seeds in order to extract the best configura-
tion. We extract the best condition for each model by measuring the mean Fj on a testing
set made of uniformly sampled descriptions from each of the categories define in Sec. 7.2.
We use the F) score because testing sets are imbalanced (the number of traces fulfilling
each description is low). We then retrain best configurations over 10 seeds and report
the mean and standard deviation (reported as solid black lines in Fig. 7.4 and Fig. 7.5)
of the averaged F) score computed on each set of sentences. When statistical significance
is reported in the text, it is systematically computed using a two-tail Welch’s t-test with
null hypothesis p; = po, at level @ = 0.05 (Colas et al., 2019b). Details about the
training procedure and the hyper parameter search are provided in Sup. Section C.1.2.

7.5 Experiments

7.5.1 Generalization Abilities of Models on Non-Systematic Split by
Categories of Meaning

In this experiment, we perform a study of generalization to new sentences from known
observations. We divide our set of test sentences in four categories based on the categories
of meanings listed in Sec. 7.2: Basic, Spatial, Spatio-Temporal and Temporal. We remove
15% of all possible sentences in each category from the train set and evaluate the F1 score
on those sentences. The results are provided in Fig. 7.4.

First, we notice that over all categories of meanings, all UT and TFT models, with or
without word-aggregation, perform extremely well compared to the LSTM baselines, with
all these four models achieving near-perfect test performance on the Basic sentences, with
very little variability across the 10 seeds. We then notice that all SFT variants perform
poorly on all test categories, in line or worse than the baselines. This is particularly
visible on the spatio-temporal category, where the SFT models perform at 0.75 + 0.020
whereas the baselines perform at 0.80 £ 0.019 . This suggests that across tasks, it is
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harmful to aggregate each scene plus the language information into a single vector. This
may be due to the fact that objects lose their identity in this process, since information
about all the objects becomes encoded in the same vector. This may make it difficult
for the network to perform computations about the truth value of predicate on a single
object.

Secondly, we notice that the word-aggregation condition seems to have little effect on
the performance on all three Transformer models. We only observe a significant effect
for UT models on spatio-temporal concepts (p-value = 2.38e-10). This suggests that the
meaning of sentences can be adequately summarised by a single vector; while maintaining
separated representations for each object is important for achieving good performance
it seems unnecessary to do the same for linguistic input. However we notice during our
hyperparameter search that our -WA models are not very robust to hyperparameter
choice, with bigger variants more sensitive to the learning rate.

Thirdly, we observe that for our best-performing models, the basic categories of mean-
ings are the easiest, with a mean score of 1.0 +0.003 across all UT and TFT models, then
the spatial ones at 0.96 £ 0.020, then the temporal ones at 0.96 & 0.009, and finally the
spatio-temporal ones at 0.89 4 0.027. This effectively suggests, as we hypothesised, that
sentences containing spatial relations or temporal concepts are harder to ground than
those who do not.

Known sentences with novel observations

We also examine the mean performance of our models for sentences in the training
set but evaluated on a set of mew observations: we generate a new set of rollouts on
the environment, and only evaluate the model on sentences seen at train time (plots are
reported in Sup. Section C.2). We see the performance is slightly better in this case,
especially for the LSTM baselines (0.82 4 0.031 versus 0.79 + 0.032), but the results are
comparable in both cases, suggesting that the main difficulty for models lies in grounding
spatio-temporal meanings and not in linguistic generalization for the type of generaliza-
tion considered in this section.
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Figure 7.4: F1 scores for all the models on randomly held-out sen-
tences. F) is measured on separated sets representing each category of
concepts defined in Sec. 7.2.
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7.5.2 Systematic Generalization on Withheld Combinations of Words

In addition to the previous generalization studies, we perform an experiment in a harder
linguistic generalization setting where we systematically remove binary combinations in
our train set. This is in line with previous work on systematic generalization on deep
learning models (Lake & Baroni, 2018; Ruis et al., 2020; Hupkes et al., 2020). We create
five test sets to examine the abilities of our models to generalize on binary combinations
of words that have been systematically removed from the set of training sentences, but
whose components have been seen before in other contexts. Our splits can be described
by the set of forbidden combinations of words as:

1. Forbidden object-attribute combinations. remove from the train set all sen-
tences containing ’red cat’; ’blue door’ and ’green cactus’. This tests the ability of
models to recombine known objects with known attributes;

2. Forbidden predicate-object combination. remove all sentences containing
‘grow’ and all objects from the ’plant’ category. This tests the model’s ability to
apply a known predicate to a known object in a new combination;

3. Forbidden one-to-one relation. remove all sentences containing ’right of’. Since
the ’right’ token is already seen as-is in the context of one-to-all relations ( right
most’), and other one-to-one relations are observed during training, this tests the
abilities of models to recombine known directions with in a known template;

4. Forbidden past spatial relation. remove all sentences containing the contiguous
tokens 'was left of . This tests the abilities of models to transfer a known relation
to the past modality, knowing other spatial relations in the past;

5. Forbidden past predicate. remove all sentences containing the contiguous to-
kens "was grasp’. This tests the ability of the model to transfer a known predicate
to the past modality, knowing that it has already been trained on other past-tense
predicates.

To avoid retraining all models for each split, we create one single train set with all
forbidden sentences removed and we test separately on all splits. We use the same hy-
perparameters for all models than in the previous experiments. The results are reported
in Fig. 7.5.

First we can notice that the good test scores obtained by the UT and TFT models on
the previous sections are confirmed in on this experiment: they are the best performing
models overall. We then notice that the first two splits, corresponding to new attribute-
object and predicate-object combinations, are solved by the UT and TFT models, while the
SFT models and the LSTM baselines struggle to achieve high scores. For the next 3 splits,
which imply new spatial and temporal combinations, the scores overall drop significantly;
we also observe much wider variability between seeds for each model, perhaps suggesting
the various strategies adopted by the models to fit the train set have very different
implications in terms of systematic generalization on spatial and temporal concepts. This
very high variability between seeds on systematic generalization scores are reminiscent
of the results obtained on the gSCAN benchmark (Ruis et al., 2020).

Additionally, for split 3, which implies combining known tokens to form a new spatial
relation, we observe a significant drop in generalization for the word-aggregation (WA)
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conditions, consistent across models (on average across seeds, —0.14+0.093, —0.154-0.234
and —0.20 + 0.061 for uT, SFT and TFT resp. with p-values < le-04 for UT and SFT).
This may be due to the fact that recombining any one-to-one relation with the known
token right seen in the context of one-to-all relations requires a separate representation
for each of the linguistic tokens. The same significant drop in performance for the wa
condition can be observed for UT and TFT in split 4, which implies transferring a known
spatial relation to the past.

However, very surprisingly, for split 5 — which implies transposing the known predicate
grasp to the past tense — we observe a very strong effect in the opposite direction: the wa
condition seems to help generalizing to this unknown past predicate (from close-to-zero
scores for all transformer models, the WA adds on average 0.71 £+ 0.186, 0.454+0.178 and
0.52 £ 0.183 points for UT, ST and TT resp. and p-values< 1le-05). This may be due
to the fact that models without WA learn a direct and systematic relationship between
the grasp token and grasped objects, as indicated in their features; this relation is not
modulated by the addition of the was modifier as a prefix to the sentence. Models do not
exhibit the same behavior on split 4, which has similar structure (transfer the relation
left of to the past). This may be due to the lack of variability in instantaneous predicates
(only the grasp predicate); whereas there are several spatial relations (4 one-to-one, 4
one-to-all).
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Figure 7.5: F1 scores of all the models on systematic generalization
splits. Fi is measured on separated sets representing each of the forbidden
combinations of word defined above.

7.6 Related Work

The idea that agents should learn to represent and ground language in their experience
of the world has a long history in developmental robotics (Zwaan & Madden, 2005b;
Steels, 2006; Sugita & Tani, 2005; Cangelosi et al.; 2010b) and was recently extended in
the context of Language Conditioned Deep Reinforcement Learning (Chevalier-Boisvert
et al., 2019¢; Hermann et al., 2017a; Luketina et al., 2019; Bahdanau et al., 2019b).
These recent approaches often consider navigation (Chen & Mooney, 2011b; Chaplot
et al., 2018b) or object manipulation (Akakzia et al., 2021c; Hermann et al., 2017a) tasks
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and are always using instructive language. Meanings typically refer to instantaneous
actions and rarely consider spatial reference to objects (Paul et al., 2016). Although our
environment includes object manipulations, we here tackle novel categories of meanings
involving the grounding of spatio-temporal concepts such as the past modality or complex
spatio-temporal reference to objects.

We evaluate our learning architectures on their ability to generalise to sets of de-
scriptions that contain systematic differences with the training data so as to assess
whether they correctly model grammar primitives. This procedure is similar to the
gSCAN benchmark (Ruis et al., 2020). This kind of compositional generalisation is re-
ferred as ’systematicity’ by Hupkes et al. (2020). Environmental drivers that facilitate
systematic generalization are also studied by Hill et al. (2020a). Although Hupkes et al.
(2020) consider relational models in their work, they do not evaluate their performance
on a Language Grounding task. Ruis et al. (2020) consider an Embodied Language
Grounding setup involving one form of time-extended meanings (adverbs), but do not
consider the past modality and spatio-temporal reference to objects, and do not con-
sider learning truth functions. Also, they do not consider learning architectures that
process sequences of sensorimotor observations. To our knowledge, no previous work has
conducted systematic generalization studies on an Embodied Language Grounding task
involving spatio-temporal language with Transformers.

The idea that relational architectures are relevant models for Language Grounding has
been previously explored in the context of Visual Reasoning. They were indeed success-
fully applied for spatial reasoning in the visual question answering task CLEVR (Santoro
et al., 2017). With the recent publication of the video reasoning dataset CLEVRER (Yi
et al., 2020), those models were extended and demonstrated abilities to reason over
spatio-temporal concepts, correctly answering causal, predictive and counterfactual ques-
tions (Ding et al., 2020). In contrast to our study, these works around CLEVRER do not
aim to analyze spatio-temporal language and therefore do not consider time-extended
predicates or spatio-temporal reference to objects in their language, and do not study
properties of systematic generalization over sets of new sentences.

7.7 Discussion

In this work, we have presented a first step towards learning Embodied Language Ground-
ing of spatio-temporal concepts, framed as the problem of learning a truth function that
can predict if a given sentence is true of temporally-extended observations of an agent in-
teracting with a collection of objects. We have studied the impact of architectural choices
on successful grounding of our artificial spatio-temporal language. We have modelled dif-
ferent possible choices for aggregation of observations and language as hierarchical Trans-
former architectures. We have demonstrated that in our setting, it is beneficial to process
temporally-extended observations and language tokens side-by-side, as evidenced by the
good score of our Unstructured Transformer variant. However, there seems to be only
minimal effect on performance in aggregating temporal observations along the temporal
dimension first — compared to processing all traces and the language in an unstructured
manner — as long as object identity is preserved. This can inform architectural design in
cases where longer episode lengths make it impossible to store all individual timesteps
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for each object; our experiments provide evidence that a temporal summary can be used
in these cases. Our experiments with systematic dimensions of generalization provide
mixed evidence for the influence of summarizing individual words into a single vector,
showing it can be detrimental to generalize to novel word combinations but also can help
prevent overgeneralization of a relation between a single word and a single object without
considering the surrounding linguistic context.

Limitations and further work.

There are several limitations of our setup which open important opportunities for
further work. First, we have used a synthetic language that could be extended: for
instance with more spatial relations and relations that are more than binary. Another
axis for further research is using low-level observations. In our setting, we wanted to
disentangle the effect of structural biases on learning spatio-temporal language from
the problem of extracting objects from low level observations (Burgess et al., 2019; Greff
et al., 2020; Engelcke et al., 2020; Locatello et al., 2020; Carion et al., 2020) in a consistent
manner over time (object permanence (Creswell et al.,; 2020; Zhou et al., 2021). Further
steps in this direction are needed, and it could allow us to define richer attributes (related
to material or texture) and richer temporal predicates (such as breaking, floating, etc).
Finally, we use a synthetic language which is far from the richness of the natural language
used by humans, but previous work has shown that natural language can be projected
onto the subspace defined by synthetic language using the semantic embeddings learned
by large language models (Marzoev et al., 2020): this opens up be a fruitful avenue for
further investigation.

In the next chapter, we will present the IMAGINE agent which grounds the meaning
of descriptions provided by a social partner using a similar reward function as the one
developed in this chapter. In addition to a reward function, the IMAGINE agent will be
equipped with a language-conditioned policy enabling it to convert social descriptions
into targetable goals and reach them. Finally, the IMAGINE agent has a productive model
that leverages language compositionality to imagine new goals never communicated by
the social partner.
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This chapter presents IMAGINE, the first explicit Vygotksian autotelic agent that
trains both extractive and productive models. First, IMAGINE leverages social inter-
actions to convert linguistic descriptions of its behavior into targetable goals. Second,
IMAGINE trains a reward function that assesses when it reaches a certain configuration
expressed by a description (as in chapter 7). Then it utilizes the learned reward function
to train a policy that reaches the linguistic goals. Once it has mastered a certain number
of linguistic goals, it learns to recombine them in new ways in order to invent novel plans.
This mechanisms powers a creative exploration. We decide to study it in a simplified
version of the playground environment presented in chapter 7.

8.1 Motivations

The origin of this study stems from the observation that the majority of autotelic RL
agents (presented in 3.3.1) have a limitation in that they can only learn to solve a limited
range of concrete goals, that are not diverse. Indeed, the most standard approach is
often to learn goal representation by training a variational autoencoder (VAE) of visual
states (Nair et al., 2018b; Pong et al., 2020; Laversanne-Finot et al., 2018). This technic is
very powerful because it offers both the possibility to learn to represent and sample goals.
However, because goals are just a projection of states they lack abstraction. Crucially,
the novel goals sampled from the latent space are concrete states that are within the
distribution of already discovered effects. The challenge is therefore to achieve more
abstract goal representation and to move beyond within-distribution goal generation.

In this difficult task, children leverage the properties of language to assimilate thou-
sands of years of experience embedded in their culture, in only a few years (Tomasello,
1999a; Bruner, 1991). As detailed in chapter 6, language does not only offer humans the
capacity to represent abstract concepts, it also enables them to manipulate and com-
pose them to produce new plans. Interestingly, this generative capability can push the
limits of the real, as illustrated by Chomsky (1957a)’s famous example of a sentence
that is syntactically correct but semantically original “ Colorless green ideas sleep furi-
ously”. Language can thus be used to generate out-of-distributions goals by leveraging
compositionality to imagine new goals from known ones.

This chapter presents Intrinsic Motivations And Goal INvention for Exploration
(IMAGINE): a learning architecture which leverages natural language (NL) interactions
with a descriptive social partner (SP) to explore procedurally-generated scenes and in-
teract with objects. IMAGINE discovers meaningful environment interactions through
its own exploration (Fig. 8.1a) and episode-level NL descriptions provided by sp (8.1b).
These descriptions are turned into targetable goals by the agent (8.1c). The agent learns
to represent goals by jointly training a language encoder mapping NL to goal embeddings
and a goal-achievement reward function (8.1d). The latter evaluates whether the cur-
rent scene satisfies any given goal. These signals (ticks in Fig. 8.1d-e) are then used as
training signals for policy learning. More importantly, IMAGINE can invent new goals by
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Discovering new goals through free exploration and language descriptions from a social partner
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Figure 8.1: IMAGINE overview. In the Playground environment, the agent
(hand) can move, grasp objects and grow some of them. Scenes are gener-
ated procedurally with objects of different types, colors and sizes. A social
partner provides descriptive feedback (orange), that the agent converts into
targetable goals (red bubbles).

composing known ones (8.1f). Its internal goal-achievement function allows it to train
autonomously on these imagined goals.

Related work

The idea that language understanding is grounded in one’s experience of the world
and should not be secluded from the perceptual and motor systems has a long history in
Cognitive Science (Glenberg & Kaschak, 2002a; Zwaan & Madden, 2005a). This vision
was transposed to intelligent systems (Steels, 2006; McClelland et al., 2020), applied to
human-machine interaction (Dominey, 2005; Madden et al., 2010) and recently to deep
RL via frameworks such as BabyAI (Chevalier-Boisvert et al., 2019a).

In their review of RL algorithms informed by NL, Luketina et al. (2019) distinguish
between language-conditional problems where language is required to solve the task and
language-assisted problems where language is a supplementary help. In the first category,
most works propose instruction-following agents (Branavan et al., 2010; Chen & Mooney,
2011a; Bahdanau et al., 2019a; Co-Reyes et al., 2019; Jiang et al., 2019a; Goyal et al.,
2019; Cideron et al., 2020c). Although our system is language-conditioned, it is not
language-instructed: it is never given any instruction or reward but sets its own goals
and learns its own internal reward function. Bahdanau et al. (2019a) and Fu et al. (2019)
also learn a reward function but require extensive expert knowledge (expert dataset and
known environment dynamics respectively), whereas our agent uses experience generated
by its own exploration.

Language is also particularly well suited for Hindsight Experience Replay (Andrychow-
icz et al., 2017a): descriptions of the current state can be used to relabel trajectories,
enabling agents to transfer skills across goals. While previous works used a hard-coded
descriptive function (Chan et al.,, 2019a; Jiang et al., 2019a) or trained a generative
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model (Cideron et al., 2020c) to generate goal substitutes, we leverage the learned re-
ward function to scan goal candidates.

To our knowledge, no previous work has considered the use of compositional goal
imagination to enable creative exploration of the environment. The linguistic basis of
our goal imagination mechanism is grounded in construction grammar (CG). CG is a
usage-based approach that characterizes language acquisition as a trajectory starting
with pattern imitation and the discovery of equivalence classes for argument substitu-
tion, before evolving towards the recognition and composition of more abstract pat-
terns (Tomasello, 2000; Goldberg, 2003). This results in a structured inventory of con-
structions as form-to-meaning mappings that can be combined to create novel utter-
ances (Goldberg, 2003). The discovery and substitution of equivalent words in learned
schemas is observed directly in studies of child language (Tomasello & Olguin, 1993;
Tomasello, 2000). Computational implementations of this approach have demonstrated
its ability to foster generalization (Hinaut & Dominey, 2013) and was also used for data
augmentation to improve the performance of neural seq2seq models in NLP (Andreas,
2020).

Imagining goals by composing known ones only works in association with systematic
generalization (Bahdanau et al.; 2019¢; Hill et al., 2020a): generalizations of the type
grow any animal + grasp any plant — grow any plant. These were found to emerge
in instruction-following agents, including generalizations to new combinations of motor
predicates, object colors and shapes (Hermann et al., 2017a; Hill et al., 2020a; Bahdanau
et al., 2019a). Systematic generalization can occur when objects share common attributes
(e.g. type, color). We directly encode that assumption into our models by representing
objects as single-slot object files (Green & Quilty-Dunn, 2017): separate entities charac-
terized by shared attributes. Because all objects have similar features, we introduce a
new object-centered inductive bias: object-based modular architectures based on Deep
Sets (Zaheer et al., 2017).

Specific Contributions

This chapter introduces:

1. The concept of imagining new goals using language compositionality to drive ex-
ploration.

2. IMAGINE: an intrinsically motivated agent that uses goal imagination to explore its
environment, discover and master object interactions by leveraging NL descriptions
from a social partner.

3. Modular policy and reward function with systematic generalization properties en-
abling IMAGINE to train on imagined goals. Modularity is based on Deep Sets,
gated attention mechanisms and object-centered representations.

4. A study of IMAGINE investigating: 1) the effects of our goal imagination mechanism
on generalization and exploration; 2) the identification of general properties of
imagined goals required for any algorithm to have a similar impact; 3) the impact
of modularity and 4) social interactions.
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8.2 Problem Defintion

8.2.1 Open-ended Learning in a Socio-cultural Environment

We consider a setup where agents evolve in an environment filled with objects and have

no prior on the set of possible interactions. An agent decides what and when to learn by

setting its own goals and has no access to external rewards.

However, to allow the agent to learn relevant skills, a social partner (SP) can watch

the scene and plays the role of a human caregiver. Following a developmental ap-

proach (Asada et al., 2009), we propose a hard-coded surrogate sp that models important

aspects of the developmental processes seen in humans:

4

“Grasp green lamp” )

e At the beginning of each episode (left of Fig. 8.2), the agent chooses a goal by for-

mulating a sentence. SP then provides agents with optimal learning opportunities
by organizing the scene with: 1) the required objects to reach the goal (not too
difficult) 2) procedurally-generated distracting objects (not too easy and providing
further discovery opportunities). This constitutes a developmental scaffolding mod-
elling the process of Zone of Proximal Development (ZPD) introduced by Vygotsky
to describe infant-parent learning dynamics (Vygotsky, 1978).

At the end of each episode (right of Fig. 8.2), SP utters a set of sentences describing
achieved and meaningful outcomes (except sentences from a test set). Linguistic
guidance given through descriptions is a key component of how parents "teach"
language to infants, which contrasts with instruction following (providing a lin-
guistic command and then a reward), which is rarely seen in real parent-child
interactions (Tomasello, 2005; Bornstein et al., 1992). By default, SP respects the
3 following properties: precision: descriptions are accurate, exhaustiveness: it pro-
vides all valid descriptions for each episode and full-presence: it is always available.
Sec. 8.5.5 investigates relaxations of the last two assumptions.

| /.Wl” ik @ Ca
Ie 6dCd &

“You grasp blue chameleon”

%

1st Social Intervention: Enisode Roll-out 2nd Social Intervention:
organization of the scene p description of achieved outcomes

Figure 8.2: Illustration of the two interventions of SP during an
episode. At the beginning of the episode, SP perceives the agent’s goal
and organizes the scene with the object required to achieve it as well as
distractors. At the end of the episode, sp describes relevant outcomes by
uttering a set of sentences.

Pre-verbal infants are known to acquire object-based representations very early (Spelke

et al.,, 1992; Johnson et al., 2003) and, later, to benefit from a simplified parent-child
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language during language acquisition (Mintz, 2003). Pursuing a developmental ap-
proach (Asada et al., 2009), we assume corresponding object-based representations and
a simple grammar. As we aim to design agents that bootstrap creative exploration with-
out prior knowledge of possible interactions or language, we do not consider the use of
pre-trained language models.

8.2.2 Simplification of the Playground Environment

We argue that the study of new mechanisms requires the use of controlled environments.
We thus propose to conduct our experiments using a simplified version of the playground
environment introduced in Sec. 7.2 of chapter 7. More specifically we propose to simplify
the agent perception and to consider a simplified grammar for the generation of the
descriptions provided by sP. In this new configuration, sP only describes changes in
configurations with respect to the initial state and does not provide any past tense or
spatial descriptions. We, here, provide details about the agent perception, the behavior
of sp and the grammar.

Simplified agent perception and embodiment

Agents have access to state vectors describing the scene: the agent’s body and the
objects. Each object is represented by a set of features describing its type, position,
color, size and whether it is grasped. Categories are not explicitly encoded. Objects are
made unique by the procedural generation of their color and size. The agent can perform
bounded translations in the 2D plane, grasp and release objects with its gripper. It
can make animals and plants grow by bringing them the right supply (food or water for
animals, water for plants).

At time step t, we define an observation o, as the concatenation of body observations
(2D-position, gripper state) and objects’ features. These two types of features form
affordances between the agent and the objects around. These affordances are necessary
to understand the meaning of object interactions like grasp. The state s; used as input
of the models is the concatenation of o, and Ao, = 0, — 0y to provide a sense of time.
This is required to acquire the understanding and behavior related to the grow predicate,
as the agent needs to observe and produce a change in the object’s size

Grammar

We now present the grammar that generates descriptions for the set of goals achievable
in the simplified Playground environment (G*4).

We partition this set of achievable goals into a training (G*") and a testing (G'*")
set. Goals from G'' are intended to evaluate the ability of our agent to explore the
set of achievable outcomes beyond the set of outcomes described by sp. See table D.1
in Supplementary Sec. D.2 for the complete set of testing goals). Note that some goals
might be syntactically valid but not achievable. This includes all goals of the form grow
+ color U {any} + furniture U {furniture} (e.g. grow red lamp).
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<S>::= go <loc> | grasp <all_thing> | grow <all_living_thing>
all_thing ::= <thing> | <attr> <thing>
all_living_thing ::= <living_thing> | <attr> <living_thing>
<thing> ::= <object_category> | <living_thing> | <furniture> | <supply>
<living_thing> ::= <plant> | <animal>
<object_category ::= thing | living_thing | animal | plant | funiture | supply
<animal> ::= dog | cat | chameleon | human | fly | parrot | mouse |

lion | pig | cow
<plant> ::= cactus | carnivorous | flower | tree | bush | grass |
algae | tea | rose | bonsai
<furniture> ::= door | chair | desk | lamp | table | cupboard |
sink | window | sofa | carpet
<supply> ::= water | food

<loc> ::= left | right | top | bottom | center | bottom left |
bottom right | top left | top right

<attr> ::= blue | green | red

Table 8.1: Updated grammar used by sp do describe the agent’s behavior

8.2.3 Evaluation Metrics

This chapter investigates how goal imagination can lead agents to efficiently and cre-
atively explore their environment to discover interesting interactions with objects around
them. In this quest, SP guides agents towards a set of interesting outcomes by uttering
NL descriptions. Through compositional recombinations of these sentences, goal imagi-
nation aims to drive creative exploration, to push agents to discover outcomes beyond
the set of outcomes known by sp. We evaluate this desired behavior by three metrics:
1) the generalization of the policy to new states, using goals from the training set that
sP knows and describes; 2) the generalization of the policy to new language goals, using
goals from the testing set unknown to sp; 3) goal-oriented exploration metrics. These
measures assess the quality of the agents’ intrinsically motivated exploration. Measures
1) and 2) are also useful to assess the abilities of agents to learn language skills. We
measure generalization for each goal as the success rate over 30 episodes and report SR
the average over goals. We evaluate exploration with the interesting interaction count
(12C). 12C is computed on different sets of interesting interactions: behaviors a human
could infer as goal-directed. These sets include the training, testing sets and an extra
set containing interactions such as bringing water or food to inanimate objects. 12Cz
measures the number of times interactions from Z were observed over the last epoch (600
episodes), whether they were targeted or not (see Supplementary Sec. D.3). Thus, 12C
measures the penchant of agents to explore interactions with objects around them. Un-
less specified otherwise, we provide means p and standard deviations over 10 seeds and
report statistical significance using a two-tail Welch’s t-test with null hypothesis u; = us,
at level & = 0.05 (noted by star and circle markers in figures) (Colas et al., 2019b).
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8.3 The IMAGINE Architecture

IMAGINE agents build a repertoire of goals and train two internal models: 1) a goal-

achievement reward function R to predict whether a given description matches a behav-

ioral trajectory; 2) a policy 7 to achieve behavioral trajectories matching descriptions.

The architecture is presented in Fig. 8.3 and follows this logic:

1.

The Goal Generator samples a target goal giarger from known and imagined goals
(gknown U gim)-

The agent (RL Agent) interacts with the environment using its policy 7 conditioned
on gtarget-

State-action trajectories are stored in a replay buffer mem(m).

SP’s descriptions of the last state are considered as potential goals Gsp(s7) = Dsp(sT).
mem(R) stores positive pairs (s7, Gs(sr)) and infers negative pairs (S7, Ginown \
gsp (ST))-

The agent then updates:

e Goal Gen.: Guuown < Grnown U Gsp(sr) and Gy, < Imagination(Gynown )-
e Language Encoder (L.) and Reward Function (R) are updated using data from
mem(R).

e RL agent: We sample a batch of state-action transitions (s, a, s’) from
mem(m). Then, we use Hindsight Replay and R to bias the selection of substi-
tute goals to train on (gs) and compute the associated rewards (s, a, s', g5, 7).
Substituted goals g, can be known or imagined goals. Finally, the policy and
critic are trained via RL.

GrnownUGim Hindsight Replay

batches

|
batches
Tror Lsag.rs) RO
\4

traj: [s, a]t:[l,..T]

’

ST S

Gsp(sT)

SP Gtarget

Figure 8.3: IMAGINE architecture. Colored boxes show the different mod-
ules of IMAGINE. Lines represent update signals (dashed) and function out-
puts (plain). The language encoder L. is shared.

Algorithm 4 outlines the pseudo-code of our learning architecture.
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Algorithm 4: IMAGINE

1: Input: env, Sp
2: Initialize: L., R, m, mem(R), mem(7), Gknown, Gim

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

24:
25:
26:
27:
28:

# Random initializations for networks
# empty sets for memories and goal sets

: for e =1 : Nepisodes dO

if Grnown 7# O then
Sample gNL from gknown ) gim
g < Le(gnL)
else
sample g from N(0,1)
end if
S0 < env.reset()
fort=1:T do
a; <+ m(st—1,9)
st < env.step(ay)
mem.add(si—1, at, S¢)
end for
Gsp < SP.get _descriptions(st)
gknown — gknown U gsp
mem(R).add(st, gn) for gnr in Gsp
if goal imagination allowed then
Gim < Imagination(Gypown) # see Algorithm 8

end if

Batch, + ModularBatchGenerator(mem(r)) # Batch,={(s,a,s")}
Batch, + Hindsight(Batch,, R, Gknown, Gim) # Batch,={(s,a,r,g,s")} where
r=mR(s,9)

7 <RL_Update(Batch,)
if e % reward update freq == 0 then

Batchg < ModularBatchGenerator(mem(R))

L., R + LE&RewardFunctionUpdate(Batchg)
end if

29: end for
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8.3.1 Goal Generator

The goal generator is a generative model of NL goals. It generates target goals giarget
for data collection and substitutes goals g, for hindsight replay. When goal imagination
is disabled, the goal generator samples uniformly from the set of known goals Gy,own,
sampling random vectors if empty. When enabled, it samples with equal probability from
Grnown and Giy, (set of imagined goals). Gy, is generated using a mechanism grounded
in construction grammar that leverages the compositionality of language to imagine new
goals from Gy,own. The heuristic consists in computing sets of equivalent words: words
that appear in two sentences that only differ by one word. For example, from grasp red
lion and grow red lion, grasp and grow can be considered equivalent and from grasp green
tree one can imagine a new goal grow green tree (see Fig. 8.1f). Imagined goals do not
include known goals. Among them, some are meaningless, some are syntactically correct
but infeasible (e.g. grow red lamp) and some belong to G****, or even to G"#" before they
are encountered by the agent and described by Sp. The pseudo-code and all imaginable
goals are provided in Supplementary Sec. D.4.

8.3.2 Language Encoder

The language encoder (L.) embeds NL goals (L, : GM — R'%) using an LSTM (Hochre-
iter & Schmidhuber, 1997) trained jointly with the reward function. L. acts as a
goal translator, turning the goal-achievement reward function and policy into language-
conditioned functions.

8.3.3 Object-centered Modular Architectures

The goal-achievement reward function, policy and critic leverage novel modular-attention
(MA) architectures based on Deep Sets (Zaheer et al., 2017), gated attention mecha-
nisms (Chaplot et al., 2018b) and object-centered representations. The idea is to ensure
efficient skill transfer between objects, no matter their position in the state vector. This
is done through the combined use of a shared neural network that encodes object-specific
features and a permutation-invariant function to aggregate the resulting latent encod-
ings. The shared network independently encodes, for each object, an affordance between
this object (object observations), the agent (body observations) and its current goal.
The goal embedding, generated by L., is first cast into an attention vector in [0, 1],
then fused with the concatenation of object and body features via an Hadamard product
(gated-attention (Chaplot et al., 2018b)). The resulting object-specific encodings are
aggregated by a permutation-invariant function and mapped to the desired output via a
final network (e.g. into actions or action-values). Fig. 8.4 gives an illustration of both
the reward and the policy modular architectures.
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Figure 8.4: Policy and reward function architectures: The reward
function is represented on the right in green, the policy on the left in pink,
the language encoder in the bottom in yellow and the attention mechanisms
at the center in blue.

Reward function

Learning a goal-achievement reward function (R) is framed as binary classification:
R(s,g) : S x R — {0,1}. We use the MA architecture with attention vectors a?,
a shared network NN® with output size 1 and a logical OR aggregation. NN® com-
putes object-dependent rewards 7; in [0, 1] from the object-specific inputs and the goal
embedding. The final binary reward is computed by NN°* which outputs 1 whenever
dj: r; > 0.5. We pre-trained a neural-network-based OR function to enable end-to-end
training with back-propagation. The overall function is:

R(s,9) = NNOR([NNR(Sobj(i)Gag)]ie[luN])

Data. Interacting with the environment and sp, the agent builds a set of entries [sr, g, 7]
with ¢ € Ginown Where r € {0, 1} rewards the achievement of g in state s;: 7 = 1
if g € Gso(sr) and 0 otherwise. L. and R are periodically updated jointly by back-
propagation on this dataset.

Multi-goal RL agent

Our agent is controlled by a goal-conditioned policy 7 (Schaul et al., 2015) based
on the MA architecture (see Fig. 8.4). It uses an attention vector 37, a shared network
NN™, a sum aggregation and a mapper NN* that outputs the actions. Similarly, the critic
produces action-values via 49, NN9 and NN*V respectively:
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T(s,9) = NN( ) NN"(Say ©B%))  Q(s,a,9) = NN"V( D NNY([sens0, a] ©9)).

1€[1..N] 1€[1..N]

Both are trained using DDPG (Lillicrap et al., 2016), although any other off-policy al-
gorithm can be used. As detailed in Supplementary Sec. D.6, our agent uses a form of
Hindsight Experience Replay (Andrychowicz et al., 2017a).
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8.4 Systematic Generalization

Because systematic generalization to new linguistic goal constructs is a central dimension
of the analysis of our proposed IMAGINE algorithm, we provide details about the specific
types of generalization we investigate and how the IMAGINE system can achieve them.

8.4.1 Different Types of Generalization

Generalization can occur in two different modules of the IMAGINE architecture: in the
reward function and in the policy. Agents can only benefit from goal imagination when
their reward function is able to generalize the meanings of imagined goals from the
meanings of known ones. When they do, they can further train on imagined goals, which
might, in turn, reinforce the generalization of the policy. In a similar fashion as we did
in chapter 7 we characterize different types of generalizations that the reward and policy
can both demonstrate:

e Type 1 - Attribute-object generalization: This is the ability to accurately associate
an attribute and an object that were never seen together before. To interpret
the goal grasp red tree requires to isolate the red and tree concepts from other
sentences and to combine them to recognize a red tree. To measure this ability, we
removed from the training set all goals containing the following attribute-object
combinations: {blue door, red tree, green dog} and added them to the testing set
(4 goals).

e Type 2 - Object identification: This is the ability to identify a new object from its
attribute. We left out of the training set all goals containing the word flower (4
goals). To interpret the goal grasp red flower requires to isolate the concept of red
and to transpose it to the unknown object flower. Note that in the case of grasp
any flower, the agent cannot rely on the attribute, and must perform some kind
of complement reasoning:“if these are known objects, and that is unknown, then if
must be a flower".

e Type 3 - Predicate-category generalization: This is the ability to interpret a pred-
icate for a category when they were never seen together before. As explained in
Sec. D.1, a category regroups a set of objects and is not encoded in the object state
vector. It is only a linguistic concept. We left out all goals with the grasp predicate
and the animal category (4 goals). To correctly interpret grasp any animal requires
to identify objects that belong to the animal category (acquired from "growing
animal" and "growing animal objects" goals), to isolate the concept of grasping
(acquired from grasping non-animal objects) and to combine the two.

e Type 4 - Predicate-object generalization: This is the ability to interpret a predicate
for an object when they were never seen together before. We leave out all goals
with the grasp predicate and the fly object (4 goals). To correctly interpret grasp
any fly, the agent should leverage its knowledge about the grasp predicate (acquired
from the "grasping non-fly objects" goals) and the fly object (acquired from the
"growing flies" goals).

e Type 5 - Predicate dynamics generalization: This is the ability to generalize the
behavior associated with a predicate to another category of objects, for which
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the dynamics is changed. In the Playground environment, the dynamics of grow
with animals and plants is a a bit different. animals can be grown with food
and water whereas plants only grow with water. We want to see if IMAGINE can
learn the dynamics of grow on animals and generalize it to plants. We left out
all goals with the grow predicate and any of the plant objects, plant and living
thing categories (48 goals). To interpret, grow any plant, the agent should be
able to identify the plant objects (acquired from the "grasping plants" goals) and
that objects need supplies (food or water) to grow (acquired from the "growing
animals" goals). Type 5 is more complex than Type 4 for two reasons: 1) because
the dynamics change and 2) because it mixes objects and categories. Note that, by
definition, the zero-shot generalization is tested without additional reward signals
(before imagination). As a result, even the best zero-shot generalization possible
cannot adapt the grow behavior from animals to plant and would bring food and
water with equal probability p = 0.5 for each.

Table D.1 provides the exhaustive list of goals used to test each type of generalization.

8.4.2 Different Ways to Generalize

Agent can generalize to out-of-distribution goals (from any of the 5 categories above) in
three different ways:

1. Policy zero-shot generalization: The policy can achieve the new goal without any
supplementary training.

2. Reward zero-shot generalization: The reward can tell whether the goal is achieved
or not without any supplementary training.

3. Policy n-shot generalization or behavioral adaptation: When allowed to imagine
goals, IMAGINE agents can use the zero-shot generalization of their reward func-
tion to autonomously train their policy to improve on imagined goals. After such
training, the policy might show improved generalization performance compared to
its zero-shot abilities. We call this performance n-shot generalization. The policy
received supplementary training, but did not leverage any external supervision,
only the zero-shot generalization of its internal reward function. This is crucial to
achieve Type 5 generalization. As we said, zero-shot generalization cannot figure
out that plants only grow with water. Fine-tuning the policy based on experience
and internal rewards enables agents to perform behavioral adaptation: adapting
their behavior with respect to imagined goals in an autonomous manner (see Main
Fig. 8.5).

8.5 Experiments

This section first showcases the impact of goal imagination on exploration and generaliza-
tion (Sec. 8.5.1). For a more complete picture, we analyze other goal imagination mecha-
nisms and investigate the properties enabling these effects (Sec. 8.5.3). Finally, we show
that our modular architectures are crucial to a successful goal imagination (Sec. 8.5.4)
and discuss more realistic interactions with Sp (Sec. 8.5.5). IMAGINE agents achieve near
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perfect generalizations to new states (training set of goals): SR = 0.95 + 0.05. We thus
focus on language generalization and exploration. Supplementary Sections D.2 to D.7
provide additional results and insights organized by theme (Generalization, Exploration,
Goal Imagination, Architectures, Reward Function and Visualizations).

8.5.1 The Impact of Goal Imagination on Generalization and
Exploration

Global generalization performance

Fig. 8.5(a) shows SR on the set of testing goals, when the agent starts imagining new
goals early (after 6 - 10% episodes), half-way (after 48 - 10® episodes) or when not allowed
to do so. Imagining goals leads to significant improvements in generalization.
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Figure 8.5: Goal imagination drives exploration and generalization.
Vertical dashed lines mark the onset of goal imagination. (a) SR on testing
set. (b) Behavioral adaptation, empirical probabilities that the agent brings
supplies to a plant when trying to grow it. (¢) 12¢ computed on the testing
set. Stars indicate significance (a and c are tested against never).

Behavioral Adaptation

Agents learn to grow animals from SP’s descriptions, but are never told they could
grow plants. When evaluated offline on the growing-plants goals before goal imagination,
agents’ policies perform a sensible zero-shot generalization and bring them water or food
with equal probability, as they would do for animals (Fig. 8.5(b), left). As they start
to imagine and target these goals, their behavior adapts (Fig. 8.5(b), right). Because
the reward function shows good zero-shot abilities (as demonstrated in Sec. 8.5.2), it
only provides positive rewards when the agent brings water. The policy therefore slowly
adapts to this internal reward signal and pushes agents to bring more water. We call
this phenomenon behavioral adaptation.

Exploration

Fig. 8.5(c) presents the 12C metric computed on the set of interactions related to G***
and demonstrates the exploration boost triggered by goal imagination. Supplementary
Sec. D.3 presents other 12C metrics computed on additional interactions sets.
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8.5.2 Systematic Generalization

Fig. 8.6 presents training and generalization performance of the reward function and
policy. We evaluate the generalization of the reward function via its average F score on
G'*st. the generalization of the policy by SRies:.
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Figure 8.6: Zero-shot and n-shot generalizations of the reward func-
tion and policy. Each figure represents the training and testing perfor-
mances (split by generalization type) for the reward (a), and the policy (b, ¢,
d). (a) and (b) represent zero-shot performance in the no imagination condi-
tions. In (c) and (d), agents start to imagine goals as denoted by the vertical
dashed line. Before that line, SR evaluate zero-shot generalization. After,
it evaluates the n-shot generalization, as agent can train autonomously on
imagined goals.

Reward function zero-shot generalization. When the reward function is trained in
parallel of the policy, we monitor its zero-shot generalization capabilities by computing
the Fi-score over a dataset collected separately with a trained policy run on goals from
G's* (kept fixed across runs for fair comparisons). As shown in Fig. 8.6a, the reward
function exhibits good zero-shot generalization properties over 4 types of generalization
after 25 x 103 episodes. Note that, because we test on data collected with a different
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RL policy, the Fj-scores presented in Fig. 8.6a may not faithfully describe the true
generalization of the reward function during co-training.

Policy zero-shot generalization. The zero-shot performance of the policy is evaluated
in Fig. 8.6b (no imagination condition) and in the period preceding goal imagination in
Fig. 8.6c and 8.6d (before vertical dashed line). The policy shows excellent zero-shot
generalization properties for Type 1, 3 and 4, average zero-shot generalization on Type
5 and fails to generalize on Type 2. Type 1, 3 and 4 can be said to have similar levels of
difficulty, as they all require to learn two concepts individually before combining them at
test time. Type 2 is much more difficult as the meaning of only one word is known. The
language encoder indeed receives a new word token which seems to disturb behavior. As
said earlier, zero-shot generalization on Type 5 cannot do better than 0.5, as it cannot
infer that plants only require water.

Policy n-shot generalization. When goal imagination begins (Figures 8.6¢ and 8.6d
after the vertical line), agents can imagine goals and train on them. This means that
SR evaluates n-shot policy generalization. Agents can now perform behavior adaptation.
They can learn that plants need water. As they learn this, their generalization perfor-
mance on goals from Type 5 increases and goes beyond 0.5. Note that this effects fights
the zero-shot generalization. By default, policy and reward function apply zero-shot
generalization: e.g. they bring water or food equally to plants. Behavioral adaptation
attempts to modify that default behavior. Because of the poor zero-shot generalization of
the reward on goals of Type 2, agents cannot hope to learn Type 2 behaviors. Moreover,
Type 2 goals cannot be imagined, as the word flower is unknown to the agent.

8.5.3 Ablation on Goal Imagination Mechanisms

Properties of imagined goals.

We propose to characterize goal imagination mechanisms by two properties: 1) Cov-
erage: the fraction of G*** found in G, and 2) Precision: the fraction of the imagined
goals that are achievable. We compare our goal imagination mechanism based on the
construction grammar heuristic (CGH) to variants characterized by 1) lower coverage; 2)
lower precision; 3) perfect coverage and precision (oracle); 4) random goal imagination
baseline (random sequences of words from G leading to near null coverage and pre-
cision). These measures are computed at the end of experiments, when all goals from
G'rin have been discovered (Fig. 8.7a).

Fig. 8.7b shows that CGH achieves a generalization performance on par with the
oracle. Reducing the coverage of the goal imagination mechanism still brings significant
improvements in generalization. Supplementary Sec. D.4 shows, for the Low Coverage
condition, that the generalization performance on the testing goals that were imagined is
not statistically different from the performance on similar testing goals that could have
been imagined but were not. This implies that the generalization for imagined goals
also benefits similar non-imagined goals from G'*'. Finally, reducing the precision of
imagined goals (gray curve) seems to impede generalization (no significant difference with
the no imagination baseline). Fig. 8.7c shows that all goal imagination heuristics enable
a significant exploration boost. The random goal baseline acts as a control condition.
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It demonstrates that the generalization boost is not due to a mere effect of network
regularization introduced by adding random goals (no significant effect w.r.t. the no
imagination baseline). In the same spirit, we also ran a control using random goal
embeddings, which did not produce any significant effects.

—8— CGH Random -#- Low coverage —8— CGH Random —4— Low coverage
~#- Noimag. ~-%- Oracle ~#— Low precision ~#- Noimag. ~—%— Oracle —+#— Low precision
200 *
Cov. Pre. *
CGH 0.87 0.45
Oracle 1 1
Low Cov. 0.44 0.45
Low Pre. 0.87 0.30

Random G. ~0 ~0

T00 00~ —=20 40 60 _ 80 100
Episodes (x103) Episodes (x103)

™ (b) (c)

Figure 8.7: Goal imagination properties. (a) Coverage and precision
of different goal imagination heuristics. (b) SR on testing set. (c) 12C on
G'*s*. We report sem (standard error of the mean) instead of std to improve
readability. Stars indicate significant differences w.r.t the no imagination
condition.

8.5.4 Interactions Between Modularity and Imagination

Table 8.2: Policy architectures performance. SRtest at convergence.

MA " FA
Im. 0.76 £0.1 0.154+0.05
No Im. | 0.51 £0.1 0.17£0.04
p-val 4.8e-5 0.66

We compared MA to flat architectures (FA) that consider the whole scene at once. As
the use of FA for the reward function showed poor performance on G#® Table 8.2 only
compares the use of MA and FA for the policy. MA shows stronger generalization and
is the only architecture allowing an additional boost with goal imagination. Only MA
policy architectures can leverage the novel reward signals coming from imagined goals
and turn them into behavioral adaptation. Supplementary Sec. D.5 provides additional
details.

8.5.5 Social Feedback Properties

We study the relaxation of the full-presence and exhaustiveness assumptions of sp. We
first relax full-presence while keeping exhaustiveness (blue, yellow, and purple curves).
When spP has a 10% chance of being present (yellow), imaginative agents show generaliza-
tion performance on par with the unimaginative agents trained in a full-presence setting
(green), see Fig. 8.8). However, when the same amount of feedback is concentrated in
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the first 10% episodes (purple), goal imagination enables significant improvements in
generalization (w.r.t. green). This is reminiscent of children who require less and less at-
tention as they grow into adulthood and is consistent with Chan et al. (2019a). Relaxing
exhaustiveness, SP only provides one positive and one negative description every episode
(red) or in 50% of the episodes (gray). Then, generalization performance matches the
one of unimaginative agents in the exhaustive setting (green).

8.6 Discussion and Conclusion

IMAGINE is a learning architecture that enables autonomous learning by leveraging NL
interactions with a social partner. As other algorithms from the IMGEP family, IMAGINE
sets its own goals and builds behavioral repertoires without external rewards. As such,
it is distinct from traditional instruction-following RL agents. This is done through
the joint training of a language encoder for goal representation and a goal-achievement
reward function to generate internal rewards. Our proposed modular architectures with
gated-attention enable efficient out-of-distribution generalization of the reward function
and policy. The ability to imagine new goals by composing known ones leads to further
improvements over initial generalization abilities and fosters exploration beyond the set
of interactions relevant to Sp. Our agent even tries to grow pieces of furniture with
supplies, a behavior that can echo the way a child may try to feed his doll.

IMAGINE does not need externally-provided rewards but learns which behaviors are
interesting from language-based interactions with sp. In contrast with hand-crafted
reward functions, NL descriptions provide an easy way to guide machines toward relevant
interactions. A posteriori counterfactual feedback is easier to communicate for humans,
especially when possible effects are unknown and, thus, the set of possible instructions
is undefined. Hindsight learning also greatly benefits from such counterfactual feedback
and improves sample efficiency.

Attention mechanisms further extend the interpretability of the agent’s learning by
mapping language to attentional scaling factors (see Supplementary Fig. D.10). In ad-
dition, Sec. 8.5.5 shows that agents can learn to achieve goals from a relatively small
number of descriptions, paving the way toward human-provided descriptions.
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Playground is a tool that we hope will enable the community to further study under-
explored descriptive setups with rich combinatorial dynamics, as well as goal imagination.
It is designed for the study of goal imagination and combinatorial generalization. Com-
pared to existing environments (Hermann et al., 2017a; Chevalier-Boisvert et al., 2019a;
Chan et al., 2019a), we allow the use of descriptive feedback, introduce the notion of
object categories and category-dependent object interactions (Grow refer to different
modalities for plants or animals). Playground can easily be extended by adding objects,
attributes, and category- or object-type-dependent dynamics.

IMAGINE could be combined with unsupervised multi-object representation learning
algorithms (Burgess et al., 2019; Grefl et al., 2019) to work directly from pixels, prac-
tically enforcing object-centered representations. The resulting algorithm would still be
different from goal-as-state approaches (Nair et al., 2018b; Pong et al., 2020; Nair et al.,
2020). Supplementary Sec. D.8 discusses the relevance of comparing IMAGINE to these
works. Some tasks involve instruction-based navigation in visual environments that do
not explicitly represent objects (Shridhar et al., 2020). Here, also, imagining new instruc-
tions from known ones could improve exploration and generalization. Finally, we believe
IMAGINE could provide interesting extensions in hierarchical settings, like in Jiang et al.
(2019a), with novel goal imagination boosting low-level exploration.

Future work

A more complex language could be introduced, for example, by considering object
relationships (e.g. Grasp any X left of Y), see (Karch et al., 2020) for a preliminary
experiment in this direction. While the use of pre-trained language models (Radford
et al., 2019) does not follow our developmental approach, it would be interesting to
study how they would interact with goal imagination. Because CGH performs well in our
setup with a medium precision (0.45) and because similar mechanisms were successfully
used for data augmentation in complex NLP tasks (Andreas, 2020), we believe our goal
imagination heuristic could scale to more realistic language.

We could reduce the burden on Sp by considering unreliable feedbacks (lower pre-
cision), or by conditioning goal generation on the initial scene (e.g. using mechanisms
from Cideron et al. (2020¢)). One could also add new interaction modalities by letting sp
make demonstrations, propose goals or guide the agent’s attention. Our modular archi-
tectures, because they are set functions, could also directly be used to consider variable
numbers of objects. Finally, we could use off-policy learning (Fujimoto et al., 2019) to
reinterpret past experiences in the light of new imagined goals without any additional
environment interactions.

Links.

Demonstration videos are available at https://sites.google.com/view/imagine-
drl. The source code of the playground environment can be found at https://github.
com/flowersteam/playground_env and the source code of the IMAGINE architecture
https://github.com/flowersteam/Imagine.
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Part Summary

Part II of this manuscript started with the presentation of the Vygotskian Autotelic Al
framework, which extends the autotelic RL framework presented in chapter 3 to design
artificial agents that interact with our rich socio-cultural worlds and internalize pre-
existing cultural conventions to become better learners.

We followed this conceptual contribution with two computational contributions fo-
cusing on the two categories of internal modules of Vygotksian autotelic agents, the
extractive and productive modules.

In chapter 7, we looked at the role of relational inductive biases on the systematic
generalization capabilities of an (extractive) language-conditioned reward function. More
specifically, we observed that using transformer architectures that maintain object iden-
tity is primordial to ground the meaning of complex spatiotemporal concepts describing
behavioral trajectories of artificial agents.

In chapter 8, we investigated how language productivity can be used as a cognitive
tool to imagine creative goals during curiosity-driven exploration. In our analysis of the
IMAGINE system we showed that leveraging construction grammar is an efficient strategy
to recombine linguistic constructions into new orders to create goals that are out of the
distribution of the effects described by the social partner.
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9.1 Summary of our Contributions

The primary objective of this research is to make progress toward designing artificial
agents that evolve in sociocultural worlds. Our research contributions are organized
around two scientific questions: 1) The formation of cultural conventions in populations
of artificial agents and 2) The exploitation of cultural conventions during the cognitive
development of artificial agents. These two complementary lines of research are part of
the emerging field of developmental A1 which integrates traditional A1 paradigms (pre-
sented in our background chapter) with insights from developmental psychology and
linguistics. Both scientific questions are concerned with mechanisms of self-organization:
with the first investigating the development of cultural conventions, and the second ex-
amining their impact on developmental trajectories. This study investigates the concept
of compositionality in both research areas. The first inquiry focuses on how exposure to
compositional stimuli can lead to the emergence of compositional conventions, while the
second inquiry explores how compositionality can be leveraged for open-ended learning.

9.1.1 Imsights from Our Computational Studies on Cultural
Convention Formation

The first part of this manuscript tackled the self-organization of cultural conven-
tions between artificial agents. It built upon the language formation framework (Sec. 3.2)
to investigate the self-organization of graphical sensory-motor communication between
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two artificial agents engaged in referential games and the self-organization of goal-directed
protocols in the Architect-Builder problem, where agents have asymmetries of informa-
tion and affordances. These two experimental contributions were presented in chapters
4 and 5, respectively.

The first one introduced CURVES: an algorithm that optimizes a graphical and con-
tinuous utterance that names visual referents by relying on learning an energy landscape
that represents the alignment between utterances and referents. Through analyzing the
performance of CURVES in graphical referential games, we found that contrastive repre-
sentation learning is an efficient method for agents to self-organize a shared graphical
lexicon based on sensory-motor continuous constraints. We also noted that although
a pair of agents may show satisfactory compositional generalization performance on a
productivity test, this does not necessarily imply that the graphical signs that emerge
are compositional. To further understand the nature of the resulting signs and their re-
lationship to compositional language, we proposed to analyze their geometrical structure
using the Hausdorff distance but found that basic compositional rules could not explain
the compositional generalization.

Our second experimental contribution presented ABIG, which trains an architect and a
builder to effectively communicate and solve the Architect-Builder problem. The study
of ABIG showed that shared-intent and interaction frames are two relevant priors to
facilitate the emergence of a low-level, high-frequency, guiding communication protocol
that not only enables an architect-builder pair to solve the task at hand, but that can
also generalize to unseen tasks. The fine analysis of ABIG learning dynamics revealed
that forgetting mechanisms were instrumental to successful communication. Without it,
the builder enters a failure mode and cannot forget wrong action/message associations
leading to a non-controllable behavior. Finally, our analysis showed that increasing
the number of messages available to the architect (size of vocabulary) is primordial to
achieving certain tasks. A vocabulary size equal to the number of actions available to
the builder is not enough.

9.1.2 Insights from our Computational Studies on Cultural
Convention Exploitation

The second part of this manuscript focused on the exploitation of pre-existing cul-
tural conventions during the self-organization of developmental trajectories of
artificial agents. We started part [ with the introduction of the Vyogtksian Autotelic Al
framework (in chapter 6). This framework aims at designing artificial agents that interact
with our rich socio-cultural worlds and internalize pre-existing cultural conventions to
become better learners. We followed this conceptual contribution with two experimental
ones.

In chapter 7, we proposed to equip agents with transformer neural network architec-
tures to enable them to align their experience of the world with linguistic descriptions
provided by a surrogate social partner, facilitating systematic generalization. Our ra-
tionale for this proposal was based on the observation that grounding the meaning of
spatio-temporal concepts is a multi-layered relational problem that involves various in-
terrelated relations such as affordance (subject-object trace), linguistic (world-words),
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and spatio-temporal (intra-trace objects) relations. We demonstrated that employing
transformer networks led to a significant improvement in systematic generalization per-
formance compared to LSTM baselines. We observed that maintaining object identity in
the attention computation of our Transformers is instrumental to achieving good perfor-
mance on generalization overall and that summarizing object traces in a single token has
little influence on performance.

Finally, in chapter 8 we detailed the implementation of IMAGINE: a Vygotskian au-
totelic agent that converts linguistic descriptions given by a social partner into targetable
goals. We showed that IMAGINE can leverage language productivity and systematic gen-
eralization to grow an open-ended repertoire of skills in a creative way. In our analysis
of the IMAGINE system we showed that construction grammar was an efficient strategy
to produce novel goals that are out of the distribution of the effects described by the
social partner. We furthermore, demonstrated that modularity and object-centered ar-
chitectures were instrumental to reaching those invented and novel goals. Crucially, we
identified that grounding the meaning of descriptions in observed outcomes, through the
learning of a reward function that predicts the compatibility between observations and
descriptions, enables agents to perform behavioral adaptation: a correction of overgen-
eralization to exception in the compositional dynamics of the playground environment
(plants only requiring water to grow should not be given food).

9.2 An Alternative Way to Read this Manuscript

The previous section summarized our contributions in a linear and systemic organization:
we first explore how artificial agents can self-organize cultural conventions from tabula-
rasa and then assume pre-existing conventions to investigate how they can impact skill
acquisition. This linear progression ended with the presentation of the IMAGINE agent
that leverages cultural conventions to creatively explore its environment. In this para-
graph, we argue that this manuscript can also be read backward. Starting from the ob-
servation that cultural conventions are a necessary condition for the design of open-ended
learners, understanding the formation of cultural conventions becomes of primordial im-
portance. It can, for instance, help develop new learning scenarios for agents such as the
Architect Builder problem, and new inductive biases for learning architectures such as
the multi-modal transformers that we presented in chapter 7. As a matter of fact, the
contributions constituting this research were presented in anti-chronological order. My
research journey started with the development of the IMAGINE agent and ended so far
with the introduction of CURVES.



Open-source Code

9.3 Open-source Code

The entirety of this research builds on open-source code. The specifics of the algorithms
and environments created for each project are presented in table 9.1. Each repository
contains guidelines to replicate all experiments presented in this manuscript, ensuring
that future researchers can readily utilize our computational contributions.

Repo URL Chapter Details

Graphical referential game
implementation  with a

graphical- https://github.com/ .
. i sensory-motor system relying
referential- flowersteam/graphical- 4 . . .
. on a differentiable sketching
game referential-game

library. CURVES training and
testing scripts.

https://github.com/
flowersteam/architect- )
builder-abig

Training and testing scripts
for the ABIG algorithm

architect-
builder-abig

Code for the Architect-

. https://github.com/ Bgﬂger envw9nnunm con-

architect- . taining a grid world, a
. flowersteam/architect- 5 ..

builder-env . communication channel, and
builder-env .

an observation blender to

combine both observations.

Playground environment
implemented in  pygame.
The repository  contains
two branches: main branch
https://github.com/ is the wvanilla version used
playground flowersteam/playground_ 7& 8 to experiment with IMAG-
env INE, temporal_descr is
the version used to create
the dataset of our spatio-
temporal language grounding
experiments.

Links to the datasets used
for the experiments on the
temporal extension of Play-

7 ground as well as the multi-
modal transformer architec-
ture definitions and training
scripts.

spatio- https://github.com/
temporal- flowersteam/spatio-
language- temporal-language-
transformers  transformers

Agent modules, training and
8 testing scripts of the IMAGINE
algorihtm.

https://github.com/

imagine .
& flowersteam/Imagine

Table 9.1: Summary of open-source code repositories.
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This chapter provides future avenues for the integration of cultural convention in Al
research. By acknowledging the current limitations of both language evolution setups and
Vygotskian autotelic agents we outline several challenges for more human-like, interactive,
and culturally informed artificial agents.

10.1 Towards Realistic Models of the Cultural Niche

10.1.1 Scaling Current Neural Network Communicating Agents

In a recent contribution, Chaabouni et al. (2022) posit that “from a machine learning
view, language evolution is deemed as a promising direction to shape agents’ represen-
tation and design interactive AI’. Despite previous efforts by AI researchers to study
language games with neural network agents, the authors concede that recent language
evolution experiments have not shown substantial progress over the past two decades and
contend that scaling up such experiments is necessary to achieve this objective. As a re-
sult, the authors propose to focus on scaling up three central aspects of language games.
Specifically, they suggest augmenting the complexity of visual referents by employing
more realistic datasets, expanding the number of distractor referents, and considering a
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broader population of agents. In this section, we will use these three aspects as a starting
point to discuss how current language (or referential) games can be scaled up and made
more realistic.

More Realistic Referents. Most of the current approaches only consider either un-
ambiguous referent representations with a low dimensional state space (one-hot vectors)
or visual inputs with very few categories and samples. By increasing the number and
complexity of referents one may hope to see the emergence of more complex and realistic
communication. However, dealing with realistic referents comes with evaluation difficul-
ties. The underlying structure of referents is not known in advance which prevents us
from carrying out systematic analyses. Future research may thus look into finding bench-
marks for evaluating the structure of emergent conventions in realistic referential games.
Such benchmarks may require humans to intervene and provide feedback on the quality
of the emerging protocols. Alternatively, experiments could be carried out in a hybrid
format with humans interacting with artificial agents just like in the Talking Heads ex-
periment (Steels, 2015) but with modern Al technics and more complex mechanisms for
representation learning. The involvement of humans would influence the evolution of
agents’ representation and thus affect the structure of the emergent protocols. Beyond
the augmentation of current visual referents, future work in language games may look at
multimodal referents such as videos or sounds (Arandjelovic & Zisserman, 2017).

More Realistic Communication Channel. As mentioned in the motivations of
chapter 4, most of the current approaches to language games assume pre-defined dis-
crete channels of communication. This comes in contrast with human communication,
which instead relies on a sensory-motor channel, where motor commands produced by
the speaker (e.g. vocal or gestural articulators) result in sensory effects perceived by
the listener (e.g. audio or visual). With the introduction of the GREG, we integrated
sensory-motor constraints in the communication channel between agents to investigate
the emergence of a discrete lexicon from continuous graphical utterances. But our con-
tribution is only the first step towards modeling language formation in more ecological
settings. Future work may, for instance, explore the emergence of communication in
other configurations with different sensory-motor apparatus. The continuous medium
in which communication might emerge provides exciting opportunities for analyzing the
structure of emergent lexicons. Instead of relying on the standard topographic similarity
measure (Brighton & Kirby, 2006), which measures the Spearman correlation between
the pairwise distances in the input and message spaces, we can exploit the sensory-motor
modality to come up with more interpretable metrics as illustrated by our geometrical
analysis of the emerging lexicon provided in chapter 4.

Another limitation of current approaches to referential games comes from the mono-
directional nature of the communication channel. An interesting project would be to
investigate a symmetrical channel. Indeed, human communication frequently involves
ambiguities, and dialogues present an occasion to alleviate this issue. Allowing the
speaker to request clarification could potentially generate novel forms of communication.

More Realistic Population of Agents. If some recent works such as the study
of Rodriguez Luna et al. (2020) investigate the impact of internal modules of agents on
emergent communications, very few works look at the impact of cognitive architectures
on communications. Endowing agents with varying cognitive abilities such as different
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memory, perceptual, and sensory-motor constraints is therefore a promising research
avenue. Crucially, considering populations of such diverse agents and integrating genetic
interactions between them could provide valuable insights into the selective advantage
that certain inductive biases may provide for the emergence of communication.

10.1.2 Moving Beyond Traditional Language Games

As outlined in the introduction, humans use language to do far more than name objects.
They use it to teach, collaborate, and more generally to take part in the sociocultural
world in which they are immersed. Although the exact conditions, purpose, and timeline
of language’s emergence remain unresolved, it is clear that language originated in a
physical world similar to ours, among goal-directed embodied agents performing actions
over extended periods. As such, incorporating physical interactions within environments
is a promising avenue to investigate the emergence of time-extended and more realistic
forms of communication.

In this context, MARL seems to be an appropriate framework. Several works al-
ready started to integrate communication channels between situated agents performing
collaborative navigation tasks (Niu et al., 2021; Du et al., 2021) and mixed cooperative-
competitive tasks (Lowe et al., 2017). However, such studies do not focus on the self-
organization of language and instead use pre-defined non-realistic channels that often
propagate gradients between agents. This experimental design fundamentally breaks
the assumptions of the language formation framework. In these kinds of approaches,
communication is viewed as a means for exchanging information rather than negotiating
meanings (the communication channel can be seen as a bottleneck layer in a single-agent
architecture). Furthermore, these approaches primarily evaluate agents’ emerging behav-
ior in terms of task performance by measuring the collected rewards in the environment
and do not conduct extensive analyses of communication. Finally, the presence of a
centralized reward signal accessible to all agents during training renders MARL systems
not necessarily ideal for modeling the emergence of communication between independent
agents. In contrast, recent work by Kalinowska et al. (2022) specifically investigates
the role of multi-step interactions in the emergence of communication. They consider a
collaborative navigation environment and showed that agents can learn protocols that
enable them to solve tasks. Crucially, they show that memory mechanisms provide flex-
ibility around message timing and lead to the emergence of novel and more abstract
meanings.

Building upon the situated emergence of communication, several longer-term research
directions can be explored. With the aim to see the emergence of more abstract forms
of communication, one could for instance imagine extending the autotelic framework
to consider several agents concurrently learning to represent, pursue and communicate
about goals (recent work by Masquil et al. (2022) provide the first steps in this direction).
By increasing the complexity of the physical world within which agents are situated, one
can also hope to implement agent-based models to test various hypotheses regarding
the ecological factors implicated in language evolution. A possible experiment could
explore the role of communication in simulated hunting games to verify the two-step the-
ory according to which humans started using very simple signed communication during
hunting before complexifying them to respond to the increased demand to coordinate
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group-hunting efforts (Szamado, 2010). Another promising experiment would be to look
into the role of the discovery of fire in the evolution of language. According to Wiessner
(2014), the mastery of fire and, in particular, the ability to maintain firelight during the
night significantly extended the length of the day, thereby creating new opportunities for
humans to communicate, which in turn led to the emergence of firelight talks.

10.1.3 Toward the Formation of Artificial-Cultural Niches

According to Boyd, humans became successful at adapting to the wide variety of en-
vironments across the globe thanks to their “uniquely developed ability to learn from
others”. (Boyd et al.; 2011). This ability to learn from others was honed through the
evolution of human culture, which was largely driven by the emergence of language.
Specifically, Boyd argues that:

“First language, then narrative, then fiction, created niches that
altered selection pressures and made us ever more deeply depen-
dent on knowing more about our kind and our risks and oppor-
tunities than we could discover through direct experience.” (Boyd,
2018)

This argument resonates with the claim of Chaabouni et al. (2022) that language
evolution is a promising area of study for making progress toward designing competent
artificial agents. While current AI research has primarily focused on the language niche,
modeling the formation of more advanced niches, such as storytelling, could lead to
significant progress. These niches are characterized by diverse socio-cultural artifacts
that humans rely on to learn, memorize, and transmit knowledge. Future AI research
may examine the formation of knowledge repertoires, maps, educational tools, and other
technologies and instruments. However, it is challenging to recreate the conditions that
facilitated human evolution and scale such processes to cover the thousands of years it
took humans to develop these abilities. Instead, a more practical approach might be to
embed current artificial agents in our rich socio-cultural world to allow them to learn
and exploit the cultural niche and artifacts we have already constructed. These ideas are
explored further in the next section.

10.2 Towards Vygotksian Autotelic Agents

In order to let agents benefit from our cultural artifacts and to design truly Vygotskian
autotelic agents, i.e. agents that extract both language content and structure in order
to leverage it to transform their cognitive abilities, we identify four main challenges.

10.2.1 Immersing Autotelic Agents in Rich Socio-Cultural Worlds

To benefit from language, Vygotskian autotelic agents must be immersed into rich socio-
cultural worlds close to ours. This will require progress along two dimensions: 1) increas-
ing the richness of their world and 2) augmenting their interactivity and teachability.
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What do we mean by rich worlds? One aspect is the multimodality of perceptions.
Beyond its linguistic dimension, culture is indeed multimodal. Socio-cultural interactions
are not always linguistic but often non-verbal as they may involve motor, perceptual or
emotional dimensions. The second aspect is socio-cultural situatedness: autotelic agents
must interact with other agents and with humans. Scaling the richness of these worlds
may thus require the involvement of the video game industry, and specialists in complex,
realistic multimodal worlds. Human-in-the-loop research will also be required to let
humans enter these rich virtual worlds, for instance via virtual reality technology.

Vygotskian autotelic agents will need to be more interactive and teachable. In a
recent paper, Sigaud and colleagues discuss this challenge through a detailed analysis
of children’s learning abilities and teacher-child interactions (Sigaud et al., 2021). They
present a checklist of properties that future Vygotskian autotelic agents must demonstrate
to be considered teachable. To interact with humans, Vygotskian autotelic agents will
also need to target goals in multiple modalities (e.g.linguistic, perceptual, emotional)
with various levels of abstraction (Colas et al., 2022b). Modular autotelic architectures
may be used to that end. By handling multiple goal spaces in parallel, they can leverage
cross-domain hindsight learning: using experience collected while aiming at a goal to
learn about other goals in other domains (Colas et al., 2019a).

10.2.2 Enabling Artificial Mental Life with Systematic Internalized
Language Production

Only a few approaches internalize language production within agents. So far limited to
a few use cases, language production should concern every possible linguistic feedback
agents could receive: instructions, corrections, advice, explanations, or cultural artefacts.
This internal language production is akin to an artificial inner speech, the embryo of
artificial mental life. Looping back to the constitutive thesis of Carruthers presented
in chapter 6, inner speech acts as a common currency for inner modules to exchange
information (see a recent implementation of this idea in Zeng et al. (2022)). Combined
with world models, inner speech could trigger the simulation of perceptual experience
(images, sounds), sensorimotor trajectories, the imagination of possible futures or past
memories. Observing these hallucinations, agents could produce new behaviors and new
inner speech. This inner loop acts as a mental life that could help agents reason; trigger
memories or mnemotechnic representations acting as cognitive aids. As noted by Dove,
this account is fully compatible with the embodied hypothesis in cognitive science (Dove,
2018). Following this hypothesis, thinking and modeling sensorimotor experience are
one and the same. Here, language brings another set of inputs and outputs for these
simulation models and the simulation of abstract content (words, analogical structures,
etc) might offer us the capacity to reason abstractly.

10.2.3 Building Editable and Shareable Cultural Models with
Aligned LLMs

Large language models encode a lot of information about the human cultures that gen-
erated the texts they were trained on LLMs (West et al., 2022; Schramowski et al., 2022).
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They can be viewed as (partial) cultural models: by tapping into them, agents could learn
about human cultures. They could learn about foundational human concepts, causality,
folk psychology, politeness, ethics and all these physical or cultural information that are
the subject of everyday stories: fiction, news, or even simple narratives parents use to
explain everyday things to children.

Such proxies to human cultures provide both opportunities and challenges. Using ex-
isting LLMs as is, we could for example prompt them to generate new goals for exploration
or even full curricula based on descriptions of the agent’s current abilities and environ-
mental descriptions. We could use LLMs to predict the outcome of the agent’s actions
given the context and use this to plan in abstract search spaces. We could let agents
ask LLMs for guidelines only when they cannot solve the problem themselves (active
learning), and more generally to augment the world state with commonsense knowledge.

But letting autotelic agents rely on LLMs might also bring some downsides. Cultural
information, because it biases the search space, may limit exploration and lead to the
premature abandonment of promising avenues (Bonawitz et al., 2011) (e.g.in astronomy,
the cultural support for the geocentric model significantly delayed the acceptance of the
heliocentric model). LLMs are also known to convey false information and harmful bi-
ases, either because they inadequately learned to encode a culture or because they were
trained on cultural artefacts which contained such biases (Shah et al.; 2020; Liang et al.,
2021; Weidinger et al., 2021; Bender et al., 2021). Autotelic agents relying on these
models could demonstrate harmful behaviors and contribute to reinforcing stereotypes
and inequalities. The use of LLMs will thus require advances in bias mitigation strate-
gies (Liang et al., 2021; Bender et al., 2021) and improved alignment methods to make
LLMs more reliable, trustworthy and moral. Ideally, we want them to model the natural
culture agents will be embedded in with high fidelity and align well with its objectives.

Humans are also biased by the cultural environment they are in. During their educa-
tion, children are taught to think for themselves and to think critically. Autotelic agents
should be taught in the same way. Because they are autonomous embodied machines,
they can conduct experiments in the world and empirically test the information they
were provided. This physical embodiment is often described as the missing piece for
LLMs to truly understand the world (Bisk et al., 2020). To address this limitation, recent
work by Carta et al. (2023) proposes using functional grounding to align the knowledge
captured by LLMs with the environment. This approach involves updating LLMs as they
interact with the world using online reinforcement learning.

Just like human cultural narratives can be shifted by government, policies, advertis-
ing, activism, and pop culture, artificial cultural narratives should become more mal-
leable. Autotelic agents must be given the possibility to steer, edit and extend their
cultural models (i.e. LLMs) in light of their embodied experience; to share it and negoti-
ate it with others; i.e.to participate in a shared cultural evolution. Reversely, humans
that train language/cultural models should pay great care to build and understand the
cultural input they provide, just like they pay great care to the education of their children.

Through this process, agents could learn some of the uniquely human social features
described by Tomasello in his recent book (Tomasello, 2019): cooperative thinking, moral
identity or social norms. However, a high-quality alignment may require humans to enter
the interaction loop, enabling autotelic agents to ground, verify and correct the cultural
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knowledge they acquired with LLMs. Furthermore, mere exposure to culture (either
through LLMs or direct interaction with humans) might not be sufficient to design truly
autonomous social learners. This may require encoding certain mechanisms such as joint
intentionality or other collaborative priors inside agents — the topic of social RL (Jaques
et al., 2019).

10.2.4 Pursuing Long-term Goals

Current autotelic agents mostly pursue goals at the timescale of an episode. Humans, on
the other hand, can pursue goals they can barely hope to achieve within their lifetime
(e.g. building an efficient fusion reactor). Because there is an infinity of potential goals
and little time to explore them alone, autotelic agents may need cultural models to bias
their selection of long-term goals towards more feasible, interesting, or valuable options —
turning an individual exploration into a population-based exploration. Keeping long-term
goals in mind will require improvements in architecture’s memory systems, but might also
benefit from language and culture. Indeed, verbalization is known to increase humans’
memory span (Elliott et al.,, 2021) and writing let us set our goals in stone (from the
post-it note reminding you to take the garbage out to the Ten Commandments). Young
children progressively become future-oriented as they are taught to project themselves
into the future through education, social interactions (what do you want to do when you
grow up?) and cultural metaphors (e.g. the self-made man) (Atance, 2008). If autotelic
agents will need better hierarchical RL algorithms to achieve long-term goals, they could
also leverage cultural artifacts evolved for improved collaboration and long-term plan-
ning — think of roadmaps, organization systems and project management tools (Clark,
1998). Because long-term goals are not rewarding, human cultures supply short-term
social rewards (good grades in the educational system, money and social recognition in
professional careers) —a form of reward shaping.



Conclusion

As I write the final words, I hope that the brave readers who have reached this point
of the manuscript are now convinced that the integration of socio-cultural interactions
is a key step towards developing more human-like artificial agents. For my part, I am
convinced that there are exciting projects to carry out on this topic. These projects will
have the long-term goal of finding the self-organizing attractors within the vast landscape
of agents’ socio-cultural trajectories, ultimately enabling them to achieve a greater degree
of general competence. Given that the most sophisticated skills and abstract objectives
of humans have cultural roots — Why shouldn’t we let agents define their own objectives
through exposure to rich sociocultural stimuli? It is important to note, however, that
this perspective requires the establishment of ethical and safety regulations to prevent
potentially detrimental outcomes.

In a reciprocal fashion, the study of socio-cultural conventions in the development
of artificial agents can stimulate interest in interdisciplinary research, enabling a better
understanding of the sociocultural trajectory of our species and societies. In essence,
science can be seen as the outcome of cultural evolution (Harari, 2014; Moulin-Frier,
2022), an open-ended exploration process that takes place through collaboration and
coordination between people with the aim of making creative discoveries. This explo-
ration process is iterative and constantly refined over time: the outcomes of scientific
exploration lead to an increased understanding of our environment (via physics), social
interactions (via social science), learning capabilities (via cognitive science), or cultural
heritage (via history), which in turn provide us with better tools for future discoveries.
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Appendix A
CURVES

SUPPLEMENTARY MATERIAL

This Supplementary Material provides additional derivations, implementation details and
results. More specifically:

e Section A provides supplementary implementation details in the form of:
— Images of testing set of visual referents;
— Topographic score derivation;
— Training procedures and hyperparameters;
— Pseudo-code.
e Section B provides supplementary results:
— Auto-comprehension generalization performances;
— Additional Lexicons;
— Utterances examples across perspectives illustrating coherence;
— Topographic maps & scores;
— Composition matrix examples;
— T-SNEs of embeddings;

A.1 Supplementary Methods

A.1.1 Sensory-Motor System

Dynamic Motion Primitives. This subsection provides additional details about the
implementation of the Dynamical Movement Primitives use to produce 2-dimensional
trajectories. Our drawing system consists of a 2-dimensional system that mimics the
motion of a pen in a plan. Each of the = and y positions of the pen is controlled by a
DMP starting at the center of the image and parameterized by 10 weights. These weights
are the parameters of the motion of a one-dimensional oscillator that generates a smooth
trajectory of 10 points. The parameters of the two DMPs are given in table A.1.

Sketching Library.  Trajectories obtained with the DMPs are then mapped to a
52x52 grid which is converted to an image with the raster and softor functions of the
sketching library Mihai & Hare (2021a). The drawing thickness parameter is fixed to
le — 2.
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Parameter Value
Number of weights 10
Delta time 0.1
Number of points 10
Weights range [-500, 500]
Position Init. 0

Table A.1: DMP parameters for each of the two coordinate motions

A.1.2 Testing Set

Fig. A.1 displays examples of compositional referents made of 2 features.

5) 3
o / 2 2
0 7
3 \
2 [2) P2 &
2
Y "
3 ! 3

Figure A.1: Perspective instances of the testing set RZ.

A.1.3 Topographic Score

To evaluate the compositionality of the emerging language we define the topographic
score:

pij = (O, hij)|l2 — [[(O, hy)||2 with k = argmingg; (|, hijll2) (A1)

It is obtained by computing the Hausdorff distance between the utterances denoting
compositional referents with respect to both the utterance denoting the single feature
i (dg(u(r;),-))and the one denoting the single feature j (dy(u(r;),-)). To derive our
metric, we define 4 groups of utterances denoting compositional referents.

e u(r;;) the utterances for referent made of feature i and j.

e u(r,;,x # i) the utterances denoting referent made by composing feature j with
any other feature different than ¢

e u(r;,,y # j) the utterances denoting referent made by composing feature i with
any other feature different than j

e u(r,,) the utterance denoting all other compositional referents in R2.

and compute their Hausdorff distances to u(r;) and u(r;). As displayed in Fig. A.2, if
utterances u(r;;) are compositional we expect them to be at the same time close to u(r;)
and close to u(r;) and hence to land in the bottom left corner of the distance graph.
Moreover, they should be closer to the origin than wu(r,;) and u(r;,). To quantify to
what extent it is the case we compute the barycenter of each group h;, hj, h;; and hy,
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and compute "how closer to the origin" is the compositional barycenter h;; compared to
its closest barycenter using equation A.1.

dj = dg(u(ry),-)

u(rij) O u(rey),x #1i
0 uriy),y#3 x u(rey),#i,y#j
o ©

} o X hoy
o l(') XX x
ofo

o° x

:?!/h,

o0 d; = dg(u(ri),-)

Figure A.2: Idealized mapping of utterances denoting compositional refer-
ents in the plan representing distances to utterances naming isolated features
i and j.

A.1.4 Training Procedure and Hyperparameters

Agents have two separate encoders based on the same model architecture described in
Tab. A.2. Each agent performs association updates with a single step of gradient descent,
using its own Adam optimizer with a learning rate of 1le~*. To allow faster convergence,
agents perform an association update between an abstract referent r% and an utterance u
by using a batch of 64 perspectives {®(7%)}icp,64. From a cognitive science perspective,
this is comparable to an agent "walking around" an object to better understand how
different perceptions relate to the same object. From a computer science perspective,
this is similar to the self-supervised framework of SImCLR (Chen et al., 2020), where
agents learn representation by contrastively aligning the embeddings of an input with
these of the same transformed input.

Layer Activation
Conv2D(filters=8, stride=2, padding=1) ReLU
Conv2D(filters=16, stride=2, padding=1) ReLU
Conv2D(filters=32, stride=2, padding=0) ReLU

Linear(128) ReLU
Linear(32) None

Table A.2: Model architecture used for both the referent and utter-
ance Encoders. (when referents are one-hot vectors, the 3 Conv2D layers
are replaced by a Linear layer with ReLu activation)

While the drawing pipeline is fully differentiable, it is highly sensitive to local minima.
Thus, we solve equation 4.5 in the descriptive case or equation 4.6 in the discriminative
scenario by simultaneously performing gradient descent on a batch of 64 randomly ini-
tialized command vectors over 100 iterations, using a newly initialized Adam optimizer

each time with a learning rate of le=2.
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A.1.5 Pseudo-code

Algorithm 5: Speaker’s Utterances

Require: perceived referents 1:25, speaker’s referent encoder fg, speaker’s utterance encoder
gs, sensory-motor system M
Z, <+ fs(Rs)
¢ ~ Uniform()
for i in range(Nproduction) dO

Us <+~ M (c)
Ly — gs(U )
S« simeos(Zyy Zu,)
L + mean(diag(S)) x (—1)
GD step on ¢ to minimize £
end for
Return M/(c)

Algorithm 6: Listener’s Selections & Binary Outcomes

Require: perceived referents R, produced utterances Usg, listener’s referent encoder fr,
listener’s utterance encoder gy,
Zr + fL(RL), Zu < gL(Us)
S < simcos(Zy, Zu)
t < argmax(S, axis=1)

0+ 0

for i in range(Nyeferents) do
0; < L=y

end for

Return o

Algorithm 7: Agents’s Association Losses

Require: perceived referents I:EA, produced utterances U4, outcomes o, agent’s referent
encoder fa, agent’s utterance encoder g
Zr < fa(Ra), Zu < 9a(Ua)
S ¢+ simeos(Zy, Zy)
Ly + CE(S,reduction=False), £; < CE(ST,reduction—=False)
L+ (Lo+L1)/2
if A="S" then
L+ (E : O)/Nreferents
else
L+ (E : 1)/Nreferents
end if
Return £
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A.2 Supplementary Results

A.2.1 Auto-comprehension Generalization Performances

Ref. Auto Social
One-hot 0.997 + 0.005 0.991 4+ 0.015
Visual-shared 0.862 + 0.034 0.559 + 0.027
Visual-unshared 0.425 + 0.016 0.388 + 0.02

Table A.3: Descriptive Success Rate

Ref. Auto Social
One-hot 0.997 + 0.005 | 0.992 £ 0.009
Visual-shared 0.812 + 0.019 | 0.567 £+ 0.034
Visual-unshared 0.466 + 0.019 0.404 + 0.019

Table A.4: Descriminative Success Rate

We define the Auto performance metric as the communicative success rate, on test
set, for language games involving a single agent playing as both the speaker and listener.
We compare Auto and Social performances (the latter involving pairs of different agents,
as done until now) in Tables A.3 & A 4.

R[O] RI1] R[2] R[3] R[4]
Ao
Al
Figure A.3: Instance of an emerging lexicon. (Utterances are naming
visual-shared referents).
R[O] R[1] R[2] R[3] R[4]

Figure A.4: Instance of an emerging lexicon. (Utterances are naming
one-hot referents).
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A.2.3 Utterances Examples Across Perspectives Illustrating
Coherence

The following figures illustrate the P-coherence and A-coherence of an emerging lexi-
con (Visual-unshared) by displaying, for each referent in R;, the descriptive utterance
produced for 10 random perspectives.

TP EEETRT
Y (T TEEEE
Figure A.5: Utterances examples for referent 0.

.
:
Figure A.6: Utterances examples for referent 1.
ST DTN
-IB0NIHaaa0
Figure A.7: Utterances examples for referent 2.

- S N B E3 3 B K O E2
:
Figure A.8: Utterances examples for referent 3.

:
:

Figure A.9: Utterances examples for referent 4.
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A.2.4 Topographic Maps & Scores
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Figure A.10: Topographic maps and their associated topographic scores for
each combination of features with one-hot referents
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Visual - Shared Perspectives
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Figure A.11: Topographic maps and their associated topographic scores for
each combination of features with shared-visual referents
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Figure A.12: Topographic maps and their associated topographic scores for
each combination of features with unshared-visual referents
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A.2.5 Composition Matrix Examples (Visual - Unshared

Perspectives)
R[0] R[1] R[2] R[3] R[4] R[0] R[1] R[2] R3] R[4]
! e
Rmau’ﬂ Rmn
:\ \ ’ q"\ — 7
R[0] R[1] R[2] R[3] R[4] R[0] R[1] R[2] R[3] R[4]
q
R[2] R[2]
N\
R[0] R[1] R[2] R[3] R[4] R[0] R[1] R[2] RI3] R[4]
" ‘ ) l —y

Figure A.13: Instances of descriptive utterances for referents from Ry (blue
frames) and R».
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A.2.6 T-SNEs of embeddings (Visual - Unshared Perspectives)

R, referents & descriptive utterances
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dings. Embeddings are computed for 100 perspectives of referents from Ra.
Training conditions are unshared visual referents.
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Appendix B
ABIG

This Supplementary Material provides additional derivations and implementation details.
More specifically:

e Section B.1 provides additional diagrams illustrating the ABP problem and its
position with respect to related settings.

e Section B.2 proposes the full derivation of the agents” MDP.

e Section B.3 provides additional details about ou algorithmic implementation.

e Section B.4 discusses the differences between ABP and Hierarchical /Feudal Rein-
forcement Learning.
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B.1 Supplementary Sketches
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Figure B.1: (a) Schematic view of the CoCo Game. The architect
and the builder should collaborate in order to build the construction
target while located in different rooms. The architecture has a picture
of the target while the builder has access to the blocks. The architect
monitors the builder workspace via a camera (video stream) and can
communicate with the builder only through the use of 10 symbols
(button events). (b) Schematic view of the Architect-Builder
Problem. The architect must learn how to use messages to guide the
builder while the builder needs to learn to make sense of the messages
in order to be guided by the architect. (c) Interaction diagram
between the agents and the environment in our proposed
ABP. The architect communicates messages (m) to the builder. Only
the builder can act (@) in the environment. The builder conditions its
action on the message sent by the builder (m,(als,m)). The builder
never perceives any reward from the environment
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Figure B.2: (a) Vertical view of the interaction diagram between
the agents and the environment in our proposed ABP. Only
the architect perceives a reward signal r; (b) Interaction diagram
for a standard MARL modelization.  Both the architect and
the builder have access to environmental rewards r4 and rg. Which
would contradict the fact that the builder ignores everything about the
task at hand; (c¢) Inverse Reinforcement Learning modelization
of the ABP. The architect needs to provide demonstrations. The
architect does not exchange messages with the builder. The builder
relies on the demonstrations {(s,a, s’):} to learn the desired behavior.

B.2 Analytical Description

Transition Probabilites from the architect point of view

Using the laws of total probabilities and conditional probabilities we have:

(s'|s,m) = ZPS als,m)

acA

=Y P(s'|a,s,m)P(als,m) (B.1)
acA

= EP "la, s)7y(als, m)
acA

Where the final equality uses the knowledge that next-states only depends on states and
builder’s actions.
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Reward function from the architect point of view

r.(s,m,s") = E[R|s,m,s']

/rP(r|s,m, s")dr
R

/ r Z P(r,a|s,m,s")dr
R

acA

= [ rY P(r|s,m,a,s)P(als,m,s")dr
/ G )Plals,m. s )

= /[Rr Z P(r|s,a, s )7, (als,m)dr

acA

— Zfrb(a’s’m)/rP(r\s,a, s')dr

acA R

— Z mp(als,m)r(s,a,s")

acA

Transition function from the builder point of view

P(s',m/|s,m,a) = P(m/|s', s,m,a)P(s|s,m,a)
= P(m/|s")P(s'|s,a) (B.3)

=7, (m'[s") P, (s's, a)

B.3 Practical Algorithm

Behavioral Cloning

The data-set is split into training (70%) and validation (30%) sets. If the validation
accuracy does not improve during a wait for number of epochs the training is early
stopped. For a training data-set D = {(s,m,a)} of size N the BC loss to minimize for a
policy my parametrized by 6 is given by:

1

J(0) = NZ—logm(ab,m) (B.4)

Monte-Carlo Tree Search

In the architect’s MCTS, nodes are labeled by the environment’s states and they are
expanded by selecting messages. Selecting message m from a node with label s yields
a builder action according to the architect’s builder model a ~ 7, (a|s, m), this sampled
action in turn yields the label of the child node according to the environment’s transition



Practical Algorithm

model s’ ~ P, (s|s,a). We repeat this process until we select a message that was never
selected from the current node or we sample a next state that does not correspond to
a child node yet. In both of these cases, a new node has to be created. We estimate
the value of the new node using an engineered heuristic that estimates the return of an
optimal policy 7*(a|s) from state s. This value is scaled down by a factor of 2 to avoid
overestimation: the builder’s policy may not allow the architect to have it follow 7*.
This estimated value for a newly created node at depth [ is back-propagated as a return
to the parents node at depth k£ according to:

I-1-k

Gr = Z Y e + 7 k=1,..0 (B.5)

7=0
where 7; is the reward collected from node at depth j to child node at depth j+ 1. From
a node with label s we select messages according to the Upper Confidence Bound rule:

m = argmax Q(s,m) + ¢ % (B.6)
n ’ B.6
Q(s,m) = %

where N(s,m) is the number of times message m was selected from the node, G;(s,m)
are the returns obtained from the node when selecting m and c is a constant set to
v/2. When the architect must choose a message from the environment state s, its policy
7, (m|s) runs the above procedure from a root node labeled with the current environment
state s. After expanding a budget b of nodes the architect picks the best message to send
according to Eq. (B.6) applied to the root node. It is then possible to reuse the tree for
the next action selection or to discard it, if a tree is reused its maximal depth should be
constrained.

Hyper-parameters

sampling temperature samples per iteration learning rate number of epochs batch size

0.5 100 0.1 1000 50

Table B.1: Toy experiment hyper-parameters

budget reuse tree max tree depth
100 true 500

Table B.2: MCTS parameters

Sparse reward means that the architect receives 1 if the goal is achieved and 0 other-
wise. Episodes per iterations are equally divided into the modelling and guiding frames.
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episode len grid size reward message
40 5x6 / (6 x 6) sparse one-hot

discount factor episodes per iteration vocab size evaluation episode len
0.95 600 18 / (72) 40 / (60)

Table B.3: BuildWorld parameters for 3 blocks / (for 6 blocks if different)

learning rate number of epochs batch-size wait for
5x 1074 1000 256 300

Table B.4: Architect’s BC parameters on BuildWorld for 3 blocks / (for 6
blocks if different)

learning rate number of epochs batch-size wait for
1x1074 1000 256 300

Table B.5: Builder’s BC parameters on BuildWorld for 3 blocks / (for 6
blocks if different)

Only the learning rates on BuildWorld were searched over with grid-searches. For Build-
World with 3 blocks the searched range is [5x 107*,1 x 107*,1 x 10~°] for both architect
and builder (vocabulary size was fixed at 6). For ‘grasp’ with 6 blocks the searched range
is [1 x1072,5 x 107*,1 x 107*] for the architect and [5x 107%,1 x 107*,5 x 1077] for the
builder (vocabulary size was fixed at 72). The other hyper-parameters do not seem to
have a major impact on the performance provided that:

e the MCTS hyper-parameters enable an agent that has access to the reward to solve
the task.
e there is enough BC epochs to approach convergence.

Regarding the vocabulary size, the bigger the better (see experiments in Fig. 5.12).

Computing resources

A complete ABIG training can take up to 48 hours on a single modern CPU (Intel
E5-2683 v4 Broadwell @ 2.1GHz). The presented results require approximately 700
CPU hours. For each training, the main computation cost comes from the MCTS plan-
ning during the guiding frames. The self-imitation and behavior modelling steps only
account for a small fraction of the computation.
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B.4 Related Work

In this section we develop the differences between ABP and Hierarchical/Feudal Rein-
forcement Learning more in detail.

Kulkarni et al. (2016) proposes to decompose a RL agent into a two-stage hierarchy
with a meta-controller (or manager) setting the goals of a controller (or worker). The
meta-controller is trained to select sequences of goals that maximize the environment
reward while the controller is trained to maximize goal-conditioned intrinsic rewards.
The definition of the goal-space as well as the corresponding hard-coded goal-conditioned
reward functions are task-related design choices. In Vezhnevets et al. (2017), the authors
propose a more general approach by defining goals as embeddings that directly modulate
the worker’s policy. Additionally, the authors define intrinsic rewards as the cosine
distance between goals and embedded-state deltas (difference between the embedded-
state at the moment the goal was given and the current embedded-state). Thus, goals can
be interpreted as directions in embedding space. Nachum et al. (2018) build on a this idea
but let go of the embedding transformation by considering goals as directions to reach and
rewards as distances between state deltas and goals. These works tackle the single-agent
learning problem and therefore allow the manager to directly influence the learning signal
of the workers. However, in the multi-agent setting where agents are physically distinct,
it is not possible for an agent to explicitly tweak another agent’s learning algorithm.
Instead, agents must communicate by influencing each other’s observations instead of
intrinsic rewards. Since it is designed to investigate the emergence of communication
between agents, ABP lies in this latter multi-agent setting where agents can interact
with one-another only through observations. This makes applying Feudal or Hierarchical
methods to the ABP unfeasible as they are restricted to worker agents that directly receive
rewards. In contrast, in ABP, the reward-less builder observes communication messages
that, initially, have arbitrary meaning.
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Grounding Spatio-Temporal Language
with Transformers

C.1 Supplementary Methods

C.1.1 Input Encoding

We present the input processing in Fig. C.1. At each time step ¢, the body feature
vector b, and the object features vector o, ¢, © = 1,2, 3 are encoded using two single-layer
neural networks whose output are of size h. Similarly, each of the words of the sentence
describing the trace (represented as one-hot vectors) is encoded and projected in the
dimension of size h. We concatenate to the vector obtained a modality token m that
defines if the output belongs to the scene (1,0) or to the description (0,1). We then feed
the resulting vectors to a positional encoding that modulates the vectors according to
the time step in the trace for b, and 0,4, ¢ = 1,2, 3 and according to the position of the
word in the description for w;.

We call the encoded body features b and it corresponds to S’O,t of the input tensor of
our model (see Fig. 7.3 in the Main document). Similarly, 6, ¢ = 1,2, 3 are the encoded
object features corresponding to S’i,t, i =1,2,3. Finally w; are the encoded words and
the components of tensor W.

We call h the hidden size of our models and recall that |b,| = |0;,] = @] = h + 2.
This parameter is varied during the hyper-parameter search.

C.1.2 Details on Training Schedule

Implementation Details.

The architectures are trained via backpropagation using the Adam OptimizerKingma
& Ba (2017). The data is fed to the model in batches of 512 examples for 150 000 steps.
We use a modular buffer to sample an important variety of different descriptions in each
batch and to impose a ratio of positive samples of 0.1 for each description in each batch.
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Figure C.1: Diagram representing the projection of the inputs into
the same dimension

Model implementations.

We used the standard implementations of TransformerEncoderLayer and TransformerEn-
coder from pytorch version 1.7.1, as well as the default LSTM implementation. For
initialization, we also use pytorch defaults.

Hyper-parameter search.

To pick the best set of parameters for each of our eight models, we train them on
18 conditions and select the best models. Note that each condition is run for 3 seeds
and best models are selected according to their averaged F; score on randomly held-out
descriptions (15% of the sentences in each category given in Table 7.1).

Best models.

Best models obtained thanks to the parameter search are given in Table C.1.

Model Learning rate Model hyperparams
hidden size layer count head count param count

UT le-4 256 4 8 1.3M
UT-WA le-5 512 4 8 14.0M
TFT le-4 256 4 4 3.5M
TFT-WA le-5 512 4 8 20.3M
SFT le-4 256 4 4 3.5M
SFT-WA le-4 256 2 8 2.7TM
LSTM-FLAT le-4 512 4 N/A 15.6M
LSTM-FACTORED le-4 512 4 N/A 17.6M

Table C.1: Hyperparameters for all models

171



172

Grounding Spatio-Temporal Language with Transformers

Robustness to hyperparameters

For some models, we have observed a lack of robustness to hyperparameters during
our search. This translated to models learning to predict all observation-sentence tuples
as false since the dataset is imbalanced (the proportion of true samples is 0.1). This
behavior was systematically observed with a series of models whose hyperparameters
are listed in Table C.2. This happens with the biggest models with high learning rates,
especially with the -wa variants.

Model | Learning rate Model hyperparams
hidden size layer count head count
UT-WA le-4 512 4 4
UT-WA le-4 512 4 8
SFT le-4 512 4 4
SFT-WA le-4 512 4 8
SFT-WA le-4 512 2 4
SFT-WA le-4 512 4 4
TFT le-4 512 4 4
TFT-WA le-4 512 4 8
TFT-WA le-4 512 2 4
TFT-WA le-4 512 4 4

Table C.2: Models and hyperparameters collapsing into uniform false pre-
diction.
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C.2 Supplementary Results

C.2.1 Generalization to New Observations from Known Sentences

Models

B LSTM-FACTORED [ . SFT . TFT
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Sets of descriptions grouped by concepts

Figure C.2: F1 scores of all models on the train sentences with new obser-
vations.

In this section we shortly describe an additional evaluation setup we considered. We
evaluate the model’s fl-scores on sets of sentences that are seen as train sentences, but
on newly generated observations. The results are plotted in Figure C.2.

C.2.2 Computing Resources

This work was performed using HPC resources from GENCI-IDRIS (Grant 2020-101594).
We used 22k GPU-hours on nvidia-V100 GPUs for the development phase, hyperparam-
eter search, and the main experiments.
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Appendix D
IMAGINE

This supplementary material provides additional methods, results and discussion, as well
as implementation details.

e Sec. D.1 gives an additional description of our setup and of the Playground envi-
ronment.

e Sec. D.2 presents the set of testing goal description used for our generalization
study.

e Sec. D.3 presents a focus on exploration and how it is influenced by goal imagina-

tion.

Sec. D.4 presents a focus on the goal imagination mechanism we use for IMAGINE.

Sec. D.5 presents a focus on the Modular-Attention architecture.

Sec. D.6 presents a focus on the benefits of learning the reward function.

Sec. D.7 provides additional visualization of the goal embeddings and the attention
vectors.

Sec. D.8 discusses the comparison with goal-as-state approaches.
e Sec. D.9 gives all necessary implementation details.

D.1 Additional Description of Playground and The Social
Partner

Environment description

The environment is a 2D square: [—1.2,1.2]2. The agent is a disc of diameter 0.05
with an initial position (0,0). Objects have sizes uniformly sampled from [0.2,0.3] and
their initial positions are randomized so that they are not in contact with each other.
The agent has an action space of size 3 bounded in [—1, 1]. The first two actions control
the agent’s continuous 2D translation (bounded to 0.15 in any direction). The agent
can grasp objects by getting in contact with them and closing its gripper (positive third
action), unless it already has an object in hand. Objects include 10 animals, 10 plants,
10 pieces of furniture and 2 supplies. Admissible categories are animal, plant, furniture,
supply and living thing (animal or plant), see Fig. 7.2. Objects are assigned a color
attribute (red, blue or green). Their precise color is a continuous RGB code uniformly
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sampled from RGB subspaces associated with their attribute color. Each scene contains 3
of these procedurally-generated objects (see paragraph about the Social Partner below).

living thing
|

Category animal plant furniture supply
dog parrot cactus grass cupboard  door
Object cat mouse carnivorous aglae sink chair
chameleon  lion Sflower tea window desk i
Type . food
human pig tree rose sofa lamp
fly cow bush bonsai carpet table

Figure D.1: Representation of possible objects types and categories.

Social Partner

SP has two roles:

e Scene organization: SP organize the scene according to the goal selected by the
agent. When the agent selects a goal, it communicates it to sp. If the goal starts by
the word grow, Sp adds a procedurally-generated supply (water or food for animals,
water for plants) of any size and color to the scene. If the goal contains an object
(e.g. red cat), sP adds a corresponding object to the scene (with a procedurally
generated size and RGB color). Remaining objects are generated procedurally.
As a result, the objects required to fulfill a goal are always present and the scene
contains between 1 (grow goals) and 3 (go goals) random objects. Note that all
objects are procedurally generated (random initial position, RGB color and size).

e Scene description: SP provides NL descriptions of interesting outcomes experienced
by the agent at the end of episodes. It takes the final state of an episode (sr) as
input and returns matching NL descriptions: Dg,(sr) C D. When SP provides
descriptions, the agent considers them as targetable goals. This mapping D% —
G'n simply consists in removing the first you token (e.g. turning you grasp red
door into the goal grasp red door). Given the set of previously discovered goals
(Giknown) and new descriptions Dy, (sr), the agent infers the set of goals that were
not achieved: Gua(S7) = Ginown \ Dsp(s7), where \ indicates the complement.
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D.2 Testing Set of Goals for Generalization

Because scenes are procedurally-generated, SR computed on G"#" measures the general-
ization to new states. When computed on G'**, however, SR measures both this state

generalization and the generalization to new goal descriptions from G''. As SRy, is

almost perfect, this section focuses solely on generalization in the language space: SRyegt.

Table D.1: Testing goals in G****, by type.

Type 1 | Grasp blue door, Grasp green dog,Grasp red tree, Grow green dog
Type Grasp any flower, Grasp blue flower, Grasp green flower, Grasp red flower,
2 Grow any flower, Grow blue flower, Grow green flower, Grow red flower
Type 3 | Grasp any animal, Grasp blue animal, Grasp green animal, Grasp red animal
Type 4 | Grasp any fly, Grasp blue fly, Grasp green fly, Grasp red fly
Grow any algae, Grow any bonsai, Grow any bush, Grow any cactus
Grow any carnivorous, Grow any grass, Grow any living _thing, Grow any plant
Grow any rose, Grow any tea, Grow any tree, Grow blue algae
Grow blue bonsai, Grow blue bush,Grow blue cactus, Grow blue carnivorous
Grow blue grass, Grow blue living _thing, Grow blue plant, Grow blue rose
;)[‘ype Grow blue tea, Grow blue tree,Grow green algae, Grow green bonsai

Grow green bush, Grow green cactus, Grow green carnivorous, Grow green grass
Grow green living _thing, Grow green plant, Grow green rose, Grow green tea
Grow green tree, Grow red algae, Grow red bonsai, Grow red bush

Grow red cactus, Grow red carnivorous, Grow red grass, Grow red living _thing

Grow red plant, Grow red rose, Grow red tea, Grow red tree
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D.3 Focus on Exploration

Interesting Interactions

Interesting interactions are trajectories of the agent that humans could infer as goal-
directed. If an agent brings water to a plant and grows it, it makes sense for a human.
If it then tries to do this for a lamp, it also feels goal-directed, even though it does not
work. This type of behavior characterizes the penchant of agents to interact with objects
around them, to try new things and, as a result, is a good measure of exploration.

Sets of interesting interactions

We consider three sets of interactions: 1) interactions related to training goals; 2)
to testing goals; 3) the extra set. This extra set contains interactions where the agent
brings water or food to a piece of furniture or to another supply. Although such behaviors
do not achieve any of the goals, we consider them as interesting exploratory behaviors.
Indeed, they testify that agents try to achieve imagined goals that are meaningful from
the point of view of an agent that does not already know that doors cannot be grown,
i.e. corresponding to a meaningful form of generalization after discovering that animals
or plants can be grown (e.g. grow any door).

The Interesting Interaction Count metric

We count the number of interesting interactions computed over all final transitions
from the last 600 episodes (1 epoch). Agents do not need to target these interactions, we
just report the number of times they are experienced. Indeed, the agent does not have
to target a particular interaction for the trajectory to be interesting from an exploratory
point of view. The HER mechanism ensures that these trajectories can be replayed to
learn about any goal, imagined or not. Computed on the extra set, the Interesting
Interaction Count (12C) is the number of times the agent was found to bring supplies to
a furniture or to other supplies over the last epoch:

600

[12Cextra = Z Z 5i,t7

1€T=Gextra t=1

where 9, , = 1 if interaction ¢ was achieved in episode ¢, 0 otherwise and Z is the set
of interesting interactions (here from the extra set) performed during an epoch.

Agents that are allowed to imagine goals achieve higher scores in the testing and
extra sets of interactions, while maintaining similar exploration scores on the training
set, see Figures D.2a to D.2c.
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IMAGINE
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Figure D.2: Exploration metrics (a) Interesting interaction count (12¢)
on training set, (b) 12C on testing set, (c) 12C on extra set. Goal imagination
starts early (vertical blue line), half-way (vertical orange line) or does not
start (no imagination baseline in green).
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D.4 Focus on Goal Imagination

Algorithm 8 presents the algorithm underlying our goal imagination mechanism. This
mechanism is inspired from the Construction Grammar (CG) literature and generates
new sentences by composing known ones (Goldberg, 2003). It computes sets of equivalent
words by searching for sentences with an edit distance of 1: sentences where only one
word differs. These words are then labelled equivalent, and can be substituted in known
sentences. Note that the goal imagination process filters goals that are already known.
Although all sentences from G"#" can be imagined, there are filtered out of the imagined
goals as they are discovered. Imagining goals from G before they are discovered drives
the exploration of IMAGINE agents. In our setup, however, this effect remains marginal
as all the goals from G"™ are discovered in the first epochs (see Fig. D.4).
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Algorithm 8: Goal Imagination.
The edit distance between two
sentences refers to the number of
words to modify to transform one
sentence into the other.

1: Input: Ginown (discovered goals)

2: Initialize: word_eq (list of sets of equivalent words,
empty)

3: Initialize: goal template (list of template sentences
used for imagining goals, empty)

4: Initialize: G, (empty)
5: for gy, in Ginown do {Computing word equivalences}
6:  new_goal template = True
7. for g,, in goal template do
8: if edit _distance(gnr, gm) < 2 then
9: new_goal template = False
10: if edit _distance(gnr, gm) == 1 then
11: w1, W2 —
get_non_ matching  words(gnr, gm)
12: if wy and wo not in any of word_eq sets
then
13: word_eg.add({wy,wa})
14: else
15: for eq set in word _eq do
16: if w1 € eq_set or wy € eq_set then
17: eq_set = eq_set U {wy,ws}
18: end if
19: end for
20: end if
921 end if Figure D..3:
22:  end if Vemn - dia-
23:  end for gram of goal
spaces.
24:  if new_goal template then
25: goal_template.add(gnr,)
26:  end if
27: end for
28: for g in goal template do {Generating new sen-
tences}
29: for w in g do
30: for eq_set in word_eq do
31: if we eq set then
32: for w’ in eq_set do
33: gim < replace(g, w, w’)
34: if gim ¢ Giknown then
35: Gim = Gim U {gim }
36: end if
37 end for
38: end if
39: end for
40:  end for
41: end for

42: Gim = Gim \ Gknown {filtering known goals.}
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Table D.2: All imaginable goals G™ generated by the Construction Gram-
mar Heuristic.

Goals from gtrain | gtrain (Note that known goals are filtered from the set of imagined goals.
However, any goal from G'*2" can be imagined before it is encountered
in the interaction with sp.)

Goals from gtest All goals from Type 1, 3, 4 and 5, see Table D.1

Syntactically Go bottom top, Go left right, Grasp red blue thing,
incorrect goals Grow blue red thing, Go right left, Go top bottom,
Grasp green blue thing, Grow green red thing, Grasp green red thing
Grasp blue green thing, Grasp blue red thing, Grasp red green thing.

Go center bottom, Go center top, Go right center, Go right bottom,

Go right top, Go left center, Go left bottom, Go left top,

Grow green cupboard, Grow green sink, Grow blue lamp, Go center right,
Grow green window, Grow blue carpet, Grow red supply, Grow any sofa,
Grow red sink, Grow any chair, Go top center, Grow blue table,

Grow any door, Grow any lamp, Grow blue sink, Go bottom center,

Grow blue door, Grow blue supply, Grow green carpet, Grow blue furniture,
Syntactically

correct but .
unachievable goals Grow green chair, Grow green food, Grow any cupboard, Grow red food,

Grow green supply, Grow any window, Grow any carpet, Grow green furniture,

Grow any table, Grow red lamp , Grow red door, Grow any food,

Grow blue window, Grow green sofa, Grow blue sofa, Grow blue desk,
Grow any sink, Grow red cupboard, Grow green door, Grow red furniture,
Grow blue food, Grow red desk , Grow red table, Grow blue chair,

Grow red sofa, Grow any furniture, Grow red window, Grow any desk,
Grow blue cupboard, Grow red chair, Grow green desk, Grow green table,
Grow red carpet, Go center left, Grow any supply, Grow green lamp,
Grow blue water, Grow red water, Grow any water, Grow green water,
Grow any water, Grow green water.
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Imagined goals

We run our goal imagination mechanism based on the Construction Grammar Heuris-
tic (cGH) from G, After filtering goals from G this produces 136 new imagined
sentences. Table D.2 presents the list of these goals while Fig. D.3 presents a Venn dia-
gram of the various goal sets. Among these 136 goals, 56 belong to the testing set G*s*.
This results in a coverage of 87.5% of G'***, and a precision of 45%. In goals that do not
belong to G'*, goals of the form Grow + {any} U color + furniture U supplies (e.g.
Grow any lamp) are meaningful to humans, but are not achievable in the environment
(impossible).

Variants of goal imagination mechanisms

Main Sec. 8.5.3 investigates variants of our goal imagination mechanisms:

1. Lower coverage: To reduce the coverage of CGH while maintaining the same pre-
cision, we simply filter half of the goals that would have been imagined by CGH.
This filtering is probabilistic, resulting in different imagined sets for different runs.
It happens online, meaning that the coverage is always half of the coverage that
CGH would have had at the same time of training.

2. Lower precision: To reduce precision while maintaining the same coverage, we
sample a random sentence (random words from the words of G™#") for each goal
imagined by CGH that does not belong to G*s*. Goals from G*** are still imagined
via the CGH mechanism. This variants only doubles the imagination of sentences
that do not belong to G'*st.

3. Oracle: Perfect precision and coverage is achieved by filtering the output of CGH,
keeping only goals from G****. Once the 56 goals that CGH can imagine are imagined,
the oracle variants adds the 8 remaining goals: those including the word flower
(Type 2 generalization).

4. Random goals: Each time CGH would have imagined a new goal, it is replaced by
a randomly generated sentence, using words from the words of G%ain,

Note that all variants imagine goals at the same speed as the CGH algorithm. They
simply filter or add noise to its output, see Fig. D.4.
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Figure D.4: Evolution of known goals for various goal imagination
mechanisms. All graphs show the evolution of the number of goals from
gtrain - gtest and others in the list of known goals Grnown. We zoom on the
first epochs, as most goals are discovered and invented early. Vertical dashed
line indicates the onset of goal imagination. (a) cGH; (b) Low Coverage; (c)
Low precision; (d) Oracle; (¢) Random Goals.

Effect of low coverage on generalization

In Main Sec. 8.5.3, we compare our goal imagination mechanism to a Low Coverage
variant that only covers half of the proportion of G*** covered by cGH (44%). Fig. D.5
shows that the generalization performance on goals from G'*s* that the agent imagined
(n-shot generalization, blue) are not significantly higher than the generalization perfor-
mance on goals from G'** that were not imagined (zero-shot generalization). As they are
both significantly higher than the no imagination baseline, this implies that training on
imagined goals boosts zero-shot generalization on similar goals that were not imagined.
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Figure D.5: Zero-shot versus n-shot. We look at the Low Coverage
variant of our goal imagination mechanism that only covers 43.7% the test
set with a 45% precision. We report success rates on testing goals of Type
5 (grow + plant) and compare with the no imagination baseline (green).
We split in two: goals that were imagined (blue), and goals that were not

(orange).
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Details on the impacts of various goal imagination mechanisms on
exploration

Fig. D.6 presents the 12C exploration scores on the training, testing and extra sets for

the different goal imagination mechanisms introduced in Main Sec. 8.5.3. Let us discuss

each of these scores:

1.

~&- CGH Random —#- Low coverage ~8- CGH Random -#- Low coverage
~#- Noimag. ~%- Oracle ~#— Low precision

Training interactions. In Fig. D.6a, we see that decreasing the precision (Low
Precision and Random Goal conditions) affects exploration on interactions from
the training set, where it falls below the exploration of the no imagination baseline.
This is due to the addition of meaningless goals forcing agent to allow less time to
meaningful interactions relatively.

Testing interactions. In Fig. D.6b, we see that the highest exploration scores on
interactions from the test set comes from the oracle. Because it shows high coverage
and precision, its spends more time on the diversity of interactions from the testing
set. What is more surprising is the exploration score of the low coverage condition,
higher than the exploration score of cGH. With an equal precision, CGH should
show better exploration, as it covers more test goals. However, the Low Coverage
condition, by spending more time exploring each of its imagined goals (it imagined
fewer), probably learned to master them better, increasing the robustness of its
behavior towards those. This insight advocates for the use of goal selection methods
based on learning progress (Forestier & Oudeyer, 2016; Colas et al., 2019a). Agents
could estimate their learning progress on imagined goals using their internal reward
function and its zero-shot generalization. Focusing on goals associated to high
learning progress might help agents filter goals they can learn about from others.

Extra interactions. Fig. D.6c shows that only the goal imagination mechanisms
that invent goals not covered by the testing set manage to boost exploration in this
extra set. The oracle perfectly covers the testing set, but does not generate goals
related to other objects (e.g. grow any lamp).

—e— CGH Random —4— Low coverage
—#— Oracle  —4— Low precision

~#- Oracle 4~ Low precision
* * * ok ok *

*
* * *
* * *
* *x *

0———=0—40 w60 80 100 O 20 60
Episodes (x103) Episodes (x103) Episodes (x103)
(a) (b) (c)
12C 12C 12C
on on on
gtrain gtest gextra

Figure D.6: Exploration metrics for different goal imagination
mechanisms: (a) Interesting interaction count (12C) on training set, 12C
on testing set, (c) 12C on extra set. Goal imagination starts early (vertical
line), except for the no imagination baseline (green). Standard errors of the
mean plotted for clarity (as usual, 10 seeds).
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D.5 Focus on Architectures

This section compares our proposed object-based modular architecture MA for the policy
and reward function to a flat architecture that does not use inductive biases for efficient
skill transfer. We hypothesize that only the object-based modular architectures enable a
generalization performance that is sufficient for the goal imagination to have an impact
on generalization and exploration. Indeed, when generalization abilities are low, agents
cannot evaluate their performance on imagined goals and thus, cannot improve.

Preliminary study of the reward function architecture

We first compared the use of modular and flat architectures for the reward function
(MA® vs FA® in Fig. D.7). This experiment was conducted independently from policy
learning, in a supervised setting. We use a dataset of 50x10° trajectories and associated
goal descriptions collected using a pre-trained policy. To closely match the training
conditions of IMAGINE, we train the reward function on the final states sy and test it on
any states s;, t = [1, .., T] of other episodes. Table D.3 provides the F score computed
at convergence on G and G*s* for the two architectures.

Table D.3: Reward function architectures performance.

‘ Fltrain Fltest
MA® | 098 £0.02 0.6440.22
FA® | 0.60£0.10 0.2240.05

MAT outperforms FA® on both the training and testing sets. In addition to its
poor generalization performance, FA®’s performance on the training set are too low to
support policy learning. As a result, the remaining experiments in this paper use the
MA™ architecture for all reward functions. Thereafter, MA is always used for the reward
function and the terms MA and FA refer to the architecture of the policy.

Architectures representations

The combination of MA for the reward function and either MA or FA for the policy
are represented in Fig. 77.

Policy architecture comparison

Table D.4 shows that MA significantly outperforms FA on both the training and testing
sets at convergence. Fig. D.8a clearly shows an important gap between the generalization
performance of the modular and the flat architecture. In average, less than 20% of the
testing goals can be achieved with FA when MA masters half of them without imagination.
Moreover, there is no significant difference between the never and the early imagination
conditions for the flat architecture. The generalization boost enabled by the imagination
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is only observable for the modular architecture (see Main Table 8.2). Fig. D.8c and D.8d
support similar conclusions for exploration: only the modular architecture enable goal
imagination to drive an exploration boost on the testing and extra sets of interactions.

Table D.4: Architectures performance. Both p-values < 1071°.

‘ ﬁtrain ﬁtes‘c
MA | 0.95£+0.05 0.76 £0.10
FA | 0.40£0.13 0.16 £0.06

body ‘i:

!{Vr'{ LSTM }-»E-{ NN
g

Figure D.7: Reward function architectures: (a) Flat-attention reward
function (rA™) and (b) Modular-attention reward function (Ma™). We use
MA™ for all experiments except for the experiment in Table D.3
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In preliminary experiments, we tested a Flat-Concatenation (FC) architecture where
the gated attention mechanism was replaced by a simple concatenation of goal encoding
to the state vector. We did not found signficant difference with respect to FA. We
chose to pursue with the attention mechanism, as it improves model interpretability (see
Additional Visualization D.7).
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Figure D.8: Policy architecture comparison:

(d) I2Cextra

(a) SR on G'** for the

FA and MA architectures when the agent starts imagining goals early (plain,
after the black vertical dashed line) or never (dashed). (b, ¢, d) 12¢ on inter-
actions from the training, testing and extra sets respectively. Imagination
is performed using cGH. Stars indicate significant differences between ccu
and the corresponding no imagination baseline.
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D.6 Focus on Reward Function

Our IMAGINE agent is autonomous and, as such, needs to learn its own reward function. It
does so by leveraging a weak supervision from a social partner that provides descriptions
in a simplified language. This reward function can be used for many purposes in the
architecture. This paper leverages some of these ideas (the first two), while others are
left for future work (the last two):

e Behavior Adaptation. As Main Sec. 8.5.1 showed, the reward function enables
agents to adapt their behavior with respect to imagined goals. Whereas the zero-
shot generalization pushed agents to grow plants with food and water with equal
probability, the reward function helped agents to correct that behavior towards
more water.

¢ Guiding Hindsight Experience Replay (HER). In multi-goal RL with discrete
sets of goals, HER is traditionally used to modify transitions sampled from the replay
buffer. It replaces originally targeted goals by others randomly selected from the
set of goals (Andrychowicz et al., 2017a; 7). This enables to transfer knowledge
between goals, reinterpreting trajectories in the light of new goals. In that case, a
reward function is required to compute the reward associated to that new transition
(new goal). To improve on random goal replay, we favor goal substitution towards
goals that actually match the state and have higher chance of leading to rewards.
In IMAGINE, we scan a set of 40 goal candidates for each transition, and select
substitute goals that match the scene when possible, with probability p = 0.5.

e Exploring like Go-Explore. In Go-Explore (?), agents first reach a goal state,
then start exploring from there. We could reproduce that behavior in our IMAGINE
agents with our internal reward function. The reward function would scan each
state during the trajectory. When the targeted goal is found to be reached, the
agent could switch to another goal, add noise on its goal embedding, or increase
the exploration noise on actions. This might enable agents to explore sequences of
goal-directed behaviors. We leave the study of this mechanism for future work.

e Filtering of Imagined Goals. When generating imagined goals, agents also
generate meaningless goals. Ideally, we would like agents to filter these from mean-
ingful goals. Meaningful goals, are goals the agent can interpret with its reward
function, goals from which it can learn directed behavior. They are interpreted
from known related goals via the generalization of the reward function. If we con-
sider an ensemble of reward functions, chances are that all reward functions in the
ensemble will agree on the interpretation of meaningful imagined goals. On the
other hand, they might disagree on meaningless goals, as their meanings might
not be as easily derived from known related goals. Using an ensemble of reward
function may thus help agents filter meaningful goals from meaningless ones. This
could be done by labeling a dataset of trajectories with positive or negative rewards
and comparing results between reward functions, effectively computing agreement
measures for each imagined goals. Having an efficient filtering mechanism would
drastically improve the efficiency of goal imagination, as Main Sec. 8.5.3 showed
that the ratio of meaningful goals determines generalizations performance. This is
also left for future work.
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D.7 Additional Visualizations

Visualizing Goal Embedding

To analyze the goal embeddings learned by the language encoder L., we perform

a t-SNE using 2 components, perplexity 20, a learning rate of 10 for 5000 iterations.

Fig. D.9 presents the resulting projection for a particular run. The embedding seems to

be organized mainly in terms of motor predicates (D.9a), then in terms of colors (D.9b).

Object types or categories do not seem to be strongly represented (D.9¢).
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Figure D.9: t-SNE of Goal Embedding. The same t-SNE is presented,
with different color codes (a) predicates, (b) colors, (c) object categories.

Visualizing Attention Vectors

In the modular-attention architectures for the reward function and policy, we train

attention vectors to be combined with object-specific features using a gated attention

mechanism.

In each architecture, the attention vector is shared across objects (per-

mutation invariance). Fig. D.10 presents examples of attention vectors for the reward
function (D.10a) and for the policy (D.10b) at the end of training. These attention

vectors highlight relevant parts of the object-specific sub-state depending on the NL goal:

e When the sentence refers to a particular object type (e.g. dog) or category (e.g.

living thing), the attention vector suppresses the corresponding object type(s) and
highlights the complement set of object types. If the object does not match the
object type or category described in the sentence, the output of the Hadamard
product between object types and attention will be close to 1. Conversely, if the
object is of the required type, the attention suppression ensures that the output
stays close to zero. Although it might not be intuitive for humans, it efficiently
detects whether the considered object is the one the sentence refers to.

When the sentence refers to a navigation goal (e.g. go top, the attention highlights
the agent’s position (here y).

When the sentence is a grow goal, the reward function focuses on the difference in
object’s size, while the policy further highlights the object’s position.

The attention vectors uses information about the goal to highlight or suppress parts of
the input using the different strategies described above depending on the type of input
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(object categories, agent’s position, difference in size etc). This type of gated-attention
improves the interpretability of the reward function and policy.
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Figure D.10: Attention vectors (a) af for the reward function (1 seed).
(b) B¢ for the policy (1 seed).
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D.8 Comparing IMAGINE to Goal-as-state Approaches

In the goal-conditioned RL literature, some works have proposed goal generation mech-
anisms to facilitate the acquisition of skills over large sets of goals (Nair et al., 2018b;
Pong et al., 2020; Colas et al., 2019a; Nair et al., 2020). Some of them had a special in-
terest in exploratlon, and proposed to bias goal sampling towards goals from low density
areas (Pong et al.; 2020). One might then think that IMAGINE should be compared to
these approaches. However, there are a few catches:

1. Nair et al. (2018b, 2020); Pong et al. (2020) use generative models of states to
sample state-based goals. However, our environment is procedurally generated.
This means that sampling a given state from the generative model has a very low
probability to match the scene. If the present objects are three red cats, the agent
has no chance to reach a goal specifying dogs and lions’ positions, colors and sizes.
Indeed, most of the state space is made of object features that cannot be acted
upon (colors, types, sizes of most objects). One could imagine using SP to organize
the scene, but we would need to ask SP to find the three objects specified by the
generated goal, in the exact colors (RGB codes) and size. Doing so, there would
be no distracting object for agent to discover and learn about. A second option is
to condition the goal generation on the scene as it is done in 7. The question of
whether it might work in procedurally-generated environments remains open.

2. Assuming a perfect goal generator that only samples valid goals that do not ask
a change of object color or type, the agent would then need to bring each object
to its target position and to grow objects to their very specific goal size. These
goals are not the same as those targeted by IMAGINE, they are too specific. These
approaches —like most goal-conditioned RL approaches— represent goals as partic-
ular states (e.g. block positions in manipulation tasks, visual states in navigation
tasks) (S(‘h‘dlll et al., 2015; Andrychowicz et al., 2017a; Nair et al., 2018b; Pong
et al., ; Colas (‘r al., 2019a). In contrast, language—conditioned agents repre-
sent abstract goals, usually defined by specific constraints on states (e.g. grow any
plant requires the size of at least one plant to increase) (Chan et al., 2019a; Jiang
et al., 2019a; Cideron et al., 2020¢). For this reason, goal-as-state and abstract goal
approaches do not tackle the same problem. The first targets specific coordinates,
and cannot be instructed to reach abstract goals, while the second are not trained
to reach specific states.

For these reasons, we argue that the goal-conditioned approaches that use state-based
goals cannot be easily or fairly compared to our approach IMAGINE.
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D.9 Implementation Details

Reward function inputs and hyperparameter.

Supplementary Sec. D.5 details the architecture of the reward function. The follow-
ing provides extra details about the inputs. The object-dependent sub-state s,;(;) con-
tains information about both the agent’s body and the corresponding object i: sqp;(i) =
[Obody > AOpody; Oobi(i), AOpj(iy] Where Opoqy and 0y are body- and obj;-dependent ob-
servations, and Aoj,;, = 0f,y, — 0p,4, and Aol = 0., — 0y, measure the
difference between the initial and current observations. The second input is the atten-
tion vector af that is integrated with s,;(;) through an Hadamard product to form the
model input: x{ = s,;;) © af. This attention vector is a simple mapping from g to a
vector of the size of s,;;) contained in [0, 1]5”5(50171(”). This cast is implemented by a
one-layer neural network with sigmoid activations NN°** such that af = NN“***(g).

For the three architectures the number of hidden units of the LSTM and the sizes of the
hidden layers of fully connected networks are fixed to 100. NN parameters are initialized
using He initialization (He et al., 2015) and we use one-hot word encodings. The LSTM
is implemented using rnn.BasicLSTMCell from tensorflow 1.15 based on Zaremba et al.
(2014). The states are initially set to zero. The LSTM’s weights are initialized uniformly
from [—0.1,0.1] and the biases initially set to zero. The LSTM use a tanh activation
function whereas the NN are using ReLLU activation functions in their hidden layers and
sigmoids at there output.

Reward function training schedule

The architecture are trained via backpropagation using the Adam Optimizer (Kingma
& Ba, 2015). The data is fed to the model in batches of 512 examples. Each batch is
constructed so that it contains at least one instance of each goal description gni, (goals
discovered so far). We also use a modular buffer to impose a ratio of positive rewards of
0.2 for each description in each batch. When trained in parallel of the policy, the reward
function is updated once every 1200 episodes. Each update corresponds to up to 100
training epochs (100 batches). We implement a stopping criterion based on the F}-score
computed from a held-out test set uniformly sampled from the last episodes (20% of the
last 1200 episodes (2 epochs)). The update is stopped when the Fj-score on the held-out
set does not improve for 10 consecutive training epochs.

RL implementation and hyperparameters

In the policy and critic architectures, we use hidden layers of size 256 and ReLU
activations. Attention vectors are cast from goal embeddings using single-layer neural
networks with sigmoid activations. We use the He initialization scheme for (He et al.,
2015) and train them via backpropagation using the Adam optimizer (8; = 0.9, 5, =
0.999) (Kingma & Ba, 2015).
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Our learning algorithm is built on top of the OpenAl Baselines implementation of
HER-DDPG." We leverage a parallel implementation with 6 actors. Actors share the same
policy and critic parameters but maintain their own memory and conduct their own
updates independently. Updates are then summed to compute the next set of parameters
broadcast to all actors. Each actor is updated for 50 epochs with batches of size 256
every 2 episodes of environment interactions. Using hindsight replay, we enforce a ratio
p = 0.5 of transitions associated with positive rewards in each batch. We use the same
hyperparameters as Plappert et al. (2018).

Computing resources

The RL experiments contain 8 conditions of 10 seeds each, and 4 conditions with 5
seeds (Sp study). Each run leverages 6 cpus (6 actors) for about 36h for a total of 2.5
cpu years. Experiments presented in this paper requires machines with at least 6 cpu
cores.

1 The OpenAl Baselines implementation of HER-DDPG can be found at
https://github.com/openai/baselines, our implementation can be found at https://sites.google.
com/view/imagine-drl.?


https://sites.google.com/view/imagine-drl
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