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Résumé:
Le travail de thèse porte sur le contrôle élec-

tromécanique des parois de domaines ferroïques
dans les céramiques titanate de baryum et ti-
tanate de calcium. La première partie est con-
sacrée à l’observation et quantification in-situ de
l’ordonnancement ferroélastique dans le titanate
de calcium par des techniques de microscopie à
photoémission. Nous utilisons l’imagerie par mi-
croscopie de photoémission d’électrons (PEEM),
au seuil de photoémission, pour étudier la topogra-
phie physique de la surface ferroélastique avec sa
structure caractéristique en forme de toit d’usine
de type vallée/crête et pour quantifier les angles
de macle. Par des considérations de symétrie, à
partir des angles de macle, on peut déduire les di-
rections des déformations ferroélastiques dans les
domaines. Les résultats concordent avec la mesure
indépendante des angles par microscopie à force
atomique (AFM). Avec cette méthode, il serait
possible de mesurer avec précision la topographie
physique sur n’importe quelle surface ferroélas-
tique et de quantifier les états de contrainte dans
les domaines jacents.

De plus, nous identifions directement
l’orientation du paramètres d’ordre ferroélastique
dans les domaines, la déformation spontanée, par
la spectroscopie d’absorption des rayons X dans un
microscope d’électrons en photoémission (XAS-
PEEM). La grandeur de l’interaction de la lumière
polarisée avec les orbitales 3d du titane dans le
titanate de calcium dépend de l’orientation de la
déformation des domaines. Ainsi, un contraste
correspondant aux différents états de déformation
spontanée est visible par dichroïsme linéaire des
rayons X (XLD), qui est la différence entre les
images avec des polarisations de la lumière trans-
verse orthogonales. La détermination in-situ des
angles de topographie physique et de l’orientation
de la déformation par PEEM ouvre des perspec-

tives pour une analyse complète de la réponse
électromécanique des parois ferroélastiques.

Dans une deuxième partie, nous avons étudié
un rétrécissement de la bande interdite au niveau
des parois de domaine dans le titanate de calcium.
La bande interdite est mesurée par spectroscopie
des pertes d’énergie électronique (EELS) dans un
microscope électronique à basse énergie (LEEM)
en mode dispersif. Un diaphragme dans un plan
image est centré sur les domaines ou sur les parois.
Dans chaque cas nous mesurons l’écart en énergie
entre le pic élastique et le début du pic des pertes.
Le rétrécissement aux parois est compris entre 0.01
et 0.33 eV, avec une réduction plus importante
pour les parois de domaine polarisées vers le haut
que pour celles polarisées vers le bas. Le rétré-
cissement de la bande interdite est suggéré comme
un effet extrinsèque de l’interaction entre les la-
cunes d’oxygène et les parois, générant des états
dans la bande interdite. Une modulation du rétré-
cissement de la bande interdite en fonction de la
concentration des lacunes d’oxygène est également
observée.

Dans la dernière partie, nous étudions la mo-
bilité des parois de domaine ferroélastiques du ti-
tanate de baryum sous l’effet d’un fluage. Le
mouvement des parois ferroélastiques de domaine
ferroélectrique est un processus non linéaire où
la propagation continue des parois se superpose
souvent à des sauts soudains. L’accumulation de
plusieurs sauts forme une avalanche. Nous profi-
tons de la résolution spatiale du PEEM pour ob-
server les parois de domaines sur une longue plage
de temps en s’aidant de la modulation de la polar-
isation des domaines ferroélectriques. Nous avons
constaté que la distribution en énergie du mouve-
ment brusque des parois ferroélastiques suit une loi
de puissance avec un exposant de 1.37, ce qui con-
firme la dépendance du mouvement d’avalanches
indépendante de l’échelle.
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Abstract:
In this thesis, we investigate the electrome-

chanical control of the domain walls in ferroelastic
calcium titanate and ferroelectric barium titanate
single crystals. We first observe and quantify in
situ the ferroelastic ordering in calcium titanate
by photoemission electron microscopy (PEEM).
We use threshold PEEM to study and quantify
the physical topography of the ferroelastic surface
with its characteristic valley/ridge factory roof-like
structure and quantify the surface twin angles.
From symmetry considerations, we deduce the fer-
roelastic strain ordering. The results agree well
with the independent measurement of the tilt an-
gles using atomic force microscopy (AFM). This
method allows measurement of the physical to-
pography of any ferroelastic surface by PEEM and
identification of the strain states in the adjacent
domains.

We directly identify the orientation of the fer-
roelastic order parameter by X-ray absorption spec-
troscopy photoemission electron microscopy (XAS-
PEEM). The polarized light interaction with the
titanium 3d orbitals is not equivalent between
ferroelastic domains with different strain orienta-
tions. Contrast related to the different sponta-
neous strain orientations is visible in X-ray linear
dichroism (XLD), which is the difference between
images acquired by transverse vertical and horizon-
tal polarization light. In-situ twin angle and strain
determination by PEEM open perspectives to com-
plete analysis of the domain wall electromechanical
response.

In the second part of the thesis, we measure
the band gap narrowing at the calcium titanate
domain walls. The gap is determined by electron
energy loss spectroscopy (EELS) in a low-energy
electron microscope (LEEM) operating in disper-
sive mode. A field aperture in an image plane
is centered on domains and on domain walls. In
each case, the gap is given by the separation of the
elastic and the onset of the loss peak. The reduc-
tion at the domain walls is between 0.01 and 0.33
eV, with higher values for upward polarized domain
walls. The narrowing is suggested to be an extrin-
sic effect stemming from the interaction between
oxygen vacancy defects and the domain walls, gen-
erating gap states. A possible tuning of the band
gap energy with the oxygen vacancy concentration
is also observed.

Finally, we investigate ferroelastic domain wall
creep in barium titanate. Dynamical domain wall
behavior is at the core of ferroelastic/ferroelectric
switching. The motion of ferroelectric domain
walls is a nonlinear process where continuous prop-
agation often superimposes with sudden jumps
called jerks. We take advantage of the PEEM
spatial resolution to observe domain walls over a
long time range from the surface potential modu-
lation of the ferroelectric domain polarizations. A
residual stress from the sample mounting provides
a driving force for domain wall fluctuating move-
ment. We found that the domain’s wall creep fol-
lows a power law with an exponent of 1.37 from
the jerk energy distribution, providing striking con-
firmation of a scale-independent motion.
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Introduction

In ferroic materials, domains of uniform order parameters, whether magnetiza-
tion, electrical polarization, or mechanical strain, form to minimize the free energy
of the material. Domain walls are transition regions between domains. Their for-
mation is a trade-off between the energy cost of the wall and the gain associated
with domain formation. Domain wall structure, symmetry, and even chemistry
can differ from adjacent parent domains, potentially giving rise to unique physical
properties. In the case of ferroelectric and ferroelastic materials, they minimize the
electrostatic and mechanical free energy, respectively [1].

Furthermore, walls are intrinsically nano-sized 2D objects with a thickness of
only a few unit cells [2]. As such, they have the potential to become a new
paradigm for nanoelectronics where the wall is the active element of the device.
This concept of “the material is the machine” [3] offers perspectives in terms of
information density, (multi-)functionality, and low power consumption.

Domain walls are interfaces that can influence material properties. For exam-
ple, up to 40% (33%) of the piezoelectric coefficient d33 in BaTiO3 (PbZrT iO3)
is reported to originate from the domain wall motion. Understanding and engi-
neering the ferroelectric domain structure may enhance the material properties.
Moreover, domain walls may also have distinct properties, including conductivity
[4], superconductivity [5], and polarity [6]. The research topic into these properties
is labeled “domain boundary engineering” [7] or “domain walls nanoelectronics” [8].
Such domain walls are expected to carry information given their functional prop-
erties and could act as memory devices with potentially high density (low wall
thickness) [9].

We extensively studied the ferroelastic ordering in CaTiO3, a simple ferroe-
lastic perovskite that exhibits polar domain walls. At the twin walls, one of the
octahedral tilts goes to zero allowing the emergence of polarity by off-centering of
the Ti cation. The polarity could be augmented and controlled electromechani-
cally, adding functionality to the system. For example, the polar character could be
used for memory devices [10]. The thesis aims to study the functional properties
of ferroelastic domain walls at the surface.

The first step is to characterize the ferroelastic ordering, i.e., the surface strains
in the domains and the polarity at the walls, with high spatial resolution techniques.
Observations are performed with a sub-micrometric lateral resolution by photoe-
mission electron microscopy (PEEM) and low-energy electron microscopy (LEEM).
These techniques analyze the surface interface, which can have different properties
from the bulk. It provides valuable information for technological applications where
the interaction with the material is at the surface.

The manuscript is organized as follows: In Chapter I, the physics behind
ferroelectric and ferroelastic domain and domain walls are presented, along with
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the studied materials CaTiO3 and BaTiO3. A focus is made on the engineering of
functional properties in domain walls. The experimental methods used for domain
wall observation are presented in Chapter II. In Chapter III, we investigate the
CaTiO3 ferroelastic surface ordering with photoemission microscopy. We first
describe the ferroelastic strain tensor and the possible strain orientations in the
domain walls from the symmetry breaking, then quantify the twin angles in-situ
by photoemission electron microscopy (PEEM). We also observe the surface strain
by x-ray absorption spectroscopy (XAS) in PEEM. We can describe the strain
ordering at the surface from the twin angle determination and strain observation. In
Chapter IV, we analyze the surface potential modulation and band gap narrowing
of domain walls at the CaTiO3 (001) surface. The surface potential contrast
shows the presence of both outwards (Pup) and inwards (Pdown) pointing polarity.
Electron energy loss spectroscopy (EELS) on selected twin walls measures the
band gap. In Chapter V, the creep movement of BaTiO3 ferroelastic domain
walls is studied under residual strain. The movement is composed of jerks forming
avalanches and is scale independent, determined by an analysis of the jerk energy
power law distribution.
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I - Ferroelectric and ferroelastic domain and
domain wall

Ferroelectric and ferroelastic materials are characterized by an order parameter,
which is electric polarization for ferroelectrics and mechanical strain for ferroelas-
tics, that can point in two or more symmetry-related directions and are switchable
by the application of an external field [8]. The order parameter appears at the
phase transition. In the ordered phase, ferroics spontaneously organize in domains
of homogeneous order parameter directions separated by domain walls. The latter
can have significantly different properties from the domains. Ferroelectric domain
walls are being actively explored to develop agile, low-energy electronics for appli-
cations in memory, logic, and brain-inspired neuromorphic computing [11]. The
perspective of the thesis is to investigate the possibility of electromechanical con-
trol of ferroic domain walls, more specifically ferroelectric and ferroelastic domain
walls, through first a study of the ferroelastic domain walls at the surface. In
the thesis framework, we focused our study on CaTiO3 and BaTiO3 perovskites
which show interesting ferroelectric/ferroelastic domain and domain wall prop-
erties. This chapter will introduce perovskites and ferroelectric and ferroelastic
properties, the specific studied materials in the thesis, and domain wall functional
properties engineering.

A . Ferroelectric and ferroelastic properties

A.1 . Perovskites

Perovskite materials have an ABO3 chemical formula. Initially, the structure
owes its name to Gustave Rose, who discovered calcium titanate CaTiO3 in 1839
and named it after the Russian nobleman and mineralogist Count Lev Alekseyevich
von Perovski [12]. It started to be used as a general term for the crystal structure
in 1926 by Victor Goldschmidt. Figure I.1a represents the perovskite cubic cell
structure. The A anions sit at the cube corners, B cations at the cube center,
and O at the face-centered positions form an octahedron. Perovskite oxides exhibit
many interesting ferroic properties such as ferroelectricity, for example, in BaTiO3,
PbT iO3, ferroelasticity in CaTiO3, LaAlO3 or even multiferroicity with at least
two ferroic orders co-existing in the same phase BiFeO3, EuTiO3. We focused
our thesis on ferroelectric and ferroelastic BaTiO3 and ferroelastic CaTiO3.

In ferroelectric perovskite materials, the B or A atoms and the O atoms are
displaced along the polar axis, as represented in the case of a B cation displace-
ment along the long axis on figure I.1b. The off-centering of the A or B atoms
with respect to the oxygen octahedron induces polarization. In ferroelastics, the
ferroic transition induces a unit-cell volume change. The spontaneous strain can be
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because of a cooperative rotation of the oxygen octahedra (in the case of CaTiO3)
or a lattice direction reorganization (in the case of BaTiO3). A distorted cell with
a rotated oxygen octahedron is represented in figure I.1c [13].

𝐴

𝐵

𝑂

a. b. c.

ferroelectric ferroelastic

Figure I.1: a. Centrosymmetric perovskite structureABO3. b. Off-centering of theBatom with respect to the oxygen octahedron. c. Rotation of the oxygen octahedron
The perovskite structure stability can be evaluated by the Goldschmidt factor

t, expressed with the radius of the A, B, and O atoms respectively defined as rA,
rB, and rO:

t =
rA + rO√
2(rB + rO)

(1)
The perovskite structure is energetically favorable when t ≈ 1. In the case of

CaTiO3, A is small (t < 1), so rotation and tilting of the oxygen octahedral will
be favored to minimize the total energy at the origin of its ferroelastic properties.
On the other hand, for BaTiO3, the B atom is small (t > 1), and the structure
will develop a ferroelectric distortion [12].

The ferroelectric properties and domain ordering are first presented in the
following subsection A.2, followed by the ferroelastic domain ordering in subsection
A.3.

A.2 . Ferroelectricity
Hysteretic behavior of the electric polarization under an electric field was first

observed on Rochelle salt (C4H4KNaO6 · 4H2O) in 1920 by J. Valasek [14],
represented on figure I.2. This class of materials is called ferroelectrics, by analogy
with ferromagnetism, where such hysteretic behavior of the permanent magnetic
moment is observed with an application of a sufficiently strong magnetic field. For
ferroelectrics, the order parameter is spontaneous electrical polarization, which can
be switched by an electric field.

A.2.1 . Ferroelectric phase transition
The ferroelectric phase transition is distortive, meaning that the chemical bonds

are kept but are distorted, and some cations/anions are displaced. The crystal
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Figure I.2: First electric hysteresis loop measured on Rochelle salt by J. Valasek [14]

symmetry changes from a higher to a lower phase symmetry. A phase transition is
ferroelectric when a non-centrosymmetric lower symmetry phase exists with a spon-
taneous polarization PS whose direction can be reoriented by an applied electric
field.

Experimentally, there is no direct electrical measurement of the polarization
vector itself. A more rigorous definition of the ferroelectric phase transition is
based on a change of polarization with respect to another physical variable rather
than with the polarization itself [1]. One definition is based on the pyroelectric
effect. The pyroelectric coefficient vector −→p is defined as:

pi = (
∂Pi

∂T
) (2)

with
−→
P the electric polarization and T the temperature. The pyroelectric co-

efficient is non-zero only in polar crystals. Then we can define a ferroelectric phase
transition: a phase transition is called ferroelectric if it results in a lower symmetry
phase in which the vector of pyroelectric coefficients acquires new components
which were zero, by symmetry, in the high-symmetry phase [1]. The electric po-
larization is the order parameter of a ferroelectric material.

A.2.2 . Order parameter: spontaneous polarization

Definition
We can first write the electric dipole moment −→p between two charges ±q

separated by a distance vector
−→
d :

−→p = q
−→
d (3)

The polarization
−→
P can be expressed as the sum of the dipole moments per

unit of volume V :
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−→
P =

∑
i

d−→pi
dVi

(4)
In any insulating material, when an electric field is applied, the material will be

polarized from the displacement of the bound charges. We can write the dielectric
polarization response Pd as:

−→
Pd(

−→
E ) = ϵ0χ

−→
E (5)

with ϵ0 the vacuum permitivity and χ the electric susceptibility. In a ferro-
electric, a spontaneous polarization Ps exists in the material from the material
symmetry breaking at the phase transition, even without an applied electric field.
This polarization is switchable with an electric field.

As a first approximation, polarization is defined as the integrated contribu-
tion of individual local permanent dipoles. However, in finite crystalline solids,
the charge distribution is periodic, and the polarization cannot be unambiguously
partitioned into localized contributions. Then the dipole moment cannot be un-
ambiguously introduced as a bulk property of the system [15, 16]. From this
observation, Resta [17], King-Smith and Vanderbilt [18] built a theory to address
polarization on the microscopic scale by calculating the polarization difference with
the time-integrated adiabatic current when a crystal structure is modified (for ex-
ample, an atomic displacement).

The polarization difference is between two states of the crystal in an adia-
batic process (no heat transfer). A parameter λ is introduced as a dimensionless
adiabatic time from zero (initial system, centrosymmetric) to one (final system:
non-centrosymmetric ferroelectric structure). The spontaneous polarization Ps can
then be written [19]:

∆
−→
P =

∫ 1

0
dλ

d
−→
P

dλ
(6)

with d
−→
P
dλ is the transient current vector carried by electrons and nuclei. For this

definition in the theory, the quantum nature of electrons needs to be considered,
whereas the nuclei can be considered classical point charges. Within a quantum-
mechanical description, the current is related to the phase of the electron Bloch
wave function [19, 20].

As a corollary, we can also express the dynamical charge of an atom as the
rate of change in the polarization with respect to atomic displacement. However,
static charges cannot rigorously define polarization in a crystalline material because
the covalent character of bonding orbitals prevents the unambiguous attribution
of electronic charge to an atom. Then, it would be more relevant to consider a
dynamic charge. Z∗ is a measure, in a linear approximation, of the polarization
change in the α direction in a unit cell, induced by a sublattice displacement us of
atoms in the β direction [19]:
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Z∗
s,αβ =

Ω

e

∂Pα

∂us,β
(7)

with Pα the polarization in the α direction by atomic displacement us,β in the
β direction, at zero electric field and Ω the unit cell volume. In BaTiO3, dynamical
charges are +7.25 for Ti4+, +2.77 for Ba2+ and -2.15 or -5.71 for O2− depending
of its chemical environment in the lattice [21], higher than the static charge in an
ionic approximation. This dynamical charge gives insight into the absolute ionic
contributions to spontaneous polarization.

Ferroelectric hysteresis
Under an applied electric field, randomly oriented ferroelectric domains reorient

their polarization as close as possible to the electric field in directions the crystal
symmetry structure allows. The hysteresis gives information about the positive
and negative remnant polarization PR, i.e., the polarization at zero electric fields,
the saturation polarization PS , and the coercive field EC , the field to switch the
polarization. The polarization reversal with an electric field describes a hysteresis
loop and is the signature of a ferroelectric material. An example is shown in figure
I.3b [22].

𝑃𝑠

𝑃𝑅

𝐸𝑐

𝑃𝑜𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛

𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐
𝑓𝑖𝑒𝑙𝑑

𝐴

𝐵

𝐶

𝐷

F(P)

P

E=0

E>Ec

a. b.

Figure I.3: a. Free energy F as a function of the polarization P for a system with twominima. b. Ferroelectric hysteresis loop. Blue and white regions are ferroelectricdomains with two polarization directions. Adapted from [22]
We can thermodynamically define a ferroelectric by a double potential well of

the system free energy from the Landau-Devonshire theory [23], as shown in figure
I.3a. The two minima of the free energy correspond to different orientations of
the spontaneous polarization. After the ferroelectric transition, naturally formed
domains have their polarization oriented randomly with an average macroscopic
polarization equal to zero (at point A in figure I.3b). When we apply an electric
field higher than EC along one of the polar axes, the polarization will be switched
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from one ground state to the other (at points B and D). It corresponds to the
maximum polarization PS and could correspond to a monodomain state except if
there is strong domain pinning. When a maximum number of domains are aligned,
the ferroelectric has a saturated dielectric behavior with an increasing electric field.
When the field is decreased, domains start to back-switch to the other polarization
ground state.

Typical coercive field values are between 0.1-10 MV/m; in most materials,
remnant polarization values are between 0.001 to 1 C/m2 [24]. For BaTiO3

single crystals, a typical coercive field is ≈ 1 kV/cm at room temperature [25].

A.2.3 . Ferroelectric domain

Domain formation and size at a fixed temperature depend on the material
boundary conditions and defects. In thin films, the polar discontinuity at the
surface from the polarization gives rise to a surface charge density. This charge
induces an electric field, called depolarizing field Ed, of the opposite sign to the
polarization field, represented in figure I.4:

Ed = −
−→
Ps · −→n
ϵ0ϵr

(8)
with −→n the surface normal, ϵ0 the vacuum dielectric permittivity and ϵr the ma-

terial dielectric constant (permittivity). For a typical ferroelectric, P = 10µC/cm2

and ϵr = 100 − 1000, we have Ed = 10 − 100 kV/cm, well above typical ferro-
electric coercive fields. It means that the polarization would be destabilized by the
depolarizing field [8]. Then, the depolarizing field or the surface charges need to
be screened to maintain the ferroelectric polarization.

𝑛

𝑃 𝐸𝑑

Figure I.4: Schematic of the depolarizing fieldEd induced by unscreened polarizationcharges.

Screening mechanisms
The screening can be extrinsic, by the surface adsorption of molecules such

as water or carbon [26], which will partially or entirely screen surface charges
[27] or by charges from electrodes [28]. Moreover, it can also be intrinsic, with a
charge compensation from free charges migrating to the surface by material defects
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such as vacancies and dopants. For example, in perovskite oxides, annealing under
vacuum above ≈ 300°C will generate free charges following the formation of oxygen
vacancy 9: two free electrons e− and one double positively charged oxygen vacancy
VÖ [29]. Neutral and +1 charged oxygen vacancies are also possible but have a
lower probability of formation. The primary source of oxygen vacancies is double
ionized oxygen vacancies in perovskites [30].

OO = VÖ +
1

2
O2(g) + 2e− (9)

The third screening mechanism is domain organization, where domains rear-
range themselves to minimize the system’s energy. For tetragonal ferroelectric
perovskites such as BaTiO3, I.5 shows two possible domain configurations at
room temperature in its tetragonal phase. Figure I.5a is stripe domains with an
alternating antiparallel polarization, usually called 180° domains because the an-
gle between the adjacent polarizations is 180°. The stray field from one domain
screens the depolarizing field in the adjacent domain and so on, making it a very
stable domain configuration. 180° domain walls are not necessarily or even usually
straight, but 90° walls are straight. It will be discussed with the electrical and
mechanical compatibility equations between domains.

ℎ

𝑤

a. 180° domains b. 90° domains

Figure I.5: Schematic of ferroelectric domain configurations. a. 180° domains without-of-plane polarity and b. 90° domains with polarization orthogonal to each other.
Another possible domain configuration is 90° domains with polarizations or-

thogonal to each other, which minimize strain via the formation of twin walls (fer-
roelastic and ferroelectric domain walls). Twin walls are discussed in the ferroelas-
tics section. Another ferroelastic domain geometries which leads to a macroscopic
neutral charge are closure domains (Landau-Lifshitz domains).

Domain size
A model to express the domain size was proposed by Kittel in 1946 [31, 32]:

domain size can be determined by the competition between the energy of the
domains, proportional to the domain size w and the energy of the domain walls.
With U the volume energy density of the domain, the energy density of the domain
can be written as E = Uw. The energy cost of domain walls increases linearly with
the number of domain walls, so the number of domain walls is inversely proportional
to the domain size, i.e., n = 1

w . The energy of each domain wall is proportional
to its area. For n the number of domain walls and σ the energy density per unit
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area, the energy density of the domain wall is E = σh
w . When the cost of forming

the walls is equal to the bulk energy of domains, we obtain 10:

w =

√
σ

U
h (10)

Kittel’s law was first derived from ferromagnetic systems but it applies also to
ferroelectrics and ferroelastics in thick crystals [33] to thin films [8]. The univer-
sality of the Kittel law is the square root dependence of the domain width on the
material thickness.

A.2.4 . Ferroelectric domain walls
The order parameter changes at the domain wall to match the following do-

main’s orientation. The order parameter switch at the domain wall can be of
different types, represented in figure I.6. When the polarization changes its mag-
nitude and orientation across the wall in the same plane, the domain wall is called
Ising wall. Alternatively, the magnitude of the spontaneous polarization can rigidly
rotate within the domain wall plane (Néel wall) or perpendicularity to the plane
(Bloch wall).

Figure I.6: Different types of domain walls: a. Ising type, b. Bloch type and c. Néeltype with arrows representing the polarization, θN , and θB the maximum angle ofpolarization rotation in the plane. From [34]
For 180° ferroelectric domain walls, rotating the polarization in another plane

than the symmetry-allowed direction would be energetically costly because of the
coupling between polarization and strain. Moreover, it would also induce a high
electrostatic cost as a polarization change perpendicular to the wall will generate
an accumulation of charges at the wall. The charge density at the wall ρb can be
written as 11 [1]:

ρb = −div(
−→
P ) (11)

Then a domain wall between Pup and Pdown domain polarizations is considered
an Ising wall. Other types of domain walls (Néel, Bloch, or mixed Ising/Néel
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or Bloch types) are also observed [34, 35]. The elastic component in the wall
in multiferroic materials (ferroelectric and ferroelastic) can also induce a mixed
Ising/Néel, or Bloch types of domain wall [36].

From equation 11, we can also deduce the electrical compatibility of ferro-
electric domain walls, which gives their orientation. The energetically preferable
orientation of the wall corresponds to its electrically neutral state (especially if there
are few free carriers to compensate for the charges at the wall). Then we want
ρ = 0 for a wall with a normal vector −→n separating two domains with polarizations−→
P1 in the first and

−→
P2 in the second domain, giving the condition 12:

(
−→
P1 −

−→
P2) · −→n = 0 (12)

This electrical neutrality condition plays a significant role in ferroelectric do-
main wall orientation. An ideal 180° domain wall is charge neutral, but other
configurations can be stabilized in a material. For example, a tail-to-tail polariza-
tion configuration would give a maximum negative fixed charge at the domain wall
[1] and a head-to-head polarization a net positive fixed charge. Charged domain
walls can be stabilized in BaTiO3 single crystals with a (110) surface.

Domain wall thickness
Experimentally, most studies measure domain wall thickness by Transmission

Electron Microscopy (TEM) [37]. Piezoelectric Force Microscopy (PFM) or optical
methods can also be used. However, it tends to overestimate the domain wall width
due to their limited resolution compared to domain walls of a few nanometers [38].
From phenomenological Landau-Ginzburg theory, the profile of the polarization
across a domain wall can be expressed as [39]:

P (x) = P0 · tanh(
x

δ
) (13)

with P the polarisation order parameter, P0 the polarization far from the wall, x
the spatial coordinate perpendicular to the wall, and δ the domain wall thickness.
Generally, this profile is used to calculate the wall thickness from experimental
measurements. For ferroelectric non-ferroelastic domain walls, the thickness of
180° stripes domain wall is of the order of one unit-cell [37], i.e., ≈ 1-4 nm.

This tanh relation is also used for the mechanical strain evolution across a wall,
the ferroelastic order parameter.

A.3 . Ferroelasticity
Ferroelasticity plays a major role in the mineralogical behavior of the earth’s

crust and mantle, and it is the most common nonlinear effect in natural materials
[40]. They are characterized by an elastic hysteresis behavior under mechanical
stress related to the switching between at least two possible strain orientation
states of the crystal. An hysteresis example from ferroelastic Pb3(PO4)2 is shown
on figure I.7. The macroscopic hysteresis is related to the switching of atomic
positions. In this case, the Pb-0 chemical bonds are not equivalent. The Pb atom
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shifts towards one of the three pairs of oxygen in the ferroic phase. This anisotropy
shears the lattice, and the different orientations of the short bonds correspond to
the different strain orientations, which can be switched by external mechanical
stress.

Figure I.7: Ferroelastic hysteresis in Pb3(PO4)2 [40, 41].

A.3.1 . Ferroelastic phase transition
If the temperature of a crystal is changed, the resulting deformation may be

specified by the strain tensor ϵ. When a small temperature change ∆T takes place
uniformly throughout the crystal, the deformation is homogeneous, and it is found
that all the components of the thermal expansion tensor α are proportional to ∆T ;
thus [42]:

ϵij = αij∆T (14)
where αij are coefficients of thermal expansion. Since ϵ is a tensor, so also is

the thermal expansion tensor α, and, moreover, since ϵ is symmetrical so also is α
[42]. A transition is called ferroelastic if it results in a low-symmetry phase in which
the thermal expansion tensor changes the number of its independent components
with respect to those in the high-symmetry phase [1].

A.3.2 . Order parameter: spontaneous strain
At a ferroelastic phase transition, the shape and size of the unit cell change. We

can express this unit cell change as a spontaneous strain, which is the ferroelastic
order parameter [43]. From the thermal dilatation tensor components αij , we can
express the spontaneous strain components ϵij for a given temperature Tf in the
ferroelastic phase:
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ϵij(Tf ) =

∫ Tf

Tp

(αij(T ))− αij(Tp))dT (15)
with Tp a temperature in the parent (non-ferroelastic) phase. The diagonal

spontaneous strain coefficients are an expansion (if αii > 0) or a contraction in
the three lattice directions. Off-diagonal terms are shear stress between two lattice
directions. A simple representation of two possible spontaneous strains between a
parent cubic phase and an orthorhombic ferroelastic phase is represented in figure
I.8.

y

x

y

xZ Z

φ/2

apc
aO

Figure I.8: Two possible transitions between a cubic and an orthorhombic ferroelas-tic phase for a. a diagonal spontaneous strain term ϵ11 and b. an off-diagonal term
ϵ12. (x,y,z) are respectively along the cubic phase directions [001], [010], and [001].

A.3.3 . Ferroelastic domain
At a ferroelastic transition, domains form to lower the free energy of the ma-

terial. From the phase symmetry, two or more strain orientations can coexist with
the same probability, often called spontaneous strain states. A simple example of a
domain configuration, with two equivalent orientations of the spontaneous strain,
is given in figure I.9.

strain state 1 strain state 2 Domain 1 Domain 2

𝜑 180° + 2𝜑𝜑 180° − 2𝜑 Surface in the 
cubic phase

Domain 1

Figure I.9: Simple illustration of ferroelastic strain states and one possible domainconfiguration and the twin angle between domains.
The spontaneous strain tensor is a second-rank tensor that does not break

inversion symmetry. Thus ferroelastic materials can’t have 180° domains. Typical
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ferroelastic domains, also called twins, minimize the elastic energy cost of the wall.
The plane separating the domains is the twin wall. From symmetry considerations,
the number of possible spontaneous strain orientations and the symmetry relation-
ship between them can be precisely formulated, knowing the symmetries of the
parent and ferroelastic structures [1].

Twin angle
The spontaneous deformation in domains will induce a surface topography.

Figure I.9 shows the deformation of domains around a ferroelastic domain wall.
In order to keep the domains in physical contact, each of them has to be rotated
by an angle φ, defined in figure I.8 and related to the spontaneous deformation
in the domains. This angle varies between materials depending on the "degree of
ferroelasticity" up to a few degrees (for example 3.5° in PbT iO3) [1]. The twin
angle is then 180° ±2φ.

A.3.4 . Ferroelastic domain wall
Experimentally, most studies measure the ferroelastic domain wall thickness

by Transmission Electron Microscopy (TEM) or X-Ray Diffraction (XRD). As for
ferroelastic walls, the profile of the strain across a domain wall can be expressed
as [40]:

Q(x) = Q0 · tanh(
x

δ
) (16)

with Q the strain order parameter, Q0 the strain far from the wall, x the spatial
coordinate perpendicular to the wall, and δ the domain wall thickness. Generally,
this profile is used to calculate the wall thickness from experimental measurements.
The order parameter profile has been verified experimentally by TEM and XRD on
several materials [44, 45, 46, 47]. Domain wall thickness for ferroelastics is in the
range of 2 to 10 unit cells [45].

Domain wall orientation
Twin walls have a specific orientation in the material to minimize the wall

energy cost, given by the mechanical compatibility relation 17 between two adjacent
domains S1 and S2 [48, 49]. Domain walls following the equation 17 are stress-free
walls, adding no additional elastic strain to the system. Moreover, this equation
defines a plane so the domain wall trace at the material surface is always a straight
line.

(ϵij(S1)− ϵij(S2)) · xixj = 0 (17)
with ϵij(S1)− ϵij(S2) a symmetric strain tensor and xi, xj the components of

a vector in the wall. The equation can be solved from possible strain tensors to
give the permissible domain wall planes for all ferroelastic transitions. Then we
can distinguish two types of twin walls called W and W ′ planes. W planes are
crystallographically prominent planes of fixed indices (mirror planes) and W ′ planes
are determined by the relative magnitude of the components of the second-rank
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tensor representing the spontaneous strain. For the latter, the plane orientation
can change with temperature [48].

Polarity at the domain wall
The Landau theory of the strain hyperbolic tangent profile across the domain

walls, as shown in figure I.10a, is usually sufficient to understand experimental
observations. Domain walls in ferroelastics have a gradient of one component of
the spontaneous strain tensor I.10b. A second-order parameter, polarization, in a
centrosymmetric material, can emerge at the center of the domain wall, where the
primary order parameter goes to zero, as shown in figure I.10c. This domain wall
state is bistable so that the wall can split spontaneously into two possible variants
of upward and downward polarization [50, 36].

ba c

Figure I.10: Mechanisms leading to polar domain walls. a. Schematic of an ele-mentary domain wall with strain order parameter Q, and tanh profile. b. Ferroelasticwall, with a discontinuity (or gradient) in spontaneous strain. c. Phase transition in adomain wall, with the emergence of an additional instability, a polarization compo-nent P. From [51].

Two mechanisms can explain polarization in a wall. First, the strain gradient
over the wall width of a few unit cells can induce polarization by flexoelectric effect
[52]. The strain breaks inversion symmetry, so the polarization vector has a specific
direction. All strain-compatible domain walls are polar through a flexoelectric effect
[53]. In CaTiO3 (and SrT iO3), the octahedral distortions block the tendency
of the material to off-center its cations/anions. However, at the wall, one of
the octahedra rotations goes to zero, allowing off-centering and so polarity [54].
Materials with this repulsive coupling between polarization and antiferrodistortive
tilts of the oxygen octahedral network can induce polarization at the wall interface
[55].

For the rotation of the oxygen octahedra in perovskite structures [56] inducing
a polar domain wall by off-centering the Ti cation in the wall, Goncalves-Ferreira
et al. [57] explored the idea that all TiO6-based perovskite structures tend to
possess polar walls even when the bulk of the material is non-polar. Furthermore,
it was experimentally observed for SrT iO3 [58] and for CaTiO3, which will be
presented in the next section.

We still need to study polarity at the domain wall with regard to the potential
use of ferroelectric wall polarization as a functional element. Therefore, this thesis
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is oriented toward studying the ferroelectric domain walls at the surface, particularly
in CaTiO3.
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B . CaTiO3 and BaTiO3

B.1 . Calcium titanate CaTiO3

B.1.1 . Structure

Calcium titanate (CTO) has a phase transition from cubic (space group Pm3m)
to tetragonal (I4/mcm) at TC1 = 1523K and then another transition to an or-
thorhombic (Pnma) structure at TC2 = 1373K − 1423K [59]. The Pm3m to
Pnma transition induces a change of crystal family so the transition is ferroelas-
tic [1] but the space group Pnma is centrosymmetric so CTO is not polar in its
orthorhombic phase. Ferroelastic domains are formed in the orthorhombic phase,
observable on a monocrystal by the eye or under an optical microscope, as shown
in image I.11 thanks to birefringence.

Figure I.11: Optical microscope image of a CTO single crystal. Parallel domains arevisible by birefringence.

In the ferroelastic phase, the oxygen octahedral tilts along the three directions
of the unit cell are defined by a−a−c+ in Glazer’s notation [60]. It means successive
out-of-phase octahedra tilts in the [100] and [010] directions and successive in-
phase tilts in the [001] direction. At room temperature, the orthorhombic lattice
parameters are a = 5.38 Å, b = 5.44 Å, c = 7.64 Å [61]. The orthorhombic
and pseudo-cubic lattice is represented in figure I.12. The pseudo-cubic lattice
parameter is apc ≈ aor√

2
≈ bor√

2
≈ aor

2 = 3.82 Å.
Two ferroelastic domains are represented in figure I.13, separated by a W-type

domain wall in the [110]pc direction. The first order parameter is the spontaneous
strain given by the octahedra tilts, represented in red on the graph on I.13, and at
the domain wall, the tilt in one of the directions goes to zero. This relaxation allows
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Figure I.12: Schematic views of bulk CaTiO3 unit cell and the tilt angles along the[100] and [001] directions: Φx is the tilt angle along [100] and Φz along [001]. Blackrectangles show the orthorhombic unit cell and red squares the pseudo-cubic unitcell. Adapted from [62].
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Figure I.13: Ferroelastic domain structure of CTO. a.Stick-and-ball model of two fer-roelastic domains and a W-type domain wall (mirror [110]pc plane). The octahedraltilt (red) and Ti off-centering (yellow) as a function of the distance from the DW areplotted below, illustrating schematically the emergence of cation displacement at adomain wall. Adapted from [63].

the Ti cation to off-center along the domain wall plane, giving rise to polarity as a
second-order parameter in the wall [63].

B.1.2 . Polar domain walls

Polar domain walls in CTO are predicted from atomic-scale numerical simula-
tions with empirically defined forces between atoms. Goncalves-Ferreira et al. [57]
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simulated two consecutive ferroelastic domain walls. The hyperbolic tangent pro-
file of the octahedra rotation in one of the directions, on figure I.14a was observed,
with the dashed lines corresponding to the domain wall positions. In the other two
directions, the rotation shows slight anomalies [60]. A domain wall thickness of
10.9 Å was extracted from this hyperbolic tangent. The Ti off-centering compo-
nent from the center of charge of the corresponding oxygen octahedron, as shown
in figure I.14b is within the wall and corresponds to a net displacement of 0.6 pm
per Ti atom [57].

a. b.

P

Figure I.14: a. Octahedra rotation as a function of the position perpendicular to thedomain wall. The vertical dashed lines are the domain walls positions and the curveddashed line is the expected hyperbolic tangent fit. b. Ti displacement as projectedonto the xy plane. The arrows indicate the Ti displacement from the center of thecorresponding O octahedron. The red arrows indicate the direction of the net polar-ization. From [57].

Theoretical calculations of the Born effective charge of CaTiO3 atoms report
Z∗
Ca = 2.58, Z∗

T i = 7.08 and Z∗
O = −5.65/ − 2 depending on the oxygen dis-

placement direction [64]. Given the high value of the Born effective charge of the
Ti cation, close to the Ti dynamical charge in BaTiO3, the calculated Ti atom
displacement would give rise to a significant polarization in the twin wall.

The first experimental evidence of polar domain walls in CaTiO3 was obtained
by aberration-corrected Transmission Electron Microscopy (TEM) [6]. It was found
that the Ca − Ca interatomic distance stays constant, however the Ti − Ti dis-
tance changes near the wall. Then, off-centering of the Ti atoms with respect
to the center of charge of the corresponding oxygen octahedron was extracted by
averaging in planes perpendicular to the domain wall above and below the domain
wall. The displacements are shown in figure I.15a. In the perpendicular direction
to the domain wall, Ti atoms are shifted by 3.1 pm in the second closest layer of
Ti atoms from the wall (I.15b), and a larger displacement of 6.1 pm was extracted
in the parallel direction of the domain wall in the adjacent Ti layer (I.15c). The
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latter displacement, depending on the chosen model, corresponds to spontaneous
polarization of 0.04 to 0.2 C/m2. If we calculate with the Ti Born effective charge
on the pseudo-cubic lattice, we obtain 0.13 C/m2. This polarization is comparable
with the bulk polarization (domain polarization) of barium titanate (0.26 C/m2)
[6].

Figure I.15: a. High-resolution electron microscopic image of CaTiO3 near a (110)twin boundary. The location of the center of the twin boundary is shown as a hor-izontal blue line (left). The Ti atoms are displaced near the twin boundary with tworows of atoms inside the twin boundary shifted horizontally to the left and two fur-ther rows shifted vertically towards the twin boundary. No shifts are seen for Ca.Displacements of Ti atomic columns in the x (b.) and y (c.) directions averaged alongand in mirror operation with respect to the twin wall. From [6].
Polar domain walls were also observed using Second Harmonic Generation

(SHG) [65]. An SHG signal can occur only if the second-order electrical sus-
ceptibility is non-zero, which implies a non-centrosymmetric structure i.e. polarity.
CTO is centrosymmetric but not at the domain wall where the centrosymmetry is
broken. Then SHG is sensitive to the polar domain wall. Contrary to the TEM
observation, SHG can observe domain walls in volume by focusing the light at dif-
ferent depths of the sample. A CTO single crystal sample with several ferroelastic
domain walls, shown in figure I.16a, was analyzed by confocal SHG with a scanning
step of 1 µm parallel to the surface. Three depths are shown in figure I.16(b-d)
and the domain wall was reconstructed in 3D from this SHG experiment [65]. We
can see that these domain wall planes are inclined (and not perpendicular) from the
surface. Domain walls appear as bright lines on the image with dark domains, as
expected for non-polar areas. SHG confirmed the non-centrosymmetric symmetry
of strain-compatible ferroelastic walls.

B.1.3 . CTO twin angle
The twin angle can be measured by Atomic Force Microscopy (AFM), by scan-

ning the height variation across a domain wall at the surface. It can also be
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Figure I.16: a. Polarization microscope image of CTO in the crossed Nicols config-uration. (b–d) SHG section images at different depths (Z) from the surface. The ob-served area is the enclosed square in a. A zoom-in picture of the enclosed region isalso shown in an inserted figure. From [65].

b

a

Figure I.17: a. Single twin wall indicated as standing dark grey plane. b. TEM ampli-tude of a CaTiO3 crystal along the [001] axis orientation, the (110) twin boundary isindicated by the horizontal white line. From [6].

deduced from the TEM angle between the atom rows across a twin boundary. For
CaTiO3, an angle of 181.2° (respectively 178.8°) for a (110) twin wall was found,
as shown in figure I.17. The surface in the case of only two possible domain states
has a factory roof like structure with polarity pointing either up or down at the
domain walls.
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B.2 . Barium titanate BaTiO3

In BaTiO3 (BTO), decreasing the temperature leads to a structural phase
transition from the high-symmetry cubic phase (paraelectric) to lower-symmetry
ferroelectric phases due to the off-centering of the Ti cation in the oxygen octahe-
dron along polar axes depending on the phase structure. BaTiO3 exhibits three
ferroelectric phases: tetragonal (278K to 393K), orthorhombic (183 K to 278 K),
and rhombohedral phase (up to 183K) [66]. In each case, the Ti is off-centered,
following the < 001 >, < 011 >, and < 111 > directions respectively, giving the
polar vector directions, as shown in figure I.18.

Figure I.18: BaTiO3 phases transitions and polarization vector directions.
In the tetragonal phase, the Ti cation is off-centered with respect to the equa-

torial oxygens, along the lattice long axis, as shown in figure I.19, which is the
polar axis of this phase. The asymmetric charge distribution induces a local dipole
moment, which is the microscopic origin of the ferroelectricity in BaTiO3.

The material exhibits either 90° ferroelectric/ferroelastic domain walls between
domains with out-of-plane/in-plane polarization (P↑ or P↓/Pin), which minimize
the strain and 180° purely ferroelectric domain walls between P↑ and P↓ domains
to minimize electric energy of the sample. An example of BTO in-plane and out-
of-plane polarized domains by Piezoresponse force microscopy (PFM), sensitive to
the polarization in the ferroelectric domains, are shown in figure I.20.

The ferroelectric order was observed at the surface of BaTiO3 above the Curie
temperature of 393 K [68]. The persistence of the tetragonal phase and its domain
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Figure I.19: BaTiO3 perovskite structure in the paraelectric and ferroelec-tric/ferroelastic phase, showing the polarization direction along the< 001 >directionin the tetragonal phase.

a. b.

Figure I.20: a. PFM images of BaTiO3 domains with in-plane and out-of-plane po-larizations [67], and b. schematic of the domain ordering.

ordering above Tc was observed by threshold Photoemission electron Microscopy
(PEEM) [69]. As shown in figure I.21, work function contrast, corresponding to
domain polarization states, is visible and persists above Tc. Wide vertical 90°
stripe domains have a downward polarization P↓ (dark) for the thinner stripes and
broader stripes have an in-plane polarization Pin (gray) and fine-scale tweed, the
crossed domain patterns in the PEEM images, with inward polarization P↑. After
quenching from 550K, above the Curie temperature, the surface conserves the
initial ferroelastic ordering but after annealing at 975K and quenching back in the
tetragonal phase, the surface domain pattern changed. Stripes are narrower and
not at the same position, highlighting that the surface’s initial domain configuration
was erased.

This surface effect is related to the electrostatic and elastic boundary conditions
modification at the surface [70]. The bulk material is in the cubic symmetry
while the surface layer remains tetragonal at 550K and conserves the ferroelectric
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Figure I.21: Surface potential maps of a. initial surface, b. after heating at 550 K, andc. after heating at 975 K. The maps are generated from image series recorded as afunction of electron kinetic energy at room temperature. The field of view is 67 µmin diameter and in each case, the work function variation spans 0.5 eV. From [69].

ordering similar to that in the bulk tetragonal phase.
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C . Domain wall engineering

C.1 . Definition
It is possible to generate properties inside twin walls that do not exist anywhere

else in the structure. A well-known example is the apparition of superconductivity
at ferroelastic domain walls in tungsten oxide WO3 [5]. It opens perspectives for
new types of memory devices [9] and electronic logic circuits can be reproduced
with domain walls [71]. The challenge of "domain walls nanoelectronics" [8] or
"domain boundary engineering" [7] is in generating and controlling reliably domain
walls for reliable devices with higher storage density and low power consumption.

There are different approaches in domain wall engineering. In the first ap-
proach, the chemical composition of the twin wall is modified by local doping.
Local modification is possible because the chemical potential of the wall can be
drastically different from the bulk value. Dopants or defects can be attracted or
repelled by the walls [72]. It can generate a higher conductivity in the wall. An-
other approach is directly related to the structure at the domain wall which can
induce atom off-centering movements and then local polarity.

C.2 . Domain wall conductivity
Domain walls can be more conductive than the neighboring domains, for ex-

ample in BiFeO3 [73] or more insulating as in YMnO3 [74]. It was also observed
that selective doping at the domain walls of WO3 induces superconductive domain
walls [5]. Doping twin walls in WO3 is an example in which Na, Li, or oxygen va-
cancies migrate to the wall [75], which increases the carrier concentration inside the
wall and generates high electron conductivity. A phase transition at 3 K between
conducting walls and superconducting walls in WO3 occurs without any struc-
tural changes of the bulk [5]. Local conductivity modification was also observed
in La-doped twin walls in BiFeO3 [76]. The experimental control of the domain
wall electronic properties with doping is an example of domain wall engineering to
possibly tailor electronic devices.

One interesting example of conductive domain walls is BiFeO3 at domain
walls. In thin films, the material display 3 types of ferroelectric domain walls with
polarization angles of 71°, 109°, and 180° between adjacent domains, as shown in
image I.22 [77].

BiFeO3 is an insulator but some domain walls are conductive. On image I.23
[4], the conductivity is checked by c-AFM (conductive Atomic Force Microscopy).
109° and 180° domain walls are conductive and we can also see the absence of
conduction at 71° domain walls.

Distinct mechanisms can operate individually or together to enhance conduc-
tivity in domain walls. It can be an extrinsic effect coming from the presence of
charge defects near the domain wall [78, 76] and/or an intrinsic contribution lead-
ing to the reduction of the band gap, because the atomic and associated electronic
configurations are locally distinct from the bulk. For the latter, detailed electronic
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Figure I.22: The three different types of domain walls in rhombohedral bismuth fer-rite. 109° domain wall in red, 71° in blue and 180° in green. Arrows indicate polariza-tion directions in adjacent domains [77].
a. b.

180°

71°

109°

Figure I.23: a. In-plane PFM image of a written domain pattern in a monodomain
BiFeO3 (110) thin film with the three types of domain walls. 180° domain walls arein green, 71° in blue and 109° in red. b. Conduction atomic force microscopy (c-AFM)image showing conduction at both 109° and 180° domain walls and no conductionat the 71° domain walls [4]. The current color bar scale is ranging from 0 to 0.3 pA.

properties of domain walls in bismuth ferrite have been investigated by Lubk et
al. [79]. Using density functional theory, the layer-by-layer densities of states were
calculated. It was found that the domain walls have a significantly reduced band
gap compared to the domains for all types of domain walls, up to 0.2 eV of re-
duction for 180° domain walls, as shown in figure I.24. However, the local density
approximation to the exchange-correlation energy functional underestimates the
band gap energy. Moreover, the intrinsic origin of the band gap narrowing at the
BiFeO3 domain walls is debated, other studies show that the conductivity at 109°
domain walls is likely due to free electrons originating from oxygen vacancies [76],
with the current at the domain wall dependent on the concentration of oxygen
vacancies.

Both intrinsic and extrinsic contributions can explain the different transport
properties at the domain walls [78]. One extrinsic contribution example is 180°
domain wall conductivity in Pb(Zr, T i)O3, originating from oxygen vacancies at or
near the domain walls [80]. Another conduction mechanism, associated with head-
to-head/tail-to-tail charged domain walls will shift the electronic band structure at
the domain wall. Then the conduction band can be shifted below the Fermi level
or valence bands above it, enhancing conductive properties [51].
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Figure I.24: Local band gap extracted from the layer-by-layer densities of states inthe three types of BiFeO3 domain walls [79]. Each point is on consecutive FeO2planes.

The control of the electronic structure at walls by doping (atoms, defects) in
ferroelectric and ferroelastic oxides opens a way to effectively engineer nanoscale
functionality, like tunable conductivity in the walls.

C.3 . Domain wall dynamics

Domain wall dynamics are intensively studied for ferroelectric and ferroelastic
switching. In ferroelectrics, polarization switching can proceed by nucleation or
domain wall movement [81]. In the former mechanism, nucleation of the opposite
polarization direction under an electric field happens at a defect site, then the
formed domain grows parallel to the applied field and spreads sideways until filling
the space [82]. For surfaces with domain walls, another switching mechanism
is the movement of domain walls. The relative contribution of nucleation and
domain wall motion into polarization reversal depends on the material, defects,
and geometry. In all cases, the domain wall velocity represents a speed limit to
switching [83, 84].

The motion of domain walls is a nonlinear dynamic process where ballistic
propagation is often superimposed by sudden jumps called jerks. Such jerks are
initiated when walls are pinned and depinned on defects in a stop-and-go mecha-
nism. Jerk is less likely to appear for small forces and low frequencies [40]. The
theoretical wall speed limit is the maximum phonon velocity, which is the velocity
of sound in the material (≈ 103 m/s). But ferroelectric thin film walls reach a
maximum speed of the order of 10 m/s [85]. The objective is then to understand
the underlying mechanisms of the jerk propagation, to engineer faster switching
dynamics [40].

One approach is to directly study individual domain wall movement. A unified
kinetic approach to the domain structure evolution in the electric field was for-
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mulated [86, 87] and analyzed by optical microscopy [88] and piezoresponse force
microscopy (PFM) [89]. The challenge is the observation of the movement with a
sufficient time resolution.

Another approach relies on the fact that ballistic propagation of domain walls
is often superimposed by an ensemble of jerky or spiky movements (discrete im-
pulsive jumps) that make up an avalanche. Given the large number of discrete
movements required for an observable, a statistical approach is used to understand
the collective movement of the domain walls. One example is the study of BaTiO3

90° domain wall movement during ferroelectric switching [90]. In the experiment,
piezoelectric sensors are used to detect acoustic signals related to the domain wall
jumps (jerks). Strain relaxation from the pinning/depinning of domain walls gen-
erates an acoustic wave that is detected by a piezoelectric transducer. Pinning
follows not only from extrinsic defects but also from jamming by intersecting do-
main walls [91]. Statistical analysis has shown that the energy distribution P (E)

of the jerky movement follows a scale-independent power-law dependence:

P (E) ∼ E−ϵ (18)
with ϵ the energy exponent. This domain wall “crackling noise” follows scale

invariant avalanche dynamics: the avalanche energy and amplitude probability
distribution functions follow power laws with exponents epsilon = 1.65. Other
ferroelastic materials show a similar exponent, in the range of 1.3 to 2 [92, 93] with
a statistical approach on collective domain walls observed by optical microscopy.

Systems, from earthquakes to domain walls, can exhibit crackling when re-
sponding to changing external conditions. Because the response is scale indepen-
dent, their behavior is independent of microscopic and macroscopic details, and
interpretation can be made by the use of simple models [94]. For example, the
plastic deformation of a material (or a domain wall) can be described as a sim-
ple discrete mean-field model, based on a local failure threshold: when the stress
locally exceeds the threshold, it slips by a certain distance, resulting in a stress
reduction. The released stress is redistributed to other sites in the system. This
mean field theory (MFT) predicts for crystals the energy distribution of the slip
avalanches i.e. jerks. If the energy is defined as proportional to the time integral
of the slip velocity squared, the MFT power law exponents for the jerk energy are
1.33 when looking at jerks over a small stress range and 1.67 for the integral over
the entire stress range.

Jerk dynamics are present in other systems besides domain wall motion. The
earth responds to the slow shear strains imposed by the continental drift through
a series of violent impulses, earthquakes, spanning over many orders of magnitude,
from barely noticeable to catastrophic. Peaks of the related jerk energies are
shown in figure I.25a. The distribution of the seismic energy follows a power law
[95] P (E) ≈ E−ϵ with ϵ = 1.7, shown on figure I.25b [96]. From the MFT, the
jerks accumulate to a few avalanches. Fracturing systems (cracks) also display
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such dynamics, so-called crackling noise, with seemingly random sudden energy
release spanning over a broad energy scale, reminiscent of earthquakes [96, 97].

Figure I.25: (a) Energy radiated by earthquakes of magnitude M ≥ 3 for eachday of the year 2005, in a region of California spanning 32°N–37°N latitude and114°W–122°W longitude. (b) Distribution in energy of earthquakes having occurredin this region from 1987 to the present. The axes are logarithmic. The dashed line isthe power law with ϵ = 1.7. From [96].
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II - Experimental methods

The main experimental techniques are based on surface-sensitive spectroscopy
and microscopy. X-Ray Photoemission Spectroscopy is used to determine the sur-
face chemistry and contamination, and Photoemission Electron Microscopy to ob-
serve the surface topography of ferroelastic domains and X-ray absorption PEEM,
with synchrotron light to image the ferroelastic domains strains. Low Energy Elec-
tron Microscopy investigates the domain walls’ polarity at the surface.

Commercial and laboratory-grown single-crystal samples were used. Thin films
of ferroelastic CaTiO3 were grown by Pulsed Laser Deposition, characterized by
Atomic Force Microscopy for the surface topography. X-Ray Diffraction was used
to determine the orientation, epitaxial strain, and X-Ray Reflectivity for the film
thickness. Raman Spectroscopy further investigated the vibrational signature of
the thin film domain walls. First results on the preparation and investigation of
CaTiO3 thin film domain walls functional properties are presented in the Appendix
D.

A . Photoemission techniques

PhotoEmission Spectroscopy (PES) is widely used in surface science to de-
termine a material’s surface electronic and chemical properties. The technique
uses the photoelectric effect, which is the emission of electrons (called photo-
electrons) from core and valence energy levels on the interaction of electromag-
netic radiation with a material. Photoelectrons are then analyzed as a func-
tion of kinetic energy, wave vector, position, and emission angle with a variety
of photoemission-based techniques: X-Ray PhotoEmission Spectroscopy (XPS),
PhotoEmission Electron Microscopy (PEEM), Angle-Resolved X-ray PhotoEmis-
sion Spectroscopy (ARPES), X-ray Photoemission Diffraction (XPD). PES allows
access to a wide range of information on materials’ chemistry and electronic struc-
ture.

The photoelectric effect was discovered by Frank and Hertz in 1887 [98], where
they observed electrons ejected from a metal when illuminated by electromagnetic
radiation. A theoretical explanation was then given by Einstein in 1905 [99] in one
of his three famous papers published that year, and for which he was awarded the
Nobel prize in 1921. The PES technique was first developed by Siegbahn et al. in
1957 [100]. The technique was called Electron Spectroscopy for Chemical Analysis
(ESCA), later called X-Ray Photoemission Spectroscopy (XPS). Siegbahn received
the Nobel prize in 1981 for his contribution to developing high-resolution electron
spectroscopy [101, 102].

A.1 . Photoemission process
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A.1.1 . Photoelectric effect

When illuminated by a photon beam, the absorption with a given probability
of an incident photon by an atom leads to the emission of an electron, called a
photoelectron. The initial state is an atom with N electrons of total energy E(N).
In the final state, one photoelectron is emitted so there are (N − 1) electrons and
a total energy E∗(N − 1) at an excited state and one electron in a vacuum with
kinetic energy Ek. Energy is conserved in this process, we can write the equation
1.

hν + E(N) = E∗(N − 1) + Ek (1)
Where h is Plank’s constant and ν is the photon frequency. The binding energy

EB can be written as shown in equation 2. For Ek measured with respect to the
Fermi level, we can deduce the famous Einstein relation which links the binding
and kinetic energy of the photoelectron, in equation 3.

EB = E∗(N − 1)− E(N) (2)

hν = Ek + EB (3)
An electron needs energy (given by the photon, hν) higher than EB plus the

work function Φs of the sample to reach the vacuum level Evac and be emitted.
So in the case of a metal, Φs is the minimal energy at which a photoelectron can
be emitted. We can write the complete Einstein equation with the work function
4.

hν = Ek + EB +Φs (4)
The photoemission process in solids can be semi-classically described by a

three-step model which separates the photoemission of a single electron into three
main steps: photo-ionization, the path through the material to the surface, and
the last transmission of the photoelectron from the solid to the vacuum.

A.1.2 . Three steps model

An accurate description based on a quantum description of the photoemission
process has been developed by Ref. [103, 104]. The three steps model presented
here, less accurate, offers a clear illustration of the phenomena involved in a pho-
toemission spectrum.

1. Photo-ionization
The emission of an electron under the light of energy hν happens with a prob-

ability called photo-ionization cross-section. An electron in an atomic subshell nl
excited by a photon, the absorption probability σnl (where n and l are the principal
and orbital quantum numbers respectively) depends on the atom, the considered
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core level electron, and the incident photon energy. σnl can be approximated for
the solid angle and the atomic subshell nl with the relation 5 [105, 106, 107].

dσnl
dΩ

=
σnl
4π

(1 +
βnl
2

(3cos2γ − 1)) (5)
With σnl the photo-ionization cross-section of the atomic subshell nl. γ is the

angle between the direction of ejected electrons and the polarization of the incident
light. βnl is an energy dependent asymmetry parameter of the atomic subshell nl.
The photoemission probability is proportional to the photo-ionization cross-section
of the atom at the considered energy level for a given incident energy [108].

2. The path through the material to the surface
Photoelectrons travel from the bulk to the surface of the material. Photoelec-

trons in the bulk can lose energy through inelastic collisions. Electrons losing en-
ergy through those events make up the continuous secondary electron background
whereas electrons without energy loss will compose the elastic peak(s) [109].

As a result, the deeper from the surface a photoionized atom is, the more
electrons are likely to have lost energy via inelastic scattering. The attenuation of
the elastic peak intensity is described by the inelastic mean free path, which is the
mean distance traveled by an electron without undergoing an inelastic collision,
following a Beer-Lambert type law:

I(d) = I0 · exp(−
d

λ(E)
) (6)

with d the probing depth, I0 the intensity without attenuation and λ the
inelastic mean free path. The inelastic mean free path depends on the electron
kinetic energy, as shown in figure II.1. From equation 6, for a normal emission,
95% of the total intensity is coming from up to 3λ from the surface, giving the
probing depth of the photoemission techniques [110].

Figure II.1: Inelastic mean free path of electrons in solids [111]. The universal curvehas a probing depth minimum of 5 Å at kinetic energies of 50-100 eV.
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Moreover, by selecting the take-off angle of the photoelectrons, we can also
reach a higher surface sensitivity (smaller probing depth), usually by rotating the
sample. Mathematically, the equation 6 should be corrected by having λsinθ,
with θ the take-off angle instead of λ. Photoemission experiments are conducted
in ultra-high vacuum (UHV) for the detection of photoelectrons. Emitted photo-
electrons are not scattered in the vacuum chamber if the pressure is at ≈ 10−10

mbar.

3. Surface emission
The photoelectron has to cross a barrier potential called work function Φs to

exit the material. The definition of the work function of a surface is the smallest
energy needed at 0 K to extract an electron from the solid into the vacuum. The
kinetic energy of an electron outside the material follows Einstein’s equation 4. The
Fermi level is the reference for the binding and kinetic energies in this equation.
The equation is illustrated in figure II.2.
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Figure II.2: Schematic of the photoemission process, adapted from [112]. The bind-ing energy EB is referred to the Fermi level EF . The kinetic energy of the photoelec-tron is given by Ek = hν − Eb − Φs
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A.1.3 . Detection
Emitted photoelectrons are going through the vacuum to reach the electron

analyzer. A specific method is used to determine the binding energy of the elec-
tron, shown in schematic II.3. The spectrometer Fermi level is aligned with the
sample one through an ohmic contact and the measured kinetic energy noted E′

k

is referenced with respect to the work function of the spectrometer ϕsp. This can
be determined by measuring the Fermi level with a metallic reference sample.

Sample Spectrometer

Core levels

Fermi level

Vacuum level

hν 𝑬𝒌

𝑬𝑩

Φ𝒔
Φ𝒔𝒑

Φ𝒔𝒑 −Φ𝒔

𝑬𝒌
′

Figure II.3: Energy alignment of a sample connected to the spectrometer
The photoelectron kinetic energy Ek can then be written as in equation 7,

with E′
k the measured kinetic energy, ϕsp the spectrometer work function and ϕs

the sample work function. And we can deduce EB as shown in equation 8.

Ek = E′
k + (Φsp − Φs) (7)

EB = hν − (E′
k +Φsp) (8)

A.2 . X-ray Photoemission Spectroscopy (XPS)
XPS is used in the thesis to identify surface contamination by carbon or or-

ganics on the analyzed sample. Spectra are made before and after sample cleaning
processes to check the surface contamination. Figure II.4 shows a schematic of an
XPS spectrum with the contribution of several types of photoelectrons.

Secondary electrons (SE) have lost energy by inelastic scattering(s). SE are
present at all kinetic energies, forming the photoemission background, with a peak
at low kinetic energies. The photoemission threshold, annotated in the figure,
corresponds to the minimum energy at which the electrons are emitted into the
vacuum. For metals, it corresponds to the work function.

Primary electrons give information about the chemical elements present in
the sample for core levels electrons (sharp peaks) and the electronic structure for
valance band electrons (more dispersed) [113]. For the latter electrons, the band
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threshold

Figure II.4: Typical photoemission spectrum showing the contribution of three typesof electrons: secondary electrons and electrons coming fromcore and valance bands.

structure of the material can be deduced from their angle of emission. Techniques
using this method are Angle-resolved photoemission spectroscopy (ARPES) and
Reciprocal space PhotoEmission Electron Microscopy (k-PEEM). Each core level
of a given atom present in the material will give a peak intensity that is proportional
to the cross-section of this level at the incident photon energy.

A.3 . Photoemission Electron Microscopy (PEEM)
A.3.1 . Generalities

PEEM is a photoemission non-invasive surface technique with lateral resolution.
The material is excited by photons and creates a spectral distribution of emitted
photoelectrons I(Ek) in front of the surface, which may vary between neighboring
points I(Ek, x, y) due to surface chemical and topography differences. These
differences give contrast to the observed image. There are two existing options
to map the electron distribution at the surface. One method is scanning imagery,
i.e., I(Ek, xi, yi) with a focused photon beam scanning the surface [114, 115].
Another method is parallel imaging; the lateral distribution is imaged energy by
energy, i.e., I(Eki, x, y), by a dedicated electron-optical column which transfers the
lateral distribution onto a 2-dimensional detector [116]. This approach provides a
higher data acquisition rate and the possibility to take energy-filtered images at
selected XPS lines and in real-time [117]. In electron emission microscopy, we can
obtain a 3D data stack of microscopic and spectroscopic information to perform
spatially resolved surface chemical and electronic structure analysis.

Several technical approaches exist to perform the energy-filtering of the pho-
toelectrons. Three existing electron optical systems from different concepts of
energy-filtered PEEM instruments are represented in figure II.5 [118]. Widely used
in conventional XPS, hemispherical analyzers are also integrated into PEEM. Both
simple and double hemispherical analyzers exist, as shown in figure II.5a and c. The
spectral resolution of a hemispherical analyzer is defined by the size of the analyzer
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slit widths and the pass energy, and it can reach 300 meV [119]. Another energy
filter, shown in figure II.5b, uses the energy dispersion in a magnetic prism which
is also used to separate the primary and secondary electron beam in Low Energy
Electron Microscopy (LEEM) [120, 121]. The best energy resolution attainable in
this system is about 150 meV [120] for low kinetic energies of the electrons. The
setups in figure II.5a and c were used in this thesis and will be discussed in detail
in this section.

Figure II.5: Major blocks of the electron optical systems from different concepts ofenergy-filtered PEEM instruments: (a) hemispherical energy analyzer (SPELEEM de-sign); (b) magnetic prism (Tromp design); double-hemispherical analyzer (NanoESCAdesign). From [118].
In the three presented configurations, the objective lens is designed to accept

large solid angles to obtain a high magnification. An immersion objective lens
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realizes this, also called a cathode lens, because the sample is the source of the
electrons, whether they are emitted or reflected. A high electric field is applied be-
tween the sample and the first electrode (extractor) to accelerate the electrons into
the objective lens [116]. The distance between the sample and the objective lens is
2-3 nm [122]. This method of collecting electrons, where the sample is the cathode
of the electric field, is also used in other emission electron microscopy techniques,
including LEEM [123]. It was first introduced by Brüche in 1933 [124]. The pi-
oneered work of Brüche was followed by theoretical considerations of Recknagel
in 1941 [125], and improvement by Rempfer et al. [126], and Bauer [127]. The
first emission electron microscope was built in the 60s (Balzers ‘Metioskop’)[128]
but very limited in applications because of the vacuum quality (10−7 mbar at the
time).

In PEEM experiments, photoelectrons are usually excited by UV/VUV lamps
(Hg 4.9 eV or He − Iα 21.2 eV) or monochromatized synchrotron radiation. We
will present more specifically the ScientaOmicron NanoESCA design (PEEM) and
later the Elmitec SPELEEM design (PEEM and LEEM) in the LEEM section, both
used in this thesis.

A.3.2 . NanoESCA experimental setup

A schematic of the NanoESCA PEEM principal optics elements, present in our
laboratory, is shown in figure II.6. Photons of energy hν are generated by UV/VUV
lamps (Hg 4.9 eV or He − Iα 21.2 eV) towards the sample. Photoelectrons are
generated and travel in the microscope through the lenses following an optical path
represented by the red line.

The sample is close to the ground potential, and electrons are extracted by the
high potential of 12-20 kV of the electrostatic objective lens, placed at around 2.5
mm from the sample. Photoelectrons emitted with a large angle with respect to
the normal of the sample are collected. The first part of the electronic microscope
is composed of an imaging column, where imaging optics are used to keep the
spatial provenance of the photoelectrons [118]. The objective lens is mounted
with an octopole stigmator to compensate for axial astigmatism from the eventual
sample tilt from the normal direction in the NanoESCA design.

After passing through the objective lens, electrons are decelerated to 2 keV.
Then the entrance lens collects, focuses, and further retard the electrons to the
pass energy Epass of the energy filter before entering at the entrance slit of the
hemispherical analyzer [129]. A hemispherical analyzer consists of a hemispherical
deflector composed of two concentric hemispherical electrodes (of radius R1 and
R2, mean radius R0), which are at a different potential, creating an electric field.
The passage energy Epass selects the electron energy going through the analyzer.
Electrons with higher or lower energies will hit the hemispherical electrodes (narrow
band pass energy filter) as portrayed in image II.6 on the first analyzer with the
green and brown electron line paths. To scan the kinetic energy, Epass stays fixed,
and the sample potential is swept. So the effective kinetic energy of the electrons
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Figure II.6: Optics of the NanoESCA PEEM.

going through the analyzer is also swept. As a result, the energy resolution of the
analyzer dE is given by equation 9 [129, 130].

dE = Epass(
W1 +W2

2R0
+ α2) (9)

with W1 and W2, respectively, the entrance and exit slit width and α the
maximum angle of electrons with respect to the optical axis (at the entrance
slit). α2 represents the spherical aberration of the analyzer’s dispersion. For the
NanoESCA experiments, the slits of the first hemispherical analyzer are smaller
than the second. Thus, the slits of the first analyzer determine W1+W2. Usually,
Epass = 50 eV , the width of the apertures are W1 = 1 mm, W2 = 8 mm,
R0 = 125mm.

Another energy filtering stage is added in the NanoESCA design to form a
double-hemispherical energy analyzer [117] and keep a high electron transmission.
The electron circular trajectory becomes a complete revolution with the second
hemispherical analyzer, so electrons exit the analyzer at the same spacial position
they entered. The second analyzer compensates for the dispersion of the first ana-
lyzer, so the energy filtering stage does not limit the lateral resolution. The α2-term
of the spherical aberration of the analyzer is eliminated due to the antisymmetry
of the tandem configuration of two identical analyzers [117].
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After the analyzing stage, electrons are magnified by projective lenses to the
multichannel plates to multiply the electron signal, imaged by a CCD camera on a
fluorescent screen. The projection can be adjusted over an extensive range between
5 to 650 µm field of view. Furthermore, from the additional transfer lens after the
contrast aperture, the angular distribution of the photoelectrons can also be imaged
in a mode called reciprocal space PEEM (k-PEEM) [131].

The lateral resolution limit of the PEEM is impacted by the energy filtering
stage in the NanoESCA design, as shown in the image II.7 representing the fi-
nal resolution of a PEEM with single (HSA) and double hemispherical analyzer
(IDEA). For small pass energies, the hemispherical analyzer aberrations contribu-
tions dominate the resolution whereas the double hemispherical analyzer maintains
its imaging properties for all the pass energy range. The final lateral resolution is
then fixed by the electron optical aberrations of the other lenses. Primary aber-
rations are then chromatic (not all wavelengths are focused on the same point)
and then spherical aberrations (off-centered electrons are not focused on the same
point) from the instrument lenses. The ultimate limit is the diffraction limit of the
electrons through the lenses (Airy disk), fixed by the electron wavelength.

Figure II.7: Calculated ultimate resolution of the NanoESCA using the double hemi-spherical analyzer (IDEA), compared to a version with a single hemispherical analyzer(HSA). Calculations with a 70 µm contrast aperture and Ek = 100eV [117].

A theoretical lower boundary for the spatial resolution in the NanoESCA is 10-
20 nm [129], mainly because of lens chromatic aberrations. Above the chromatic
and spherical aberration, the main limiting factor is the signal-over-noise ratio
which can limit the attainable resolution [132]. Energy-filtered UV-PEEM images
allow reaching a lateral resolution of 40 nm [133] and ≈ 100nm for core levels [134]
and the best energy resolution in threshold PEEM, measured at low temperature
(35 K), is 28 meV [135].

A.3.3 . Photoemission threshold
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The NanoESCA used in the laboratory with UV/VUV lamps (Hg 4.9 eV and
He− Iα 21.2 eV) is mainly used to perform threshold PEEM. Photoelectrons have
a broad energy distribution, from elastic photoelectrons to low-energy secondary
electrons. The photoemission threshold is the minimum energy at which an electron
is ejected from the surface. It corresponds to the rising edge energy of the secondary
electron peak. Kinetic energies are referenced with respect to the Fermi level in
PEEM (E−EF ), so the photoemission threshold corresponds to the work function
Φs in the case of metals.

Contrast in an image can be defined as a variation of intensity I(x, y) across the
image. Local perpendicular distortion of the electric field can deviate photoemitted
electrons, causing accumulation (high intensity) or depletion (low intensity) of elec-
trons. It can originate from surface topography [136] or surface charges induced
by polar/ferroelectric domains or domain walls. Contrast can also result from a
work function difference as its origin because of a different chemical state and a
crystallographic orientation at the surface. For example, polarization differences
between different PbZr0.2Ti0.8O3 patterned ferroelectric domains, as shown in fig-
ure II.8. Ferroelectric domains with different polarizations have a different surface
charge, which shifts the electronic levels, including the vacuum level, and hence
the photoemission threshold of the emitted electrons, of 0.24 eV to 0.44 eV in the
example.

+4V
-4V

+12V
-12V +8V -8V

+12V
-12V

+12V
-12V

Figure II.8: a. PZT threshold PEEM image at E − EF = 4.9 eV. b. Threshold spectraextracted from the P+ and P- domains written with different DC voltage amplitudes[137].

It is possible to reconstruct a map of the photoemission threshold values at each
pixel. For this, images are taken at energies Ei−EF with an intensity distribution
I(Ei−EF , x, y) so each pixel (xi, yi) is a photoemission energy threshold spectrum.
Then, the photoemission threshold can be extracted pixel-by-pixel on the rising
edge of the threshold spectra secondary electron peak with an error function,
which corresponds to the integral of a Gaussian function, described in equation 10
[138, 139].
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I(E − EF ) = 1− erf(
Etr − (E − EF )√

2σ
) (10)

with Etr the photoemission threshold, σ the standard deviation of the Gaussian
(corresponding to the analyzer’s energy broadening, σ = 200meV ), and erf(x) =
2√
π

∫ x
0 e−t2dt.

A.3.4 . Non-isochromaticity
The energy resolution on a PEEM single image can also be impacted by the

non-isochromaticity of the energy filtering stage. Ideally, an image would have a
constant energy across the field of view (FoV), i.e. isochromatic. Hemispheri-
cal analyzers introduce an energy dispersion in one direction of the field-of-view
because off-optical axis electrons on the sample at the same take-off angle as elec-
trons on the optical axis are transferred to higher angles (chromatic aberration) and
fall shorter in the hemispherical analyzer. So for a high analyzer bandwidth, these
electrons are transmitted generating a spectral dispersion in the vertical direction,
increasing far from the optical axis. The dispersion is reduced when reducing the
pass energy. So it depends on the pass energy, the analyzer slits, and the FoV
[129].

This non-isochromaticity can reach 1 or more eV per 10 µm [120]. The dis-
persion has a simple quadratic dependence on position [140]. For a point on the
sample at a distance x0 from the optical axis in the dispersive direction of the
energy filter, the non-isochromaticity energy shift ∆E can be written as [129]:

∆E = Epass(
M1x0
f

)2 (11)
with M1 = 35, the first lateral magnification of the microscope at the first

image plane, and f = 29mm the focal length of the objective lens, making ∆E

dependent on the energy pass of the filtering stage and the field of view imaged.
The bigger the field of view, x0 can take higher values, and the bigger the non-
isochromaticity. In the NanoESCA setup, for a typical field of view of 70 µm with
a pass energy of Epass = 50 eV , the energy shift between the center of the image
and the border in the energy dispersion direction is ∆E ≈ 0.1 eV . Usually, the
optical axis is off-centered, making the energy dispersion on one of the vertical
borders of the image more important (asymmetry).

For precise determination of the photoemission threshold on every image pixel,
we must correct this non-isochromaticity effect. In the NanoESCA PEEM images,
the non-isochromaticity is in the vertical direction, as shown in figure II.9a, with an
intensity gradient on a homogeneous surface because of the non-isochromaticity.
For threshold PEEM images I(E −Ef , x, y), a custom python program is written
based on an anterior correction algorithm [140] to correct the vertical dispersion.

The vertical dispersion is extracted from an image 3D stack by plotting the
threshold energy for each y line mean value. Then, the best dispersion fit is
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obtained using a parabolic function, as predicted by the equation 11. An energy
dispersion example and the fit are shown in II.9b. The vertical slices of the 3D
stack are then readjusted accordingly to the dispersion.
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Figure II.9: PEEM non-isochromaticity. a) PEEM threshold image showing an inten-sity gradient between the center and the vertical borders in a homogeneous sur-face, corresponding to an energy dispersion. b) Non-isochromaticity measurementby a parabolic fit (in red) to the energy dispersion of each horizontal line of a PEEMthreshold 3D stack on the area shown in a). The maximum measured energy shiftis ∆E = 0.19 eV . The image field of view is 67 µm and the optical axe is off-centered, at 20 µm from the top. The equation 11 estimates ∆E = 0.16 eV with
x0 = 67− 21 = 46 µm, close to the experimental value.

A.3.5 . X-Ray Absorption Spectroscopy PhotoEmission Elec-
tron Microscopy (XAS-PEEM)

Synchrotron radiation can be used in PEEM to reach core state information.
In XPEEM (X-Ray PhotoEmission Electron Microscopy), the PEEM detects the
kinetic energy of the electrons up to the atomic core levels to probe the chemical
state of the emitting atoms by measuring their binding energies and the surface
valence band structure. In this case, hν is generally fixed, and the energy filtering
stage analyzes the photoelectron kinetic energies. In XAS-PEEM (X-ray Absorp-
tion Spectroscopy-PEEM), the PEEM image the total yield of the secondary pho-
toelectron emission as a function of varying hν. The measured secondary electron
intensity is proportional to the absorbed electrons. In principle, no energy filter is
needed in XAS-PEEM, but it improves the lateral resolution [119].

The XAS principle is detailed in schematic II.10. An incident photon excites
a core electron into an unoccupied valence state above the Fermi level. There is
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photon absorption when the photon energy matches the ionization energy of the
core electron. Afterward, the inner shell hole can be filled by an electron of higher
energy to trigger fluorescence or the ejection of an electron from a higher energy
state (Auger Electron). Auger electrons lead to multiple inelastic collisions giving
rise to secondary electrons (SE). SE have a small escape depth so XAS-PEEM is
sensitive to the surface ≈ 1-10 nm [141].
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Figure II.10: Schematic of the X-ray absorption process and emission of secondaryelectrons.
By scanning incident photon energy and detecting the transmitted radiation,

XAS reflects the absorption intensity corresponding to a transition between the core
to valence band specific to an element. From Fermi’s Golden Rule, the transition
probability of an electron from the initial core level to an unoccupied state depends
on the density of states.

In the thesis, we are interested in the x-ray absorption near edge structure
(XANES) of an absorption spectrum at the Ti L2,3 edge to probe the ferroelastic
strain at the surface. The Ti L2,3 edge corresponds to the excitation of Ti 2p core
levels into the Ti 3d band.

Generally, x-ray absorption depends on the orientation of the electromagnetic
wave electric field with respect to the sample. This makes two possible XAS
imagery modes: X-ray Magnetic Circular Dichroism (XMCD) and Linear Dichroism
(XLD). XMCD is used to probe the magnetic state of ferromagnetic 3d transition
compounds. The XMCD image is the subtraction of two XAS images with opposite
circular polarization (c+/c−): IXMCD = (I(c−) − I(c+)) [142]. Ferromagnetic
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domains with an opposite orientation along the photon beam will appear as bright
and dark regions on the XMCD image.

XLD follows the same principle as XMCD, but the photon polarizations are
linear: lh horizontal polarization and lv vertical polarization: IXLD = (I(Ph) −
I(Pv)). XLD can be sensible to electric polarization [143]. Moreover, ferroelastic
domains have different spontaneous strain directions, which could be probed by the
polarized light interaction on the directional 3d orbitals for the L-edge. As shown
in figure II.11, linearly polarized light is sensible to the 3d orbital direction. For
example, in the figure configuration, there will be a significant absorption between
the lv polarized light and the dz2 orbital and no absorption with dxy. XLD-PEEM
images can then highlight the ferroelastic strain distortions on the Ti 3d orbitals.

𝑙ℎ
𝑙𝑣

𝑘

𝑑𝑧2 𝑑𝑥𝑦

Figure II.11: Schematic of the linearly polarized X-ray probing of the empty 3d or-bitals.
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B . Low Energy Electron Microscopy (LEEM)

In 1933, Brüche showed that a surface can be imaged by using photoelectric
emission [124] and the same year, Zworykin showed that a surface can be imaged
with bombarding electrons [144]. Low Energy Electron Microscopy (LEEM) is
an electron-in, electron-out technique which improved with the development of
electron optics and UHV chambers. LEEM images were shown by Telieps and Bauer
in 1985 with a resolution of 20 nm [145, 146] thanks to new UHV chamber design.
The general principles of electron emission microscopy were discussed in section
A.3. We will directly focus here the presentation on the Elmitec Spectroscopic
Photoemission and Low Energy Electron Microscopy (SPELEEM) specificities.

B.1 . SPELEEM experimental setup

Thesis LEEM experiments and synchrotron PEEM were performed with a
SPELEEM represented in figure II.12. The microscope can perform LEEM and
PEEM experiments by switching between an electron gun and a photon source.
The imaging column is common to both.

The electron gun has a potential of -15 to -20 kV. Magnetic condenser lenses
in the illumination column shape and center the electron beam on the sample. The
electron source and the electron optics of the illumination column are chosen to
produce in the back focal plane of the objective lens (diffraction plane) a sharp
cross-over point with high current density to obtain a parallel illumination on the
sample. A LaB6 thermionic emitter, a high brightness and angular range electron
gun is used.

As in the NanoESCA PEEM, the sample is part of the electron optics, in
which the incident electron beam with an energy of 15-20 keV is decelerated in
the retarding field over the last 2 mm in front of the sample to interact with the
sample at a low energy of -5 to 50 eV. Electrons are backscattered or reflected by
the sample depending on their kinetic energy. Then electrons are reaccelerated into
the objective lens. The prism behind the objective lens bends the incident electrons
towards the sample to have a normal electron emission and the emitted/reflected
electrons of the sample to the imaging column. The sample holder is at a potential
of -15 to -20 kV ±, a low voltage called the start voltage, so that effectively the
electrons have incident energy equal to the start voltage (STV) with respect to
the sample [146].

In the magnetic prism, an aperture on an incident electron side or on the re-
flected side can be used to select a smaller area on the surface for local spectroscopy
EELS (Electron Energy Loss Spectroscopy) or micro-LEED (Low Energy Electron
Diffraction). The intermediate lens in the imaging column is used to switch be-
tween imaging an image plane for real space imaging and the diffraction plane for
LEED.

The hemispherical analyzer is an energy-filtering stage for spectroscopic imag-
ing. As in the NanoESCA setup, to scan the photoelectron kinetic energy, Epass

56



Sample
MCP

Screen

CCD
camera

Hemispherical
Energy Analyzer

Objective lens

Contrast aperture

Intermediate lens

Prism

Projective lenses

Transfer lens
Image aperture (ROI)Illumination aperture

Condensor lenses

Electron 
gun

Field lens

Projective 
lens

Transfer lens
Retarding lens

Energy slit

Acceleration lens
Transfert lens

Sample image

Diffraction image

Stigmator

hν

Figure II.12: Schematic of the Elmitec SPELEEM. The electron path is shown by thered dashed lines.

stays fixed, and the sample potential (STV) is swept.
A contrast aperture in a diffraction plane is also present to cut high-angle

electrons to improve the spatial resolution for real space imagery. The typical
spatial resolution in the LEEM is 20 nm [134]. A slit after the analyzer can be
used to remove secondary electrons which form a continuous background on the
image and to improve the energy resolution.

B.2 . Surface potential: MEM-LEEM transition
As explained above, the sample start voltage is the kinetic energy of the in-

cident electrons with respect to the sample surface. If incident electrons have a
lower kinetic energy than the surface potential of the sample, they are repelled by
the surface potential, weakly interacting with the surface. At these energies, the
observation is called Mirror Electron Microscopy (MEM) reflection. For higher ki-
netic energies, electrons have a stronger interaction with the surface and penetrate
the sample. Then they are elastically or inelastically scattered and backscattered
electrons are detected. This is called Low Energy Electron Microscopy (LEEM).
At low start voltage, the reflected intensity is high (mirror mode) and when the
energy of the electrons becomes high enough to overcome the surface potential
barrier, the electrons penetrate the surface, and the reflectivity intensity decreases
suddenly. The transition between the MEM and LEEM is the surface potential,
corresponding to the energy when electrons start to penetrate the sample. An
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example of MEM and LEEM images of upwards (Pup) and downwards (Pdown)
polarized domains and intensity curves in function of the start voltage I(STV ) of
polar domains are shown on image II.13 [147]. The MEM-LEEM transition shift
between the two domains gives the surface potential difference due to the polariza-
tion difference. Contrast at the MEM-LEEM transition is therefore an ideal tool to
probe, for example, charge differences in calcium titanate domain walls intersecting
the surface with a polarization component perpendicular to the surface, pointing
either inwards or outwards.

Figure II.13: (a)-(e) MEM and LEEM images at different start voltages of a Mg :
LiNbO3 surface. (f) Electron intensity curves extracted from Pup and Pdown domains[147].

The I(ESTV ) curves can be fitted by a complementary error function described
in equation 12 to accurately extract the energy of the MEM-LEEM transition i.e.
the surface potential energy [148].

I(ESTV ) = I0 +A · erfc(ESP − ESTV√
2σ

) (12)
with ESTV the start voltage i.e. the incident energy, ESP the surface potential

energy, A the amplitude of the error function, σ the standard deviation of the
Gaussian and erfc(x) = 1 − erf(x) so erfc(x) = 2√

π

∫∞
x e−t2dt. With a series

of images as a function of start voltage i.e., I(ESTV , x, y) images, we can extract
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at each pixel (x, y) the surface potential by using the function in an automated
procedure and generate a map of the surface potential.

B.3 . Electrical topography

Domain or domain wall surface polarity can be seen in LEEM because it gives
rise to a surface charge density that locally modulates the electrostatic potential.
For example, domain walls of CaTiO3 are polar and can be seen in LEEM because
of this effect, as polar domains in BaTiO3. As a first approximation, if the
converging lenses are not taken into account, incident electrons interact with the
charged area (for example, a domain wall in CTO) such that positively charged
areas sweep the electrons inwards, as shown in image II.14 [149], so give rise to a
bright contrast in MEM. On the other hand, negatively charged areas sweep the
electrons outwards and give a dark contrast. In the SPELEEM, the imaging column
is made of 5 lenses, an odd number, which inverts the resulting contrast on the
detector: a positively charged area will give rise to dark contrast, and a negatively
charged area bright contrast in MEM.

Sample

Figure II.14: Distortion of electron trajectories by positively and negatively chargedareas on the surface in MEM. Adapted from [149]

Over or under-focusing the surface can enhance the domain wall contrast. The
focus is modulated by the objective lens current. In the setup, lowering the current
by 100 mA is equivalent to decreasing the sample-lens distance by 1 mm. The
focus behavior is the same as in optical microscopy: going away from the focus
value has an incidence on the visualized object size, as shown in the example on
image II.15 [147].
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Figure II.15: Domains and domain walls of magnesium-doped lithium niobate in thesame area in (a) Under-focus (b) best-focus and (c) over-focus. (d) Evolution of thedomain sizes with focus values expressed in coil current (mA): under-focus indicatedby the light blue bar, best-focus indicated by the fuchsia dashed line, and over-focusimages indicated by the light pink bar. Green squares indicate the domain size asmeasured by Piezoresponse Force Microscopy (PFM). [147]

In our MEM observations for CaTiO3, in under-focus, domain walls with a
darker contrast have a polarization pointing upwards (Pup) and domain walls with
a brighter contrast have a polarization pointing downwards (Pdown). The contrast
is inverted in over-focus. MEM images shown in the thesis are taken slightly
under-focus.

B.4 . Physical topography

Physical topography also influences local electric fields. Theoretical studies on
the effect of topography were done by Nepijko et al. [149, 150, 151]. For example,
a step on the analyzed surface of a sample will give contrast in MEM. Figure II.16
shows the current density j on the LEEM screen relative to the current without
the topographical feature j0 and without a contrast aperture and converging lenses
between the sample and the image. At the modelized surface step, a dark area
(current ratio below 1.0) appears on the image, and further away, a more defined
bright area appears because of the topography. Other geometrical reliefs would
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also locally modify the surface electric field and then show a contrast in MEM.

h

Figure II.16: Current density distribution j/j0 on the screen in MEMmode for a geo-metrical step of different heights: h = 7.2 (1), 14.3 (2), 23 (3), and 72 Å (4) [149].

B.5 . Low Energy Electron Diffraction (LEED)
Low Energy Electron Diffraction (LEED) is used to check the crystallinity of the

first few surface atomic layers. LEED uses electrons with a wavelength comparable
to the inter-atomic distances to produce a diffraction pattern in reflection.

Shortly, this technique consists of an electron gun emitting electrons normal
to the surface, which are elastically diffracted by the surface lattice periodicity.
because of the atoms’ crystalline arrangement at the surface. Angular-specific
diffraction beams form a diffraction pattern (LEED spots) on a fluorescent screen,
showing the reciprocal lattice of the surface of the sample. Electrons have energies
from 30 to 200 eV and penetrate up to 1 nm on the surface. The technique is
very surface sensitive, excellent to assess the surface crystalline quality from the
spot pattern. If a sample is significantly contaminated by organics and/or carbon
at the surface, the LEED spots would be more diffuse and extinguished for highly
contaminated surfaces.

LEED can be done area averaged on a sample in our UHV preparation chamber
to assess the surface quality before PEEM/LEEM experiments. In the LEEM, we
can perform more specifically µ-LEED, where we select emission from an area with
an aperture of varying size placed in an image plane and perform LEED in diffrac-
tion mode (project a diffraction plane on the CCD camera) with electrons coming
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specifically from the selected area. In this technique, incident electron energies
can vary between 10-100 eV. It enables us to locally access the crystal quality and
relative orientation, useful for ferroelastic materials where domain surface angles
and lattice orientation can be seen. Figure II.17 shows diffraction patterns from
the CTO surface at (b) and far from (c) a domain wall. The fourfold splitting
of the spots in figure II.17b is due to the four ferroelastic domain twinning in the
selected area by the aperture. Four domains with different angles between each
other mean four diffraction patterns slightly shifted in the reciprocal space. More-
over, the LEED pattern on both images shows the orthorhombic lattice of CTO
with the distance between the specular (0,0) and peripheral (1,0) diffraction spots
slightly different (lattice parameters a ̸= b). Green spots in between are long-range
surface reconstructions, possibly oxygen vacancies. The shorter range periodicity
highlighted by the blue spots corresponds to the pseudo-cubic periodicity, rotated
by 45° from the orthorhombic axes with apc =

√
2
2 aO, as already shown with the

lattice orthorhombic to pseudo-cubic correspondence in figure I.12.

a) b) c)

(0,0)

(0,1)

Figure II.17: Micro-Low Energy Electron Diffraction: µ-LEED on CTO ferroelastic do-main and domain walls at 30 eV. a. MEM image of CTO surface showing the µ-LEEDarea of interest. b. µ-LEED on several domain walls of area 1. c. µ-LEED on a domainof area 2 (outside a domain wall).

B.6 . Electron Energy Loss Spectroscopy (EELS)

Electron Energy Loss Spectroscopy (EELS) is performed in the LEEM setup
using dispersive mode. In this mode, the hemispherical analyzer disperses the
electrons according to their energy after the imaging column. We then register
on the detector an intensity trace representing the loss intensity as a function
of energy. A typical dispersive trace is shown in figure II.18. We use an image
aperture in the sector field (see figure II.12) to irradiate a small area on the surface.
Typically the aperture has a diameter of 3 µm on the surface.

We fix the incident electron energy and look at the detected electron spec-
trum. We have on the dispersive image two spots corresponding to the elastically
backscattered electrons: the elastic peak and the loss peak, corresponding to the
inelastically backscattered electrons. The possibility to perform loss spectroscopy
on specific features on the surface, thanks to the MEM imagery’s good spatial
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Figure II.18: LEEM setup in dispersive mode. The illumination aperture and the elec-tron path in the analyzer are shown. An image of the typical energy loss dispersionis also shown. The brighter central peak is the elastic electrons followed by the sec-ondary electrons loss peak.

resolution, opens the perspective to study the electronic properties of CTO ferroe-
lastic domains and domain walls. Domain walls are small features in width at the
surface, but the technique is sensitive enough to show loss spectroscopy variation
between domains and domain walls.

C . Thin film deposition: Pulsed Laser Deposition (PLD)

Several chemical and physical deposition techniques can be used for oxide
deposition. To grow (001) oriented CaTiO3 thin films, we considered Pulsed
Laser Deposition (PLD), which has many advantages. It allows epitaxial growth,
which constrains the orientation of the film in the same direction as the substrate,
and a fast deposition speed (up to 10 nm/min). For complex material deposition,
it permits also a good stoichiometric transfer from the target to the thin film for
non-volatile elements.

Pulsed laser deposition is a high vacuum technique. A laser is guided with
mirrors and its size is fixed by a mask to ablate a rotating target, made of the
desired material for the thin film, with the desired stoichiometry. The substrate is
at a high temperature, in front of the target. The laser photons’ interaction with
the target ablates material from to the substrate in the form of a plume made of
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the target ionized atoms [152]. Partial pressure of oxygen is present in the chamber
to stabilize the oxygen content in the substrate and film oxides. A schematic of
the technique is represented in figure II.19.

Targets

Heating rod

Substrate

Plume

Laser KrF

Attenuator Mask

Figure II.19: Schematic of the pulsed laser deposition growth.
The deposition chamber is under vacuum by a turbomolecular pump coupled

with a primary pump. Typical pressure in the chamber before the deposition is
2.10−6mbar. The oxide substrate is heated with a partial pressure of oxygen to
avoid oxygen desorption. Several targets can be mounted in the chamber, shown
in image II.19, to allow in-situ deposition of several thin film layers of materials
without breaking the vacuum or temperature, for example, to grow an electrode
layer followed by a CaTiO3 layer. The laser is focused on the edge of the target
which rotates in-plane, with an angle of 45° from the surface, to maximize the use
of the target (bigger effective surface) than if the target was focused in the center.
A mask is used to control the size of the laser spot on the target i.e. the amount
of ablated material per pulse. The substrate is fixed on the heating rod with silver
paste for a good thermal transfer, at a distance of 5 cm from the target. Before
deposition, the targets are cleaned by the laser at high fluence and with a bigger
mask than the one used for deposition.

After the deposition, samples are structurally characterized by means of Atomic
Force Microscopy (AFM), to check the surface roughness, X-ray diffraction (XRD)
for the orientation and epitaxial conditions, and X-ray reflectivity (XRR) for the
thickness of the films. Deposition parameters for thin film CaTiO3 are discussed
in Appendix D.

D . Thin film characterization techniques

In order to characterize our films, several techniques are used. Atomic Force
Microscopy (AFM) is a surface topography technique from which we analyze the
surface roughness of the thin film samples and observe the ferroelastic domain
topography. X-Ray Diffraction (XRD) and X-Ray Reflectivity (XRR) techniques
are used to analyze the structural properties and thickness of our deposited thin
films.
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D.1 . Atomic Force Microscopy (AFM)

Atomic force microscopy is a technique used to measure the surface topography
of substrates and film. We can also calculate the surface roughness. Most of the
topography images shown in the thesis are done in contact mode. The surface
is scanned with a tip on top of a cantilever and its deflection by the surface
topography is measured by a laser. The laser reflection hit a quadrant detector
which will reconstruct a surface topography map from the laser position. From the
surface height z(x, y) on a map of area S, we can estimate the quadratic roughness
RRMS with equation 13.

RRMS =

√√√√ 1

S

S∑
0

(z(x, y)− zmoy)2 (13)

D.2 . X-ray Diffraction (XRD)

The growth of the films by PLD is epitaxial: the out-of-plane orientation of
CaTiO3 follows the orientation of the substrate. Deposition parameters are tuned
to enable good epitaxial growth and so a good orientation of the film. Film orien-
tation is an important step to engineer the desired electromechanical parameters
in the film. XRD is a characterization technique that can indicate the lattice pa-
rameters of our films. The measurement was realized at C2N, in collaboration with
Thomas Maroutian, with a PANalytical diffractometer.

X-rays with wavelength λ are diffracted from the atomic planes of the analyzed
crystal, separated by a distance dh,k,l. The reflected waves’ constructive interfer-
ences are occurring for specific angles θ between the incident beam and a family
of planes (h, k, l). The interference pattern follows Bragg’s law 14.

2dh,k,lsin(θ) = nλ (14)
For a simple cubic structure with a lattice parameter a, we have 15:

dh,k,l =
a√

h2 + k2 + l2
(15)

To determine the interatomic plane spacing, we realize θ − 2θ scans. The
detector and the X-ray source are moving together to scan 2θ, the angle between
the transmitted beam and the reflected beam. The family of planes (h,k,l) present
in the sample will satisfy the Bragg condition for given angles θ of the X-ray
source with the surface, and form the resulting intensity will be detected and form
a peak in the spectra. We extract from the measurements the out-of-plane lattice
parameter of CaTiO3 in a pseudo-cubic approximation on the (002) peak. We will
then use d001 =

a
2 and a = λ

sin(θ) to calculate the lattice pseudo-cubic parameter.
The X-ray wavelength is λ = 1.54058Å from a copper anti-cathode X-ray emission
with a monochromator.
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D.3 . X-ray Reflectivity (XRR)
This technique is used to estimate the thickness of thin films (up to approx-

imately 100 nm). The beam penetrates the film and is reflected by the internal
interfaces between different layers and the film/substrate interface. The electronic
density and the film thicknesses can be deduced because of the difference in re-
fractive index between materials and the interferences fringes. When θ > θc, the
critical angle when the beam penetrates in the sample, interference fringes ap-
pear as shown in image II.20. The sample is an LaSrMnO3 electrode film on
LaSrAlTaO3 substrate.

The fringe spacing δθ is related to the film thickness dfilm following equation
16. By averaging the spacing on several fringes, we measure a thickness of 27 nm.

δθ =
λ

2dfilm
(16)
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Figure II.20: X-ray reflectivity scan in log scale. Experimental data in blue shows thefringes from the beam reflections at the interfaces of a thin film sample.

E . Raman spectroscopy

E.1 . Technique description
Raman spectroscopy is a non-destructive, non-contact technique used to study

the domains and walls in thin film samples and their accommodation with the
substrate. The Raman-active modes correspond to the structure vibrational states,
related to the material symmetries. With a polarized incident light, it is possible to
excite different Raman-active modes depending on the ferroelastic ordering [153]
and observe small Raman peak variations at the walls [154].

66



This technique is used to better understand the relation between the ferroelastic
domain walls of the LaAlO3 substrate and the PLD-grown thin film. The probing
depth of this technique is a few microns, corresponding to the IR wavelength,
excellent to detect simultaneously signals from the CaTiO3 thin film and from the
LaAlO3 substrate.

Experiments were performed on a Renishaw inVia confocal Raman microscope.
Monochromatic laser with defined polarization interacts with the material vibra-
tional states. Backscattered light after the interaction is going through the optical
setup again and then is spectrally dispersed by a diffraction grating on a CCD cam-
era. Several lasers with wavelengths of 442 nm, 532 nm, and 633 nm are available.
The spectral resolution depends on the laser and diffraction grating used. The
spatial resolution is fixed by the Rayleigh equation (diffraction limit).

Experiments in this thesis were performed with the 442 nm laser (red) which
gives the best spectral resolution of the available lasers (≈ 1cm−1). The excitation
of a vibrational state gives rise to a peak at a wavenumber related to the vibration
frequency, its intensity is proportional to the square of the symmetric second-rank
Raman tensor mode. At this wavelength, the theoretical spot size, which gives
the spatial resolution, is d = 635 nm. Pixel-by-pixel mappings, across ferroelastic
domain walls, have a pixel size of 0.1 µm. We present in the Appendix D pixel-bi-
pixel scans of the Raman modes in LAO/LSMO/CTO. The generated 3D stack of
data is analyzed by Principal Component Analysis (PCA).

E.2 . Principal Component Analysis (PCA)

The experimental data in Raman spectroscopy consists of one Raman spectrum
at each pixel of a selected area. One example of a Raman spectrum on a CTO
single crystal is given in figure II.21a. We are interested in mapping the Raman
modes across the pixels to see variations. One method can simply be to map one
peak intensity, as in image II.21b, or a ratio between two peaks for each pixel.
We can see that different ferroelastic domains can be mapped depending on the
polarization conditions and the peak choice.

In our case, in order to know which peaks would give different Raman mode
strengths between ferroelastic domains, we perform a PCA. In addition to the
data analysis, PCA is also useful to extract weak signals from the noise, relevant
for the CTO thin film Raman peaks that are less intense compared to substrate
peaks. PCA extracts similarities and differences across all the pixels. Characteristic
signatures from a Raman spectrum and also spectral features hidden in the noise
can be identified.

The basis of PCA is that each spectrum S can be written as a linear combi-
nation of a reduced number of components PCi, as in equation 17 [155]. We can
then plot the component score ki at each pixel on a map to see the component
strength, giving one map per component.
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a. b.

Figure II.21: a. Raman spectroscopy of CaTiO3 bulk single crystal with differentpolarization conditions. For comparison, the spectrum for CaTiO3 nano-particles(blue) is shown at the bottom. b. Raman mapping of a (110) CaTiO3 bulk singlecrystal surface, with the white bar being 8 µm [153].

S = Smean +
∑
i

ki · PCi (17)
with ki the component PCi score, a scalar, of the analyzed pixel and Smean the

mean of all spectra. Having the right number of total components is important,
for not missing some information because there were not enough components
calculated or having components that show only noise from the data. The key
is to select the minimal number of components that explain the total variance of
the data. The proportion P of the variance V for a parameter is written as in
equation 18. The graph in figure II.22 shows the variance for each component on
a dataset from one CTO thin film Raman measurement. We can see that the first
2 components are enough to explain most of the variance of the system, the 3
others are very close to zero, likely to be only noise.

P (PCi) =
V (PCi)∑

i V (S)
(18)

For the Raman 2D maps in this thesis, shown in the CTO thin film domain
wall engineering Appendix D, we would typically have components each represent-
ing ferroelastic domains. The crystallographic axes between domains are rotated,
which induces a variation in the intensity of some of the Raman peaks that can be
imaged on PCA component score maps.
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Figure II.22: Variance of a PCA analysis of the first five components for a thin film
CaTiO3 Raman spectroscopy 2D map.
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III - Surface domain ordering in CaTiO3 (001)

Ferroelastic domain walls are oriented so as to satisfy strain compatibility be-
tween two adjacent ferroelastic domains, and therefore minimize stress and elastic
energy. Identification of the ferroelastic domain state, as the strain direction and/or
a surface twin angle, is necessary to understand the electromechanical response of
the material.

In this chapter, we will first present the theoretical domain states in CaTiO3

from symmetry and strain considerations. Then, the quantitative identification
of the surface topography related to the surface twin angle will be addressed in
section III.B. Lastly, in section III.C, the observation of the surface strain state in
CTO ferroelastic domains using X-ray linear dichroism.

For the ferroelastic surface topography and domain strain identification, we use
a surface-sensitive electronic microscopy technique, PEEM, in both photoemission
and absorption modes, which combine a spatial resolution of several orders smaller
than the typical domain width and high sensitivity to the surface topography and
strain.

A . CaTiO3 strain states

The condition of strain compatibility between two adjacent ferroelastic do-
mains allows us to derive equations for possible domain walls and hence the pos-
sible domain spontaneous strains and the possible domain walls. For each pair of
ferroelastic domains, we then deduce the possible twin wall plane orientation and
surface topography angle.

A.1 . Spontaneous strain tensor

The CaTiO3 second rank symmetric spontaneous strain tensor S1 is given
by the cubic Pm3m to orthorhombic Pnma ferroelastic transition [48], in the
pseudo-cubic approximation:

S1 :

ϵ11 ϵ12 0
ϵ12 ϵ11 0
0 0 −2ϵ11

 (1)

The spontaneous strains ϵ11 and ϵ12 are referred to the pseudocubic lattice di-
rections and are calculated from the lattice constants in the cubic and orthorhombic
phase, determined by XRD measurements [156, 59]. The tensor strain coefficients
are [156]:

71



ϵ11 = ϵ22 =
1

2
(

ao√
2
− ac

ac
+

bo√
2
− ac

ac
)

ϵ33 =

co√
2
− ac

ac
= 2ϵ11

ϵ12 =
1

2
|
ao√
2
− ac

ac
−

bo√
2
− ac

ac
|

ϵ13 = ϵ23 = 0

(2)

with ao, bo and co the orthorhombic lattice constants and ac the lattice constant
of the high symmetry phase. Strain coefficients represent the lattice deformation
from the high to low symmetry phase, with a 45° rotation of the [100] and [010]
directions between the two phases (lattice structure details in B.1.1). We have at
room temperature: ϵ11 = 5.7 × 10−4 and ϵ12 = 5.5 × 10−3 [65]. Moreover, the
second-rank strain state S1 in the lattice is linked to the second-rank mechanical
stress tensor σ1 by a generalized Hooke’s law: σ1 = c · S1, with c the fourth order
stiffness tensor.

Then six possible strain states Si exist in CaTiO3 in its orthorhombic phase,
from the material lost symmetry operations between the cubic and orthorhombic
phase. They correspond to six possible strain orientations, i.e. six possible fer-
roelastic domains. They differ by their spontaneous strain tensor direction in the
lattice:

S1 :

0.00057 0.0055 0
0.0055 0.00057 0

0 0 −0.00114


S2 :

0.00057 −0.0055 0
−0.0055 0.00057 0

0 0 −0.00114


S3 :

0.00057 0 −0.0055
0 −0.00114 0

−0.0055 0 0.00057


S4 :

−0.00114 0 0
0 0.00057 0.0055
0 0.0055 0.00057


S5 :

0.00057 0 0.0055
0 −0.00114 0

0.0055 0 0.00057


S6 :

−0.00114 0 0
0 0.00057 −0.0055
0 −0.0055 0.00057



(3)
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A.2 . Domain wall orientation
From the possible spontaneous strain directions, we can deduce the possible

domain pairs (Si, Sj) and calculate the difference in their spontaneous strain ten-
sors ∆ϵ = ϵi − ϵj . For each pair, the equations of the two possible compatible
domain walls, one for each compatible orientation, are calculated from the mechan-
ical compatibility equation ∆ϵijxixj = 0. The equations of the possible domain
walls are [48, 65]:

x = 0 or y = 0 or z = 0

y = ±z or z = ±x or x = ±y

3ϵ11(x± y)± 2ϵ12z = 0

3ϵ11(z ± x)± 2ϵ12y = 0

3ϵ11(y ± z)± 2ϵ12x = 0

(4)

with x,y, and z as the pseudocubic axes. Two wall types are obtained: nine W
mirror planes, whose orientation is fixed by symmetry, and twelve W’ planes, whose
orientation depends on the coefficients of the spontaneous strain tensor describing
the orthorhombic distortion [63]. From the equations of the plane of the domain
walls, we can also deduce the inclination angle with respect to the surface and
the twin angle of the ridge/valley. The full possible ferroelastic domain pairs and
the domain wall plane equations are given in the annexed table 1. A short table
highlighting the equivalent domain wall is given here in table III.1.

Azimuthal Wall inclination TwinPairs Wall equation angle/[100] angle/(001) angle
S1/S2 x = 0 90° 90° 180°
S1/S4 z = x 90° 135° 180°
S2/S5 y = −z 180° 45° 180°
S3/S4 x = −y 135° 90° 180.9°
S3/S5 x = 0 90° 90° 181.3°
S3/S6 x = y 45° 90° 180.9°
S4/S6 y = 0 180° 90° 178.7°
S5/S6 x = −y 135° 90° 179.1°

Table III.1: Domain walls plane equations for some non-equivalent W walls, wall sur-face trace angle with respect to the [100]pc direction, inclination angles from the (001)surface, and twin angles. The complete table is the appendices table 1.
Each domain pair are ordered, i.e. (Si/Sj) is different from (Sj/Si). For

example, three consecutive domains with the consecutive strain states S1/S2/S1

will form two walls with opposite Pup and Pdown polarity. So for one possible wall,
two supplementary twin angles are possible depending on the wall polarity, but only
one is displayed in the table.
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B . Surface topography quantification of CaTiO3 (001) ferroe-
lastic twin angles

The ferroelastic domain ordering gives rise, at the surface, to a factory roof like
topography with valleys and ridges. The topography is intimately connected to a
particular strain state in the ferroelastic domains and determines the orientation
and polarity of domain walls.

We have studied the physical topography resulting from the factory roof-like
surface. This has been done by exploring the angular space in PEEM, specifically by
using an aperture in the microscope’s back focal plane to select photoelectron take-
off angles and reveal and quantify the twin angles. Surface topography is usually
observed by AFM techniques. We propose full-field imagery of several twins for
direct in-situ analysis of the ferroelastic ordering. In the PEEM, angles are usually
observed in reciprocal space [118, 157] but the spatial resolution is limited by the
region-of-interest aperture size. We implemented a method to quantify surface
topography angles in real-space PEEM imaging, to have a better spatial resolution
and image several domains at the same time (FoV in the order of 10 µm) in order
to directly analyze several twins.

B.1 . CaTiO3 surface topography
The ferroelastic topography at the surface has been observed by atomic force

microscopy (AFM). On a CaTiO3 single crystal sample, surface topography form-
ing valleys and ridges are visible, shown in figure III.1a. The schematic shows the
typical factory roof like surface topography. From the height measurements, twin
angles can be calculated, as shown in figure III.1b. This twin wall has an angle
of 178.8°, close to the theoretical twin angle value between S3 and S5 domains of
table III.1.

178.8°

0

230 
nm

a b

Figure III.1: a. AFM topography image of CaTiO3 (001) surface, inset schematic ofthe typical factory roof topography of the surface, and b. height profile along thesolid blue line in (a) with a calculated twin angle of 178.8°.

This ferroelastic domain tilt can also be observed in PEEM. Figure III.2a. shows
a real space image of two CaTiO3 domains in PEEM at the Elettra NanoESCA
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beamline. Figure III.2b. is a reciprocal space image of the same area. The two
spots in III.2b correspond to the bottom of the photoemission parabola for the
two domains indicated in red and blue on III.2a. The shift between the spots
corresponds to the surface twin angle αtilt between the 2 domains.

𝛼𝑡𝑖𝑙𝑡
a b

20 μm

Figure III.2: Real (a) and reciprocal space (b) images of CaTiO3 domains with a tiltangle αtilt. Electrons from the red and blue domains are shown in b. The tilt inducesan angular shift in the threshold of the free electron parabola in ARPES, αtilt = 0.9°.
Surface ferroelastic angles can be determined in reciprocal space PEEM. The

reciprocal space angular shift αtilt between the two parabolas is determined by
tilting the sample by a known angle which rigidly shifts the spots. We have for this
example an angular distance of αtilt = 0.9° between the spots, i.e. a twin angle of
180 ± 0.9°. This twin angle is close to the theoretical twin angle value between
S3 and S6 domains of table III.1.

However, in reciprocal space, we don’t have the spatial resolution offered by
real space imagery because the iris aperture of ≈ 10 µm limits the resolution, we
can’t determine the twin angle of domains smaller than the iris aperture. Twin
angle determination in real space permits a direct determination of all the twin
angles of the FoV in the limit of the PEEM spatial resolution of ≈ 50nm.

B.2 . Experiment conditions
The sample is a CaTiO3 (001) single crystal from SurfaceNet GmbH. The

surface topography is characterized by AFM in contact mode on an area where
several ferroelastic domains are present. Figure III.3 shows the AFM amplitude
image. Ferroelastic twinning creates a surface topography, visible here. We are
interested in the oriented tilt angle of the domains, noted αtilt,i in the figure, from
which we can measure the surface twin angle of the domain walls φ. One example
between two domains is shown on figure III.3b, φ = αtilt,2 − αtilt,1.

Before introduction into the PEEM vacuum system, the sample was exposed
for 5 min to ozone at room temperature to remove the organic contamination.
Annealing at 650°C in vacuum for 30 min is then sufficient to desorb the oxidized
contaminants. It also produces a low concentration of oxygen vacancies, helping
to alleviate charging problems during the photoemission process. Furthermore,
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Figure III.3: a. AFM topography image of the analyzed area. A mean plane was sub-tracted for image clarity, still visible on the second view. b. Schematic showing theferroelastic twinning at the surface and the domain tilt angles.

in order to avoid charging during photoemission, experiments were carried out at
300°C to improve the evacuation of charges. The experiment was carried out in a
ScientaOmicron NanoESCA II with a focused He I source (hν = 21.2 eV). The pass
energy in the double hemispherical analyzer was 50 eV and the entry analyzer slit
width was 1 mm so the energy resolution is ∆E ≈ 0.2eV . The spatial resolution
is estimated to be ∆x ≈ 50nm [158].

B.3 . Angular sensitivity of the contrast aperture
We use a contrast aperture (CA) of 150 µm diameter, placed in the back

focal plane of the objective lens of the PEEM. Photoelectrons are emitted from
the surface with an angular distribution. The ferroelastic twin angle tilts the
electron photoemission. The emission is represented in the schematic in figure
III.4a. Electrons cross the diffraction plane on the optical axis for normal emission
and away from the axis for off-normal emission angles. The CA in the diffraction
plane can be moved in the lateral (x) direction to select electrons in a given
emission angle range.

b c da
𝑥

contrast 
aperture

b
d

screen
objective lens

twin 
angle

D1
D2

D3

Figure III.4: a. Schematic of the contrast aperture angular selection. PEEM imagesat E-Ef = 4.3 eV. The contrast aperture (CA) is off-centered right b., centered c. andoff-centered left d., to improve the contrast between domains. Highlighted domains
D1, D2, D3 for the topography analysis are represented on b.

Then, electrons emitted at angles outside the selected area by the CA are cut.
This effect can be seen on the PEEM images III.4b-d taken at E − Ef = 4.3eV .
The twin walls topography structure means that normal emission from adjacent
domains enters the PEEM at different angles with respect to the average surface
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normal corresponding to several levels of intensity on the images. The domains
contrast in the bottom right of the images (D2 and D3) come from domain surfaces
with a higher tilt angle than the average domain surface in the FoV, represented
by D1. Therefore, by off-centering the contrast aperture to the right (fig III.4b)
or to the left (fig III.4d), we selectively analyze photoelectrons emitted from the
domains on either side of the twin. The average surface plane is assumed to be
that of the large central domain D1 and the PEEM lens optimization has been
done in this domain. In III.4b, the emission from the left domain is favored while
in III.4d the contrast is inverted.

On the other hand, when the CA is centered on the optical axis, as in Fig III.4c,
then the contrast between the twin domains is almost zero. In this configuration,
the domains D2 and D3 surface normal vectors are symmetrically oriented on
either side of the twin wall so the angular selection does not discriminate between
them. Higher off-centering of the CA improves dramatically the domain topography
contrast in PEEM because of the angular electron selection. However, as we will
see, CA off-centering increases the apparent photoemission threshold as measured
by the PEEM.

B.4 . Photoemission threshold shift
We have recorded threshold image series for CA positions from -140 to +140

µm with respect to the optical axis. Photoemission threshold image series are ac-
quired as a function of the electron energy with respect to the sample holder Fermi
level, in steps of 25 meV. Images are normalized by a flatfield from a known ho-
mogeneous area of the sample in order to correct for any detector inhomogeneities
(for example defaults on the multichannel plate). The image series at each CA
position was analyzed using an automatic procedure by fitting the pixel-by-pixel
threshold spectra with an error function, giving photoemission threshold maps
shown in figure III.5 (see experimental methods subsection A.3.3 for more details).
The non-isochromaticity due to the dispersion in the hemispherical imaging ana-
lyzer is also corrected for each threshold image series (details of the procedure in
subsection A.3.4).

As it can be seen in figure III.5, the apparent photoemission threshold changes
with the aperture position. When the CA is close to the optical axis center, the con-
trast between ferroelastic domains is low but the measured photoemission threshold
of 4.05 eV is a minimum. For modest off-centering, it does not change substan-
tially. When the CA is off-centered far from the optical axis (140 µm here), the
contrast between domains is better but the median photoemission threshold over
the analyzed area increases with the off-centering. The photoemission threshold
shown in figure III.5 symmetrically varies from 4.05 to 4.45 eV between centered
and off-centered (±140µm) aperture positions. In addition, threshold contrast
between D2 and D3 is enhanced by 0.2 eV at ± 140 µm.

To quantify the modification of the photoemission threshold with the CA posi-
tion, we acquired threshold image series using a finer mesh of CA positions for the
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Figure III.5: Photoemission threshold maps at different CA lateral positions from -140 to 140 µm. The middle map at 0 µm is with CA centered on the optical axis. Themap’s median photoemission threshold values are in the table under the figures, thegrey-scale bar is ± 0.1 eV around the median value of each image.

field of view of interest, comprised of 3 ferroelastic domains, represented in figure
III.4b. In figure III.6, we plot the evolution of the photoemission threshold of the
domains D1 to D3, as a function of the CA lateral position from –230 to +230
µm in steps of 10 µm.

Rigid angular shift in the 
back focal plane xtilt

Figure III.6: Photoemission threshold in domainsD1 toD3with the contrast apertureoff-centered from -230 µm to 230 µm. At 0 µm, the CA is centered on the optical axis.
We can first observe that there is a CA lateral position range around the optical

axis where the measured photoemission threshold is stable at 4.05 eV. When the
CA is off-centered approximately further than its radius (75 µm), electrons on the
optical axis are physically blocked, effectively switching to a dark field mode where
only electrons at higher angles on one side of the optical axis are enhanced at the
expense of photoelectrons emitted from the opposite slope of the surface twin.
Electrons with higher emission angles have lower kinetic energy as measured on
the scale of E − EF making the threshold appear at higher energy, as shown in
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figure III.7. Electron emission normal to the sample surface is favored when the
CA is centered and electrons emitted at an angle from normal are favored when the
CA is off-centered. The extractor field is measured perpendicular to the average
sample surface so photoelectrons with higher emission angles have lower kinetic
energy (Ek ≈ v2k) as measured on the scale of E − EF and the threshold will
appear at higher energy.

E0

E-EF

vk vk’= vk cos θθ

Figure III.7: Schematism of the electron kinetic vector for a normal emission and anemission with an angle θ from the surface normal.

The threshold curves have the same evolution with the CA position, however,
they are not centered at the same CA position. Domain D1 photoemission curve
falls in between the D2 and D3 curves. D2 and D3 have high surface tilt in
opposite directions and are rigidly shifted respectively to the left and right from
the central position of the CA at 0 µm. D1, which has a lower surface tilt shows
almost no shift from 0 µm. This is because the global image tilt was aligned with
the PEEM optics on D1.

In fact, the center of the photoemission threshold curve defines the centered
position of the CA in the back focal plane for which the CA is positioned at the
PEEM optical axis, normal to the sample surface. When the local surface is tilted
(i.e. on a ferroelastic domain), normal emission is also tilted, by an angle αtilt. This
surface tilt will off-center the central position of the CA in the back focal plane
by a distance xtilt. Therefore, from the shift in the threshold curves, it should
be possible to quantify, in the PEEM, the surface topography of the ferroelastic
domains.

B.5 . PEEM surface tilt angle

In order to determine the tilt of the domains, we perform a pixel-by-pixel
analysis. Threshold curves at each pixel of the FoV are extracted and the objective
is to determine xtilt, the shift in the threshold curves, at each pixel of the analyzed
area and then to convert this xtilt CA shift in the back focal plane into a surface
tilt αtilt in order to reconstruct an angular tilt map of the ferroelastic domains.
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B.5.1 . Model
First, to extract an xtilt value at each pixel of the analyzed area, we model

the electron path in the PEEM from the sample. The relevant parameters are the
electron kinetic energy E0, the PEEM column energy Ei, the magnification of the
image in the first image plane M , the CA radius rap, the CA shift in the back focal
plane xtilt and the CA lateral position x.

The phase conservation equation of the photoelectrons is written in equation
5. We assume an isotropic emission of electrons from 0° to 90°, i.e. α0 = 90◦ and
the magnification of the image in the first image plane is given by the ratio between
the object size r0 and the first intermediate image size ri. The schematic of the
electron path emitted with the maximum angle α0,max is shown in figure III.8. The
CA is in the back focal plane of the objective lens (in yellow) and can be laterally
displaced (red x axis). For a flat surface, the electrons with the highest angle
α0,max pass through the contrast aperture in the back focal plane of the objective
lens at the border of the aperture, i.e. at a distance x+ rap from the optical axis.
For a tilted surface, the optical axis in the back focal plane is shifted by a distance
xtilt, and the electrons with an angle α0,max pass through the contrast aperture
at a position equal to (x+ rap + xtilt).

√
E0r0sin(α0) =

√
Eirisin(αi)

M =
ri
r0

α0 = 90◦

sin(αi) =
x+ rap + xtilt

l

(5)

𝐸0 𝐸𝑖
𝑥

𝛼0,𝑚𝑎𝑥 𝛼𝑖

𝐶𝐴
𝑙

𝑥 + 𝑟𝑎𝑝

Objective 
lens

ri
r0

Figure III.8: Maximum emission angle getting through the contrast aperture in ourPEEM setup. We off-center the CA in the back focal plane in the x direction to increasethe maximum emission angle.
The evolution of the photoelectron kinetic energy at the photoemission thresh-

old EThr with the CA x position is then given by equation 6. The evolution of the
photoemission threshold with the CA lateral position is a parabola with a central
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flat range, as observed experimentally. From the PEEM optical setup during the
experiment, we have l = 165mm, M = 35, and Ei = 2000eV . The function
is plotted in figure III.9 in red with xtilt = 0 as if the surface was flat, with the
experimental data from a pixel in the domain D1 which have a tilt close to zero
for comparison. We can see that the function evolution with the contrast aperture
follows our experimental data. The theoretical law flat range represents the work
function of the area, here fixed at 0 eV because we are only interested in xtilt.
Experimental data have also the minimum of the photoemission threshold curves
(work function) brought down at 0 eV for each pixel.

EThr =
EiM

2

l2
(x+ rap − xtilt)

2, for x ≤ −rap + xtilt

EThr =
EiM

2

l2
(x− rap − xtilt)

2, for x ≥ rap + xtilt

EThr = 0, for − rap + xtilt ≤ x ≤ rap + xtilt

(6)

CA position x (𝜇𝑚)

E t
h

r
(e

V
)

Figure III.9: Theoretical model (red) and experimental data from a pixel inD1 (black)of the photoemission threshold evolution with the lateral displacement of the con-trast aperture from -230 µm to 230 µm.

B.5.2 . Tilt angle map
From the model, we extract an xtilt at each pixel by fitting the photoemission

threshold curves pixel-by-pixel with a least square fit. There are three domains D1

to D3 in the selected area.
Then, we convert this xtilt, the CA off-centering from the surface tilt to αtilt

the surface tilt angle using a conversion factor. The evolution of the off-centering
of the CA in the back focal plane with respect to the surface tilt can be defined
theoretically with the hypothesis that the surface topography is a perturbation of
the electrons’ path above the surface.

As a first approximation, with a linear evolution of αtilt with respect to xtilt, we
can use our AFM topography experimental data to deduce the conversion factor.
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From the AFM image, we extract the values of the tilt domain plane angles, in
table III.2. From the PEEM threshold curves, we extract the mean xtilt for each
domain. This gives the conversion factor xtilt to αtilt between domain Di and Dj :

αDi
−αDj

xtilt,Di
−xtilt,Dj

, also in table III.2.

Domains AFM angles (°) PEEM xtilt (µm) Conversion factor (°/µm)
D1 −D2

D1=-0.359
D2=-1.006 -1.230-8.392 0.090

D1 −D3
D1=-0.359
D3=+0.368 -1.230+1.962 0.228

D2 −D3
D2=-1.006
D3=+0.368 -8.392+1.962 0.133

Table III.2: AFM angles and PEEM CA displacements from the surface tilts for eachanalyzed domain.
The conversion factor calculated with D2 − D3 would be the most accurate

one from our data because it is calculated from domains with the biggest angular
difference. D1−D2 and D1−D3 under-estimate the conversion factor with respect
to the twin angle. The angular surface tilt map can then be constructed pixel by
pixel from the xtilt values and the conversion factor. The angular maps of the
analyzed area deduced from the PEEM xtilt and the AFM conversion factor are
given in figure III.10a.

First, we observe a good qualitative agreement between the PEEM and AFM
maps. Even if the angular map is constructed with a conversion factor from AFM
measurements, and thus the angular PEEM values should correspond to the AFM
ones, we can also see that the PEEM analysis correctly discriminates the three
main ferroelastic domains on the FoV. Surfaces tilted with a positive or negative
angle are correctly revealed by the PEEM analysis and the intermediate domain
between D2 and D3, which have the same angle as D1 from the AFM map, can
be distinguished in the PEEM analysis. This domain width is ≈ 1.7µm. The usual
method of imaging in the reciprocal space to deduce surface angles would have
been impossible for a domain this small. Real-space imaging to deduce angular
maps with the sub-micron resolution is necessary.

Moreover, there is some quantitative agreement between the AFM and PEEM-
determined angular maps. The histogram of angular values from the PEEM and
AFM data is given in figure III.10b. The overall angular range, as determined by
the PEEM threshold measurements is between -1.25° and 0.5°, which fits well with
the known twin angles. Notably, D2 and D3 which show the extreme tilt angles
(-1° and +0.36°) are in fairly good correspondence between AFM and PEEM,
which is expected from the use of the conversion factor. The main difference
between the two angular maps is the tilt angle of D1. From the AFM measurement,
the tilt angle of D1 is -0.38° whereas it was found to be -0.15° with the PEEM
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Figure III.10: a. PEEM and AFM angular maps. b. Histogram of the angles extractedfrom the AFM and PEEM maps.

analysis. This difference could be explained by the PEEM tilt correction effect,
which compensates for the sample tilt and D1 is the biggest domain in the FoV.

The angular spread for each domain is much smaller in AFM compared to the
PEEM, typically 0.05° compared to 0.15°- 0.3°. This higher angular spread for
the PEEM data is related mainly to the PEEM optics. First the opening angle of
±rap means a spread in angles and hence threshold values, absent from the AFM
analysis. The PEEM acquires data by parallel imaging at fixed lens parameters.
Correlation between position and take-off angle naturally broadens the angular
values as measured in PEEM whereas AFM acquires data sequentially, at each
data point measuring the same slope.

The standard deviation 2σ (≈ 95% confidence) map is shown in figure III.11.
The intensity at each pixel is two times the standard deviation, giving the pixel-by-
pixel error on the fit from our experimental data. We could first observe from the
PEEM and AFM angular histograms that the FWHM (Full Width Half Maximum)
of the AFM angular peaks were smaller than the PEEM angular peaks, showing
a higher standard deviation for PEEM measurements. From the 2σ map, the
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Figure III.11: Map of the 2σ error of the calculated αtilt. The αtilt map is shown againfor comparison.

calculated αtilt error is ± 0.27° in the domains with error extrema of ± 0.36°
and ± 0.16° around the ridge/valley domain walls. These domain wall areas are
transition areas between two different plane tilts where the slope change modifies
the local extractor field, therefore, giving rise to a spread of possible values.

B.5.3 . Twin angles
The initial objective was to be able to calculate twin angles directly in the

PEEM to have an in-situ identification of the domain walls, moreover, we are
also able to determine twin angles in other areas/samples from the method and
conversion factor developed in this analysis, as shown in the next section.

𝐷𝑊2𝐷𝑊1

𝐷𝑊3

𝐷1 𝐷2 𝐷3

0.5

0.0

-0.5

-1.0

𝛼𝑡𝑖𝑙𝑡(°)

Figure III.12: Position of the domain walls notedDWi on the analyzed area.
We show in figure III.12 the domain walls on the angular map. The mean

tilt angles from the domains, extracted from the PEEM angular map are D1 =

−0.202°, D2 = −1.151°, D3 = 0.368°. The intermediate domain between D2 and
D3 has a tilt angle of -0.422°. We calculate the twin angles of the 3 domain walls
from the PEEM measurements. Results are in table III.3 and compared with the
theoretically possible twin angles.

The twin angle deduced from the PEEM analysis are in good agreement with
the angles measured by AFM. Despite having a bigger standard deviation in the
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Twin angle (°)AFM PEEM
DW1 179.3 179.1
DW2 180.7 180.7Measuredtwin angles
DW3 180.7 180.8
S3/S4 180.9
S3/S6 180.9
S4/S5 180.9

PossibleW typewalls
S5/S6 179.1

Table III.3: Twin angles calculated from the AFM topography and the PEEMmeasure-ment, compared with the possible twin angles from the different strain state pairs.

PEEM measurements, this analysis could help to discriminate between different
kinds of domain walls directly in the PEEM. We know that DW1 to DW3 are W
type walls because their surface trace follow a principal orthorhombic axis. Then the
possible domain walls have a twin angle of 180°, 180.9°/179.1° or 181.3°/178.7°.
Experimental twin angle values can slightly differ from theoretical values. One
reason may be that the surface in CTO is polished in the ferroelastic phase (slight
miss-orientation from the cubic surface because of the twinning). From the table
III.1, we know that we have permissible walls with plane equations x = ±y, (x,y,z)
along the pseudocubic axis which have a surface twin angle of 180.9°/179.1°, the
closest to our experimental values from both AFM and PEEM measurements.

Given the consecutive twin angles in this analyzed area, we can propose a possi-
ble spontaneous strain configuration. Consecutive angles are 179.1°/180.9°/180.9°,
a possible spontaneous strain ordering which respects the twin angles and the do-
main walls direction is S6/S3/S4/S5. A sliced schematic of the ferroelastic do-
mains and the proposed spontaneous strain ordering is represented in figure III.13.
A schematic highlighting the tensile and shear deformation of the lattice associated
with the proposed strain ordering, following the spontaneous strain tensor in 3 is
also given.

B.6 . Twin angles of another CTO ferroelastic ordering
If we keep the same PEEM optical configuration, we can analyze the surface

topography of other ferroelastic twins, with the same conversion factor determined
on the precedent area, without the need to find again the same area in AFM.

We show in figure III.14a an angular map of ferroelastic domain tilts in the
same sample in another area. We have again a configuration with three ferroe-
lastic domains named D4 to D6 with D4 and D6 having a higher tilt in opposite
directions. The surface tilt values have a 2σ deviation, reported in figure III.14b,
between ± 0.15° and 0.25°, with again extrema at the transition regions. D4 have
the same tilt than D3 in the first area. The twin angles calculated from the an-
gular map are reported in table III.4, their surface trace is in the same direction
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Figure III.13: Schematic of the spontaneous strain configuration in the analyzed area.

as the walls in the former area. If we take into account the standard deviation,
these domain walls’ twin angles are identical to the ones present in the first area.
With only information on the twin angle and the domain wall trace direction at the
surface, we can propose two spontaneous strain configurations that would form
this ferroelastic domain ordering: S5/S4/S3 or S5/S6/S3. One way to differenti-
ate between these two possible configurations would be to also measure the strain
state in the domains.

Twin angle (°)
DW4 179.1PEEMmeasured DW5 178.8
S3/S4 180.9
S3/S6 180.9
S4/S5 180.9

PossibletheoreticalW typewalls S5/S6 179.1
Table III.4: Twin angles calculated from the PEEMmeasurements in the second area.

B.7 . Conclusion
We have used PEEM imaging at the photoemission threshold to study and

quantify the physical topography of the CaTiO3 (001) surface with its character-
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Figure III.14: a. PEEM angular map from another area on the same sample, showingferroelastic surface topography. b. Map of the 2σ error of the calculated αtilt on thesecond area. c. Histogram of the angles extracted from the PEEM map.

istic valley/ridge factory roof-like structure and identified the possible twin walls
present in the analyzed area.

By off-centering, the contrast aperture from the optical axis, by typically more
than the aperture radius, image contrast due to the physical topography is en-
hanced by collecting only high angular photoelectrons in a near dark field mode.
However, electrons emitted at high angles have a lower velocity perpendicular to
the average sample surface used to align the PEEM, giving a higher apparent value
of the photoemission threshold. Using a simple geometrical approach, relating the
take-off angle to the angles inside the PEEM optics, allows quantification of the tilt
angle of a domain surface from the measurement of the photoemission threshold.

The results agree well with the independent measurement of the tilt angles us-
ing AFM and the calculated twin angles can help to identify the domain order at the
CaTiO3 surface from the theoretically possible ferroelastic domain walls. However,
because of different equivalent symmetries, some domain walls’ twin angles can be
formed by different spontaneous strain pairs. Moreover, some possible surface
twin angles on the (001) surface are 180°, they don’t form a surface topography
so these domain walls would be invisible by this technique. Then a complementary
in-situ technique to identify the surface strain state would be helpful to identify
the ferroelastic domain and domain walls.
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C . Ferroelastic domains spontaneous strain observation and
quantification by X-ray Linear Dichroism

Ferroelastic materials display domain structures of uniform strain state sep-
arated by very narrow twin walls, typically a few nanometers wide, where the
spontaneous strain changes sign. The strain breaks the symmetry and in conse-
quence can be probed by X-ray Absorption Spectroscopy in PEEM (XAS-PEEM)
at the Ti L2,3 edge, in order to study in the future the response of the strain in
the domains and the polarity in twin walls to an in-situ applied electric field or
mechanical stress.

C.1 . Polarization in X-ray Linear dichroism

In ferroelectric materials, the reduction in symmetry associated with the onset
of the ferroelectric order parameter can lead to a pronounced difference at the
Ti L3,2 absorption edges between spectra measured with the x-ray linear polariza-
tion perpendicular and parallel to the deformation. Figure III.15 shows XAS with
horizontal and vertical light polarization (respectively red and blue arrows) in an
out-of-plane polarized thin film PbZr0.2Ti0.8O3 (PZT) on SrRuO3 [159]. Spec-
tra for the two linear polarizations exhibit four peaks related to the excitation of Ti
2p core level into the Ti 3d band. 2p spin-orbit splits the spectra in 2p3/2(L3) and
2p1/2(L2) structures, which are further split because of the crystal field interaction:
t2g (dxy, dxz and dyz) and eg(dz2 and dx2−y2) states in the octahedral geometry
around the Ti atom.
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Figure III.15: Experimental Ti L3,2 XAS and difference spectra (XLD) of a thin film PZTas grown on SRO, with polarization pointing up from the bottom electrode. From[159].

Polarization in PZT is related to atoms displacements with respect to the
oxygen octahedra, in the tetragonal phase. t2g states and also eg states further
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split in the lower tetragonal symmetry, giving a difference between XAS taken with
light polarization in- and out-of-plane (vertical and horizontal in the synchrotron
reference frame). Figure III.15 of the XLD spectra (difference of the vertical and
horizontal polarization) shows that the reduction in symmetry around the Ti4+ ions
has a pronounced impact on the Ti L3,2 absorption edges. Notably, a difference
of 20% in the photon energy range of the 2p3/2 t2g peak was observed, related to
the out-of-plane polarization in PZT.

C.2 . XLD contrast in ferroelastic CaTiO3

Here we first develop the same approach to probe the ferroelastic order pa-
rameter (spontaneous strain) by XAS-PEEM. The eg and t2g states are probed at
the Ti L3,2 edge. The orbitals are represented in figure III.16 and contrarily to
s orbitals, their electronic density is directional. The different ferroelastic domain
configurations have different spontaneous strain directions and the domain is tilted
(twin angle) with respect to the surface. Because of the directionality of the 3d

orbitals, we can expect different polarized light interactions with the domains de-
pending on their order parameter orientation and a different interaction because of
the surface twin angle of the domain walls.
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Figure III.16: a. Schematic of the experimental setup. Linearly polarized out-of-plane
lv and in-plane lh X-ray interact with eg and t2g orbitals. The X-ray angle with the sur-face is θ=16°. Ferroelastic domains with different configurations Si, Sj have differentorbital orientations because of the ferroelastic twinning and thus have different in-teractions with the incident light.

The main advantages of the XAS-PEEM technique are the near-surface prob-
ing depth, of ≈ 5nm [160, 141], the possibility to image the surface at differ-
ent energies with an excellent lateral and spectral resolution, and the fact that
the observation is non-destructive. These are considerable advantages compared
with other strain-sensitive techniques. For example, in Transmission Electron Mi-
croscopy (TEM), the strain orientation can be deduced from the atom positions,
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with a very good spatial resolution (≈ Å), however, the technique is destructive
and the sample preparation could modify the ferroelastic strain state. Another
technique that can probe spontaneous strain is X-Ray Diffraction (XRD) from
the lattice parameters measurement. However, the technique can’t perform direct
imaging of the strain in a single domain, except with nanobeams, for example at
ESRF.

C.2.1 . Experimental conditions

The analyzed sample is a CaTiO3 (001) single crystal from SurfaceNet. The
sample borders are along (100)pc and (010)pc. Domain walls were identified by
LEEM and soft x-ray absorption spectroscopy (XAS) was performed at synchrotron
Diamond I06 beamline on an Elmitec LEEM III on the Ti L3,2 edge, in total electron
yield mode, where we detect all primary photoelectrons and secondary electrons
that emerge from the sample surface, independent of their energy. The incident
light has two linear polarizations: a vertical polarization which deviates from the
normal of the surface by θ=16° and a horizontal polarization parallel to the surface
plane.

The sample surface preparation is straightforward and consists of a short ex-
posure to ozone before insertion into the UHV system, followed by annealing at
650°C in UHV for surface cleaning. The experiment was carried out at 300°C in
order to avoid sample charging.

C.2.2 . MEM imaging
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Figure III.17: a. MEM image of the XAS analyzed area. Dark and bright straight linesare domain walls. b. Surface potential map of the analyzed area to identify upwardand downward polarized domain walls.
After navigating with LEEM, we focused on an area with several domain wall

orientations. Image III.17a is a MEM image showing the analyzed area in XAS. The
straight dark and bright lines are domain walls. They have different orientations,
so we can expect several twin configurations and deformation directions present.
Figure III.17b is a surface potential map of the analyzed area from which we
can identify domain walls with upward and downward polarity. Surface potential
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map reconstruction is described in the experimental section B.2. The sample
pseudocubic axis are 5° off the normal direction, determined by LEED.

The surface topography can be appreciated by off-centering the contrast aper-
ture in the back focal plane of the objective lens to select electrons with a higher
take-off angle in four directions, similar to the method in the last section III.B with
threshold PEEM. Figure III.18, shows 4 images with the CA off-centered, the con-
trast is related to the tilt angle of the ferroelastic domains. Different ferroelastic
domain angles coexist.

5 µm

right left up down

Figure III.18: Surface topography. MEM images of the analyzed area with the con-trast aperture off-centered to the right, left, up, and down directions in the back focalplane of the objective lens.

C.2.3 . XAS of the analyzed area

We focused on the TiL2,3 absorption edge with horizontally and vertically
incident light polarized, at an angle θ of 16° with respect to the surface. Contrast
is visible in images for both lv and lh polarizations, as shown in figure III.19. It
means that the interaction of incident light with Ti 3d orbitals is not equivalent
for some domains. From the difference between lv and lh images, we can calculate
the X-ray Linear Dichroism (XLD), shown in color in figure III.19. We observe
XLD contrast between two domains.

XLD (𝑙𝑣 − 𝑙ℎ)𝑙𝑣 (460,1 eV) 𝑙ℎ (460,1 eV)

5 µm

Figure III.19: Linear vertical (lv) and linear horizontal (lh) polarized images of the ana-lyzed area at 460.1 eV and the difference image (XLD) between the two polarizations.

To find representative energies with high dichroism, we first looked at the XAS
integrated on the whole area for the two polarization, represented in figure III.20a.
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The line shape and peak energy positions of Ti L-edge XAS on CTO are in good
agreement with bulk stoichiometric SrT iO3 sample [62].

Given the spatial distribution of the 3d orbitals (shown in figure III.16a), we can
expect a strong dependence of the absorption on the direction of the polarization
vector with respect to the crystal axis and, to a lesser extent, the twin angle of each
domain configurations. Experimentally, we found that the best contrast between
linearly polarized vertical and horizontal images was around the 2p3/2 eg peak.
XLD images across the first eg peak are shown in figure III.20b.
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Figure III.20: a. X-ray absorption spectra with linear vertical and horizontal polariza-tions integrated into the analyzed area. b. XLD (lv-lh) images through the first eg peakshow a contrast inversion.
We observe a contrast between a central domain and another domain at the

top and right side of the image. The domain contrast is inverted between the left
side and the right side of the 2p3/2 eg peak. Domain walls that separate XLD
responsive ferroelastic domains are highlighted on the schematic III.21a with red
lines, extracted from the MEM image.

Figure III.21b and c shows XLD images at 460.1 and 461 eV of the analyzed
area. The borders of the bright domain at 460.1 eV are along the [110]pc and
[110]pc directions, represented with red lines on the schematic III.21a. Other twin
walls, represented by dark lines on the schematic, don’t show an XLD contrast. For
the analysis, we focus on two energies: 460.1 eV and 461 eV. We can accentuate
the contrast by the difference image of XLD between 461 eV and 460.1 eV, as
shown in image III.21d.

We then rotated the sample around the [001] direction by an angle φ of 45° and
90°. The complete XLD dataset and XLD difference images are shown in figure
III.22. On XLD images at 460.1 eV and 461 eV, the contrast between the central
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XLD 460.1 eV XLD 461 eV XLD difference (461 eV - 460,1 eV)DW surface traces along
<110>pc and <1ത10>pc

a. b. c. d.

5 µm

Figure III.21: a. Schematic with the domain wall positions, extracted from the MEMimages of the area. XLD images (lv − lh) of the analyzed area at b. 460.1 eV and c.461 eV. d. XAS difference between 461 and 460.1 eV.

domain and the surrounding upper and right areas is inverted between φ=0° and
90°. No XLD ferroelastic domain contrast is visible at 45°, meaning that the lv and
lh polarized light interaction with the orbitals are identical. From the 90° contrast
inversion, we know that the in-plane domain strain directions are orthogonal. At
450 eV, before the Ti L2,3 absorption edge, we also observe XLD, which inverts
when rotating the sample by 90°. The origin of this contrast must therefore be
different from that observed at the eg peak. It may possibly be surface dipoles, as
already reported [161].

2 µm

𝜃

𝑙𝑣 𝑙ℎ

𝜑 = 0°

𝜑 = 45°

𝜑 = 90°

𝜑

XLD 460.1 eV XLD 461 eV

XLD difference 
(461 eV - 460,1 eV)XLD 450 eV

Figure III.22: XLD and XLD difference images of the analyzed area depending on thesample rotation φ around the [001] direction.

C.2.4 . XAS in another area
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We observed an XLD contrast only between domains separated by < 110 >pc

and < 110 >pc domain wall traces with the surface. To confirm this, we looked at
another area on the sample with a different domain ordering at the surface, to see if
this affirmation is true. We show in figure III.23 XLD and XLD difference images.
The azimuthal orientations are the same as in the first area. The ferroelastic
domain contrast is only present for domains separated by < 110 >pc and < 110 >pc

domain wall trace with the surface directions.

5 µm

XLD 460.1 eV XLD 461 eV
XLD difference 

(461 eV - 460,1 eV)MEM

Figure III.23: MEM, XLD, and XLD difference images of another area with a differentsurface domain ordering.
From the table 1, only the (S3 or S5) and (S4 or S6) pair configurations have

domain wall traces in the [110]pc and [110]pc directions. We then calculate the
absorption spectra related to these spontaneous strain orientations to determine
their XLD intensities.

C.3 . Absorption spectra calculation
In order to identify the domain configurations from the interaction with the

incident lv or lh polarized light, we have performed simulations of the absorption
spectra of all possible domain configurations. The six configurations correspond
to six different spontaneous strain orientations which interact differently with the
horizontal and vertical polarized light.

We used the FDMNES program [162], which can accurately calculate the ab-
sorption spectra of the Ti L2,3 edge [163]. It is a relativistic density functional
theory (DFT) code used with a Finite Difference Method (FDM) to solve the
Schrödinger equation of the 2p to 3d transitions. Using this code, we calculated
the absorption spectra with the same incident light orientation and polarizations
as the experiment for the six CTO ferroelastic domain configurations Si. The
simulated spectra for the six possible spontaneous strain orientations in CTO are
shown in the annexed figure APP1. We show here the simulated spectra for the
domain configurations S4 and S5 for horizontal and vertical light polarizations and
their XLD spectra, which will be enough to understand the ferroelastic ordering on
the analyzed area. Peaks associated with the L2,3 transitions are present, albeit
with low accuracy on the eg peaks position and their relative intensity compared
to the experiment and a better peak position accuracy for t2g peaks.
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Figure III.24: a. Simulated spectra with the FDMNES program of spontaneous strainorientations S4 and S5, with the same incident light direction and polarization as theexperiment and the experimental XAS and XLD averaged on the area. Curves areshifted for clarity. The red and blue vertical dashed lines represent the two sides ofthe first eg peak where the absolute XLD signal is the strongest.

We focus on the difference of interaction on the first eg peak. In the spectra,
we can see a difference in orbital interaction for the different strain orientations.
We can see here that for both domain configurations, the first eg lh peak is shifted
to lower energies but not by the same amount. The difference is observable in the
XLD spectra where for S4 the XLD minimum around the first eg peak is ≈ 1% and
≈ 2% for S5. This interaction difference is seen in the experimental XLD images
by a contrast difference.

It is also possible to have an opposed contrast between some domain configu-
rations. In the annexed figure APP1, between S1 and S3 at the first eg peak, we
observe that for S1, the eg lv peak is shifted to lower energies with respect to the
lh polarization, and the opposite is seen for S3. These differences are highlighted
in the XLD spectra (lv-lh).

In order to directly identify on the experimental images the domain spontaneous
orientations, the bar graph in figure III.25 shows the calculated XLD difference
intensities between the two energies with the extrema XLD intensity around the
first eg peak ∆XLD for S3 to S6. XLD difference intensities for all domain
configurations are in the annexed figure APP2. This calculated XLD difference
intensity will then be compared to the intensity in the experimental XLD difference
images ∆XLD(461 eV - 460.1 eV).
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Figure III.25: XLD difference intensity between XLD at the right and left side of thefirst eg peak (respectively at the blue and red vertical lines of figure III.24) for S3 to S6configurations.

We can see that the response can discriminate between the configuration pairs:
S3/S5, and S4/S6. For example, we can expect an XLD difference contrast be-
tween S4 and S5 domain configurations and no contrast between S3 and S5. From
the contrast, we can identify the domain configuration in the analyzed area, and
then, from the strain tensor in each domain configuration, we can be more explicit
on the strain ordering.

C.4 . Domain identification

From the simulations of the XLD intensity and possible wall orientations, we
can determine the domain configurations present in the analyzed area. We can
expect two levels of intensity, a contrast difference is between the (S3 or S5) and
(S4 or S6) configurations where the former will appear darker than the latter.

The XLD difference image of the analyzed area is shown in III.26a and an
intensity profile along a central line is given in III.26b. The outer area has a brighter
contrast than the inner area. From the intensity simulations, we can identify
possible domain configuration pairs that give the observed contrast, highlighted
directly in the line profile.

From the table 1, only the (S3 or S5) and (S4 or S6) configurations have
domain wall traces in the [110]pc and [110]pc directions. From the strain tensors of
the domain configurations, we can give an example of the strain relation between
the domains, as shown in figure III.27. The walls have an inclinaison of 90°, a twin
angle of 180 ± 0.9° and are along [110]pc and [110]pc directions. The other red
domain walls are in the same orientations and have the same strain configurations.

We can’t discriminate between some domain configurations because they inter-
act identically with the incident light in our experiment configuration. For example,
there are also diagonal domain walls inside the (S3 or S5) area (black diagonal walls
in the schematic III.26c), which doesn’t show an XLD contrast. From the mechan-
ical compatibility relations in table 1, between S3 and S5 (and likewise between S1
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Figure III.26: a. XLD difference image between 461 eV and 460.1 eV with a blue barrepresenting the intensity difference profile plotted in b. and c. Schematic of thedomain wall positions.
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Figure III.27: Schematic of the W type domain wall between the ferroelastic domainconfigurations S4 and S5, representative of the domain walls between (S3 or S5) and(S4 or S6).

and S2 and also between S4 and S6), for W type walls, the only possible domain
wall orientation is [100]pc and [010]pc (with 90° inclination from the surface), which
are the black diagonal walls traces in figure III.26c but they do not give an XLD
intensity.

Simulation show that an XLD contrast is possible between (S1 or S2) and
the other configurations, and the table 1 show that the domain walls formed by
this configurations relations would be along the [100]pc and [010]pc directions.
We haven’t found this strain configuration in our sample. It could be possible to
discriminate between all the strain configurations if the sample surface is not along
a principal orthorhombic axis, simulations could confirm this.

C.5 . Conclusion
PEEM is a powerful electronic microscopy technique to identify the domain

ordering in ferroelastic materials. We are able to calculate the surface twin an-
gle between CTO ferroelastic domains in laboratory PEEM and we can identify
the spontaneous strain orientation in the ferroelastic domain separated by specific
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domain walls.
We observe an XLD contrast between CTO ferroelastic domains separated by

domain walls with identified orientations. Contrast is present because the polarized
light interaction with the Ti 3d orbitals is not equivalent between the different
domains where shear and tensile deformations are not equivalent on either side
of a wall. With theoretical calculations, we can identify the spontaneous strain
direction on both sides of domain walls which have domains with different XLD
intensities.
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IV - Surface band gap narrowing in CaTiO3

domain walls

The modification of the electronic structure at the intersection of the twin walls
and sample surface opens up perspectives for engineering and exploiting domain
wall functionality. Using electron energy loss spectroscopy in a low energy electron
microscopy we have simultaneously revealed the domain wall polarity in ferroelastic
CaTiO3 (001) and band gap narrowing at the intersection between the domain
walls and the surface. Moreover, the gap energy varies with the oxygen vacancy
concentration, providing a perspective toward tunable band gaps in domain walls.

A . Experimental conditions

The sample is a single crystal CaTiO3 (001) from SurfaceNet GmbH, polished
to ±0.3°. The sample is first exposed to ozone for 5 minutes at atmospheric
pressure and then annealed under UHV at 650°C for 30 min, to remove surface
contamination. Surface order and chemistry are then checked with LEED and XPS.
The surface contamination level assessed by XPS is low, with a carbon content
of about 3% from the survey spectra shown in IV.1a. From the Ti 2p core level
spectra shown in IV.1b, there is no peak broadening indicative of Ti reduction at
grazing emission. This implies that no additional oxygen vacancies are present at
the surface.

Figure IV.1: a. XPS survey spectra were acquired at normal emission (blue, bulk sen-sitive) and grazing emission (green, surface sensitive). No significant chemical differ-ences are observable. b. Ti 2p core level spectra at normal (blue) and grazing (green)emission, show no evidence of additional oxygen vacancies at the surface.

The MEM-LEEM and EELS studies were performed with an Elmitec LEEM
III. The objective is to identify Pup and Pdown ferroelastic domain walls at the
surface of CaTiO3 and perform EELS measurements on them to extract their
band gap energy. The spatial resolution of the LEEM is about 15 nm, greater than
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the expected DW width of at most a few nm, however, the stray field originating
from the local wall polarization extends much further, providing the mechanism for
contrast.

A MEM image of the analyzed area is shown in figure IV.2a, showing dark and
bright straight lines corresponding to Pup and Pdown domain wall planes intersec-
tions with the surface. The twin walls surface trace on this sample are parallel
to < 100 >o, < 010 >o or < 110 >o directions. µ-LEED is performed on the
MEM image IV.2a, with the LEEM diffraction mode on areas delimited by a field
aperture represented by the white circles. LEED patterns in figure IV.2b from the
domain D1 and the domain walls W1 and W2 show no spot splitting for D1 and
splitting in respectively the horizontal [100]o and vertical [010]o directions for W1
and W2. This splitting in different directions is related to the wall twin angle W1
and W2 along [100]o and [010]o which shift in the reciprocal space the LEED pat-
terns of their adjacent domains along the same directions. The LEED patterns are
consistent with the expected ferroelastic physical topography for twin structures
and the (1x1) LEED patterns of the orthorhombic structure.

b

D1 W1 W2

a

a
b

[100]o [010]o

Figure IV.2: µ-LEED analysis at domain walls. a. MEM image acquired at a start volt-age of -0.33 eV showing twinwalls forming ridges (bright lines) and valleys (dark lines).b. LEED patterns are obtained by positioning a micro-aperture, represented by thewhite circle in a. For a micro-aperture in the domain D1, single spots are observedwhereas, for apertures positioned on domain walls W1 and W2 along < 100 >o,
< 010 >o, spots are split along axes perpendicular to the walls, marked with thedouble arrows.

B . Domain wall polarity
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A large-scale MEM image is shown in figure IV.3a. Bright and dark twin walls
trace at the surface along < 100 >o, < 010 >o or < 110 >o are visible. The in-
plane orthorhombic directions, determined by µ-LEED, are indicated. The bright
round patch near the top right of the image is a residue of sample polishing/cleaning
but does not interfere with the measurements. The absence of contrast between
domains confirms this surface is, like the bulk CTO, non-polar whereas the twin
walls show dark and bright contrast with respect to the domains which originate
from the domain walls Pup and Pdown polarity and valley and ridge topography
(see section II.B for LEEM polar and physical topography origin).
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D2

D3
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a. b.

[100]o [010]o

Figure IV.3: a. MEM image of the sample surface. Domain and domain walls for theEELS analysis are noted on the MEM image. b. Surface potential maps acquired in 3areas of a.
We selected six twin walls, labeled W1 to W6, and associated domains, D1

to D6, on the analyzed area shown in IV.3a for the band gap analysis. The
local surface potential was measured by acquiring image series as a function of
electron kinetic energy through the MEM-LEEM transition in three areas of the
sample surface. Surface potential maps in IV.3b were constructed from the pixel-
by-pixel complementary error function fit to the MEM-LEEM transition. A detailed
explanation of the MEM-LEEM transition and the surface potential map calculation
is in subsection B.2.

The surface potential maps show the signature of polarity in the twin walls.
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Domains have a constant surface potential of ≈ -0.13 eV across the three maps.
The domain walls W1, W2, W5, and W6 have a lower surface potential than the
surrounding domains, from -0.16 eV to -0.26 eV, whereas W3 and W4 have a higher
surface potential of ≈ -0.09 eV. The 95% interval of confidence is ± 0.01 eV in the
domains and ± 0.02 in the wall. The surface potential differences ∆ESP between
the walls and the domains (∆ESP = ESP (W )−ESP (D)) are represented in figure
IV.4a, and given in table IV.2. The twin walls with outward pointing polarity Pup

have a lower surface potential (positive surface charges) i.e. a negative ∆ESP

difference from the domains, whereas twins with inwards pointing polarity Pdown

(negative surface charges) have a higher surface potential than the domains and so
a positive ∆ESP difference from the domains. The surface potential modulation
is represented in the schematic IV.4b.
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Figure IV.4: a. Surface potential difference ∆ESP between twin walls and the do-mains. b. Schematic of the surface potential modulation by the polar domain walls.

C . Band gap estimation by EELS

After identifying the polarity at the domain walls, the band gap in domains
and DWs are measured using local EELS in the LEEM system. The method is
explained in the experimental subsection B.6. Using the LEEM dispersive mode,
energy loss spectra were acquired with a primary electron energy of 7 eV from the
domain walls and domains labeled in figure IV.3a. The field aperture size used to
define the area for the EELS data acquisition is shown by a red circle.

The raw EELS data from W1 is shown in figure IV.5 and plotted as a spectrum
from the intensity trace image. The elastic peak is the dominant most intense
feature, followed by the secondary electron peak, centered at ≈ 6.5 eV. The position
of the inelastic cut-off is at 7 eV, the maximum possible energy loss. The intensity
is extracted from the trace image over the yellow rectangle area with an energy
scale fixed by having the elastic peak at 0 eV and the maximum loss possible of 7
eV at the cut-off.

The minimum loss of the electrons is the transition from the valence band
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Figure IV.5: Raw EELS data acquired in the dispersive mode of the LEEM from theregion of interest including W1. In the extracted EELS spectra, the red line shows thefit of the loss peak. The area fill is prolonged for negative intensity values for bettervisibility of the colors and the transition.

maximum (VBM) to the conduction band minimum (CBM) which corresponds
to the band gap energy, as shown in the inset image in the graph. Between the
elastic and secondary electron peaks, the intensity falls almost to zero, consistent
with the absence of in-gap states. The gap is measured between the maximum of
the elastic peak (i.e. at zero energy loss) and the beginning of the loss peak. In
order to consistently extract the band gap over the selected domain and domain
walls, the loss peak is fitted empirically and the onset of the loss peak is defined
as the energy at which the loss becomes significant. More specifically, we took as
a criterion for the beginning of the loss peak the energy at which the area under
the loss curve represents 0.5% of the complete loss peak area (when the losses
become significant). The loss peak is fitted by a function that is a product of a
Gaussian, for the start of the peak, and a complementary error function to fit the
peak cut-off, detailed in equation 1.
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with a the amplitude of the fitting function, µ the center of the gaussian, σ the
standard deviation of the gaussian, off the offset of the gaussian which takes into
account the non-zero background in the gap region, σ1 the error function scaling
factor and x0 the offset of the complementary error function, which is at 7 eV.
Besides the cut-off position, the other function parameters are fitting parameters
for the least square method in order to extract the loss peak shape and then the
gap energy for each EELS measurement on domain and domain walls.

The secondary electron or loss peak only emerges for primary electron energies
greater than about 4 eV, i.e. greater than the band gap of CTO, as shown by the
EELS spectra acquired at 4 eV in figure IV.6. The elastic peak is still clearly visible
but there is no longer a distinguishable secondary electron peak since the incident
electron energy is less than the band gap, excluding significant electron-electron
inelastic losses.

Figure IV.6: EELS spectrum obtained using a 4 eV incident electron energy (start volt-age).
The band gap values extracted from the loss spectra are reported in table

IV.1. For the error estimation, we give the non-symmetric two-sigma intervals (2
times the standard deviation, ≈ 95% of confidence). The band gap values in the
ferroelastic domains are ranging from 3.91 eV to 4.47 eV and from 3.85 eV to 4.16
eV in the domain walls. The 95% interval of confidence on the gap energy values
is approximately ±0.05 eV.

We can first observe that the band gap range for the ferroelastic domains is
higher than the range for the walls, with some overlapping. The band gap would
be expected constant for each domain but we observe here a high variation (from
3.91 eV to 4.47 eV). This variation originates from the LEEM optics aberrations,
dependent on the EELS ROI distance from the field of view center, selected by the
field aperture. The further from the center, the more deformed the EELS intensity
trace. Then, in order to specifically highlight the band gap narrowing in the walls,
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95% confidence
Eg interval

D1 4.24 + 0.05- 0.06
D2 4.10 + 0.06- 0.05
D3 4.26 + 0.03- 0.03
D4 3.91 + 0.04- 0.03
D5 4.18 + 0.05-0.03
D6 4.47 + 0.03- 0.05
W1 4.01 + 0.05- 0.06
W2 4.05 + 0.06- 0.05
W3 4.16 + 0.03- 0.02
W4 3.91 + 0.04- 0.03
W5 4.06 + 0.03- 0.03
W6 3.85 + 0.03- 0.04

Table IV.1: Quantitative results of band gap narrowing of the selected domains anddomain walls.

we locally compare the band gap variation between the domain and domain walls.
The relevant information is the relative band gap: the band gap difference between
a wall and its adjacent domains, ∆Eg, where the aberrations can be considered
identical because of the proximity of the field aperture for the EELS measurements.
We can then compare the ∆Eg of each wall.

D . Band gap narrowing at the domain walls

In order to observe the band gap difference between each domain and domain
wall, we calculate ∆Eg of each wall by taking the difference between the gap
energy of the wall and its adjacent domains (∆Eg = Eg(W ) − Eg(D)). These
local measurements of the gap difference are reported in IV.2, along with ∆ESP ,
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to identify the band gap narrowing and the polarity of each wall.

Topo-graphy Polarity ∆Eg (eV) ∆ESP (eV)
W1 valley Pup −0.16+0.10

−0.12 -0.06 ± 0.02W2 valley Pup −0.20+0.10
−0.09 -0.06 ± 0.02W3 ridge Pdown −0.01+0.08
−0.05 +0.02 ± 0.02W4 ridge Pdown −0.01+0.07
−0.06 +0.03 ± 0.02W5 valley Pup −0.27+0.07
−0.07 -0.23 ± 0.03W6 valley Pup −0.33+0.08
−0.08 -0.20 ± 0.03

Table IV.2: Quantitative results of band gap narrowing and surface potential shifts(∆Eg , ∆ESP ) of the six domain walls with respect to their adjacent domains, as de-duced from the spatially resolved surface EELS measurements.
We then plot in figure IV.7a ∆Eg, the difference between the band gap in

the wall and the adjacent domains and ∆ESP , the difference between the surface
potential in the wall and the adjacent domains, together with their error bar repre-
senting two times the standard deviation. In IV.7b, we plot ∆ESP the difference
of the surface potential value between the wall and the adjacent domains. Down-
ward polarized Pdown domain walls have a positive ∆ESP and upward polarized
Pup domain walls have a negative ∆ESP . We observe a systematic surface band
gap reduction at the domain walls and the reduction depends on the domain wall
polarity. The band gap reduction is higher for Pup domain walls (0.16-0.33 eV)
than for Pdown domain walls (0.01 eV).
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Figure IV.7: Band gap and surface potentials at domain wall/surface intersection. aBand gap narrowing of the six domain walls with respect to the gap energies mea-sured in their adjacent domains. b. Surface potential shift at each domain wall withrespect to that of their adjacent domains, extracted from the surface potential mapsin figure IV.2.
The domain wall electronic structure can be altered by both extrinsic and

intrinsic mechanisms. Point defects such as oxygen vacancies have lower formation
energy at domain walls than in bulk domains [164, 165] and cause intra-band gap
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states, which modify the electronic structure. Symmetry breaking in the domain
wall can also modify the electronic structure.

ba

Figure IV.8: a. Relative energies of oxygen vacancies in CaTiO3 with the distanceperpendicular to the walls. Circles denote oxygen vacancies bridging titania along[100], squares bridging along [010], and triangles those bridging along [001] [166]. b.Contourmaps of the V¨
O vacancy concentration in the vicinity of the twin-wall/surfacejunction in CaTiO3. The twin-wall plane is x=0 and the surface at z=0 [72].

Molecular dynamic calculations of the difference of lattice energies between
the presence of vacancies along a ferroelastic [100] twin wall and far from the wall
are shown in figure IV.8a [166]. Moreover, the interface between the sample and
the surface can have different properties related to surface relaxation. Oxygen
vacancy concentration at the intersection between the twin wall and the surface
is then also relevant information, as shown in figure IV.8b [72]. We can observe
that on the surface, the oxygen vacancy concentration at the domain wall is ap-
proximately twice the concentration in the bulk domains (and 6 times more in the
bulk domain walls). Theoretical calculations show that, at the surface, it is ener-
getically favorable for oxygen vacancies to concentrate at twin walls rather than in
the domains.

The band gap reduction selectivity between Pup and Pdown domain walls di-
rectly suggest an extrinsic effect, in addition to the intrinsic wall polarity. Regard-
less of the polarity direction, domain walls have the same symmetry in the bulk. In
the bulk, if the band gap reduction was from an intrinsic effect like the symmetry
breaking at the domain wall, the observed reduction should be identical for both
polarities, which is not observed here. Moreover, our first principle calculations
of the bulk band gap in the domain walls show no bad gap reduction due to the
symmetry breaking at the domain wall. We can then exclude the intrinsic effect as
the cause of the observed selective band gap narrowing.

The valence band of CaTiO3 is dominated by O 2p orbital intensity whereas
the bottom of the conduction band is mainly of Ti 3d character. The free energy
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has a minimum for an oxygen vacancy at or near the domain wall and analytical
calculations showed that the electron density can be 10-40 times higher at the
domain wall intersection with the surface compared to in the bulk twin wall [72].

We suggest that the surface reduction in the gap near the Pup domain walls
is due to local intra-gap states close to the conduction band, from the oxygen
vacancy concentration in the domain walls, as schematized on IV.9. Because of
the surface polar discontinuity at the domain wall interface with the surface, the
intra-gap states are shifted depending on the wall polarity. Gap states of the Pup

domain walls which are under the Fermi level, effectively act as shallow traps for
electrons. We then observe by EELS that the band gap is lowered in the Pup

domain walls from this surface effect. The observed band gap narrowing could
be under-appreciated by our experimental observation because the spectroscopy
measurements are done on an area defined by the field aperture (≈ 3µm) where
the domain wall contribution represents less than 1% of the area.

CB

VB

FL
Pup

Pdown

Figure IV.9: Schematic of the shifted intra band gap states by internal field for the
Pup and Pdown domain walls from the oxygen vacancies concentration in the wall andpossible transitions.

E . Tunable domain wall surface band gap

From the hypothesis of oxygen vacancy concentration narrowing the gap in
the Pup domain walls, an interesting next step for domain wall engineering is the
study of the tunability of the gap energy with the oxygen vacancy concentration
in the sample. We can expect to observe a variation of the gap energy with the
oxygen vacancy content and maybe a threshold effect after reaching a certain
concentration.
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First observation of the oxygen vacancy concentration effect on the band gap
was performed with a new CaTiO3 sample. The hypothesis is that a new sample
would have very low to no oxygen vacancy and annealing the sample under vacuum
is generating oxygen vacancies. We followed the sample color evolution during
annealing, which is gradually shifting to black as there are more oxygen vacancies
in the sample.

The sample was continuously annealed under vacuum in the LEEM analysis
chamber at 600°C and EELS measurements were performed during the annealing.
At the end of the experiment, the sample had a strong black color indicating a
high oxygen vacancy concentration, the color evolution is represented in the inset
of figure IV.10. In the future, we will redo the experiment and measure the Ti
valence with time to quantify the surface oxygen concentration. The same process
as in the preceding experiment was used to extract the gap energy from the EELS
measurements. The gap energy evolution with time annealed at 600°C for a Pup,
a Pdown domain wall, and a domain in between is shown in figure IV.10.

5 μm

Pdown

Pup

Increase of oxygen 
vacancies

Figure IV.10: MEM image showing the EELS measurement ROI: a Pup, a Pdown and adomain in between. The resulting gap energy is plotted with time at 600°C. The insetbelow shows the color modification of the CaTiO3 sample between the beginningand the end of the annealing.
As in the first EELS experiment, we observe that the Pup domain wall has a

lower gap energy than the ferroelastic domain and the Pdown wall. The latter is
very close to the energy in the domain, so almost no band gap reduction. With
the increase of the oxygen vacancies, we observe that the band gap energy of the
Pup domain wall is increasing until reaching the Pdown and the domain gap energy
value. In the beginning, the sample has a very low oxygen vacancy concentration,
the sample is transparent with a light beige color. At the end of the experiment,
the sample has a high concentration of oxygen vacancies, the sample is dark, an
indication of a high concentration of point defect.

We hypothesize that when annealing, we are creating more oxygen vacancies
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over time, which tend to be at some point homogeneously distributed on the
surface after the walls are saturated. The material chemistry change by oxygen
vacancies, which were first localized in the domain walls for low concentrations of
oxygen vacancies, tend to diffuse in the domains. Moreover, electrons tend to be
less trapped in the walls with the chemistry change in the domains. We then have
the difference in gap energy between Pup and Pdown domain walls reducing over
time with the increase of oxygen vacancies concentration. Given our band gap
narrowing hypothesis, we would have expected to have the Pup gap constant and a
reduction of the domain and the Pdown wall gap with increasing oxygen vacancies.

It could also be possible to perform the opposite experiment where we add
oxygen in the chamber to reduce the concentration of oxygen vacancies at the
surface. We would expect to see the opposite effect with the gap of Pup do-
main wall remaining constant and the gap of the domain and the Pdown domain
walls increasing back to their values when the sample had low oxygen vacancy
concentration.

F . Conclusion

We have measured experimentally a band gap narrowing of 0.01 to 0.33 eV
in ferroelastic domain walls at the surface of CaTiO3. Both inwards Pdown and
outwards Pup domain wall polarity is observed. The band gap narrows principally in
Pup domain walls, due to intra-gap state possible transitions by the concentration
of oxygen vacancies in the wall. Similarly to many cases in ferroelectric materials,
this band gap reduction is ascribed to extrinsic effects such as oxygen vacancies.

The band gap narrowing in the domain wall could be tuned by the oxygen
vacancy concentration in the sample. A finer study of the band gap evolution with
vacancy concentration is needed to understand the underlying mechanisms. The
possible tunability of the CaTiO3 domain wall electronic properties with chemical
defects, here oxygen vacancies, opens the perspective for domain wall engineering
of the electronic properties.
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V - Surface domain wall creep in BaTiO3

The dynamical domain wall behavior is at the core of ferroelastic/ferroelectric
switching. The motion of ferroelectric domain walls is a nonlinear process where
continuous propagation often superimposes with sudden jumps called jerks. Such
jerks are initiated when walls are pinned and depinned in a stop-and-go mechanism
[167]. Many such sudden movements make up an avalanche, which does not
depend on the scale of the energies involved, meaning it is scale-invariant [168].
We can describe by power laws the probability to observe an avalanche with a
certain energy, as it was first found for earthquake avalanches [95, 169].

We are particularly interested in the creep dynamics of ferroelastic/ferroelectric
BaTiO3 domain walls at the surface. Domain ordering at the phase transition
minimizes the free energy of the system but the room temperature is usually too
low for thermally activated movement. Domain reorganization, therefore, takes
place by another mechanism and is not, in general, smooth but proceeds rather
by an accumulation of jerks [170]. Whereas many experiments have been carried
out in the bulk [171, 167], an additional complication arises if one wants to study
jerky movement at the surface. Ferroelectric surface order can be quite different
from the bulk and crucial in view of device applications.

A . Domain-wall dynamics and avalanches

Jerky movement of domain walls in ferroelastic and ferroelectric domain walls
generates a fast strain relaxation, causing acoustic waves (also called crackling
noise) in the material, which can be detected by piezoelectric sensors [172]. The
signal is statistically analyzed to observe that the accumulation of jerks’ energy
and amplitude distributions follow a power law. It means that the domain wall
movement is scale-invariant and that fast domain wall displacement is possible
[51].

Jerk movement can also be analyzed by direct optical microscopy observation.
An example of such an analysis is shown in figure V.1 [170]. Two vertical needle
domains propagate under external stress. The needle domain movement is smooth
and can be described as classic front propagation until it hits a defect (such as a
vacancy or a dopant), and is pinned. Increasing stress can depin the needle tip.
The total movement is hence a superposition of a smooth movement and a stop-
and-go propagation of the needle tip, which generates jerks at any pinning center.
The dissipated energy is measured by tracking the distance of the movement x and
measuring the kinetic energy as Ej ≈ v2 ≈ (dx/dt)2. The jerk energy distribution
is represented in figure V.1d and follows a power law P ≈ E−ϵ with an exponent
ϵ of 1.8.
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needle tip

Figure V.1: (a,b) Topology of two large needle domains in ferroelastic LaAlO3, atdifferent times of the experiment, that propagate fromone side of the sample surfaceto the other under stress. (c) Under stress, the needle tip advances (blue curve) withdifferential changes (red spikes), showing jerks. (d) The jerk statistics follow a powerlaw with an exponent ϵ of 1.8. From [170].

B . Experimental conditions

We have used photoemission electron microscopy in a NanoESCA setup to
analyze the jerk of domain walls at the surface of ferroelectric BaTiO3 (001).
Images were acquired at the photoemission threshold using a Hg lamp (5.2 eV)
and a 39 µm field of view. The spatial resolution is ≈ 50 nm and the overall energy
resolution was ≈ 0.2 eV.

The sample is under low mechanical stress (creep scenario) due to the sample
mounting in the PEEM sample holder. The creep dynamics of the domain wall
were studied over a long time range of ≈ 29 hours (1750 min), with PEEM images
acquired at the photoemission threshold at 4.1 eV, every 1 minute. A typical
set of images is shown in figure V.2. The sample was heated above the room
temperature at 310 ± 0.1 K during the acquisition with a closed loop control on
the sample temperature, allowing to record an image sequence of over 29 hours
with a minimized image thermal shift.
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5 μm

Figure V.2: Creep dataset representation. Threshold PEEM images at the photoemis-sion threshold (4.1 eV), were taken every minute for approximately 29 hours. Fieldof view 39 µm.

At 310K, BaTiO3 is in its ferroelectric phase. The ferroelectric domain po-
larity modulates the surface potential and so the photoemission threshold [134].
We can see three levels of intensity (triple contrast) in the PEEM threshold im-
age, representing three polarity states Pup, Pin, and Pdown at the surface. The
domain walls between an out-of-plane and in-plane polarization are ferroelastic 90°
boundaries, and the related domains are the vertical bands on the image. 180° fer-
roelectric domain walls are between Pup and Pdown domains with curved domain
walls shape on the image.

C . Averaged image analysis

We separated the image into five rectangular regions of averaged intensity, par-
allel to the ferroelastic domain walls, represented in figure V.3a by different colors,
to study the creep motion. A small but continuous image thermal drift present
during the acquisition over time is corrected. We then compute the PEEM inten-
sity mean value µ for each rectangle Regions Of Interest (ROI), which represents
the mean polarization over the ROI. The mean intensities for each ROI are plotted
in figure V.3b. We can observe that the mean intensity decreases over time in each
ROI, with spikes that correspond to sudden intensity changes related to sudden
domain wall movements. We define these peaks as sudden avalanches (a spike can
be several jerks) events and compute the jerks amplitude Aj by taking the first
derivative of the mean value µ for each region, and the related energies Ej as the
amplitude square (1), shown on figure V.3c.
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Aj = dµ/dt

Ej = A2
j

(1)
We observe spikes that correspond to avalanche events with varying energy.

There are many small energy jerks with a few higher energy jerks. Compared to
having only one region of averaged intensity for the study, the image separation in
five regions is to extract more avalanche events (5 times more) to potentially be
more sensible to the domain wall jerky movement.

M
ea

n
in

te
n

si
ty

μ
(a

.u
.)

Time (min)

a. b.

c.

𝐸 𝑗
=
(𝑑
𝜇

𝑑
𝑡
)2

Time (min)

Figure V.3: a. Five rectangle region separation on the analyzed area, parallel to theferroelastic/ferroelectric domain walls (90° boundaries). b. Mean intensity distribu-tion µ of the 5 regions. c. Calculated jerk energy Ej distribution.
The jerk motion follows a power law distribution with the probability distribu-

tion function PDF (E) ≈ E−ϵ, where ϵ is the avalanche energy exponent expected
at 4

3 in mean field theory [170] because the creep experiment is at a constant
(residual) stress. Some spikes with small energies can originate from the electronic
microscope intensity background noise, from a smooth domain wall movement, or
from a ferroelectric domain polarization change (we observed that the averaged
intensity decreases during the experiment). The spikes originating from non-jerky
events would then not follow a power law distribution so an energy cut-off E0 is
introduced in the law. To estimate the power law exponent from the experimen-
tal dataset and verify whether it is in agreement with scale-invariant mean-field

114



models, we use the maximum likelihood method (ML) expressed in equation 2
[173, 93]:

ϵ̂ = 1 +NE≥E0 · [
NE≥E0∑
i=1

ln(
Ei

E0
)]−1 (2)

with ϵ̂ the estimated energy exponent (Maximum Likelihood Exponent MLE),
E0 is the varying energy cut-off, and NE≥E0 the number of jerks with equal or
higher energy than E0. Two parameters are estimated from this law: the energy
cut-off E0 which is the lower bound of the power-law behavior in the data and the
MLE ϵ̂.

We show in figure V.4a the MLE for the jerk events composed of the sum
of all jerks in the five ROI. There is a plateau region in the graph where over an
half decade in cut-off energy the maximum likelihood exponent value is identical.
The plateau is a clear indication that the data distribution follows at least partially
a power law distribution. This plateau stable value is giving us the estimated
exponent ϵ̂ = 2.0, meaning that the jerky movement of the image is following a
power-law distribution with an exponent estimated to be 2.

A more intuitive method to estimate the power law is to look at the jerk
energy distribution by plotting the number of the jerk events N as a function of
their energy in a log-log plot, shown in figure V.4b. At low energies, real jerk events
are mixed with experimental noise, causing a deviation from the linear behavior.
At high energies, fewer jerk events are measured so we deviate from the power law
because of low sampling statistics. The power law exponent can be deduced by
linear regression: ϵ = 1.97± 0.16, close to the predicted MLE.

The creep experiment is under a low residual mechanical strain where the
domain walls’ jerky movement energy is low. This can be seen by the fact that
the plateau region only extends over half a decade, which is low compared to
other creep and avalanche motion studies [93, 167]. Moreover, we are interested
in the domain wall dynamics but the image division in rectangles is not sufficient
to accurately detect small surface jerk relaxations under low creep load. The MLE
found with the analysis over the image is higher than the mean-field prediction for
an avalanche dynamic. From the MLE analysis, we know that the data at least
partially follows a power law but we cannot accurately highlight the domain wall
dynamic from the domains.

D . Pixel-by-pixel image analysis

One advantage to study creep domain wall dynamics with PEEM is the good
spatial resolution of the measurement (50 nm). Instead of analyzing the data by
averaging the intensity over ROI, we can perform a pixel-by-pixel analysis. Now
the jerk distribution does not come from an intensity average of a whole region,
we separately look at the distribution of jerk energy from each pixel. It would
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Figure V.4: a. Maximum likelihood estimator (MLE) as a function of the varying cut-off energy E0, from avalanche events of the whole image. The plateau is giving thestable estimator value. d. Log-log histogram plot for the jerk events distribution.

be time-consuming (≈ 10hours) to perform the MLE method previously done on
five rectangles to every pixel. Moreover, the cut-off E0 varies across the image
so we would have to visually select the start of the plateau region for each pixel
to determine the MLE. Instead, we perform a linear regression on the histogram
log-log plot of the jerk distribution to deduce a power law exponent ϵ for each pixel
(≈ 15min). The power law exponents are then represented on a reconstructed
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map, shown in figure V.5a, with a linear regression example on one pixel plotted
in figure V.5b. The white repeating small patterns on the image are burnt pixels
from the camera which form this pattern after the image thermal drift correction.
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Figure V.5: a. Map of the power law exponents determined by the pixel-by-pixellinear regression method. b. Jerk energy distribution histogram of one pixel of thecreep sequence. The linear fit giving the power law exponent ϵ of the pixel is shown.
The map shows a contrast between some domain walls and domains. This

difference in power law exponent between domain and domain walls could not be
seen with the analysis averaged over the whole image. The lowest values of the
power-law exponent are seen in the domain walls, of about 1.37 ±0.09, which is
close to the MFT value 4/3. It means that some domain walls in BTO have a scale-
independent movement. We can see that the only domain walls with a different
contrast are the straight domain walls, which are also ferroelastic and ferroelectric
(90° boundaries). We don’t observe a different dynamic in purely ferroelectric
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domain walls from the bulk. The pixels’ power law exponents are quite different
from the one calculated over the whole image because the jerk energy distribution
for the analysis is now from each pixel.

The total amplitude of the domain walls’ avalanche under low creep conditions
over the 29 hours corresponds to the width of the regions in figure V.5a where the
jerk energy distribution follows a power law with an exponent of 1.37, close to the
MFT. The width of these regions is typically between 100 to 500 nm. With the
hypothesis that the domain wall jump by one lattice constant at each jerk, we have
at minimum recorded 1000 jerks per domain wall over the 29h of accumulation,
i.e. a minimum of 1 jerk per 2 minutes.

Figure V.6 represents the standard deviation map of the linear regression anal-
ysis. The error is the lowest at the 90° domain walls, suggesting that these domain
walls jerk follows more closely a specific power law with an exponent ϵ = 1.37±0.09

with respect to the rest of the surface. The pixel-by-pixel method enables us to
analyze the surface jerks and we can observe a specific dynamic limited to 90°
domain walls. The dark repeating patterns on the image are burnt pixels from the
camera which form this pattern after the image thermal drift correction.
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Figure V.6: Standard deviation map of the linear regression on the log-log jerk dis-tribution plot at every pixel.

E . Drift correction and noise

The domain wall movement over the 29 hours is on the scale of very few pixels
(500 nm is ≈ 6 pixels) from figure V.5a. One main concern is the effect of image
drift correction. A continuous small thermal drift of up to 5 µm in the horizontal
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and vertical directions is corrected prior to the analysis. If the drift is not corrected
with a sufficient pixel resolution, it could create artifacts that may be confused
with jerks (sudden pixel jumps). Similarly, none of the compatible amplitude to
the low energy jerks could also modify ϵ.

To verify the effect of the analysis method on noisy and/or badly thermal
drift corrected data, we first analyze with the same method a ’noise’ sequence
consisting of one repeated image of the experimental creep stack with for each
image a random shift in both horizontal and vertical direction of ± 1 pixel to mimic
a sequence with no jerky movement and a bad thermal drift correction. The power
law exponent map is shown in figure V.7a, which is not in the same range as our
analysis because there is no high energy jerks and the dynamic behavior between
domain and domain walls are inverted with respect to the creep analysis on the
experimental data. So the detected avalanches originate from the experimental
data.
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Figure V.7: a. Pixel-by-pixel analysis exponent map from a noise sequence. Theinitial data sequence consists of one repeated image of the experimental creep stack,repeated as much as the total number of analyzed images, with for each image arandom shift in both horizontal and vertical direction of ± 1 pixel. b. Pixel-by-pixelanalysis exponent map with the real PEEM acquisition stack and random horizontaland vertical shifts of ± 1 pixel for each image. c. and d. Histogram of the (a. and b.)maps.
We can also perform an analysis with the experimental dataset and add a

random pixel shift in both horizontal and vertical direction of ± 1 pixel to see
the effect on the power law exponent of a ’bad’ thermal drift correction over a
sequence with jerk movements. A bad drift correction can create in the data false
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sudden jumps which could influence the power law exponent. Here we simulate an
exaggerated case where pixels randomly move by ± 1 pixel on each image. The
resulting power law exponent map is shown in figure V.7b. We have quantitatively
the same results as the creep analysis on the experimental data but the width of
the 90° boundaries’ total jerk amplitude is increased. If we further increase the
random pixel shift, the width would further increase. The drift correction is then
not responsible for the observed avalanche behavior of the BaTiO3 domain walls
although it could stretch the real jerk amplitude.
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F . Discussion and conclusion

We analyzed the BaTiO3 surface domain wall creep by taking advantage of
the PEEM spatial resolution to observe domain wall movement over a long time
range because of the surface potential modulation from the ferroelectric domain
polarizations. The residual stress from the sample mounting provides a driving force
for domain wall fluctuating movement over the 29 hours time range. We extracted
BaTiO3 domain wall motion from the analysis over 1750 threshold PEEM images
with two methods: by averaging the jerk distribution over the whole image and by
looking at the jerk distribution pixel-by-pixel.

From the whole image analysis, we determine an energy exponent of approx-
imately 2 from the plateau in the maximum likelihood curves, higher than the
predicted mean field theory power law exponent. The approach of slicing the im-
age into five different rectangles to better extract avalanche spikes on the whole
image has its limits to extracting a specific dynamic from domain walls with the
maximum likelihood analysis. Averaging over ROI with our very small domain wall
displacement makes it complicated to extract the jerk power law exponent and we
don’t use the good spatial resolution of the PEEM.

From the pixel-by-pixel analysis, we determined the power law exponent on
each pixel, with values ranging from 1.3 to 1.7 and the lowest values at the domain
walls of about 1.37 ± 0.09, close to the MFT 1.33 value observed for earthquakes,
providing striking confirmation of a scale-independent power law dependence of
the ferroelastic domain wall jerk motion. From acoustic emission spectroscopy,
it was observed in BaTiO3 that electric-field switching of 90° boundaries (fer-
roelastic/ferroelectric domain walls) generates large strain fields, which emit the
measured acoustic phonons during ferroelectric hysteresis measurements. The do-
main wall jerk motion was following invariant avalanche dynamics and no acoustic
waves from the 180° domain wall were detected [90]. This is in agreement with our
creep experiment, which highlights from the map of figure V.5 that at the surface,
90° domain walls have a jerky motion.

The domain wall movement can be decomposed into wild events, which corre-
spond to jerks, and mild events (smooth displacement) which do not follow power
law distributions [174, 175]. The mild dynamic is not scale invariant and exhibits
characteristic energy. The classical nucleation theory of Kolmogorov, Avrami, and
Ishibashi (KAI) considers the mild switching process as the phase transformation
in infinite media with a constant nucleation rate, and with domain wall veloc-
ity as a rate-limiting parameter [81]. The ferroelastic domain wall movement is
predominantly wild because of strong strain-induced correlations between domain
wall movements. Moreover, the interaction between domain walls and defects such
as vacancies causes jerk motion by pinning-depinning mechanisms. Wall-wall and
wall-defect interactions induce wild avalanches [176]. Mild and wild fluctuations
coexist in domain wall dynamics and could have a potential role in neuromorphic
computation [177], where progressing conductive domain walls in electric fields
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can, in the case of wild movements, connect defect “reservoirs” similar to synapses
(DW) connecting neurons (defects reservoirs) in the brain. The mobile, jerky do-
main wall can connect or disconnect reservoirs by shifting its position.

Mild and wild domain wall movement coexist in BaTiO3 domain walls [176].
Moreover, domain-like patterns can persist well above the Curie temperature in
BaTiO3 [69, 178]. A further extension to the creep analysis is to compare the creep
dynamic at different temperatures and different loads closer and above BaTiO3

Curie temperature. We expect to observe a modification from ’wild’ (at low tem-
perature, far from TC) to ’mild’ (closer to TC) dynamics as a function of the
temperature, enabling us to better understand the underlying domain wall dy-
namic processes [179]. The jerk energy distribution follows a power law for wild
dynamics because of the long interaction range of the ferroelastic strain and the
collaborative movement of the domain walls and in contrast, the jerk energy prob-
ability distribution function for mild dynamics follows an exponential law because
of the weak and random movement of the walls [176]. Theoretical calculations
showed that in some ferroelastic systems, the energy distribution of jerks follows a
power-law noise pattern P (E) ≈ E−(γ−1) (γ - 1 = 1.3 to 2) at low temperatures
and an exponential distribution (Vogel-Fulcher) P (E) ≈ e−(E/E0) at high temper-
atures. More complex behavior occurs at the crossover between these two regimes
with simulated jerk distributions described by a generalized Poisson distribution
P (E) ≈ E−(γ−1) · e−(E/E0)n with n = 0.4-0.5 and γ - 1 ≈ 0 [180]. It would mean
that the domain wall dynamic is shifting from a more wild to mild regime with
temperature.

For a further extension to the creep analysis and mild vs wild domain wall dy-
namic characterization experiments, a preliminary design and implementation work
on a shear stress application PEEM sample holder are presented in the appendix
section Appendix B where different creep loads and sample in-situ heating can be
applied to a sample to perform creep analysis in the PEEM. The presented creep
results provide a first insight into avalanche motion at the surface of ferroelectric
BTO, here ’at rest’, where the sample has a residual load only from the sample
mounting.
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VI - Conclusion and perspectives

A . Conclusion

The structural and electronic properties of CaTiO3 ferroelastic domains and
walls were investigated, in addition to the motion mechanism of ferroelastic BaTiO3

walls, to understand the electromechanical functional properties of the walls.
In the first part of the thesis, we identify the domain ferroelastic ordering in

CaTiO3 with photoemission techniques. We use PEEM at the photoemission
threshold to study and quantify the physical topography of the CaTiO3 (001)
surface with its characteristic valley/ridge factory roof-like structure and identify
the possible twin walls present in the analyzed area. By off-centering, the contrast
aperture from the optical axis, by typically more than the aperture radius, image
contrast due to the physical topography is enhanced by collecting only high angular
photoelectrons in a near dark field mode. However, electrons emitted at high angles
have a lower velocity perpendicular to the average sample surface used to align the
PEEM, giving a higher apparent value of the photoemission threshold. Using a
simple geometrical approach, relating the take-off angle to the angles inside the
PEEM optics, allows quantification of the tilt angle of a domain surface from
the measurement of the photoemission threshold. The results agree well with the
independent measurement of the tilt angles using atomic force microscopy (AFM).
The calculated twin angles can help to identify the domain order at the CaTiO3

surface from the theoretically possible ferroelastic domain walls. However, because
of different equivalent symmetries, some domain walls’ twin angles can be formed
by different spontaneous strain pairs. Moreover, some possible surface twin angles
on the (001) surface are 180°, they don’t form a surface topography so these
domain walls would be invisible by this technique. Then a complementary in-
situ technique to identify the surface strain state would be helpful to identify the
ferroelastic domain and domain walls.

Moreover, we also directly identify the ferroelastic spontaneous strain order
parameter orientation in ferroelastic domains by X-ray absorption spectroscopy
photoemission electron microscopy (XAS-PEEM). The polarized light interaction
with the titanium 3d orbitals is not equivalent between ferroelastic domains with
different strain orientations. A contrast related to the different spontaneous strain
orientations is visible in X-ray linear dichroism (XLD) for some domain wall surface
trace orientations. With theoretical calculations, we can identify the spontaneous
strain direction on both sides of domain walls which have domains with different
XLD intensities.

We are able to calculate the surface twin angle between CTO ferroelastic
domains in laboratory PEEM and we can identify the spontaneous strain in the
ferroelastic domains in XAS-PEEM. From symmetry considerations, we can then
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deduce the ferroelastic strain ordering, i.e. the spontaneous strain orientation. This
direct observation of strain and its possible characterization opens perspectives,
discussed below, in the study of the response of the strain in the domains and the
polarity in twin walls to an in-situ applied electric field.

In the second part of the thesis, we observe and discuss the band gap narrowing
at the calcium titanate domain walls. The gap is measured by electron energy loss
spectroscopy (EELS) in a low-energy electron microscope (LEEM) in dispersion
mode. A field aperture in an image plane is centered on domains and then on
domain walls to measure the gap energy between the elastic and the onset of the
loss peak. The measured reduction at the domain walls is between 0.01 and 0.33
eV, with a higher band gap reduction for upward polarized than for downward
polarized domain walls. The band gap narrowing is suggested to be an extrinsic
effect of the interaction between oxygen vacancy defects and the domain walls,
generating intra-band states accessible mainly for electrons in upward polarized
domain walls. A possible tuning of the band gap energy with the oxygen vacancy
concentration is also observed. A finer study of the band gap evolution with
vacancy concentration is needed to understand the underlying mechanisms. The
possible tunability of the CaTiO3 domain wall electronic properties with chemical
defects, here oxygen vacancies, opens the perspective for domain wall engineering
of the electronic properties.

In the last part of the thesis, we investigate the barium titanate ferroelastic do-
main wall mobility under creep. The dynamical domain wall behavior is at the core
of ferroelastic/ferroelectric switching. The motion of ferroelectric domain walls is
a nonlinear process where continuous propagation often superimposes with sudden
jumps called jerks. We take advantage of the PEEM spatial resolution to observe
domain walls over a long time range from the surface potential modulation of the
ferroelectric domain polarizations. A residual stress from the sample mounting
provides a driving force for domain wall fluctuating movement.

We extracted BaTiO3 domain wall motion from the analysis over 1750 thresh-
old PEEM images with two methods: by averaging the jerk distribution over the
whole image and by looking at the jerk distribution pixel-by-pixel. We determined
the power law exponent on each pixel of the analyzed surface, with values ranging
from 1.3 to 1.7 and the lowest values at the domain walls of about 1.37 ± 0.09,
close to the MFT 1.33 value observed for earthquakes, providing striking confirma-
tion of a scale-independent power law dependence of the ferroelastic domain wall
jerk motion.

With the objective of engineering calcium titanate domain walls, a first discus-
sion of the engineered domain walls in epitaxially grown calcium titanate thin films
is presented in appendix C. The epitaxially strained CTO thin films are grown on
LaAlO3 (LAO) by pulsed laser deposition. LAO is also a ferroelastic perovskite at
room temperature, with a lattice parameter (3.79 Å) close to that of CTO (3.83
Å), enabling 1% compressive strain. We are able to grow films between 2 and
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300 nm thick, showing domain walls at the surface. The twinning of the LAO
substrate can couple to and propagate in CTO. Within a single such LAO-induced
ferroelastic domain in the CTO, additional twin walls may form, depending on the
relaxation of the epitaxial strain with thickness. The relaxation is confirmed by
our XRD analysis. Out-of-plane lattice parameters for films of 200 nm and 300
nm are close to that of a 100 nm film, showing that the relaxation is almost com-
plete at 100 nm thickness. The domain wall polarity is observed by LEEM, the
walls thermally move at low temperatures, and a first Raman spectroscopy study
is performed in order to understand the domain wall ordering in the ferroelastic
stack. The possibility of engineering domain walls in thin film samples opens the
perspective of an electromechanical control of ferroelastic domain walls in calcium
titanate.

B . Perspectives

The electromechanical control of the ferroelastic domain walls in CaTiO3 was
hindered by the thickness of the single crystal. The bias voltage needed to move
and potentially control the domain wall was high, from the surface size of the walls
which are going through the sample. This size lock is resolved with the engineering
of CTO thin film samples with domain walls. In order to apply bias across the twin
wall, a LaxSr1−xMnO3 (LSMO) bottom electrode is epitaxially grown on the
LAO substrate prior to CTO growth. Then, with these samples and the fact that
we are able to observe the spontaneous strain in the ferroelastic domains in XAS-
PEEM, we could design an experiment to study the response of the strain in the
domains and the polarity in twin walls to an in-situ applied electric field, a step
forward for domain wall electromechanical control.

This experiment proposal is already accepted in the I-06 beamline at syn-
chrotron Diamond. We plan to use low-energy electron microscopy (LEEM) to
locate suitable CTO twin walls. To quantify the polarity of the different twin walls
at the film surface, we will use the LEEM contrast between twin walls and surround-
ing domains. In a previous XAS-PEEM experiment, we observed an XLD contrast
between domains separated by specific domain wall orientations, presented in this
thesis. The contrast is related to the surface strain state of the domains, which
is electromechanically coupled to the polarity in the wall. We plan to observe this
XLD contrast on thin film samples and then, we will study the polarity variation
when applying an electric field across a twin wall. Although we do not expect a full
reversal of the polarization because of the strong coupling between the twin wall
polarization and the strain state of the adjacent domains, we do expect variations
in the polarity, which should be visible in the Ti2,3 pre-edge structure at the do-
main walls. We should also see an effect on the strain contrast in the ferroelastic
domains. This possibility to modify the surface potential at the wall would be a
step forward in the design of functional memory devices based on wall motion.
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For a further extension to the creep analysis and mild vs wild domain wall dy-
namic characterization experiments, a preliminary design and implementation work
on a shear stress application PEEM sample holder are presented in the appendix
section Appendix C where different creep loads and sample in-situ heating can be
applied to a sample to perform creep analysis in the PEEM. The presented creep
results provide a first insight into avalanche motion at the surface of ferroelectric
BTO, here ’at rest’, where the sample has a residual load only from the sample
mounting.
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Appendices

A . Domain wall orientation table

Azimuthal Inclinaison TwinPairs Wall equation angle/[100] angle/(001) angle
S1/S2

x = 0 90° 90° 180°
y = 0 180° 90° 180°

S1/S3
y = −z 180° 45° 180°

3ϵ11(y − z) + 2ϵ12x = 0 98.8° 98.7° 179.4°
S1/S4

z = x 90° 135° 180°
3ϵ11(z + x) + 2ϵ12y = 0 171.2° 81.3° 180.6°

S1/S5
y = z 180° 135° 180°

3ϵ11(y + z) + 2ϵ12x = 0 98.8° 81.3° 180.6°
S1/S6

z = −x 90° 45° 180°
3ϵ11(z − x)− 2ϵ12y = 0 8.8° 81.3° 180.6°

S2/S3
y = z 180° 135° 180°

3ϵ11(y + z)− 2ϵ12x = 0 98.8° 81.3° 180.6°
S2/S4

z = −x 90° 45° 180°
3ϵ11(z − x) + 2ϵ12y = 0 171.2° 81.3° 180.6°

S2/S5
y = −z 180° 45° 180°

3ϵ11(y − z)− 2ϵ12x = 0 98.8° 98.7° 179.4°
S2/S6

z = x 90° 135° 180°
3ϵ11(z + x)− 2ϵ12y = 0 8.8° 81.3° 180.6°

S3/S4
x = −y 135° 90° 180.9°

3ϵ11(x− y)− 2ϵ12z = 0 45° 167.6° 180°
S3/S5

x = 0 90° 90° 181.3°
z = 0 - 0° -

S3/S6
x = y 45° 90° 180.9°

3ϵ11(x+ y)− 2ϵ12z = 0 135° 167.6° 180°
S4/S5

x = y 45° 90° 180.9°
3ϵ11(x+ y) + 2ϵ12z = 0 135° 12.4° 180°

S4/S6
y = 0 180° 90° 178.7°
z = 0 - 0° -

S5/S6
x = −y 135° 90° 179.1°

3ϵ11(x− y) + 2ϵ12z = 0 45° 12.4° 180°
Table 1: Domain walls plane equations, wall angle with respect to (001), and twinangle for each permitted pair of domain walls.

Each domain pair are ordered, i.e. (Si/Sj) is different from (Sj/Si). For
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example, three consecutive domains with the consecutive strain state S1/S2/S1

will form two walls with opposite Pup and Pdown polarity. So for one possible wall,
two supplementary twin angles are possible depending on the wall polarity, but only
one is displayed in the table.
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B . Simulated XAS spectra

S1

S3

S2

S4

S5

S6

x10

x10

x10

x10

x10

x10

Figure APP1: a. Simulated spectra with the FDMNES program of the six possibleferroelastic domain spontaneous strain orientations, with the same incident light di-rection and polarization as the experiment. Curves are shifted for clarity. XLD spectrafor the 6 strain orientations are also plotted, x10 to enhance the XLD signal visual-ization. The red and blue vertical dashed lines represent the two sides of the first egpeak where the absolute XLD signal is the strongest.
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Figure APP2: XLD difference intensity between XLD at the right and left side of thefirst eg peak (respectively at the blue and red vertical lines of figure III.24) for all Siconfigurations.

C . PEEM shear stress sample holder for creep experiments

An in-situ shear stress application sample holder in the PEEM was designed
and implemented during the thesis. It is possible to apply different creep loads
and heat the sample. This tailored sample holder will provide a first insight into
avalanche motion at the surface of ferroelectric BTO, with varying loads of creep.

C.1 . Shear stress sample holder

The design of a sample holder that can apply stress on a sample in-situ, inside
the PEEM UHV environment, must follow strict dimension limitations. The chal-
lenge was to fit inside the sample holder 10 mm x 10 mm x 4 mm (length, width,
height) a stress system. The holder dimensions are constrained because of the
minimal distance between the sample and the extractor inside the PEEM analysis
chamber.

Several technical solutions for the integration of a stress system in the sample
holder have been put forward because they are feasible in principle while respecting
the constraints of the assembly. It is necessary that the proposed solution allows
the application of a range of stress that does not break the sample and which is
fine enough to access several creep loads to characterize the dynamics of the walls.
The samples used have a rectangular parallelepiped shape with a thickness of 500
µm and sides of 5 mm. BaTiO3 and CaTiO3 behave like ceramics mechanically:
they follow the linear elastic relation σ = E · ϵ, with E Young’s modulus. They
break at a certain stress without passing through a plastic phase. As an order of
magnitude, ceramics usually break for 1/100th of deformation i.e. for ϵ = 0.01 at
breakage. The bulk Young’s modulus of BaTiO3 is 67 GPa [181] so the breakage
would correspond to an applied strain of 670MPa. Usually, samples break for
stresses of the order of 300 MPa due to the presence of micro-cracks, points of
stress concentrations that lead to its "premature" breakage.

A first design was implemented with four-point stress which applies uniaxial
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stress to the sample: the sample is bent by the action of four cylinders, two non-
movable on the top and two movable on the bottom surfaces of the sample. A
piezoelectric actuator was integrated into the four-point system, inside the sample
holder to apply the stress on the two bottom moving points. However, due to the
height restriction inside the sample holder, the small integrated actuator could only
apply a maximal stress of ≈ 1-10 MPa. Moreover, because of the relative Young
modulus of the sample and the actuator, half of the deformation was applied to
the actuator and not the sample, it was not enough to observe a domain wall
displacement.

A second stress application method considered is the shear method, which
was proposed by Prof. Ekhard Salje. He found experimentally that shear stress
was better than four-point bending for moving domain walls. For integration into
the sample holder, the designed system is composed of two "L" shaped pieces,
one fixed and one mobile, as shown in the schematic APP3a. The pieces were
machined in the lab and the sample holder was reworked and also machined in the
lab. The mobile piece is moved by a screw which is rotated by a fine step motor.
The sample on top, visible in the image APP3b, is finely glued on the "L" shaped
piece steps. A cover, shown in image APP3c, has an opening of 4 mm to observe
the sample surface in the PEEM. A specific headless screw with a small thread was
designed to move forward and backward the mobile piece.

a. b. c.

Figure APP3: a. Schematism of the shear stress PEEM sample holder, b. picture ofthe sample holder without the cap and c. with the cap.
This in-situ shear stress system can reach higher stress values, estimated at

200 MPa at the center for a displacement of 15 µm. The stress distribution is
not uniform, a gradient is formed from the center to the edges, as shown in figure
APP4. We found that, for the same applied stress, domain walls were more easily
mobile in the strain system. It could be related to the stress gradient. The PEEM
was modified to integrate a UHV step motor, as shown in figure APP5. With this
motor, we can apply different creep loads to the sample, and observe the domain
wall dynamics over a long time range.

A stepper motor coupled to an epicyclic gear in UHV rotates the screw, to have
more precision and extract the strain induced by the rotation of the screw. The
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Figure APP4: a. Ansys finite element simulation of the stress distribution from ashear stress application. The upper part of the sample is displaced by 15 µm.

Figure APP5: Modelization of the UHV motor and connections to apply stress on thesample in the PEEM shear stress sample holder.

stepper motor with the reduction has a total of 40 000 steps for a complete rotation
but the resolver can only read 170 steps per complete rotation. Moreover, the
headless screw is M1,4, with a hexagon socket of 0.7 mm face-to-face and a pitch
of 0.3 mm (distance between threads). The pitch gives the screw displacement
per motor step. One complete screw rotation is a displacement of 300 µm so
the finest reachable step is a shear displacement of ≈ 10 nm, taking into account
the mechanical clearances of the motor and the screw, fine steps are ≈ 0.5 µm.
Experimentally, BaTiO3 samples are breaking for a shear displacement of 10-15
µm. It is then possible to analyze a wide range of creep loads in-situ with this
system.

C.2 . BaTiO3 domain wall shear stress test

The assembly tests were first performed under an optical microscope on a test
bench to validate the stress application and also to test the fracture limits. In shear
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stress, in order to find the applied stress τ , we use τ = γ · G, γ the deformation
angle, equivalent with ∆l

l , ∆l the "L" shaped piece displacement (i.e. the screw
displacement) and l the sample length (5mm). G is the shear modulus, 55 GPa
for BaTiO3.

We can see some optical microscope images from a stress test of a BaTiO3

sample in figure APP6, extracted from a complete video of domain wall move-
ment with increasing stress. The visible domains are separated by 90° ferroelastic
boundaries and we can observe that we are going from a surface globally with
one order parameter direction (one domain contrast) to the other direction. The
sample broke at ≈ 500 MPa. The domain growth with stress can be quantified
and corresponds to the evolution observed in literature [182]. Moreover, some
avalanches were directly visible during the experiment.

τ (MPa)

τ

0

10 μm

100 200 300 400

Figure APP6: BaTiO3 domain wall displacement by a shear stress application in thePEEM sample holder. The test is performed outside the PEEM and visualized with anoptical microscope.
With this in-situ system, we are able to apply different creep loads to ferroelastic

samples and perform a creep analysis on the avalanche motion of the walls at the
surface.
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D . Domain walls engineering in CaTiO3 epitaxial thin films

During the thesis, we followed a strain engineering approach by going from
CaTiO3 single monocrystal to thin film in order to study the epitaxial strain effect
on the formation and electromechanical dynamics of the twin walls. The thin layer
will also potentially reduce the energy needed to interact with the polarity in the
domain walls.

D.1 . Epitaxial strain in CaTiO3 thin films
D.1.1 . Substrate choice

Controlled epitaxial growth enables control of the film’s functional properties.
Different perovskite substrates are available for the epitaxial growth of CTO, some
are represented in the graph APP7 in function of the strain originating from the
lattice mismatch between the substrate and the film [183].

Compressive 
strain

Tensile strain
0

NdGaO3

LaSrAlTaO3

SrTiO3GdScO3 DyScO3

NdScO3

LaAlO3

1%1,39%2,9%3,4% -1%

Figure APP7: Potential substrates epitaxial relations with CTO.
The films were deposited on both LaSrAlTaO3 (LSAT) and LaAlO3 (LAO)

substrate with a LaSrMnO3 (LSMO) intermediate electrode, generating respec-
tively a tensile for LSAT and compressive for LAO strain of f = 1% in the CTO
film. f is the lattice misfit parameter f = as−ae

ae
, with ae the film lattice parameter

and as the substrate film parameter. This parameter can be calculated for both
a and b directions and averages to +1% for LSAT and -1% for LAO. Moreover,
for both substrates, the epitaxial growth of CTO has a surface plane in the (001)
direction. SrT iO3 would have also been a good substrate candidate but CTO can
grow with different epitaxial orientations on the substrate [184].

D.1.2 . CaTiO3 thin film epitaxial deposition
The epitaxial growth was performed by Pulsed Laser Deposition (PLD) in the

C2N (Centre de nanosciences et de nanotechnologies) cleanroom. The method is
presented in the experimental chapter. The laser used is a KrF excimer laser of 248
nm wavelength with a fluence of 6.95J/cm2. The repetition rate of the laser can be
tuned to change the deposition speed and the energy can be tuned. The CaTiO3

target used in the PLD is a commercial target from Toshima Manufacturing Co.
The PLD deposition parameters were optimized for the growth of CTO thin

films deposited on an LSAT substrate with an LSMO intermediate electrode. Vary-
ing parameters are the substrate temperature, laser energy, pulse frequency, and
partial pressure of oxygen in the chamber. Films were primarily characterized by
XRD to check the orientation and AFM for surface roughness. XPS was used
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XRD

LSAT 750 LSMO 50 1000 5 42 120 3.81

LSAT 750 LSMO 50 1000 5 42 120 3.82

LSAT 750 LSMO 40 1000 2 42 31 3.82

LSAT 750 LSMO 35 1000 2 42 31 3.81

LSAT 750 - 40 1000 2 42 31 3.81

LSAT 720 LSMO 40 1000 2 42 31 3.81

LSAT 720 LSMO 40 500 2 21 31 3.81

LSAT 750 LSMO 25 1000 2 42 31 3.81

LSAT 750 LSMO 25 1000 2 31 120 3.81

LSAT 750 LSMO 25 1000 2 24 31 3.82

LSAT 800 LSMO 25 1000 2 28 31 3.81

LSAT 800 LSMO 25 1000 2 31 120 3.80

Figure APP8: CTO deposition conditions and characterized parameters on LSAT.
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to check the surface stoichiometry. Some of the deposition conditions and AFM
surface topography images are shown in the table APP8.

Good deposition parameters for CTO are a laser energy of 3.5J/cm2 (calorime-
ter 35 mV), a substrate temperature of 750°C, an oxygen partial pressure of 31
mtorr, and a repetition rate of 2 Hz. A higher substrate temperature and/or par-
tial pressure induces a porous surface and visible cracks at the surface (first AFM
image). We can observe the substrate steps on the CTO film with the optimized
deposition parameters. For 1000 laser pulses, the measured thickness of the CTO
film is 42 nm. For the bottom LSMO electrode, good deposition parameters are a
fluence of 6.95J/cm2 (calorimeter 50 mV), substrate temperature of 750°C, partial
pressure of 120 mtorr, and repetition rate of 2 Hz. The electrode thickness is 27
nm.

We have not observed the formation of domain walls in the epitaxially strained
CTO thin film on LSAT. The tensile strain could induce a monodomain state.
However, for a compressive strain of the film on LAO, we were able to observe
domain walls at the surface. Deposition on LAO follows the optimized parameter
found on LSAT and the stoichiometry of the film was confirmed by XPS. XRD
shows that the film is oriented in the (001) direction. Moreover, the CTO thin film
epitaxial strain relaxes with increasing thickness, as shown in figure APP9. CTO
(002) peak is shifting to higher 2θ angles, meaning that the out-of-plane lattice
parameter is decreasing. We calculated the pseudo-cubic lattice parameter and we
can observe that for films of thicknesses higher than 100 nm, the lattice parameter
reaches a relaxed value of ≈ 3.825 Å, close to the single crystal value of 3.82 Å.

2θ (°)

20 nm 42 nm 100 nm 200 nm 300 nm

3.820

3.830

3.840

aCTO (Å)

LAO
CTO

Relaxation

47.4 47.6 47.8 48.0 48.2

Figure APP9: XRD θ − 2θ measurements of LAO/LSMO/CTO thin film samples withdifferent CTO thickness. A relaxation of the CTO film is visible. The calculated out-of-plane CTO pseudo-cubic parameter for different CTO film thicknesses is plotted inthe second graph.
Ferroelastic domain walls are visible by optical microscopy on different LAO /

LSMO / CTO samples. Figure APP10, show optical microscopy images of 42 nm
CTO thin films. The LAO substrate is also ferroelastic at room temperature. Usual
single crystal LAO samples have 10-100 µm wide ferroelastic domains, which can
be seen by the dark and bright domain contrast on the two optical images on the
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right in figure APP10. After the LSMO electrode and CTO thin film deposition,
we seem to observe other new domains at the surface of ≈ 2-10 µm.

100 μm

Figure APP10: Microscope images of different 42 nm CTO thin films with visible do-main walls.
We observe domain walls at the surface of the CTO thin films but several

questions need to be answered. The first question is about the ferroelastic ordering
in CTO thin film. Do the domains in CTO only follows the LAO ones or is there
in between LAO domain walls a smaller scale CTO ferroelastic ordering? Are the
surface domain walls polar and mobile as in single crystal? We started to investigate
these questions at the end of the thesis.

D.2 . Domain walls topography in CaTiO3 thin films
AFM measurements on 42 nm CTO thin films confirm the ferroelastic twin-

ning topography at the surface. Figure APP11 shows topography and amplitude
measurement on a 42 nm LAO/LSMO/CTO sample. Domain size is between 2-10
µm in this analyzed area.

Our ferroelastic ordering hypothesis is described in the figure APP12 schematic.
We are expecting that the CTO thin film follows the LAO twinning and other CTO
domains can emerge in-between LAO domain walls. The density of domain walls
could be influenced by the film thickness, especially between epitaxially strained
films (below 100 nm thickness) and relaxed films.
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Topography Amplitude

Figure APP11: AFM topography and amplitude of a 42 nm CTO thin film sample withsurface topography.

Figure APP12: Schematic of the possible domain ordering continuity between theferroelectric substrate and the ferroelectric CTO thin film.

D.3 . Domain walls polarity in CaTiO3 thin films
Bright and dark domain wall traces are visible on CTO thin film surfaces in

MEM for different film thicknesses, as shown in figure APP13a. The contrast is
a signature of a modulation of the surface potential at the domain walls. For
the very thin 2 nm CTO sample, observed ferroelastic domains at the surface
have low contrast and the surface has darker lines similar to surface scratches.
The MEM contrast is not only from the twin physical topography because we
also observe charge/discharge in domain walls with annealing/cooling as we did in
single crystals.

Domain walls at the surface can also be thermally displaced. For single crystal
domain walls, we usually observe thermal movement for a sample temperature of
around 700°C. In 42 nm thin film, we observe domain wall movement starting at
310°C and we show in figure APP13b going from a multiple ferroelastic domain
state to a monodomain. Less thermal energy is needed in thin films to move the
walls, which was expected. Moreover, the surface domain wall signature in MEM
persists above 540°C, the curie temperature of the substrate.
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Figure APP13: a. MEM images of the CTO surface for different film thicknesses, withbright and dark lines suggesting ferroelastic domain walls. b. MEM image at roomtemperature and at 420°C. The MEM images FoV is 70 µm.

D.4 . Vibrational states of LaAlO3/LaSrMnO3/CaTiO3

Raman spectroscopy is used to observe the ferroelastic ordering in the thin film
stack. We used a polarizer/analyzer setup to analyze the Raman active modes from
the film layers and the substrate and a 633 nm laser on first a single crystal CTO
sample and a single crystal LAO sample to identify their peaks. Figure APP14a
shows the spectra for a CTO single crystal with different configurations of the
polarizer/analyzer. HH is linear horizontal polarization for both the polarizer and
analyzer and VH is linear vertical for the polarizer and horizontal for the analyzer.
There are four possible configurations and, given the crystal symmetry, we also
expect an enhanced response if the sample is rotated by 45°. We then worked with
a thin film sample at 45° because Raman mode responses have is higher in this
sample configuration, notably the HH configuration CTO peak, with the sample
at 45°, at 248 cm−1.

We then performed Raman spectroscopy on an LAO/ LSMO/ CTO stack with
a 300 nm CTO thin film rotated at 45°. CTO and LAO peaks are indicated in
figure APP14b. We chose a 300 nm CTO thickness because CTO peaks were in
the noise for a 42 nm sample and hardly visible for a 100 nm sample. We can first
observe that the HV and VH configurations minimize the LAO peaks compared
to the CTO peaks, and the HH and VV configurations are only sensitive to the
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Figure APP14: Raman spectra with different polarizer/analyzer conditions for a CTOsingle crystal and an LAO/LSMO/CTO 300 nm CTO thin film.

LAO peaks. This difference in interaction is ideal to probe both the substrate’s
ferroelastic state and the film state. The two sharp spikes in the VH spectra are
cosmic rays and not Raman modes.

We then performed pixel-by-pixel acquisition on an area with several domain
walls on the 300 nm CTO sample. The area is highlighted by a red rectangle in
figure APP16a. Ferroelastic domains are visible by optical microscopy and domain
walls around the analyzed area are indicated by black lines. Two pixel-by-pixel
acquisitions were performed on the 300 nm CTO sample rotated by 45°, on a
150x100 µm area. The step is 3 µm in the y direction and 0.6 µm in the x

direction. The first map is with a HH configuration to be only sensitive to the
LAO substrate and the second map is with a VH configuration to have a signal
from the CTO thin film.

We used PCA to identify the main change in the spectra across the map. It is
a powerful analysis tool to quickly observe variations in the maps and also extract
weak signals. It can be used as a basis prior to data analysis. Figure APP15a and
b shows the first principal component and coefficient map of the HH pixel-by-pixel
acquisition, which accounts for most of the total variance. A second component
not shown was related to the microscope focus drift during the measurement. Both
components account for ≈ 85% of the total variance. In figure APP15a, we can
observe that this first component is sensitive to two LAO peak intensity variations.
The map of this component coefficient is in figure APP15b, the coefficient is
proportional to the LAO peaks intensity variation across the map. This variation
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highlights the LAO domains in the substrate.
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Figure APP15: PCA of Raman cartographies of a 300 nmCTO thin film sample rotatedat 45°. a. PC1 component for an HH acquisition and b. map of the first componentcoefficient. c. PC1 component for a VH acquisition and d. map of the componentcoefficient.
a. b.

Figure APP16: Optical microscope image of the 300 nm CTO thin film surface witha red rectangle indicating the analyzed 150x100 µm area. Domain walls around thearea are highlighted with black lines. b. Superposition of the first PCA component onthe HH scan map on the optical image to observe correspondence with the ferroe-lastic domain wall positions.
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Figure APP15c shows the first component of the VH pixel-by-pixel acquisition.
This component is related to the intensity variation of both identified CTO peaks
but other peaks are visible. A second component not shown is sensitive to the
weak LAO peak signal and its map shows the same variation as APP15b. The first
component map is shown in figure APP15d and doesn’t seems to be related to the
surface ferroelastic ordering.

The LAO-sensitive Raman map shows domains that correspond perfectly with
microscopy-observed ferroelastic domains, as shown in figure APP16b, for domains
with domain walls along the sample border (wider black border on the top right of
the image). However, the domain separated by walls in the other directions, along
the map x and y directions, are not visible in the LAO map. It could be because
these ferroelastic domain walls are CTO-specific and not a repetition of the LAO
ferroelastic ordering at the surface.

The more CTO-specific pixel-by-pixel spectra have a lower signal-to-noise ratio
than in the LAO map, so observed CTO peaks are weak. This first Raman obser-
vation shows that it is possible to observe the ferroelastic ordering in the LAO/
LSMO/ CTO stack. To improve the signal-to-noise ratio, we will perform Raman
spectroscopy on a 500 nm CTO sample. By increasing the thickness we could also
observe other CTO peaks in addition to the two peaks observed for the 300 nm
sample.
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VII - French summary

Un matériau ferroélastique forme des domaines avec une même direction de
déformation spontanée, renversable en appliquant une contrainte macroscopique
sur l’échantillon, afin de réduire l’énergie libre du matériau. Les parois de domaines
sont des régions de transition entre des domaines de paramètres d’ordre uniforme,
qu’il s’agisse de magnétisation, de polarisation électrique ou de déformation mé-
canique. Leur formation est un compromis entre le coût énergétique de la paroi et
le gain associé à la formation du domaine. Leur structure, leur symétrie et même
leur chimie peuvent différer de celles des domaines parents adjacents, ce qui donne
lieu à des propriétés physiques uniques. En tant que tels, ils ont le potentiel pour
devenir un nouveau paradigme pour la nanoélectronique où la paroi est l’élément
actif du dispositif et offre des perspectives en termes de densité d’information, de
(multi-)fonctionnalité et de faible consommation d’énergie. Nous étudions dans
cette thèse les propriétés structurelles et électroniques des parois ferroélastiques de
la céramique CaTiO3 afin de les contrôler électro-mécaniquement.

Les parois de domaine sont des interfaces qui peuvent influencer la structure
du domaine. Par exemple, jusqu’à 40% (33%) du coefficient piézoélectrique d33
dans BaTiO3 (PbZrT iO3) proviendrait du mouvement des parois. Il est alors
devenu intéressant de comprendre et de concevoir des materiaux avec des parois
de domaines spécifiques pour améliorer les propriétés du matériau. De plus, les
parois de domaine sont également des interfaces distinctes du materiau avec des
propriétés uniques. Des propriétés spécifiquent peuvent exister aux parois de do-
maine, comprennant de la conductivité, supraconductivité et polarité. À partir de
ces propriétés intéressantes, un sujet de recherche connexe a été baptisé "ingénierie
des parois de domaine" ou "nanoélectronique des parois de domaine", où les parois
de domaine offrent des possibilités intéressantes pour porter l’information que le
matériau en lui même et potentiellement servir dans un dispositif de mémoire en
raison de leur haute densité du fait de la faible épaisseur de paroi, de leurs propriétés
fonctionnelles et de leur contrôle.

Dans cette optique, nous avons étudié de manière approfondie le CaTiO3,
un matériau ferroélastique pérovskite, qui possède des parois de domaine polaires
orientés vers le haut (Pup) et vers le bas (Pdown). L’origine de la polarité aux parois
provient de l’un des angles d’inclinaison des octaèdres d’oxygène qui passe à zéro,
ce qui permet l’émergence de la polarité par le décentrage du cation Ti. Cette
propriété pourrait être contrôlé électromécaniquement, ajoutant une fonctionnalité
au système. Le caractère polaire des parois a un potentiel pour les dispositifs de
mémoire.

La présentation du manuscrit est la suivante : Dans le Chapitre I, la physique
derrière les domaines ferroélectriques et ferroélastiques et les parois de domaines est
présentée, ainsi que les matériaux étudiés CaTiO3 et BaTiO3. L’accent est mis
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Figure VII.1: Image optique d’un cristal de CaTiO3. Les domaines partallèles sontvisibles par biréfringence.

sur les propriétés fonctionnelles et l’ingénierie des parois de domaine. Les méthodes
expérimentales utilisées pour l’observation des parois de domaine sont expliquées
dans le Chapitre II. Dans le chapitre III, nous étudions l’ordre ferroélastique de
la surface du CaTiO3 à l’aide de techniques de photoémission. Nous décrivons
d’abord les orientations de déformation possibles dans les parois du domaine à
partir de la rupture de symétrie à la transition ferroïque, puis nous quantifions
les angles de parois in-situ par microscopie électronique à photoémission (PEEM).
Enfin, nous observons la déformation ferroélastique à la surface par spectroscopie
d’absorption des rayons X (XAS) dans un PEEM. A partir de la détermination
de l’angle entre parois et de l’observation de la déformation spontanée dans les
domaines, nous sommes en mesure de décrire l’ordonnancement ferroélastique à
la surface. Dans le chapitre IV, nous rapportons la mesure du potentiel de surface
et de la bande interdite des parois de domaine à la surface de CaTiO3 (001). Le
contraste du potentiel de surface montre la présence de parois avec une polarité
pointant vers le haut (Pup) ou vers le bas (Pdown). La spectroscopie de perte
d’énergie d’électrons (EELS) sur des parois permet de mesurer la bande interdite.
Dans le chapitre V, on étudie le saut de paroi de domaine de surface dans les parois
de domaine ferroélastiques de BaTiO3 sous fluage.

Dans le chapitre I, nous présentons les propriétés ferroélectriques et ferroélas-
tiques des matériaux et l’organisation en domaines composé d’une même direction
de paramètre d’ordre. Les parois à l’interface entre domaines dont des objets
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2D intéressants du fait de propriétés uniques qui n’existent pas dans les domaines
adjacents. On retrouve par example des parois conductrices dans certains ferroélas-
tiques comme le BiFeO3 et superconductrices dans WO3. On se concentre dans
la thèse sur les domaines et parois dans les céramiques férroélectriques BaTiO3 et
ferroélastique CaTiO3. Les propriétés physiques et électrique de ces materiaux et
plus locallement des parois sont alors analysés par des techniques experimentales
appropriés.

Les techniques expérimentales utilisés et certaines méthodes d’analyse associés
sont présentés dans le chapitre II. L’imagerie par microscopie de photoémission
d’électrons (PEEM) est utilisé pour l’étude de la topographie physique des sur-
faces de matériaux ferroélastiques comme CaTiO3 et pour analyser quantitative-
ment les angles de macle. Il s’agit d’une technique de microscopie électronique
non-destructive sous ultra haut vide, avec une résolution spatiale d’environ 50 nm.
Cette technique de microscopie est aussi utilisé pour observer la polarisation dans
les domaines ferroélectriques afin de détecter le mouvement rapide des parois fer-
roélastiques dans le BaTiO3. La spectroscopie d’absorption des rayons X dans un
microscope d’électrons en photoémission (XAS-PEEM) est utilisé pour observer
la déformation spontanée dans les domaines ferroélastiques de CaTiO3 par dif-
férence d’interaction entre les polarisations transverses orthogonales de la lumière
incidente. Enfin, la microscope électronique à basse énergie (LEEM) est utilisé
pour observer le potentiel de surface des matériaux ferroélastiques et caractériser
la polarité aux parois. En mode dispersif, la spectroscopie des pertes d’énergie
électronique permet de mesurer localement la bande interdite.

Le chapitre III est consacré à l’observation et quantification in-situ de l’ordre
ferroélastique dans le titanate de calcium par des techniques de microscopie à pho-
toémission. Nous utilisons l’imagerie par microscopie de photoémission d’électrons
(PEEM), au seuil de photoémission, pour étudier la topographie physique de la
surface ferroélastique avec sa structure caractéristique en forme de toit d’usine
de type vallée/crête et pour quantifier les angles de macle. Par des considéra-
tions de symétrie, à partir des angles de macle, on peut déduire les directions des
déformations ferroélastiques dans les domaines. Les résultats concordent avec la
mesure indépendante des angles par microscopie à force atomique (AFM). Avec
cette méthode, il serait possible de mesurer avec précision la topographie physique
sur n’importe quelle surface ferroélastique et de quantifier les états de contrainte
dans les domaines jacents.

De plus, nous identifions directement l’orientation du paramètres d’ordre fer-
roélastique dans les domaines, la déformation spontanée, par la spectroscopie
d’absorption des rayons X dans un microscope d’électrons en photoémission (XAS-
PEEM). La grandeur de l’interaction de la lumière polarisée avec les orbitales 3d
du titane dans le titanate de calcium dépend de l’orientation de la déformation
des domaines. Ainsi, un contraste correspondant aux différents états de défor-
mation spontanée est visible par dichroïsme linéaire des rayons X (XLD), qui est
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la différence entre les images avec des polarisations de la lumière transverse or-
thogonales. La détermination in-situ des angles de topographie physique et de
l’orientation de la déformation par PEEM ouvre des perspectives pour une analyse
complète de la réponse électromécanique des parois ferroélastiques.

Ensuite, dans le chapitre IV, nous avons étudié un rétrécissement de la bande
interdite au niveau des parois de domaine dans le titanate de calcium. La bande
interdite est mesurée par spectroscopie des pertes d’énergie électronique (EELS)
dans un microscope électronique à basse énergie (LEEM) en mode dispersif. Un
diaphragme dans un plan image est centré sur les domaines ou sur les parois. Dans
chaque cas nous mesurons l’écart en énergie entre le pic élastique et le début du
pic des pertes. Le rétrécissement aux parois est compris entre 0.01 et 0.33 eV, avec
une réduction plus importante pour les parois de domaine polarisées vers le haut
que pour celles polarisées vers le bas. Le rétrécissement de la bande interdite est
suggéré comme un effet extrinsèque de l’interaction entre les lacunes d’oxygène
et les parois, générant des états dans la bande interdite. Une modulation du
rétrécissement de la bande interdite en fonction de la concentration des lacunes
d’oxygène est également observée.

Dans la dernière partie, nous étudions la mobilité des parois de domaine fer-
roélastiques du titanate de baryum sous l’effet d’un fluage. Le mouvement des
parois ferroélastiques de domaine ferroélectrique est un processus non linéaire où
la propagation continue des parois se superpose souvent à des sauts soudains.
L’accumulation de plusieurs sauts forme une avalanche. Nous profitons de la ré-
solution spatiale du PEEM pour observer les parois de domaines sur une longue
plage de temps en s’aidant de la modulation de la polarisation des domaines fer-
roélectriques. Nous avons constaté que la distribution en énergie du mouvement
brusque des parois ferroélastiques suit une loi de puissance avec un exposant de
1.37, ce qui confirme la dépendance du mouvement d’avalanches indépendante de
l’échelle.

En annexe, une première discussion sur les parois de domaine créées dans des
films minces de titanate de calcium obtenus par croissance épitaxiale est présentée
en annexe. Les films minces de CTO déformés épitaxialement sont déposés sur
LaAlO3 (LAO) par dépôt laser pulsé (PLD). Le LAO est également un ferroélas-
tique pérovskite à température ambiante, avec un paramètre de maille (3,79 Å)
proche de celui du CTO (3,83 Å), permettant une déformation compressive de
1%. Nous sommes capables de faire croître des films de 2 à 300 nm d’épaisseur,
présentant des parois de domaine à la surface. Les macles du substrat LAO peu-
vent se propager dans le CTO. Au sein d’un seul domaine ferroélastique induit par
le LAO dans le CTO, d’autres parois peuvent se former, en fonction de la relax-
ation de la déformation épitaxiale avec l’épaisseur. Cette relaxation est confirmée
par notre analyse XRD. Le paramètre de maille hors plan pour les films de 200
nm et 300 nm sont proches de ceux d’un film de 100 nm, ce qui montre que la
relaxation est presque complète à 100 nm d’épaisseur. La polarité des parois de
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domaine dans ces couches minces est observée par LEEM, les parois se déplacent
thermiquement à une basse température de 250°C et une première étude par spec-
troscopie Raman est réalisée afin de comprendre l’ordonnancement des parois de
domaine dans l’empilement ferroélastique. La possibilité d’ingénierie des parois de
domaine dans des échantillons de films minces ouvre la perspective d’un contrôle
électromécanique des parois de domaine ferroélastiques dans le titanate de calcium.
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