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Titre : Adressage de spins électroniques individuels par un résonateur micro-onde supraconducteur 

Mots clés : circuit quantique, spin, boîte quantique, compteur de photon unique, résonance paramagnétique électronique 

Résumé : Les spins uniques dans les solides sont de bons 

candidats pour la mise en œuvre de bits quantiques pour 

le traitement de l'information quantique grâce à leurs longs 

temps de cohérence. Cependant, en tant qu'objets 

quantiques individuels à l'échelle atomique, ils sont 

difficiles à traiter et à enchevêtrer les uns avec les autres. Ce 

travail de thèse explore deux approches distinctes mais 

liées pour manipuler et détecter des spins uniques ; toutes 

deux utilisent des circuits quantiques hybrides fonctionnant 

à des températures de l'ordre du millikelvin. Dans la 

première approche, la résonance paramagnétique 

électronique (RPE) de spins individuels est démontrée en 

détectant leur fluorescence : un compteur de photons 

micro-onde détecte le photon émis par un spin excité. Les 

spins utilisés sont des ions paramagnétiques d'erbium dans 

un cristal de scheelite, et sont couplés magnétiquement à 

un résonateur planaire supraconducteur de facteur de 

qualité élevé. Ils sont détectés individuellement avec un 

rapport signal/bruit de 1,9 en une seconde.  Le signal de 

fluorescence présente de l'antibunching (dégroupement), 

prouvant ainsi qu'il provient d'émetteurs individuels. Des 

temps de cohérence allant jusqu'à 3 ms sont mesurés, 

limités par le temps de vie radiatif du spin. Cette 

expérience de contrôle quantique d'un spin unique ouvre 

également la voie à de nouvelles applications de RPE, 

notamment pour la caractérisation d'objets 

microscopiques. Dans la seconde approche, la détection 

des spins est basée sur l'exploitation du degré de liberté 

de charge des spins de trous et de leur forte interaction 

spin-orbite intrinsèque. Nous démontrons une nouvelle 

plateforme compacte composée de boîtes quantiques 

définis électrostatiquement dans le GaAs, et pré-remplis 

de spins de trous par illumination dans le domaine 

optique ; les spins sont couplés électriquement à un 

résonateur supraconducteur pour sonder leurs états de 

charge et de spin. En utilisant ce résonateur en régime de 

lecture dispersive, nous montrons que des sauts de 

charge unique dans les boîtes quantiques peuvent être 

détectées après l'illumination. Il s'agit d'une étape 

cruciale dans l'étude du spin d'un trou unique dans un 

semi-conducteur. Dans l'ensemble, les deux méthodes 

présentées dans cette thèse ouvrent de nouvelles voies 

pour le développement des capteurs quantiques et du 

traitement quantique de  l'information. 

 

Title : Addressing individual electronic spins with a microwave superconducting resonator 

Keywords : quantum circuit, spin, quantum dot, single photon counter, electron spin resonance 

Abstract: Single spins in solids are good candidates for 

implementing quantum bits for quantum information 

processing thanks to their long coherence times. However, 

being individual atomic-scale quantum objects, they are 

difficult to address and to entangle with one another. This 

thesis work explores two distinct but related approaches 

for manipulating and detecting single spins, both involving 

comparable hybrid circuit quantum electrodynamics 

platforms operated at millikelvin temperatures. In the first 

approach, single electron spin resonance (ESR) is 

demonstrated by spin fluorescence detection: a microwave 

photon counter is used to detect the photon emitted by an 

excited spin. The spins are paramagnetic erbium ions in a 

scheelite crystal and are coupled magnetically to a high-

quality factor planar superconducting resonator. They are 

detected individually with a signal-to-noise ratio of 1.9 in a 

one second-integration time.  The fluorescence signal 

shows anti-bunching, proving that it comes from individual 

emitters. Coherence times up to 3 ms are measured, limited   

 

by the engineered spin radiative lifetime. This single-spin 

quantum control experiment also opens the route to new 

applications of ESR, in particular for microscopic object 

characterization. In the second approach, the detection 

of spins is based on leveraging the charge degree of 

freedom of hole spins and their strong intrinsic spin-orbit 

interaction. We demonstrate a compact novel platform 

made of electrostatically defined quantum dots in 

AlGaAs/GaAs heterostructure, filled with hole spins by 

optical illumination. The spins are coupled electrically to 

a superconducting resonator for probing their charge 

and spin states. Using this resonator as a dispersive 

readout, we show that single charge tunneling events in 

the dots can be detected after illumination. This 

represents a critical step towards addressing single hole 

spin in a semiconductor. Overall, the two methods 

reported in this thesis open new avenues for the 

development of quantum sensing and quantum 

computing applications. 
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• Boltzmann constant, kB = 1.38× 10−23 J/K
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1Values from NIST (https://physics.nist.gov/cuu/Constants/index.html)
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Résumé étendu

Le développement des technologies quantiques vise à utiliser des objets quantiques
dans des états superposés ou intriqués pour effectuer des mesures avec une précision
améliorée (capteurs quantiques), pour simuler des systèmes quantiques à grand
nombre de particules (simulateurs quantiques), ou pour traiter quantiquement de
l’information (calcul quantique). Grâce à leurs longs temps de cohérence quantique,
les spins uniques dans les solides sont de bons candidats pour l’implémentation de
bits quantiques pour le calcul quantique. Cependant, en tant qu’objets quantiques
individuels à l’échelle atomique, ils sont difficiles à adresser et à intriquer de façon
contrôlée les uns aux autres. Leur intégration dans des dispositifs solides appropriés
et plus macroscopiques, tels que les circuits supraconducteurs macroscopiques sont
une solution. Ces systèmes hybrides, dits d’électrodynamique quantique sur circuits
(cQED) [1, 2], devraient donc ouvrir de nouvelles perspectives pour le contrôle et la
lecture de spins uniques.

Dans une plateforme cQED hybride, l’adressage de spins repose sur leur couplage
au champ électromagnétique d’un circuit résonant. Deux schémas de couplage sont
possibles : les spins étant des dipôles magnétiques intrinsèques, ils sont naturelle-
ment couplés à la composante magnétique oscillante du résonateur (schéma I) ; en
revanche, ils ne se couplent pas directement à sa composante électrique. Toutefois, si
les spins sont portés par des particules mobiles chargées électriquement (comme les
électrons et les trous des semi-conducteurs par exemple), et si les spins sont sujets
à une interaction spin-orbite intrinsèque dans leur cristal hôte, ils se couplent alors
indirectement au champ électrique oscillant du résonateur (schéma II). En pratique,
le schéma I correspond le plus souvent à un régime de couplage faible, tandis que le
schéma II peut atteindre le régime de couplage fort.

Ce travail de thèse explore deux approches distinctes mais reliées, basées sur les
deux schémas de couplage mentionnés, et visant à manipuler et à mesurer l’état
quantique de spins individuels ; toutes deux utilisent des circuits quantiques hy-
brides fonctionnant à des températures de l’ordre de la dizaine de millikelvin. Dans
la première approche, la résonance paramagnétique électronique (RPE) de spins in-
dividuels est démontrée en détectant leur fluorescence : un compteur de photons
micro-ondes détecte le photon émis par un spin initialement excité et relaxant spon-
tanément vers son état fondamental. Les spins utilisés sont des ions paramagnétiques
d’erbium dans un cristal de scheelite (CaWO4), et sont couplés magnétiquement à un
résonateur planaire supraconducteur de facteur de qualité élevé. Dans la deuxième
approche, les spins sont des trous à l’interface d’une hétérostructure GaAs/AlGaAs
non dopée, confinés dans des bôıtes quantiques définies par des électrodes de grille,
où leur degré de liberté de charge et leur forte interaction spin-orbite intrinsèque
sont exploités. Nous démontrons une nouvelle plateforme compacte sans contact à
des réservoirs de charges, dans laquelle les bôıtes quantiques sont pré-remplies en
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trous générés par illumination dans le domaine optique ; les spins sont ici couplés
électriquement à un résonateur supraconducteur pour manipuler et sonder leurs
états de charge et de spin. Après illumination, en balayant les tensions de grille et
en utilisant le résonateur en régime de lecture dispersive, nous observons des sauts
de charge uniques dans ces bôıtes quantiques. Ce résultat est un pas important vers
l’étude du spin d’un trou unique dans un semi-conducteur.

Partie I : contrôle et mesure du spin électronique de dopants
individuels d’un cristal
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Figure 1: Plateforme expérimentale de la première expérience de cette
thèse. (a) Principe de l’expérience : Un cristal (bleu ciel) contenant des spins
électroniques Er3+ (un seul spin représenté en rouge) couplés au champ magnétique
(cercles oranges) de l’inductance L d’un résonateur LC supraconducteur de fort fac-
teur de qualité (orange) est refroidi à 10 mK. Des impulsions d’excitation (noire,
à gauche) sont envoyées au système à la fréquence du résonateur, via une antenne
(marron). Lorsqu’un spin est excité, il renvoie avec un taux ΓR un unique photon
micro-onde (vert, à droite) routé par un circulateur vers un compteur de photons
(gris et bleu) qui le détecte. La fréquence d’un spin est accordée à la résonance
de résonateur par application d’un champ magnétique B0 parallèle au plan du
résonateur. (b) Structure cristalline de Er3+ : CaWO4. L’ion central Ca2+ de la
maille tétragonale du cristal est remplacé à hauteur de 3 ppb par un ion Er3+.
(c) Carte de la constante de couplage g0(x, y) et du taux de relaxation radiative
ΓR(x, y) calculés en fonction de la position du spin (x, y) par rapport au nanofil
inductif (rectangle vert).

Le principe de l’expérience de la première partie est présenté dans la Figure 1a.
Un spin d’ion erbium Er3+ remplaçant un ion calcium Ca2+ dans un cristal de
CaWO4 (voir Figure 1b) est couplé au champ magnétique oscillant généré par
l’inductance d’un résonateur supraconducteur fabriqué au-dessus du cristal. Le
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Figure 2: Spectroscopie de spin à faible excitation (∼ −117 dBm à l’entrée
de l’échantillon). (a) Nombre moyen de coups ⟨C⟩ (ligne bleue) détectés par le
compteur à la suite d’une impulsion d’excitation, en fonction du champ B0. Le
pic large à 419.5 mT (ajusté par un pic lorentzien en rouge) est la résonance RPE
de l’ensemble des ions erbium, tandis que les pics étroits proviennent d’ions Er3+

individuels. Encadré : vue élargie, montrant 7 pics (nommés de s0 à s6). (b)
Histogrammes du taux moyen de coups enregistré sur le spin s0 (rouge), et sur
le bruit de fond (gris) moyennés sur la fenêtre B0 représentée par une barre grise
horizontale dans l’encadré a. La fenêtre bleue est la fenêtre d’intégration pour tous
les points de données en a. (c) Nombre moyen de coups excédant le bruit de fond

⟨C̃⟩, à la suite d’une impulsion d’excitation, en fonction de l’amplitude du champ B0

et de l’angle θ auquel il est appliqué par rapport à l’axe de symétrie de l’ensemble
d’erbium. Les résonances de 7 spins (nommés de s0 à s6) sont visibles.

spin est excité par une impulsion micro-onde et revient à son état fondamental
en émettant un photon micro-onde avec un taux d’émission ΓR augmenté par effet
Purcell [3]. Ce photon émis est détecté avec une efficacité globale η ∼ 0.42 par
un compteur de photons micro-ondes unique (SMPD : single microwave photon de-
tector) basé sur un qubit supraconducteur pompé dans un schéma de mélange à 4
ondes [4, 5]. Le bas taux de comptage de faux positifs α ∼ 100 s−1 de ce SMPD
permet de détecter un seul spin avec un rapport signal sur bruit SNR ∼ 1.9 en une
seconde. La Figure 1c montre le taux de relaxation radiative ΓR du spin et sa con-
stante du couplage g0/2π au résonateur, calculés en fonction de la position du spin
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Figure 3: Mesures temporelles sur spin unique. (a) Nombre de coups ⟨C̃⟩
(points rouges) mesuré en fonction de la durée T d’une impulsion excitatrice du
spin s0, montrant une oscillation de Rabi. La courbe solide bleue est un ajustement
sinusöıdal avec un fond croissant linéairement. (b) Fonction d’autocorrélation g(2)

du spin s0 corrigée du bruit de fond du SMPD, en fonction du nombre k de séquences
d’excitation séparant deux mesures. La mesure g(2)(0) = 0.2 ± 0.1 prouve que

l’émission provient d’un unique spin. (c) Nombre de coups ⟨C̃⟩ (points rouges)
mesuré en fonction du délai 2τ de la séquence d’écho de spin montrée en médaillon
; la phase φ(τ) = 2π∆τ de la dernière impulsion augmente linéairement avec ∆ =
1kHz. L’ajustement correspondant (ligne solide) et son enveloppe (ligne pointillée)
donnent un temps de cohérence T2 = 2.47± 0.31ms (spin s6).

au voisinage du nanofil inductif. Avec nos paramètres expérimentaux, le couplage
atteint quelques kilohertz, conduisant à un taux ΓR > 500 s−1 pour les spins les plus
fortement couplés, situés à moins de 200 nm du nanofil.

Pour mesurer le spectre RPE des spins de notre échantillon, nous enregistrons
le nombre moyen de coups ⟨C⟩ détectés durant un temps t compris entre 2 et 200
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millisecondes après une impulsion d’excitation, en fonction du champ magnétique
B0. À faible excitation et pour t = 2 ms, nous observons (voir Figure 2a) non seule-
ment un pic large centré à 419.5 mT qui correspond à la résonance magnétique d’un
ensemble d’ions Er3+ : CaWO4 [6], mais aussi de nombreux pics étroits inégalement
répartis dans le spectre, qui correspondent chacun à l’émission d’un ion individuel
comme le montre la série de mesures suivante. Le taux de comptage ⟨Ċ⟩ après une
impulsion d’excitation sur l’un de ces pics décrôıt exponentiellement en fonction du
temps (voir Figure 2b), comme attendu pour la relaxation d’un unique spin. La
position B0 de chacun de ces pics est stable dans le temps, et dépend de l’angle θ
auquel est appliqué B0 (Figure 2c), comme attendu pour la résonance RPE forte-
ment anisotrope des ions erbium.

Après avoir obtenu le spectre, nous sélectionnons le pic isolé s0 pour prouver
qu’il provient d’un spin émetteur unique. Lorsque le champ est accordé sur ce pic,
le nombre de coups ⟨C̃⟩ détectés après soustraction du bruit d’obscurité dépend si-
nusöıdalement de la durée de l’impulsion appliquée (oscillation dite de Rabi - voir
Figure 3a), comme attendu pour un spin unique. Le contraste des oscillations est
en fait une mesure de l’efficacité totale de détection, η = 0.12. Nous mesurons en-
suite les corrélations des taux de comptages à deux instants différents (Figure 3b).
Plus précisément, la fonction g(2)(k) quantifie les cöıncidences de coups (normalisé
à 1 pour des événements non corrélés) entre deux instants séparées par k séquences
d’excitations. Nous mesurons comme attendu g(2)(k) ∼ 1 lorsque k ̸= 0 ; en re-
vanche, la valeur g(2)(0) = 0.2 ± 0.1 montre qu’il est très peu probable d’obtenir
2 photons au cours de la même séquence, et prouve donc que les photons provi-
ennent bien d’un unique émetteur, à savoir ici d’un unique spin de Er3+ : CaWO4.
Cet adressage de spins individuels ouvrant la voie à leur utilisation en tant que
qubits, il est intéressant de caractériser leur cohérence quantique. Par une séquence
d’écho de Hahn, nous mesurons un temps de cohérence T2 de ces spins individuels
de plusieurs millisecondes (voir Figure 3c), principalement limité par le temps de
relaxation Purcell.

Dans notre expérience, des dizaines de spins individuels avec des temps de
cohérence supérieurs à la milliseconde sont interfacés par le même résonateur micro-
ondes. Cela ouvre de nouvelles perspectives à la fois pour l’informatique quantique
hybride, et pour une RPE opérationnelle sur des spins individuels : notre méthode
est directement applicable à un grand nombre de systèmes spin-matrice et offre un
volume de détection relativement grand (10 µm3) ; elle nous permet d’envisager la
caractérisation de cellules ou de molécules individuelles.

Partie II : vers l’adressage du spin d’un trou unique dans des
bôıtes quantiques définies par des grilles électrostatiques et
initialisées par illumination

La deuxième expérience vise à contôler et mesurer des spins de trous en exploitant
leur degré de liberté de charge et leur forte interaction spin-orbite intrinsèque [7].
Ces trous sont confinés électrostatiquement dans des bôıtes quantiques définies par
des électrodes de grilles à la surface d’hétérostructure semiconductrices. L’adressage
électrique des spins dans ces bôıtes quantiques nécessite un contrôle précis et une
lecture fiable de leurs états de charge et de spin. Une architecture cQED est partic-
ulièrement adaptée à ces deux fonctions, et permet une opération entièrement micro-
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Figure 4: Principe de la plateforme expérimentale de la deuxième
expérience de cette thèse : Des électrodes de grille définissent une dou-
ble bôıte quantique à l’interface d’une hétérostructure semiconductrice.
Cette double bôıte est destinée à confiner un trou unique et est couplée
à un résonateur coplanaire permettant de contrôler et de mesurer l’état
quantique du spin du trou. (a) Des tensions appliquées à deux électrodes de
grille (vert) créent un double puit de potentiels pour les trous. Une illumination
de l’échantillon par de la lumière infrarouge crée des paires électron-trou dans le
semiconducteur (gris), les trous étant piégés dans le double puits ; le but est ensuite
de vider progressivement le double puits à l’aide des grilles de façon à ne garder
qu’un unique trou. (b) Le conducteur central du résonateur coplanaire (bleu) con-
stitue une grille additionelle pour les boites. Une première impulsion mico-onde δV
(violet) appliquée au résonateur peut donc induire un déplacement du trou dans le
double puits et un retournement de son spin par couplage spin-orbite. Le résonateur
permet aussi la lecture dispersive des états de charge et de spin à l’aide d’une autre
impulsion micro-onde (orange).

onde, plus pratique que les mesures de transport conventionnelles [8]. Comme la
Figure 4b le montre, une extrémité du conducteur central d’un résonateur coplanaire
(où la tension électrique δV est maximale) sert de grille additionnelle à une double
bôıte quantique. La tension δV induit le déplacement du trou d’une bôıte à l’autre,
déplacement qui se couple au spin en raison de la forte interaction spin-orbite in-
trinsèque du trou. Cette forte interaction entre le spin chargé et le résonateur permet
de contrôler l’état du spin et de le lire de manière dispersive avec des impulsions
de micro-ondes appliquées au résonateur. La lecture dispersive repose notamment
sur le changement de la capacité effective et donc de la fréquence du résonateur,
en fonction de la position du trou dans le double puits et de l’état du spin. Cette
approche nous a amenés à envisager une nouvelle architecture potentiellement scal-
able ne reposant pas sur le transport conventionnel de charges. Notre idée clé est
la suivante : au lieu de remplir les bôıtes en leur transférant des trous à partir d’un
réservoir de charges voisin, nous proposons de créer des paires électron-trou par il-
lumination optique dans le substrat GaAs, et d’accumuler les trous créés sous les
grilles électrostatiques des bôıtes, comme illustré dans la Figure 4a.

Tout d’abord, nous utilisons le résonateur pour surveiller l’effet de l’illumination
tout au long du processus d’initialisation de la double bôıte quantique. Le spectre
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des couleurs représente l’amplitude du coefficient de transmission |S21|. Les flèches
en haut indiquent trois régimes : avant (bleu), pendant (orange) et après (vert)
l’illumination. (b) |S21| en fonction de la fréquence de la sonde pour les trois traces
indiquées par des flèches dans le panneau a, ajustées par une fonction lorentzienne
(lignes pleines noires). (c) Diagramme de stabilité de charge. |S21| sondé à la
fréquence de résonance du résonateur en fonction de V1 et V2 sur les grilles. La
tension de la grille centrale est fixée à VC = 0.5V. (d) Micrographie électronique à
balayage de la région des bôıtes quantiques et la configuration des tensions sur les
grilles pour mesurer le diagramme de stabilité de charge.

du résonateur, mesuré en transmission toutes les 1.8 seconde, est montré sur la
Figure 5a, b. On distingue trois étapes : (i) de t = 0 à t ∼ 18 s, le laser est
éteint et le spectre reste inchangé. (ii) le laser est ensuite allumé entre t ∼ 18 s
et t ∼ 36 s, ce qui entrâıne une diminution de la fréquence de résonance et une
augmentation de la largeur de sa raie de résonance, et donc de ses pertes. (iii)
Le laser est enfin éteint pour t > 36 s, la fréquence de résonance et la largeur de
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raie ne retournant que partiellement vers leurs valeurs initiales. Ces observations
résultent d’un changement de la capacité et des pertes résistives du résonateur après
illumination. Cela indique que des charges permanentes sont créées dans le substrat
non dopé.

Afin de vérifier qu’une partie des charges créées a effectivement été piégé dans
les bôıtes quantiques après illumination, nous effectuons une mesure du diagramme
de stabilité de charge de la double bôıte. Pour cela, nous balayons les tensions
V1 et V2 appliquées sur les grilles et nous mesurons le coefficient de transmission
S21 du résonateur à sa fréquence de résonance. Au lieu d’un diagramme de double
bôıte montrant une structure en nid d’abeille, nous observons (voir Figure 5c, d) un
diagramme en bandes inclinées à environ -45° ; ces bandes séparées par des chutes de
S21 traduisant l’effet tunnel d’une unique charge sont caractéristiques d’une unique
bôıte quantique couplée aux deux grilles. Bien que le régime de double bôıte n’ait
pas été atteint sur ce premier essai, ces résultats sont une preuve de concept de la
nouvelle architecture proposée : des trous ont bien été introduits dans une bôıte
quantique par illumination, et la boite progressivement vidée par augmentation des
tensions de grille. Cette avancée fournit un outil supplémentaire pour l’adressage
de spins de trou uniques dans des bôıtes quantiques.

Conclusion

Dans l’ensemble, les deux méthodes présentées dans cette thèse ouvrent de nouvelles
voies pour le développement de la résonance paramagnétique électronique (RPE)
ultime et pour le traitement quantique de l’information à base de spins individuels.
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Chapter 1

Introduction

The mysterious but fascinating “reshaped” lights transmitted or reflected from crys-
tals offer a glimpse on the astonishing nature of light-matter interaction in the early
age of scientific discoveries, and their spectacular colorfulness foreshadows the vivid
and prosperous research subdomains and applications today. The birth of quantum
mechanics at the beginning of 20th century brought a new frame for understanding
both light and matter. The concept of light quanta or photons, introduced by A.
Einstein, describes the minimum indivisible packet of energy contained in the elec-
tromagnetic field. Meanwhile, as basic building elements for matter, atoms manifest
themselves with discrete or quantized energy levels, and reveal a new non-classical
degree of freedom inherent to particles: their spin. To study the quantum interaction
between light and matter, a research field called cavity quantum electrodynamics is
developed in atomic physics [9], and its derivative, circuit quantum electrodynam-
ics (cQED)[10, 11], expands the same concepts to solid-state systems with artificial
atoms and resonators made of electronic circuits. The cQED concepts, applicable to
various systems, provide powerful new tool kits for addressing individual quantum
objects such as spins and photons, which can then be used for sensing other existing
objects or for carrying quantum information to be processed. We present in this
introduction the motivation of the experimental Ph.D. work, as well as the general
concepts and challenges of quantum sensing and quantum computing. Then among
several possible candidates for the physical realization in today’s quantum technolo-
gies, we focus on specific hybrid spin-photon systems utilizing the cQED platform.
Finally, a brief presentation is given about the two different spin-photon coupling
schemes and measurement approaches, which compose the two major parts of this
thesis work.

1.1 Quantum technologies: sensing and comput-

ing

1.1.1 Detecting quantum objects

“What are the non-classical aspects of the objects governed by the principles of
quantum mechanics and how can we access them?” are the questions we never cease
to ask since the moment when scientists stepped out of the well-established edifice
of classical physics. Light and matter belong to these objects which went through a
long journey of observation, understanding, and later on, manipulation. They were
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CHAPTER 1. INTRODUCTION

sort of “entangled” (in a non-quantum manner) in the long history of science, where
one is used to study the other or vice versa. There are examples such as iridescent
colors converted from white light through a prism demonstrated by I. Newton in
1660s, intriguing fluorescence light generated from special trees or crystals[12], and
spontaneous emission of excited atoms. Quantum theory not only gives better un-
derstandings and explanations of these phenomena, but also promises a new realm
for exploration. The continuous pursuit for the non-classical aspects of light and
matter leads to scientific discoveries and drive the development of technologies to
conduct measurements in a regime which could not be imagined before. Quantum
sensing is a field developed to detect the objects behaving quantum mechanically
or to use these quantum objects to perform measurements with improved detection
limit or accuracy.

Visible light or microwave radiation, i.e. the electromagnetic field at different
frequency, has a wave-like nature which has been exploited and widely developed
into a mature domain known as telecommunications. Meanwhile, it also possesses a
particle-like nature and its energy is composed of discrete chunks corresponding to
the so-called photons. The electromagnetic field containing exactly one photon is
probably one of the most typical representatives of a true quantum state, given that
no analogy can be found in a classical world. The quantum nature of a single photon
also makes it favorable as a probe for acquiring information from other quantum
objects. In addition to this discreteness, the quantumness of a single- or few-photon-
Fock states lies also in the relentless vacuum fluctuations and quantum field noise
predicted by the quantum description of electromagnetic field. In this framework,
vacuum is not completely void and half a photon energy in the background always
exists for a given mode, whose observable (e.g. electric field or magnetic field) thus
appears with zero expectation value but non-zero variance. The intrinsic noise from
vacuum fluctuation imposes challenges for the detection of a single photon from its
field observables. However, quantum theory allows any change of measurement basis,
so that the detection can be switched to the energy or photon-number basis, where
the outcome is definite: one for single-photon state and zero for vacuum. Since
the energy of vacuum quantum fluctuation cannot be transferred to any detector
and thus does not generate any photon-detection noise, this strategy can lead in
principle to an infinite Signal-to-Noise Ratio (SNR), despite the existence of field
noise, surprisingly.

There are various approaches for the implementation of optical single-photon
detectors [13], such as photomultiplier tubes (PMT) [14], single-photon avalanche
photodiodes [15], or superconducting nanowire single-photon detectors (SNSPD)
[16]. It is reasonable to expand such detection to the microwave domain, which is
usually described by voltages and currents in electronic circuits. However, access to
the hidden discreteness of microwave energy sounds much more difficult because of
its 5-orders-of-magnitude lower energy scale compared to optical photons. This huge
difference makes it less effective to trigger measurable macroscopic effect and indeed
imposes particular challenges for the detection of microwave photons. To tackle the
challenge, new cQED schemes have been introduced, in which a multi-level artificial
atom interacts with the incoming microwave. In particular, one idea is to map an
incident microwave photon to the excited state or to the phase of the superposed
states of this artificial atom, which can then be read-out easily [4, 17, 18]. This all
circuit-based approach provides a large flexibility for engineering the detector.
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1.1. QUANTUM TECHNOLOGIES: SENSING AND COMPUTING

Apart from photons, another large family of quantum objects are atoms. In-
deed, quantum physics was born in the search for the explanation of “why do atoms
absorb and emit light only at certain frequencies?” The answer is in the quantized
energy levels of the electronic structure of atoms. This concept also applies to macro-
scopic electronic circuits, which were considered as classical till the demonstration
of the quantum behavior and the existence of quantum levels for a current-biased
Josephson junction [19]. The quantum control of an electrical circuit, with notice-
ably the preparation of superpositions of distinguishable states of the circuit, was
later demonstrated on the Cooper-pair box circuit [20, 21, 22]. This first artifi-
cial atom circuit had a rich legacy in terms of quantum circuits, including the now
ubiquitously used transmon qubit. New methods for controlling this new type of
quantum systems were needed. They were often inspired from existing quantum
control techniques, noticeably magnetic resonance developed for controlling spins.

In the atomic structure, the discovery of spin (quantized intrinsic angular mo-
mentum) is probably one of the biggest milestones along the establishment of quan-
tum mechanics. Subjected to magnetic field, electrons and certain atomic nuclei
reveal extra energy levels or quantized magnetic moments. They can absorb or emit
electromagnetic radiation, resulting in the change of magnetic moment from one
state to the other. This leads to the birth of magnetic resonance [23, 24], later on
evolving into two major subdomains: electron spin resonance (ESR) and nuclear
magnetic resonance (NMR). The methodological development of these two domains
based on the intrinsic degree of freedom of electrons and nuclei has far-reaching
influence until today.

ESR spectroscopy (one of the main methods used in this work), provides means
to identify and manipulate paramagnetic impurity species, and to study their in-
teractions with the environment, with applications ranging from chemistry, biology
to quantum computing [25, 26]. However, due to its limited signal-to-noise ratio, it
gives access only to quantities averaged on ensembles of spins. To better understand
the organization of matter at an atomic scale and to manipulate individual spins,
single-spin detection sensitivity is required. The detection of single spin has been
reached by using spin-dependent photoluminescence [27, 28, 29], transport measure-
ments [30, 31, 32, 33], and scanning-probe techniques [34, 35, 36]. Different from
these existing methods, we explore in this thesis two distinct but related approaches
for single spin manipulation and detection; these approaches are applied to two dif-
ferent material systems, but involve similar hybrid cQED platforms. In both cases,
microwave photons are used to detect a spin, light and matter being entangled in a
quantum way.

Once a single spin can be addressed, it can be turned itself into a new detector
or a quantum sensor to study its environment with atomic precision. For example,
the electron spin of diamond defects can be used to probe remotely the surrounding
carbon nuclear spin bath [37, 38, 39], to reach atomic imaging with spatial recon-
struction and high spectral resolution for a cluster of nuclear spins [40]. Furthermore,
one can imagine obtaining structural information about molecules with such a quan-
tum sensor based on spin probes or labels (stable paramagnetic compounds added
or covalently bound to a molecule) [41, 42]. Quantum sensing gives thus access to
an unprecedented world, with potential applications in physics, chemistry and even
biology.
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1.1.2 Quantum information processing

A switch or transistor in either an ON or OFF state for electrical current is known
as a “bit” encoding either 1 or 0, and is commonly used to represent information.
Classical computation processes classical information formed from streams of bits.
Today’s computer contains billions of transistors integrated on a processor chip and
the information processing is realized by manipulating the bits or states of transistors
through electronic circuits, resulting in certain logical operations. Since the world is
fundamentally governed by quantum mechanics, a natural extensive question to ask
is “what is the information contained by a quantum object and what can be done
to process this type of information?”. The answers to these questions lead to the
new realm of quantum information processing or quantum computing.

The simplest quantum object is a two-level quantum system such as an electron
spin. One can encode information in its two basis states |0⟩ and |1⟩ and call it a
quantum bit or qubit. Contrary to a classical bit being either in its 0 or 1 state,
quantum mechanics allows the state |ψ⟩ of a qubit to be in any arbitrary superpo-
sition |ψ⟩ = a|0⟩ + b|1⟩ of its two basis states, where a and b are complex numbers
satisfying |a|2+|b|2 = 1 and determine the probability of measuring the qubit in state
|0⟩ and |1⟩ respectively. The manipulation on a qubit can “parallelly” modify both
coefficients. As for two qubits, the whole system state (a|00⟩+ b|01⟩+ c|10⟩+d|11⟩)
lives in a 4-dimensional Hilbert space. In particular, a state a|00⟩ + b|11⟩ is called
an entangled state and shows a strong correlation between the two qubits. In a N
qubit system, the state can be any arbitrary superposition of the 2N basis states,
whereas the state of a classical N bit system needs only N booleans to be deter-
mined (N dimensions). This exponential increase of space dimension and quantum
entanglement are the unique properties of quantum system, and are at the heart of
their power to treat information.

For processing quantum information encoded in qubits, new algorithms need to
be devised to make use of the quantum properties pointed out above. In 1985,
Deutsch and Jozsa firstly proposed a quantum algorithm demonstrating “quantum
parallelism” and quantum speed-up in solving a problem more efficiently than a
classical computer [43]. The first influential quantum algorithm was proposed by P.
Shor in 1994 for factoring integers [44], outperforming the best known classical ones
exponentially faster as the number of digits increases. Later on L. Grover proposed
a search algorithm showing that searching a target in an unstructured dataset of N
elements can be performed with a number of algorithmic steps of order

√
N instead

of N for a classical search [45].
Though an advantage of quantum computer has been demonstrated theoreti-

cally, the fragility of quantum information in real systems subject to decoherence
by their environment hinders the physical implementation of a quantum processor
in practice. Maintaining the quantum coherence of many physical qubits during a
time sufficient for running an algorithm is very difficult. It will require not only
qubits with very long intrinsic coherence times, but also error correction schemes
based on redundancy of quantum information in several hardware qubits per single
logical qubit. Up to today, a fully functional quantum processor with thousands of
highly coherent qubits has not been demonstrated yet. But there are many possible
candidates for implementing physical qubits. In principle, any two-level quantum
systems or multi-level systems with selectively addressable two levels can be used
as qubits. The promising platforms nowadays are superconducting circuits [46, 47],
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solid-state spin qubits [48], trapped-ions [49], neutral atoms [50, 51] and photonic
systems [52, 53]. Each system has its own advantages and drawbacks, requiring
specific techniques for manipulation as well.

Among these candidates, superconducting qubit circuits and spin qubits are two
prominent solid-state platforms. Quantum information encoded in these circuits
and processed in cQED architectures offer a high versatility for engineering and
controlling many parameters, such as the qubit transition frequency, the type and the
strength of qubit-qubit interaction [1], etc. By exploiting conventional lithography
and other fabrication techniques in microelectronics industry, scaling up physical
qubits to a large number should be much more feasible compared to other systems,
as demonstrated by the 433-qubit chip recently announced by IBM [54]. In recent
improvements [55, 56], superconducting qubit coherence time has reached an order
of magnitude of one milisecond. However, this finite time is still limiting the fidelity
and usefulness of noisy intermediate-scale quantum processors (NISQ).

On the contrary, solid-state spin systems have much longer coherence time com-
pared to superconducting circuits. This is the case for electron and nuclear spins of
donors in silicon [57, 58], nitrogen-vacancy centers in diamond [59], and rare-earth
ions in specific host crystals [60]. They all have reported coherence time of the
order of a second. However, spins, being individual atomic-scale quantum objects,
are difficult to address and to entangle with each other, though proposals have been
made to implement large-scale spin-based architecture for quantum computing [61,
62].

In order to combine the advantages of different systems and platforms, hybrid
quantum system have been proposed [63, 64, 2]; these proposals could lead to novel
approaches for quantum technologies and to new regimes for exploring physics. Our
work is part of this effort on hybrid platforms.

1.2 Hybrid quantum systems

The integration of different solid-state systems, such as macroscopic superconducting
circuits and microscopic electrical charges and spins in semiconductor or insulator,
will bring new perspectives for both quantum computing and sensing.

For example, one can imagine an architecture where superconducting qubits,
as computing unit with fast control, are coupled to spins ensembles, as memory
units with long coherence time. A proof-of-concept of such a spin memory was first
demonstrated in a spin ensemble of nitrogen-vacancy centers in diamond [65], with
the storage, and the subsequent retrieving, of a superposed state of a qubit in the
collective excitations of the spin system.

As for sensing, the detection of spins through their emitted microwave photons is
a good example of hybrid system. Normally, spontaneous emission of radiation from
spins is negligible compared to other non-radiative decay processes (an excited spin
in vacuum will emit one photon every 300 million years), due to the weak interaction
between the magnetic dipole of spin and electromagnetic field. However, by strongly
coupling spins to a superconducting resonant circuit, their radiative emission rate
can be drastically enhanced (this is the celebrated Purcell effect discussed further
below), and become the dominant spin relaxation mechanism [3]. This thus allows
us to control spin relaxation, and opens a new route for spin detection using their
microwave fluorescence signal [5].
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Here, in this thesis, we use the Purcell effect and microwave fluorescence to
address single spins with superconducting circuits. The capability of control and
measure single spins will not only allow the detection of individual spins, but also
enable the essential qubit-readout process for spin-based quantum computing. The
hybrid systems, involving microwave photons in quantum circuits and spins, are
built on a cQED framework which will be discussed in this section.

1.2.1 Quantum circuits and spin systems

Superconducting quantum circuits

Superconducting electronic circuits can be arranged in a way resembling an optical
resonant cavity, which is a device used to tame electromagnetic radiation in free
space into a spatially confined system. The cavity or resonator acts as a box, with
walls defined by the mirrors. Photons, reflected back and forth in this box, can be
trapped inside with a high energy density and a long lifetime. The residual losses
of the walls as well as their transparency determine how long the photons can stay
in the cavity before being lost or leaking out. Different from optical cavities, su-
perconducting resonant circuits operate at microwave frequencies. In this frequency
range, the simplest ”box” for microwave photons is a lumped-element LC resonator
circuit made of one capacitor and one inductor (see Figure 1.1a).

But effective LC resonators can also be obtained by distributing their inductance
and capacitance along a transmission line. An example is a half-wavelength coplanar
waveguide resonator. As shown in Figure 1.1b, this type of circuit is a 2D version
of a coaxial cable (transmission line) with a central conductor in the middle and
ground plane on both sides. The input and output ports are formed by two small
gaps in the central line acting as mirrors with finite transparency for microwave.
The microwave entering the circuit is reflected back and forth on both ends and
therefore is confined in it. The fundamental resonant mode is a half wavelength
between the two gaps, with a maximum of electric field at the gaps.

Both lumped-element and distributed resonators can be modelled by a quantized
harmonic oscillator with a resonant angular frequency ω0, being also the energy of
one resonator photon divided by ℏ (reduced Planck constant), as shown in Fig-
ure 1.1d. At millikelvin temperatures, the resonator energy-level spacing or photon
energy is larger than the thermal fluctuation and quantum effects can prevail. The
resonator can absorb and re-emit single photons when coupled to other quantum
objects able to emit photons, e.g. spins. In the other limit, when the resonator
is addressed by classical signals, its quantum dynamics that follows the correspon-
dence principle is fully classical, and the discrete nature of its energy levels cannot
be observed. For observing the quantum behavior of a quantum circuit based on a
harmonic resonator, a non-linear element ensuring it does not follow the correspon-
dence principle is thus needed, such as the Josephson junction already used in the
first quantum circuit experiments.

A Josephson junction is a tunnel junction with superconducting electrodes sep-
arated by a thin insulating layer across which electrons can tunnel, which couples
their superconducting phases. From the electrical point of view, this component
can often be considered as a non-dissipative non-linear inductor whose inductance
depends on the current through it [66]. The smaller the Josephson critical current,
the larger the inductance. The most widely used superconducting artificial atom
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Figure 1.1: Schematic of different types of quantum circuits. (a) Lumped-
element LC resonator formed by an inductor (red) and an interdigitated capacitor
(blue). φ is the reduced phase across the inductor. (b) Half-wavelength coplanar
waveguide (made from a central conductor and ground plane) resonator bounded by
two separated gaps of capacitance Ck in the central conductor. The green arrows
depict the electric field distribution of the resonator fundamental mode. (c) A
transmon qubit formed by one capacitor and one Josephson junction (green dash
box). The light and dark blue represent the two capacitor pads of the qubit, the red
the insulator in the overlap region. φ is the reduced phase across the junction. (d)
Anharmonic oscillator and unequal energy level spacing of the transmon, resulting
from the nonlinearity of Josephson junction. The gray dash line represents the case
of a harmonic oscillator with the same resonant frequency ω0 (simple LC circuit and
transmission line resonator).

nowadays, namely the transmon, [67, 68], consists of a small Josephson junction
that provides a non-linear inductance connected in parallel to a capacitance. The
inductance and the capacitance are adjusted for placing the resonance frequency
(LC)−1/2 in a convenient frequency range (typically between 5 and 15 GHz). The
anharmonicity introduced by the Josephson junction makes the resonator anhar-
monic, see Figure 1.1c, d. The energy spacing between the ground state and the
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first excited state being different from the one between the first excited state and
the second excited state, one can selectively address the two lowest levels of the
system with microwave coherent signals, see Figure 1.1d. The possibility of tuning
the circuit parameters by engineering and of manipulating the circuit states as for
natural atoms with lasers makes the circuit a true artificial atom.

In this thesis work, lumped-element LC circuit, distributed coplanar waveguide
resonator and transmon qubit are all involved, which will be discussed in detail in
the corresponding experiments.

Spin systems

Different forms of electronic spins in solid-state systems exist, and the four main ones
are shown in Figure 1.2 : (a) spins in quantum dots, (b) spins of rare-earth ions, (c)
spins of donors in semiconductors, (d) spins of more complex crystal defects.
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Figure 1.2: Different types of solid-state spin systems. (a) Electrostatic-
gate-defined double quantum dot. (b) Rare earth ion in an insulating crystal (e.g.
Er3+ : CaWO4). (c) Donor atom in semiconductor (e.g. phorsphorus in silicon).
(d) Crystal point defect (e.g. nitrogen-vacancy center in diamond).

The most widely investigated case is that of charge carriers in semiconductors
(such as Si and GaAs), either conduction band electrons or valence band holes. Both
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of these carriers have a spin degree of freedom (1/2 for both electron and light hole,
and 3/2 for heavy hole). Since these carriers are free to move in semiconductors,
one can trap and control a few of them by creating a box with an electrostatic
potential, in which the number of charges is adjustable. A conventional approach
is to start with a sheet of electrons or holes confined at a semiconductor interface,
namely a 2-dimensional electron gas (2DEG) or hole gas (2DHG), and to deplete
the regions where the carriers are not wanted using biased electrostatic metal gates
above. The remaining island of carriers contains a finite number of charges, which
can in principle be tuned down to one. This type of devices with confinement in all
three dimensions is called electrostatic gate-defined quantum dots (see Figure 1.2a).

Two other categories of spins are impurities that keep their spin in a host crystal,
including some dopants in semiconductors and rare-earth ions in various crystals (see
Figure 1.2b,c). They are both impurities substituting an atom on regular atomic
sites in the crystal structure, but the physics is quite different. The unpaired extra
electrons of dopants (as phosphorus in silicon for instance) is the origin of measurable
spins, whereas rare-earth ions have more complex electronic structure and some
transitions under certain conditions can be treated as effective spins detectable by
ESR spectroscopy.

The fourth category of spins is the crystal point defects, such as nitrogen-vacancy
centers in diamond (see Figure 1.2d).

In this thesis, we will deal with two systems: rare earth ions in insulator (erbium
ions in CaWO4) and holes in semiconductor quantum dots.

1.2.2 Circuit quantum electrodynamics with spins

Quantum interactions between light and matter have been investigated in great
details in the framework of cavity quantum electrodynamics (cavity-QED). A single-
mode electromagnetic field mode with frequency ω0 that is confined inside a resonant
cavity and forms a quantized harmonic oscillator. An atom modeled as a two-level
system with a transition frequency of ωs placed in this cavity is coupled to the
electric field on the electromagnetic mode. In addition, the cavity can dissipate
energy in its walls and/or be pierced by holes to exchange electromagnetic field
with free space outside, as sketched in Figure 1.3a. The full model of cavity-QED
describes the interaction between the atom and the field in any regime: at a single
photon level, at the level of a macroscopic coherent field, whether both objects are
in resonance or not.

Whereas in free space the excited atom would always return spontaneously to its
ground state by radiative emission of a single photon propagating away, the situation
is different in cavity-QED: The atom can only relax radiatively if it is resonant with
the cavity (ω0 = ωs) or, in the opposite case, if the cavity has losses in its walls or can
leak outside. In the resonant or nearly resonant case, the spontaneous emission rate
can be largely enhanced, as demonstrated by Purcell in 1946 [69]. This effect can be
used to control the lifetime of atoms [70] and even make the spontaneous emission
become the dominant relaxation mechanism for spins in solid, whose dominant decay
mechanism is usually non-radiative [3]. Moreover, in the strong coupling regime [71,
11], that is when the interaction strength g0 between atom and cavity exceeds both
the atom decay rate Γ and the cavity decay rate κ, a single excitation (photon) can
coherently oscillate between the atom and cavity, a phenomenon known as vacuum
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Rabi oscillation.
On the contrary, when the atom frequency is detuned from the cavity frequency

(ω0 ̸= ωs), the spontaneous emission of the atom can be greatly suppressed, because
the photons to be emitted cannot fit in the cavity. In such situation, the atom keeps
its coherence and the remaining interaction between the atom and the cavity has a
coherent effect on both components. Specifically, when the atom-cavity frequency
detuning ∆ = ωs − ω0 is much greater than their interaction strength g0, the dis-
persive regime is reached, and the remaining atom-cavity coupling now makes the
cavity frequency dependent on the state of the atom, which provides a method for
measuring its state by probing the cavity [10].
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Figure 1.3: Schematic of cavity-QED (a) and circuit-QED (b) system. A
two-level real atom (a) or transmon artificial atom (b) exchanges energy coherently
with a resonant cavity (a) or a resonator circuit (b) at rate 2g0. The atom decays
through the cavity at rate Γ.

In general, the physics of cavity QED can be used to describe any two-level
system interacting with a bosonic system (e.g. photons, phonons, magnons, etc).
Its concept can be generalized in a common framework applicable to many systems,
such as real atoms in a resonant microwave cavity [72], trapped-ions coupled to their
motional degrees of freedom [73], quantum dots coupled to semiconductor optical
cavity [74, 75], as well as circuit QED (cQED) systems introduced above [11], for
which a circuit-based artificial two-level atom is coupled to an on-chip resonator or
a 3D cavity.

Although in 2004 cQED began just as a circuit-based derivative of cavity QED
experiment (see Figure 1.3b), nowadays it has largely extended to a powerful plat-
form useful for a big range of solid-state physical systems. Indeed, cQED is par-
ticularly favorable for addressing fundamental quantum objects in advanced hybrid
quantum systems made thanks to the design versatility offered by lithography fabri-
cation techniques and microwave engineering. Over the previous decade, the cQED
toolbox has brought powerful tools for controlling various hybrid quantum systems,
e.g. the quantum control of on-chip surface acoustic phonons [76], the detection of
quanta of collective spin excitations (magnons) from ferromagnet [77], single-shot
detection of a single magnon [78], the coherent manipulation of Andreev states [79],
the strong coupling between single microwave photon and charges confined in gate-
defined semiconductor quantum dots [75, 80, 81], the all-microwave control and
readout of quantum dot charge qubits [82], and also the subject of this thesis work,
addressing spins with superconducting circuits, which can be used to perform ESR
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spectroscopy for spin detection [83, 5, 6] or to create a spin-photon interface for
spin-based quantum computing [84, 85, 86].

The essential part in addressing spins with cQED is to couple them to the elec-
tromagnetic field confined in a resonant circuit. The two possible coupling schemes
are shown in Figure 1.4. Since spins are intrinsic magnetic dipoles, this coupling
arises naturally with the oscillating magnetic field in the resonator (scheme I). On
the contrary, spins do not couple directly to the electric part of the field. However,
if the spin particle also carries a charge and is movable (e.g. electrons and holes in
semiconductors), the resonator oscillating electric field can indirectly couple to the
spin (scheme II) in two cases: when a dc magnetic field gradient is applied to the
system so that the resonator electric field moves the spin in the gradient, thus show-
ing to the spin an apparent variable magnetic field; and when intrinsic spin-orbit
interaction exists for the spin in its host crystal. Scheme I is normally in the weak
coupling regime, while scheme II can reach strong or barely strong coupling regime.
We will discuss these two coupling schemes more in detail in the next sections, which
form the two major parts of this thesis.

g0

B

E

g0

Scheme I Scheme II

Direct magnetic 
coupling

electric coupling
           +
spin-orbit interaction

+

+

+

Thesis part I Thesis part II

Figure 1.4: Two coupling schemes between a single spin and the electro-
magnetic field in a resonator. (i) Magnetic dipole of spin couples directly to
the magnetic field of the resonator. (ii) The spin couples indirectly to the resonator
through the motion of its charge under an electric field and spin-orbit interaction.

1.2.3 Addressing spins with magnetic coupling

Magnetic dipole coupling is the most straightforward approach for detecting param-
agnetic species in a certain volume since the birth of magnetic resonance. However,
due to the extremely small magnetic dipole moment of spin, ESR detection nor-
mally relies on collecting the signal of a large spin ensemble. The conventional
methods are either using continuous wave to measure absorption or using pulses to
excite spins to a superposition of up and down so that the ensemble builds up a
transient transverse magnetization and radiates cooperatively a detectable coher-
ent field. Detecting these reflected or re-emitted fields gives the information about
the spin ensemble transition. A commercial ESR spectrometer reaches nowadays a
sensitivity of ∼ 109 spins for a measurement time of one second. By using high-
quality-factor superconducting resonators in a cQED setup operated at millikelvin

19
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temperatures and quantum-limited microwave amplifiers, the ESR sensitivity has
been pushed to about one hundred spins with an integration time of one second,
despite the small coupling strength between spin and field in cavity (55 Hz in the
reported geometry of ref. [83]). This sensitivity reaches the fundamental limit de-
termined by quantum fluctuations of the electromagnetic field, beyond the limit of
thermal or instrumental noise.

Even if electromagnetic field quantum fluctuations set the ultimate limit of
signal-to-noise ratio in field detection, one can still bypass this limit by changing
the detection method to energy-based measurement. With the aim of detecting few
spins and eventually a single spin, measuring the energy or number of photons emit-
ted by the spins present a winning advantage. Indeed, when a single excited spin
emits eventually one photon, the corresponding signal on the field quadratures is
spoiled by the 1/2 photon vacuum quantum noise in total. On the contrary, this 1/2
photon noise energy cannot manifest itself in an energy detector. A single photon
detector can thus give a definite binary answer about whether a photon arrives or
not (with an infinite signal-to-noise ratio in principle), and help reach single spin
sensitivity.

Figure 1.5: Principle of the first experiment in this thesis: Single spin
spectroscopy by microwave photon counting. An individual electron spin
(shown in its ground state as a red arrow) embedded in a crystal is excited by a
microwave pulse (black pulse and arrow); it then relaxes back to its ground state
by emitting a microwave photon (green wiggly arrow and outgoing green pulse),
which is routed via a circulator towards a microwave photon counter based on a
superconducting transmon qubit. To enhance its radiative rate ΓR, the spin is
coupled magnetically to the mode (shown as orange concentric circles) of a high-
quality-factor superconducting planar microwave LC resonator (in orange). The spin
frequency is tuned to the resonator by application of a magnetic field B0 parallel to
the resonator plane.

20



1.2. HYBRID QUANTUM SYSTEMS

The photon-counting method for detecting a single Er3+ ion has already been
demonstrated with optical transition [87, 29]. Performing an ESR experiment using
an optical detection has been successfully applied on a hand of spins, noticeably the
celebrated NV centers. Performing true ESR spectroscopy experiments in the mi-
crowave range using a photon-counting detection scheme requires a practical Single
Microwave Photon Detector (SMPD). The demonstration of this new ESR detection
scheme with a SMPD counting fluorescence photons was first reported in ref. [5],
with a detection sensitivity of about one thousand spins in one second, still far away
from single-spin sensitivity.

Setting up an improved version of this pioneering work, including superior cQED
resonator design, spin sample, SMPD performance and experimental setup, we fi-
nally reach this milestone: single electron-spin-resonance detection by mi-
crowave photon counting. My personal contribution to this work mainly con-
sisted in designing and making the resonator and the sample, whereas another PhD
student, Léo Balembois, mainly worked on the SMPD and on the experimental
setup.

The principle of our experiment is shown in Figure 1.5. The spin in a crystal is
coupled to the oscillating magnetic field generated by the inductor of a supercon-
ducting resonator on top of the crystal. The spin is excited by a microwave pulse and
then decays back to its ground state by radiating a microwave photon at a rate en-
hanced by the Purcell effect. This emitted photon is detected by a superconducting-
qubit-based SMPD with low dark count noise, thus enabling single-spin resolution.
However, the weak spin-resonator coupling strength and the limited overall SMPD
efficiency do not allow us to perform single shot detection of an excited spin (i.e.
high fidelity single photon detection after a single spin excitation pulse). The first
part of the manuscript is dedicated to this experiment.

1.2.4 Addressing spins with electrical coupling

Spins being quantum magnetic dipoles, they do not couple directly to an electric
field by nature. But many particles, carrying a spin, happen to also carry an electric
charge. Moving electrically such particles in a magnetic field gradient is thus an
indirect way to control their spin. Another case is the intrinsic spin-orbit interaction
(SOI) of charge carriers in solids, which couples the spin degree of freedom of the
carriers to their momentum. These effects lead to the method of Electric Dipole
Spin Resonance (EDSR) for controlling the magnetic moment of spins with electric
field.

The first experimental observation of EDSR was performed with the conduction-
band electrons in indium antimonide (InSb), a semiconductor with large intrinsic
SOI [88]. With the development of technologies in semiconductor industry and
nanoscale device fabrication, it becomes feasible to use electrostatic metal gates to
isolate and confine a single electron on a tiny island, known as quantum dot, which
also gives access to single electron spin. The electrostatic gate-defined quantum dot
provides a build-in controllability over the charge in the dot, and is therefore an
ideal system to manipulate spins by EDSR. To make it work, two key ingredients
are necessary: a structure capable of moving charges in a controllable manner, and
SOI with large coupling strength. A typical architecture for implementing the first
ingredient is a double quantum dot, where a double potential well is created and the
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charge is shuffled back and forth between the two wells using an applied oscillating
electric field. The second ingredient can be realized either through intrinsic SOI
(by choosing a proper material system with large build-in intrinsic SOI) or through
synthetic SOI (by applying a permanent magnetic field gradient, with a micromagnet
for instance).

Though the SOI of bulk electrons in GaAs or Si is too small to induce spin
rotations, some special materials and particular confinement geometries can lead to
large SOI strength, as in InAs nanowires [89]. As for introducing synthetic SOI, the
integration of a micrometer-size ferromagnet close to a quantum-dot device has been
proven to be a practical and efficient method [90]: a static magnetic field difference
is created between the two dots of the double-dot, and the spin feels an effective
oscillating magnetic field while being shuffled back and forth between the dots.

However, the two methods present drawbacks: relying on intrinsic SOI for con-
trolling electron spin imposes particular constraints on the choice of material sys-
tems, and micromagnets for synthetic SOI brings engineering complication for de-
vice fabrication. To bypass these drawbacks, we choose to work on a new type of
spins: hole spins. Originating from the absence of an electron of the valence band,
such a hole is a quasi-particle with positive charge and spin 1/2 or 3/2 (1/2 for
light holes and 3/2 for heavy holes). The most noticeable feature of hole spin is
its strong intrinsic SOI, even in the materials where SOI is normally negligible for
electrons [48]. Therefore hole spin can be manipulated electrically in the most com-
mon semiconductor materials, such as Si, Ge and GaAs, without the complication
of incorporating micromagnets [91, 92, 93].

Addressing spins electrically in quantum dots requires good control and readout
of their charge. cQED is very well suited for both of these functions. Different
from conventional transport measurement, it brings an all-microwave approach for
manipulating and detecting charges. cQED-based charge detection has already been
demonstrated for electron systems [8]. With the integration of micromagnets, single
electron spin detection has been reached [84, 85, 86]. Here we will adopt the same
detection architecture for holes. As shown in Figure 1.6, one end of a half-wavelength
coplanar waveguide resonator (where the electric field is maximum) is extended
near one control gate of the double dot. The quantum fluctuations of the resonator
electric field (voltage δV ) couples to the motion of the hole between the dots, which
couples to the spin due to the large intrinsic SOI of the hole. The resulting large spin-
resonator interaction strength g0 (strong or barely strong coupling) makes it possible
to control the spin state and to read it out dispersively (possibly in a single shot) with
simple microwave pulses applied to the resonator. This dispersive readout [8] relies
on the change of the resonator effective capacitance and thus resonator frequency,
depending on the charge location in the double-well and its spin state.

This all-microwave readout approach for spins with cQED lead us to envision
a novel scalable architecture for hole-spin qubits in quantum dots, which does not
rely on conventional charge transport. Our key idea is the following: instead of
filling the dots by transferring holes from a charge reservoir, we propose to create
electron-hole pairs by optical illumination on the semiconductor, to accumulate the
corresponding holes beneath dots’ electrostatic gates, and consequently fill them.

In this new proposal, the device complexity is largely reduced. The novelty and
advantages can be summarized as follows:

• Quantum dots are initialized by trapping charges from simple illumination.
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Figure 1.6: Principle of the second experiment in this thesis: Towards
addressing a single hole spin in a double quantum dot initialized by illu-
mination. Infrared light creates electron-hole pairs in the substrate (gray) and the
bias applied to the electrostatic gates (green) traps the holes and forms a double
quantum dot beneath. The central conductor of a coplanar waveguide resonator
(blue) is extended near one of the quantum dot gates. The voltage fluctuation δV of
the resonator is coupled to the charge hopping inside the double potential well. This
allows the control and dispersive readout of charge and spin states using microwave
pulses (orange). A static magnetic field B0 is applied in the resonator plane.

• The substrate can be undoped.

• Ohmic contacts (required for transport measurements) are no longer needed.

• Only two accumulation gates are required for creating a double quantum dot.

• Charge detection can be performed by microwave pulses using a cQED archi-
tecture.

Figure 1.6 shows this newly proposed spin qubit platform with optical-electrostatic
initialization of quantum dots and microwave dispersive readout for charges and
spins. Furthermore, this platform can also be used for interfacing solid-state qubits
and optics. The second part of the manuscript will be dedicated to a proof-of-
concept of charge detection within this new proposal, which is a prerequisite step
towards the detection of a single hole spin.

1.3 Outline of the thesis

My thesis work consisting of two distinct experiments, the present manuscript is
naturally divided in two parts (with several chapters each). In these two cQED
experiments, spins are addressed either magnetically or electrically. The common
ground and links between the two experiments have just been presented in this
Chapter 1.
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CHAPTER 1. INTRODUCTION

In the first part, we expose how we control and detect individual spins of erbium
dopants in a host crystal CaWO4 through magnetic coupling to a resonator and
single-microwave photon detection and counting. We begin this part in Chapter 2
with theoretical background and necessary conceptual tools for understanding the
experiment. In Chapter 3, we describe the implementation of the devices and ex-
perimental setup involved in this experiment, as well as basic characterizations of
the devices. Chapter 4 then focuses on spin spectroscopy by fluorescence detec-
tion, going from spin ensemble to single-spin-resolved measurements. In Chapter 5,
time-domain measurements are presented for individual spins.

In the second part, we aim at detecting hole spins in electrostatic gate-defined
quantum dots formed in AlGaAs/GaAs heterostructures, by electric coupling to a
resonator and dispersive readout. Along this cQED idea, we explore a novel ar-
chitecture for creating and measuring quantum dot devices. We begin this part in
Chapter 6 with theoretical background and necessary conceptual tools for under-
standing the experiment. In Chapter 7, we describe the experimental setup and
the devices involved in this experiment. In Chapter 8 the characterization results
regarding resonator under different situation and the experimental results on charge
detection of quantum dots are presented. These results are a key step towards single
spin detection and manipulation in quantum dots with cQED.

Finally, conclusions and perspectives are given in Chapter 9.
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Part I

Control and readout of individual
electronic spins of dopants in a

host crystal
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Chapter 2

Overview and theoretical
background of detecting single
erbium ions by their fluorescence

This chapter provides the necessary background to understand the experiment per-
formed in the first part of this thesis, in which electron-spin-resonance detection by
microwave photon counting is the key method. Three components are involved in
this approach: spins of dopants in a host crystal, a superconducting resonator, and
a single microwave photon detector (SMPD). We first describe the spins we investi-
gate inside their host crystal. The rest of the chapter is then devoted to the physics
of circuit quantum electrodynamics and its application to spins, and to the SMPD.

2.1 Erbium dopants in a calcium tungstate CaWO4

scheelite crystal

The electronic spins to be controlled and detected in our experiment originate from
the erbium ions in a host crystal of scheelite (calcium tungstate CaWO4). Erbium
belongs to a group of heavy metal atoms known as rare-earth elements, also called
lanthanides. The electronic configuration of neutral erbium can be described as
[Xe]4f126s2 based on the xenon structure ([Xe]= 1s22s22p63s23p64s23d104p65s24d105p6).
The 4f and 6s electrons of the neutral erbium are valence electrons dominating its
chemical properties. In a solid, erbium normally loses 3 electrons from the outmost
shells and becomes a trivalent ion Er3+. The electronic configuration of this erbium
ion is thus [Xe]4f11, where the odd number of 4f electrons determines its behavior
under electromagnetic field.

In Er3+, the 4f shell electrons are closer to the nucleus than the 5s and 5p
electrons, as shown by the radial density distribution of the different electronic shells
displayed in Er3+ in Figure 2.1. These 4f electrons are thus shielded from external
field sources and do not contribute to interactions. This feature makes it possible to
approximate Er3+ as a “free ion” with coulomb repulsion of electrons and spin-orbit
coupling. The interaction of the ions with the “crystal-field” of their host crystal
and an externally applied magnetic field can thus be treated as a perturbation of
the free ion. Therefore, the Hamiltonian of the system:

Ĥ = ĤFI + ĤCF + Ĥspin (2.1)
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CRYSTAL

Figure 2.1: Electronic shell distribution of Er3+. Radial probability distribution
of electron orbitals with principle quantum number n and angular quantum number
l. For erbium ions, the 6s shell is empty, and the 5s and 5p shells are fully occupied.

contains three parts: the free-ion approximated Hamiltonian ĤFI , the interaction
with crystal field ĤCF and the spin Hamiltonian under magnetic field Ĥspin.

As shown in Figure 2.2, the free-ion treatment of Er3+ leads to a multiplet ground
state 4I15/2 and first excited state 4I13/2 [94]. The corresponding transition is at
1.5µm. The interaction between the crystal field and the free ion splits the ground
state multiplet 4I15/2 into eight doubly degenerate Kramers doublets (labelled as
Z1, Z2 ... Z8). In the case of a CaWO4 host crystal, the energy difference between
Z1 and Z2 is 0.57 THz [95], which corresponds to a thermal energy of about 27 K.
Given our experiment is performed at millikelvin temperatures (between 10 mK and
20 mK), only the ground state doublet Z1 is populated. When a non-zero external
magnetic field is applied, the ground state Kramers doublet behaves as an effective
spin 1/2 system with spin Hamiltonian:

Ĥspin/ℏ = B0 · γ̂ · Ŝ =
(
Bx By Bz

)γxx γxy γxz
γyx γyy γyz
γzx γzy γzz

Ŝx

Ŝy

Ŝz

 , (2.2)

where γ̂ is an anisotropic gyromagnetic tensor and Ŝ is the effective spin operator
vector defined with Pauli matrices

Ŝx =
1

2
σ̂x =

1

2

(
0 1
1 0

)
, Ŝy =

1

2
σ̂y =

1

2

(
0 −i
i 0

)
, Ŝz =

1

2
σ̂z =

1

2

(
1 0
0 −1

)
.

(2.3)
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Here, we only consider the I = 0 isotopes of erbium in our experiment, whereas
167Er for instance contains also a nuclear spin I=7/2, which introduces hyperfine
interactions for the electronic spin and thus additional hyperfine levels. The study
of other I ̸= 0 erbium isotopes has not been done in this work.

11 electrons
on 4f orbitals

e-e Coulomb
& spin-orbit
interaction

Stark effect
from host crystal

Zeeman effect
from external B field

�eB0

Z1

Z2

Z8

Figure 2.2: Energy levels Er3+ in CaWO4 crystal under non-zero magnetic
field.

The host crystal used in this work is calcium tungstate (CaWO4), whose struc-
ture is tetragonal with unit cell constants a = b = 5.24 Å and c = 11.37 Å, as shown
in Figure 2.3a. The erbium ions Er3+ substitute for the calcium ions Ca2+ (with
long-range charge compensation in the crystal). The sites of Er3+ have a rotatory-
reflection S4 symmetry, which means that rotating the crystal by π/4 around the
crystal c-axis and applying a mirror reflection across the (a,b)-plane leaves the site
unchanged. This S4 symmetry leads to a gyromagnetic tensor diagonal in the (a,b,c)
frame and isotropic in the (a,b) plane. Defining the component parallel to c as
γc ≡ γ|| and the perpendicular components in the (a,b) plane as γa = γb ≡ γ⊥, the
gyromagnetic tensor [96] is

γ̂ =

γ⊥ 0 0
0 γ⊥ 0
0 0 γ||


a,b,c

= 2π ×

117.3 0 0
0 117.3 0
0 0 17.45


a,b,c

GHz/T. (2.4)

Compared to the gyromagnetic factor of a free electron γe/2π = gµB/ℏ = 28
GHz/T (with a Landé g-factor g=2 and Bohr magneton µB = 13.996 GHz/T), the
gyromagnetic ratio of Er3+ in CaWO4 is 4 times larger in (a,b)-plane. This means
that the effective spin of Er3+ is 4 times more sensitive to a magnetic field in the
(a,b)-plane than a g=2 free electron. This large gyromagnetic factor enhances the
coupling between the spins and the electromagnetic field. For example, when the
spin quantization axis Sz is defined along the crystal c-axis by applying a magnetic
field B0 ∥ c, the transverse magnetic field B1 ⊥ c in the (a,b)-plane drives the spin
transition more strongly, as described in the next section.
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Figure 2.3: Crystal structure of Er3+ : CaWO4. (a) Tetragonal unit cell of
CaWO4 crystal with central Ca2+ replaced by Er3+. This central site has a S4

symmetry. (b) The applied external magnetic field B0 is expressed in spherical
coordinates (B0, θ, φ), with (a,b,c) being the crystal axes.

Finally, it is useful to write explicitly the spin Hamiltonian using the diagonal
elements of the γ̂ tensor,

Ĥspin/ℏ = Bxγ⊥Ŝx +Byγ⊥Ŝy +Bzγ||Ŝz, (2.5)

where the crystal (a,b,c) axes correspond to (x,y,z) basis of the spin. Expressing
the non-zero field B0 in the spherical coordinates defined in Figure 2.3b, the spin
Hamiltonian rewrites

Ĥspin/ℏ = B0(γ⊥ sin θ sinφŜx + γ⊥ sin θ cosφŜy + γ|| cos θŜz). (2.6)

Choosing φ = 0 without any loss of generality because of the isotropy in the (a,b)
plane, the spin Hamiltonian simplifies as

Ĥspin/ℏ = B0(γ⊥ sin θŜy + γ|| cos θŜz). (2.7)

We then define an effective gyromagnetic ratio γeff ≡
√
(γ⊥ sin θ)2 + (γ|| cos θ)2 and

a new angle θ′ by cos θ′ = γ⊥/γeff cos θ and sin θ′ = γ||/γeff sin θ, so that

Ĥspin/ℏ = B0γeff(sin θ
′Ŝy + cos θ′Ŝz) = B0γeff Ŝ

′
z (2.8)

with Ŝ ′
x

Ŝ ′
y

Ŝ ′
z

 =

 Ŝx

Ŝy cos θ
′ − Ŝz sin θ

′

Ŝy sin θ
′ + Ŝz cos θ

′

 (2.9)
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being the spin vector now expressed in a new orthogonal basis obtained by rotating
the axis z by the angle θ′ in the (y, z)plane. The energy eigenstates of the spin are
thus the eigenstates of Ŝ ′

z. Note that angle θ′ = θ only if θ = 0 or π/2. This means
that, due to the anisotropic character of the γ̂-tensor, the actual spin quantization
axis (or polarization axis) is not aligned with the magnetic field if the latter is not
applied along or perpendicular to the crystal c axis.

We now explain how we have coupled the effective Er3+ spins in bulk CaWO4 to
a superconducting resonator.

2.2 Circuit quantum electrodynamics of a microwave

resonator with spins in the substrate

Our experiment operates at millikelvin temperature T and microwave frequency
ω/2π, so that the energy ℏω of a single photon is much larger than the thermal
energy kBT . As a result, the simple resonant circuit that we use to couple to
the spins is operated in the quantum regime, with its voltage and current treated
as quantum operators. We first introduce this quantum treatment, and take the
opportunity to generalize it to a nonlinear resonator, such as the transmon artificial
atom, which is at the heart of the single microwave photon detector that we use in
our ESR experiment. This will allow us to describe within the cQED theoretical
framework the interaction between a single photon in the resonator and a two level
system such as a transmon or a spin.

A good review about the quantum treatment of electromagnetic modes in circuits
and cQED can be found in ref. [1].

2.2.1 Quantum circuits

Quantization of a simple LC oscillator

The simplest implementation of a resonant circuit is a lumped-element LC resonator,
composed of a capacitor C and an inductor L, see Figure 2.4. The electrical variables
of this system can be taken as the current I flowing through the inductor and the
voltage V built up on the capacitor. These electrical variables obey the following
dual relations:

I =
Φ

L
= −dQ

dt
= −C dV

dt
, (2.10)

V =
Q

C
=

dΦ

dt
= L

dI

dt
, (2.11)

where Q is the charge on the capacitor and Φ is the magnetic flux in the inductor.
The total energy of the resonator:

E =
1

2
LI2 +

1

2
CV 2 (2.12)

leads to the system Hamiltonian:

H =
Φ2

2L
+
Q2

2C
. (2.13)
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One can verify the following Hamilton’s equations:

∂H

∂Q
=
Q

C
= V = Φ̇, (2.14)

∂H

∂Φ
=

Φ

L
= I = −Q̇, (2.15)

which confirm that Φ and Q are canonical conjugate variables, as position and
momentum in classical Hamiltonian mechanics.

L

I

C

V

�
+Q
-Q

a b

Figure 2.4: Simple LC resonator. (a) Lumped-element model of a simple LC
resonator. (b) Possible physical implementation of it, on top of a substrate (gray),
in which the metal wire (red) in the middle plays the role of the inductor and the
interdigitated metal fingers (blue) the role of the capacitor.

The quantization of the system is obtained by replacing the canonical conjugate
variables by their corresponding operators (Φ → Φ̂, Q → Q̂), which satisfy the
commutation relation [Φ̂, Q̂] = iℏ.

Therefore, the Hamiltonian of the system in the quantum framework is

Ĥ =
Φ̂2

2L
+
Q̂2

2C
, (2.16)

which in second quantization writes

Ĥ = ℏω0(â
†â+

1

2
), (2.17)

The link between operators (â†, â) and (Φ̂, Q̂) is:

Φ̂ =

√
ℏZ0

2
(â† + â), (2.18)

Q̂ = i

√
ℏ

2Z0

(â† − â), (2.19)

where ω0 = 1/
√
LC is the resonant frequency of the resonator and Z0 =

√
L/C its

characteristic impedance. The creation and annihilation operators â and â† satisfy

the commutation relation [â, â†] = 1.
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The eigenstates of this quantum harmonic oscillator are the Fock states |n⟩ with
eigenenergies

En = ℏω0(n+
1

2
), (2.20)

with n the integer number of photons in the resonator, and ℏω0 the energy of a
single photon.

In terms of photon creation and annihilation operators, the current and voltage
write

Î =
Φ̂

L
= δI(â† + â), (2.21)

V̂ =
Q̂

C
= iδV (â† − â), (2.22)

where δI = ω0

√
ℏ/2Z0 and δV = ω0

√
ℏZ0/2 are the zero-point fluctuations of the

quantum field. When no photon is present and the resonator is in its ground state
|0⟩ (vacuum), the system has root-mean-square current fluctuations ⟨0|Î2|0⟩ = δI2

and voltage fluctuations ⟨0|V̂ 2|0⟩ = δV 2.

Current fluctuations generate fluctuations of the magnetic fieldB(r) = δB(r)(â†+
â) at all locations r around the inductor wire, whereas voltage fluctuations gener-
ate fluctuations of the electric field E(r) = iδE(r)(â† − â) between the capacitor
electrodes. Consequently, the coupling strength of the resonator electromagnetic
field to quantum objects with charge or spin located at r, will be proportional to
the electric or magnetic vacuum fluctuations at that location. An example of the
lumped-element resonator used in our experiment with spins is sketched in Fig-
ure 2.4b. The inductance of the circuit is the superconducting wire in the middle,
with the magnetic field concentrated in its neighborhood. On both sides of the wire,
the capacitor is mainly formed between the interdigitated fingers. Both the electric
field and magnetic field thus have a strong and different spatial dependence.

Quantization of a transmission line resonator

In addition to lumped element LC resonators, a resonant circuit can also be built
in a distributed way. Similar to a coaxial cable, a coplanar waveguide transmission
line is a common way to transmit microwave within a circuit on chip. The trans-
verse electromagnetic mode, described in Figure 2.5b, propagates along the central
conductor. This circuit can be treated as a series of lumped-element LC model, as
shown in Figure 2.5a.

A half-wave (λ/2) resonator is formed by adding two small gaps separated by
distance d on the central line, which act as mirrors with finite transparency for
microwave (see Figure 2.5c). These two gaps impose zero-current boundary (open)
conditions. The microwave entering the circuit is reflected back and forth on both
ends and forms a standing wave confined in the circuit, with maximum voltage at
the extremities and maximum current in the middle (for the fundamental mode).

The discretization of the transmission line resonator shown in Figure 2.5 into N
segments of small length δx = d/N , small inductance and capacitance to ground
l0δx and c0δx respectively (with c0 and l0 the capacitance and inductance per unit
length), allows us to express the electromagnetic energy. The energy associated with
the capacitor at node n is Q2

n/2c0δx and the energy of the inductor is [Φn+1(x, t)−
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Figure 2.5: Coplanar waveguide resonator. (a) Lumped circuit model for a dis-
tributed transmission line, with c0 and l0 the capacitance and inductance per unit
length. (b) Intersection view of the coplanar waveguide, where the spacial distribu-
tion of magnetic field (red) and electric field (blue) is indicated in the schematic.
The metal on both sides are grounded. (c) A coplanar waveguide resonator formed
by adding in the central conductor two open gaps separated by length d. For the
fundamental mode, the electric field (blue) is maximized close to the gaps. The
coupling capacitance of the resonator to the input and output is Ck.

Φn(x, t)]
2/2l0δx. One finds the classical Hamiltonian of the system:

H =
N∑

n=0

{
Q2

n

2δxc0
+

[Φn+1 − Φn]
2

2δxl0

}
. (2.23)

We now consider the continuum limit N → ∞ and δx → 0. We define the charge
density Q(x) = Qn/δ and the continuum flux Φn = Φ(x, t) and Φn+1 = Φ(x+ δx, t).
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By using

lim
δx→0

Φn+1 − Φn

δx
= ∂xΦ(x, t), (2.24)

we find the Hamiltonian of the transmission line at a continuum limit

H =

∫ d

0

dx(
Q(x, t)2

2c0
+

(∂xΦ(x, t))
2

2l0
) =

∫ d

0

dxH, (2.25)

expressed by an integral function of Hamiltonian density H.
The Hamiltonian in Equation 2.25 can be expressed by the sum of an infinite

number of normal mode Hamiltonians:

H =
∞∑

m=0

ℏωm(â
†
mâm +

1

2
), (2.26)

where ωm = (m+1)ω0 (m=0, 1, 2...) is the mode frequency with ω0/2π the frequency
of fundamental mode of open-ended λ/2 resonator. The detailed mathematical
treatment is given in Appendix A.

The non-commuting conjugate observables of each mode are defined as

ϕ̂m =

√
ℏZm

2
(â†m + âm), (2.27)

q̂m = i

√
ℏ

2Zm

(â†m − âm), (2.28)

where Zm =
√
Lm/CT is the characteristic impedance of mode m, with CT = dc0

the total capacitance of the resonator and Lm ≡ 1/CTω
2
m.

It is important to notice that the amplitude of flux or charge has a spatial
distribution. The standing wave imposed by open-ended boundary conditions leads
to

Φm(x) = um(x)ϕ̂m =

√
2

d
cos[

(m+ 1)π

d
x]ϕ̂m (2.29)

For the fundamental mode of the resonator, the amplitude of the flux (um=0)
is the largest at the anti-nodes (x = 0 and x = d), as well as the voltage V =
∂Φm=0/∂t = u0(x)∂ϕ̂0/∂t.

Here, we have quantized the resonator as a closed system by neglecting the effect
of the input-output ports (the capacitors Ck in Figure 2.5c). These ports can shift
the mode frequencies and couple the resonator to the outer world, which will be
discussed in the section devoted to open quantum system. In the experiment of part
two, a λ/2 resonator is used to perform charge detection in quantum dots.

Transmon artificial atom

The transmon-type artificial atom (or qubit) [67] presently is one of the most sim-
ple and widely used superconducting circuits in quantum computing and microwave
quantum optics. Although it was derived from the Cooper pair box circuit, it is
best described starting from a quantum harmonic LC resonator with the inductor
replaced by a Josephson junction, whose non-linearity makes the transition energy
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Figure 2.6: Transmon artificial atom or qubit. (a) A transmon qubit is made
of a capacitor (blue) and a Josephson junction (green dash box). The light and
dark blue represent the two capacitor pads of the qubit, the red the insulator in the
overlap region of the two electrodes. φ is the reduced phase across the junction. (b)
Anharmonic oscillator and unequal energy level spacing of the transmon, resulting
from the Josephson nonlinearity. The gray dashed line represents the case of a
harmonic oscillator with the same resonant frequency ω0.

between subsequent levels smaller and smaller, as sketched in Figure 2.6. Conse-
quently, the transition between the ground and first excited states can be addressed
selectively, i.e. without populating higher energy levels.

The Josephson junction is made of two superconducting electrodes separated by
a thin insulating barrier. In a classical treatment of the superconducting phase in
the electrodes, a phase difference Φ drives a dissipationless supercurrent given by a
Josephson relation:

I = Ic sinφ = Ic sin(2πΦ/Φ0), (2.30)

where the phase difference across the junction is the time integral of the voltage
across the junction Φ =

∫
V dt , Φ0 = h/2e the magnetic flux quantum, and Ic the

junction’s critical current. A Josephson junction has an inductance

LJ(Φ) =

(
∂I

∂Φ

)−1

=
Φ0

2πIc

1

cos(2πΦ/Φ0)
. (2.31)

This inductance has a nonlinear dependence on the phase Φ or in the current I, in
contrast with a geometric inductor. The energy stored in this nonlinear inductor
can be calculated from

E =

∫
dt
dΦ

dt
I = Ic

∫
dΦ sin(2π

Φ

Φ0

) = −EJ cos(2π
Φ

Φ0

), (2.32)

with EJ = Φ0Ic/2π the Josephson energy. The interpretation of the Josephson
energy is the residual pairing energy between the electrons on the two sides of
the junction induced by the tunneling of electrons across the insulating barrier.
A quantized treatment of the transmon circuit shown in Figure 2.6a yields to the
following Hamiltonian:

Ĥ =
Q̂2

2(CJ + CS)
− EJ cos(2π

Φ̂

Φ0

) = EC n̂
2 − EJ cos φ̂, (2.33)
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where EC = 4e2/2(CJ+CS) is the charging energy of the total transmon capacitance
with one Cooper pair. Here we have defined the reduced phase operator φ̂ = 2πΦ̂/Φ0

and the charge number operator as n̂ = Q̂/2e. Transmon circuits are implemented in
the phase regime, i.e. with the Josephson energy EJ much larger than the charging
energy EC (EJ/EC ≫ 1) [67]. This allows us to approximate the Hamiltonian of
Equation 2.33 by

Ĥq = EC n̂
2 +

1

2
EJ φ̂

2 − 1

4!
EJ φ̂

4, (2.34)

separating the linear part of the Josephson inductance from the next order nonlinear
term.

Introducing the creation and annihilation operators b̂ and b̂† of one excitation in
the transmon as

φ̂ = (
EC

2EJ

)1/4(b̂† + b̂), n̂ =
i

2
(
2EJ

EC

)1/4(b̂† − b̂), (2.35)

the Hamiltonian becomes

Ĥq =
√

2EJEC b̂
†b̂− EC

48
(b̂† + b̂)4 ≈ ℏωq b̂

†b̂− EC

8
b̂†b̂†b̂b̂, (2.36)

where a rotating wave approximation has been made on the right, and ωq =
√
2EJEC−

EC/4 is the frequency between the ground and first excited states. The second term
represents the nonlinearity of the transmon, whose resonance frequency decreases
with the number of excitations.

The anharmonicity makes it possible to selectively address the first two levels
{|g⟩, |e⟩} of the transmon, so that the transmon Hamiltonian (Equation 2.36) can
be truncated to these two states and the creation and anihilation operators replaced
in the following way: b̂ → σ̂−, b̂

† → σ̂+, b̂
†b̂ → σ̂+σ̂− = (1 + σ̂z)/2. Redefining the

reference for energy, the restriction of the trasmon Hamiltonian writes:

Ĥ =
1

2
ℏωqσ̂z. (2.37)

As any other two-level system or fictitious spin 1/2, the transmon qubit can be
pictured on a Bloch sphere (see Figure 2.7). An arbitrary superposition

|ψ⟩ = cos
θ

2
|g⟩+ eiφ sin

θ

2
|e⟩, (2.38)

of its basis states {|g⟩, |e⟩} is represented by a vector tilted by an azimuth angle
θ and rotated by a meridian angle φ. In this representation, the “north pole” and
“south pole” of the sphere correspond to the basis states |g⟩ and |e⟩, whereas equally
superposed states (|g⟩+ eiφ|e⟩)/

√
2 fall on the equator.

This Bloch sphere representation is a useful tool for visualizing and understand-
ing the dynamics of any two-level system. The application of a unitary evolution
to the system results in a rotation of the corresponding vector on the sphere. In
Section 2.4.1, we introduce the physics of electron spin resonance and see how a
harmonic microwave drive rotates the spin around certain axes, allowing us to ma-
nipulate and control the spin state.
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Figure 2.7: Bloch sphere representation of a qubit. Any pure state of a
quantum two-level system being a superposition of its ground state |g⟩ and excited
state |e⟩), it can always be represented by a vector on the sphere (red arrow).

2.2.2 Spins magnetically coupled to a resonator

Spins are intrinsic magnetic dipoles and they couple naturally to the magnetic com-
ponent of the microwave field in a resonator through magnetic dipole interaction.
We use below a fully quantum model to treat the resonator, the spins and their
interaction.

Single spin magnetically coupled to a resonator

CaWO4

b

z

y

x

a

B1

B0
B1

y

x

B0

z

Er3+

Figure 2.8: Spins magnetically coupled to a lumped-element LC resonator.
(a) Lumped-element resonator implemented by an inductive wire (red) and inter-
digitated capacitors (blue) on Er3+ : CaWO4 crystal (gray). A static field B0 is
applied along the z axis, which is defined by the direction of the wire at the center
of the resonator. An oscillating field B1 (green) is generated around the wire. (b)
Cross-section of the wire and crystal. The spins of erbium ions (Er3+) in the bulk
crystal are magnetically coupled to the oscillating magnetic field B1 generated by
the inductive wire.

We first consider the case of a single spin magnetically coupled to the electro-
magnetic field B1 inside a resonator while a non-zero static magnetic field B0 is
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applied, as depicted in Figure 2.8. The total Hamiltonian of the system

Ĥ = Ĥ0 + Ĥint = Ĥr + Ĥs + Ĥint (2.39)

involves the resonator Hamiltonian Ĥr, the spin Hamiltonian Ĥs and the spin-
resonator interaction Ĥint. The first two terms Ĥ0 ≡ Ĥr + Ĥs are regarded as
the static Hamiltonian of the system, whereas the interaction Ĥint is regarded as a
perturbation.

The resonator is modeled as the quantized harmonic oscillator of the previous
section, with Hamiltonian

Ĥr = ℏω0(â
†â+

1

2
). (2.40)

The spin Hamiltonian

Ĥs = ℏγeB0 · Ŝ (2.41)

comes from the Zeeman energy of the spin in the applied static field B0, with Ŝ
the spin operator. Note that in this experiment we only consider the I = 0 erbium
isotope and zero field splitting caused by hyperfine interaction between erbium elec-
tronic spin and tungsten nuclear spins bath is negligible.

For a spin S=1/2, the Hilbert space of Ĥs is two-dimensional, the spin operator
Ŝ → σ̂/2 is expressed in terms of the Pauli matrices, and choosing a reference frame
in which the magnetic field is along z yields

Ĥs =
1

2
ℏωsσ̂z, (2.42)

with ωs = γeB0 the Larmor angular frequency of the spin in B0. The two eigen-
energies Eg and Ee associated to the ground and excited eigenstates |g⟩ and |e⟩ thus
differ by ℏωs.

The resonator field B̂1(r) = δB(r)(â† + â) at frequency ω0 also couples to the
spin through magnetic dipole interaction, resulting in

Ĥint = ℏγeB̂1(r) · Ŝ = ℏγe(â† + â)δB(r) · Ŝ, (2.43)

where δB(r) is the zero-point fluctuation of magnetic field at the spin position r.
Expressing the Hamiltonian in the unperturbed {|g⟩, |e⟩} basis and introducing

the ladder operators

σ̂+ = |e⟩⟨g|, σ̂− = |g⟩⟨e|, (2.44)

the interaction rewrites

Ĥint = ℏ(â† + â)(g0σ̂+ + g∗0σ̂− + αg|g⟩⟨g|+ αe|e⟩⟨e|), (2.45)

where

g0 = γe⟨e|δB1 · Ŝ|g⟩ (2.46)

is the coupling constant describing the strength of the resonator field-induced spin
transition, and αg = γe⟨g|δB1 · Ŝ|g⟩ and αe = γe⟨e|δB1 · Ŝ|e⟩ are small corrections

on the eigen-energies. Note that Ĥint being Hermitian ( Ĥint = Ĥ†
int), it has real off-

diagonal element g0 = g∗0. In Section 3.1.2, we will estimate this coupling constant
g0 using the dimensions in our implementation of the device.
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We then treat the total Hamiltonian as a static part Ĥ0 = Ĥr + Ĥs perturbed
by Ĥint, using the interaction picture. Applying the unitary transformation

Û0(t) = eiĤ0t/ℏ = eiωsσ̂zt/2eiωr(â†â+
1
2
)t/2, (2.47)

the Hamiltonian of the system Ĥ
′
(t) = Û0(t)ĤÛ

†
0(t) + i

˙̂
U0(t)Û

†
0(t) is expressed in a

frame rotating at the Larmor frequency for the spin and at the resonator frequency
for the resonator field:

Ĥ
′
(t) = Û0(t)ĤintÛ

†
0(t) (2.48)

= ℏg0
(
âσ̂+e

i(ωs−ω0)t + âσ̂−e
−i(ωs+ω0)t + â†σ̂+e

i(ωs+ω0)t + â†σ̂−e
−i(ωs−ω0)t

)
+ ℏ(âe−iω0t + â†eiω0t)(αg|g⟩⟨g|+ αe|e⟩⟨e|) (2.49)

∼ ℏg0
(
âσ̂+e

i(ωs−ω0)t + â†σ̂−e
−i(ωs−ω0)t

)
. (2.50)

The simplified Equation 2.50 corresponds to the rotating wave approximation
and neglects all the terms that do not conserve the total number of excitations in
the spin-resonator system: the fast rotating terms±(ωs+ω0) compared to±(ωs−ω0),
and the terms in which the frequency corrections αg and αe are much smaller than
the resonator frequency ω0. Note that this rotating wave approximation is valid
only if ωs + ω0 ≫ g0, |ωs − ω0| and ω0 ≫ αg, αe.

Returning back to the Schrödinger picture, the interaction Hamiltonian

Ĥint = ℏg0(â†σ̂− + âσ̂+) (2.51)

describes the two opposite processes that can occur at the rate g0: the spin emits
one photon (â†σ̂−) into the resonator by relaxing from its excited state to its ground
state ; or it absorbs one photon from the resonator (âσ̂+) in the opposite transition.

Finally, the total Hamiltonian of the system

Ĥ = ℏω0(â
†â+

1

2
) +

1

2
ℏωsσ̂z + ℏg0(â†σ̂− + âσ̂+) (2.52)

takes the form of the well-known Jaynes-Cummings Hamiltonian [97] that describes
the coherent behavior of excitation exchange between a two-level atom and a quan-
tized electromagnetic mode (in our case, a single spin coupled to the resonator field).

2.2.3 Open quantum systems

Modeling the dissipation

The spin-resonator system discussed up to now was a closed system without inter-
actions with the outer world. In this section, we open our quantum system, i.e.
we include the effect of the environment surrounding the spins, and we couple the
resonator to the outer world as sketched in Figure 2.9: the resonator has internal
losses characterized by a rate κi, and is capacitively coupled to a transmission line
with which it can exchange energy at a rate κc. As for the spins, their energy can
leak away by exciting phonons in their host crystal (spin-lattice relaxation), or leak
to the transmission line through the resonator by a radiative process at a rate ΓR (as
described below). In addition, the fluctuations of the magnetic environment (sur-
rounding nuclear spins and external magnetic field) cause spin decoherence. Here,
we model all these processes.
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Figure 2.9: Spin-resonator system interacting with its environment. A
single spin with a decoherence rate Γ is coupled with a coupling strength g0 to the
resonator through the magnetic field B1. The resonator has an internal decay rate
κi, and is coupled to a transmission line at a rate κc. b̂in(t) and b̂out(t) are the input
and output field operators on the line at the resonator port.

It is first needed to introduce a more powerful formalism. Whereas unitary
transformations describe the quantum coherent evolution of our system when it is
isolated, its dynamics becomes non-unitary and irreversible once it is open. The
system may evolve into a statistical mixture {pi, ψi} of several different states la-
beled i, where pi is the probability of finding the system in a pure state |ψi⟩. The
general state of our open system is fully described by its density operator

ρ̂ =
∑
i

pi|ψi⟩⟨ψi|. (2.53)

The open system dynamics is described by a master equation that gives the explicit
form of the time derivative of the density matrix ρ̂.

In general, the environment takes away quantum information about the system
under study, but can also send it back later to the system. When the time after
which the environment has completely forgotten previously acquired information is
much shorter than the shortest timescale of the system dynamics, the memory of
the environment can be neglected. Assuming this Markovian approximation applies,
the master equation takes a simple Lindblad form:

dρ̂

dt
=

1

iℏ
[Ĥ, ρ̂] +

∑
k

(
L̂kρ̂L̂

†
k −

1

2
{L̂†

kL̂k, ρ̂}
)
. (2.54)

This equation describes the dynamics in the Schrödinger’s picture, and includes the
coherent evolution under the system Hamiltonian (the first term) as well as the
incoherent evolution due to several different decoherence mechanisms (labeled k)
occurring in parallel. The operators L̂k, also called quantum jump operators of
channel k, and the L̂kρ̂L̂

†
k terms describe the evolution due to quantum jumps along

the channel. Each corresponding anti-commutator term {L̂†
kL̂k, ρ̂}/2 describes the

evolution when no jump occurs along the channel.
We now discuss in detail the different dissipative channels involved in our system,

and give their corresponding Lindblad operators:
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• Spin decoherence: Spins coupled to the environment suffer from two types
of decoherence mechanisms: energy relaxation and pure dephasing. In the first
case, the environment takes away the energy from excited spins, which results
in a change of the longitudinal polarization ⟨σ̂z⟩ of the spins. In the second
case, ⟨σ̂z⟩ does not change, but the spin transition frequency fluctuates due
to the environment, leading to the accumulation of a random relative phase
between different spin states.

• Energy relaxation. In general, spin relaxation in a solid with rate Γ1 is
dominated by a non-radiative decay channel in which spins exchange energy
with the phonons in the crystal. The associated rate ΓNR that characterizes
this spin-lattice relaxation process, depends on both the spin-phonon coupling
strength and the spin frequency. At finite temperature, the environment con-
tains an average number n̄th = 1/[exp(ℏωs/kBT )− 1] of thermal phonons that
lead to relaxation rates ΓNR(n̄th + 1) for downward transition σ̂− and ΓNRn̄th

for upward transition σ̂+. The corresponding Lindblad operators of these pro-
cesses are

L̂s− =
√

ΓNR(n̄th + 1)σ̂−, (2.55)

L̂s+ =
√
ΓNRn̄thσ̂+. (2.56)

• Pure dephasing. In the host crystal, the bath of all kinds of nuclear spins
undergoing flip-flop transitions is a source of fluctuating magnetic field for elec-
tronic spins. In addition, the current in the coil generating the static magnetic
field can also fluctuate. As a result, the noisy magnetic environment leads to
fluctuations of the spin transition frequency and therefore to dephasing. This
can be understood from the time evolution of a spin under its free Hamilto-
nian H0 = ℏωsσ̂z/2, in presence of low frequency fluctuations of the frequency.
After a time ∆t, the spin accumulates a phase difference from the expected
one ∆φ = ωs∆t. The rate Γφ characterizes the speed at which ∆φ is lost ; the
corresponding Lindblad operator is

L̂sφ =
√

Γφσ̂z. (2.57)

The total decoherence rate Γ2 and coherence time T2 of the spin combine relaxation
and pure dephasing in parallel, hence

Γ2 =
Γ1

2
+ Γφ, T2 =

1

2T1
+

1

Tφ
, (2.58)

with T1 and Tφ the energy relaxation time and the pure dephasing time.

Resonator relaxation The relaxation of the resonator is due to exchanges of pho-
tons with its environment, described by â and â†. Our resonator is made of a metallic
thin film fabricated on top of a host crystal. The materials contain many microscopic
defects (such as defects in the oxide and at material interface) which can exchange
energy with the macroscopic resonator mode. This process is characterized by an
internal loss rate κi. Meanwhile, the resonator has been coupled on purpose with
a coupling rate κc to the outside transmission line. Therefore, the total resonator
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decay rate is κ = κi+κc. At finite temperature, the photon bath of the environment
contains an average number n̄th = 1/[exp(ℏωr/kBT )− 1] of thermal photons; it can
either give a photon to the resonator (â†) or take one away from the resonator (â).
The total rate depends on the thermal photon number n̄th and the decay rate κ.
The Lindblad operators describing this process are

L̂r− =
√
κ(n̄th + 1)â, (2.59)

L̂r+ =
√
κn̄thâ

†. (2.60)

Purcell effect

Discovered by Purcell in 1946, the spontaneous radiative emission rate of an excited
atom can be enhanced when the atom is incorporated in a resonant cavity. This so-
called Purcell effect also applies to a cQED system when a superconducting artificial
atom or a spin is coupled to an external line through a resonator [98, 3]. One can
understand this phenomenon intuitively by considering the leaky resonator as a
new environment for the spin with a density of states concentrated at the spin
frequency when both systems are on resonance. The resonator decays so quickly
compared to the spin that the excitation shared by both objects cannot be kept
long. Then the spin gains an effectively faster decay rate than if the resonator
was absent. Equipped with the theoretical tool introduced before for describing
the spin-resonator system with dissipation, we are now able to give explicitly the
resonator-induced spin relaxation rate (Purcell rate), following an approach similar
to [99, 100, 9].

We start here with the spin-resonator Hamiltonian of Equation 2.52 in the ro-
tating frame that corresponds to the unitary transformation Û0(t) = exp(iĤ0t/ℏ)
with Ĥ0 = ℏωr(â

†â+ 1/2) + ℏωrσ̂z/2, so that

Ĥ ′ =
ℏδ
2
σ̂z + ℏg0(â†σ̂− + âσ̂+) (2.61)

with δ = ωs − ωr the spin-resonator frequency detuning.
Under our experimental conditions (spin in a solid at 10 mK measured with mi-

crowave, where ℏωs ≫ kBT ), the spontaneous emission rate of the spin is negligible
compared to the resonator decay rate. In addition, the average number of thermal
photons n̄th ∼ 0 is also negligible. This situation leads to a single jump operator
L̂ =

√
κâ which describes the decay of the system by emitting one photon into the

environment. The Equation 2.54 is written as

dρ̂

dt
=

1

iℏ
[Ĥ ′, ρ̂] + κ(âρ̂â† − 1

2
â†âρ̂− 1

2
ρ̂â†â). (2.62)

Given that the system has at most one excitation, the density operator can be
restricted to a 3-dimensional subspace defined by the states |e, 0⟩, |g, 1⟩ and |g, 0⟩
such that

ρ̇e0,e0
ρ̇g1,g1

ρ̇e0,g1 − ρ̇g1,e0
ρ̇e0,g1 + ρ̇g1,e0

 =


0 0 ig 0
0 −κ −ig 0
2ig −2ig −κ/2 −iδ
0 0 −iδ −κ/2




ρe0,e0
ρg1,g1

ρe0,g1 − ρg1,e0
ρe0,g1 + ρg1,e0

 . (2.63)
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The population of ground state |g, 0⟩ increases at a rate κ as ρ̇g0,g0 = κρg1,g1.
In the weak-coupling regime (κ≫ g0), the cavity decays faster than the time for

the spin and resonator to exchange a photon, so that the cavity remains empty at
all times and the probability of finding the system in state |g, 1⟩ is negligible (i.e.
ρg1,g1 ∼ 0). We also assume the coherence of the system ρe0,g1 and ρg1,e0 follows
adiabatically the change of the excited state population [9], resulting in ρ̇e0,g1 = 0
and ρ̇g1,e0 = 0.

Finally, we obtain the equation of evolution for the population of state |e, 0⟩:

ρ̇e0,e0 = −ΓR ρe0,e0, (2.64)

with

ΓR =
κg20

κ2

4
+ δ2

(2.65)

the Purcell-enhanced radiative emission rate. When the spin and the resonator are
in resonance (δ = 0), the Purcell rate reaches its maximum

ΓR =
4g20
κ
. (2.66)

This formula shows that increasing the spin-resonator coupling constant g0 and the
quality factor Q = ω0/κ (i.e. decreasing the resonator loss rate κ) yields a larger ra-
diative emission rate. Bismuth donors spins in silicon coupled to a high-Q resonator
with small mode volume have for instance been used to demonstrate the control of
ΓR(δ) over 3 orders of magnitude [3]. Below a certain δ, spontaneous emission of
photons to the coupled resonator becomes the dominant relaxation mechanism for
spins in the solid, such that Γ1 = ΓR + ΓNR ∼ ΓR. In our experiment, we will work
in the Purcell regime where radiative decay dominates.

Input-output theory

The master equation of an open quantum system describes the time-evolution of its
state ρ̂, but not what leaks out of it. In our case, given the radiated field leaking
in the transmission line attached to the resonator precisely provides the signal that
we measure experimentally, its knowledge is needed. To obtain its dynamics in
Heisenberg’s picture, a quantum Langevin equation is needed [101, 102]. In our
case, this equation is derived within the input-output formalism that keeps track on
the input and output fields on the transmission line.

As indicated in Figure 2.9, we introduce the input and output fields in the
transmission line, b̂in(t) and b̂out(t), that are coupled to the resonator with coupling
constant κc. The input field is usually either vacuum noise or a coherent drive. In
addition, we can also model the internal loss channel κi of the resonator as another
fictitious transmission line with b̂in,int and b̂out,int input and output fields.

Using these definitions and κ = κi+κc, the dynamics of the intra-resonator field
â(t) follows the quantum Langevin equation and input-output relation

˙̂a(t) =
1

iℏ
[â(t), Ĥ]− κ

2
â(t) +

√
κcb̂in(t) +

√
κib̂in,int(t), (2.67)

b̂out(t) + b̂in(t) =
√
κâ(t). (2.68)
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In Equation 2.67, the first term is the equation of motion of â(t) in the Heisen-
berg’s picture under the sole system Hamiltonian Ĥ. The second term describes the
damping of intra-resonator field, whereas the third and fourth terms are the input
fields penetrating the resonator. Equation 2.68 simply expresses that the sum of the
incoming and outgoing fields is equal to the resonator field loss. If there are several
ports j coupled to the system, one has simply to sum the damping terms

∑
κc,j â(t)/2

and the inputs terms
√
κc,j b̂in,j(t) in Equation 2.67, and use one Equation 2.68 (with

a j index) per port.

2.2.4 Measurements

To obtain the absorption spectrum of a given system, the standard technique is to
apply to it a coherent drive with certain frequency and to monitor the transmitted
or reflected signal, or scattering coefficient S = Sin out. The frequency-dependent S
contains spectroscopic information about the system under study. This method is
used throughout the thesis in both experiments to measure the resonant frequency
of resonators. We now use the introduced input-output formalism to quantify the
coherent drive and scattering matrix.

Coherent drive

The microwave drive used in our experiment is considered as classical (i.e. a coherent
drive with an average number of photons so large that its relative fluctuations are
negligible). A continuous propagating microwave with frequency ωd and phase ϕd is
represented by a complex field amplitude β(t) = A(t)exp(−iωdt − iϕd), having the
dimension of square root of photons per second. Applying this incoming classical
drive field to the input of the resonator replaces b̂in(t) with b̂in(t) + β(t) in the
Langevin Equation 2.67.

As a result, this equation gains an extra term
√
κcβ(t) that can be absorbed in

the system Hamiltonian by replacing Ĥ as Ĥ → Ĥ + Ĥd, where

Ĥd = ℏ[ε(t)â†e−iωdt−iϕd + ε(t)∗âeiωdt+iϕd ] (2.69)

is the driven Hamiltonian with ε(t) = i
√
κA(t) the effective complex amplitude of

the drive seen by the resonator. In fact, this way of including a coherent drive can
be generalized to multiple drives, each drive bringing one extra term of the form
Equation 2.69 in the total Hamiltonian. By definition, the power of the drive is
Pin = ℏω0⟨b̂†inb̂in⟩ = ℏω0|β(t)|2. Under the coherent drive, the time-evolution unitary

exp(iĤdt/ℏ) is equivalent to a displacement operator. If the resonator mode begins
with a vacuum, the external drive will lead to a coherent state |α⟩ for the intra-
resonator mode.

We now consider the case of only the resonator with a simple harmonic oscillator
Hamiltonian Ĥ = ℏω0â

†â and study the response of the steady state of the system
in driven-damped situation. We use the mean value of the intra-resonator field
⟨â⟩(t) = α(t) and the complex amplitude of the drive in Equation 2.67:

α̇(t) = −iω0α(t)−
κi + κc

2
α(t) +

√
κcβ(t). (2.70)
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After a Fourier transform, the spectral relation between the incoming field and
intra-resonator field can be easily obtained as follows

α(ω) =

√
κc

(κi + κc)/2− i(ω − ω0)
β(ω) (2.71)

The mean photon number n̄ inside the resonator at steady-state equals to |α|2,
which is determined by the intra-resonator field amplitude and drive amplitude as
well. At resonance (ω = ω0), we have

n̄ =
4κc|β|2

(κi + κc)2
=

4κcPin

ℏω0(κi + κc)2
(2.72)

In our experiment, where spins are magnetically coupled to the fluctuating mag-
netic field around the inductor, it is also interesting to know the strength of the
oscillating current and magnetic field given by an incident power. With the mean
photon number, they can be easily obtained as

⟨Î⟩(t) = 2δI
√
n̄ cosω0t, (2.73)

⟨B̂(r)⟩(t) = 2δB(r)
√
n̄ cosω0t. (2.74)

Scattering matrix

In an experiment, the spectroscopic measurements on a resonator is usually per-
formed with a one- or two-port network, as shown in Figure 2.10. The measured
transmission and reflection coefficients are contained in a scattering matrix. An
instrument called Vector Network Analyser (VNA) gives access to the S-matrix as
a function of probe frequency. For a two-port network, the transmission coefficients
are recorded in S12 (transmission from 2 to 1) and S21 (transmission from 1 to 2)
components of the S-matrix. The reflection coefficients are recorded in S11 (reflec-
tion on port 1) and S22 (reflection on port 2). Classically, these coefficients can be
obtained from the ratio of input and output voltages (or currents) on the designated
ports while keeping the unrelated ports undriven. Here we will use the framework
of coherent drive introduced in the previous section to quantify the S-matrix.

At steady state, the components of the S-matrix are the ratios between the
output signal βout,j on port j and the applied input coherent drive βin,i on port i,
while βin,k is kept at 0 for any k ̸= i. The full matrix is as follows:

S(ω) =

[
S11(ω) S12(ω)
S21(ω) S22(ω)

]
=

[
βout,1(ω)/βin,1(ω) βout,1(ω)/βin,2(ω)
βout,2(ω)/βin,1(ω) βout,2(ω)/βin,2(ω)

]
. (2.75)

Note that all the matrix elements are frequency dependent.
The input-output relations in Equation 2.68 can also be adapted for coherent

signal, such as βin,j(ω) + βout,j(ω) =
√
κc,jβ(ω) for port j. Therefore, we can write

explicitly the expression for the complex components of the S-matrix:

• Reflection:

S11(ω) =

√
κc,1β(ω)− βin,1

βin,1
=

(κc,1 − κi)/2 + i(ω − ω0)

(κc,1 + κi)/2− i(ω − ω0)
. (2.76)
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Figure 2.10: Two-port input-output network for probing a resonator. An
RLC resonator is coupled to the outside through two ports with coupling capaci-
tances Ck,1 and Ck,2 (corresponding coupling rates are κc,1 and κc,2 respectively).

The resonator has an internal loss κi modelled by a resistor (green). b̂in,j(t) and

b̂out,j(t) are the input and respective output fields at the port j.

Note that for the case of one port measurement, only the S11 parameter is
accessible and in this case we can use κc to represent κc,1.

As shown in Figure 2.11, the amplitude of the reflection coefficient is a negative
Lorentzian function. When probing on resonance (ω = ω0), the reflection
amplitude equals to |κc − κi|/(κc + κi). Depending on the relation between
the external coupling rate κc and internal damping rate κi, it is interesting to
distinguish three different regimes:

– Under-coupling (κi ≫ κc): Only a small portion of the incoming
signal can enter the resonator, resulting in a small dip in the reflection
amplitude and a small phase shift, while the most part of the signal is
reflected back.

– Critical coupling (κi = κc): The resonator has perfect absorption at
resonance and the reflection amplitude drops to 0, together with a π-shift
on phase.

– Over-coupling (κi ≪ κc): Big part of the signal is reflected back with
a 2π phase shift across the resonance and a small part of the signal can
be absorbed by the resonator. On resonance, the amplitude has a small
dip.

When probing far from resonance (ω ≫ κc + κi), the reflection amplitude is
approaching one, |S11| → 1, which means perfect reflection and the signal can-
not enter the resonator. This makes a reflection measurement “self-calibrated”
such that fitting the S11(ω) can give directly both internal and external rates
[103]. Since the reflection measurement requires only one line, it can also
bring some inconvenience in practice. For measurements at low temperature
(our case), the input line is usually heavily attenuated to remove the radiation
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Figure 2.11: Calculated reflection and transmission spectrum. For reflection
measurements, amplitude (a) and phase (b) of reflection coefficient are plotted S11

as function of probe frequency ω. The resonator has a resonant frequency ω0/2π = 7
GHz and internal loss rate κi/2π = 20 MHz. The external coupling rates are chosen
to be κc = κi/4 (blue), κi (orange), 2κi (green). For transmission measurements,
amplitude (c) and phase (d) of reflection coefficient are plotted S21 as function of
probe frequency ω. We consider the case of symmetric coupling κc,1 = κc,2 and
κc,1 + κc,2 = κi/2 (blue), κi (orange), 2κi (green).

coming from high temperature stage, therefore we need to separate the input
and output lines with a circulator to avoid the signal being attenuated twice
when going out. This increases the complexity of the measurement setup. In
the first experiment of this thesis, we measure reflection of the system.

• Transmission:

S21(ω) =

√
κc,2β(ω)− βin,1

βin,1
=

√
κc,1κc,2

(κc,1 + κc,2 + κi)/2− i(ω − ω0)
. (2.77)

As shown in Figure 2.11, the amplitude of transmission coefficient is a positive
Lorentzian function and reaches its maximum 4

√
κc,1κc,2/(κc,1 + κc,2 + κi) at

resonance (ω = ω0). In the region far from resonance (ω ≫ κc,1 + κc,2 + κi),
the amplitude is approaching zero |S21| → 0. We notice that it is impossible
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to independently distinguish the coupling rates at port 1 and port 2 by only
measuring the |S21|. In addition, when the resonator is under-coupled (κi ≫
κc,1, κc,2), the total linewidth is determined by the internal loss rate κc,1 +
κc,2 + κi ∼ κi.

In the second experiment of the thesis, we work on transmission measurement.
The resonator is designed to have an asymmetric coupling κc,2 ≫ κc,1, such
that most of the signal will go out through the port with larger coupling rate
(port 2 in this case), which is used as output port. The port with small
coupling is used as input port to avoid signal flowing backwards to the input.

2.3 Single microwave photon detector (SMPD)

In this section, we discuss briefly another important component which makes our
experiment possible: the single microwave photon detector (SMPD) that we have
used, developed in the group during two other PhD theses. An ideal SMPD is a
device capable of detecting a single incoming microwave photon and gives a binary
answer 1 or 0 (click or no click) when a photon arrives or not. Ours is not ideal but
sufficiently good for our purposes. As said before, each of the excited spins will emit
radiatively a microwave photon when its relaxation is dominated by Purcell effect.
This microwave fluorescence signal of the spins will be detected by the SMPD with
a finite efficiency.

Detecting microwave photons is challenging, due to their 5-orders-of-magnitude
lower energy compared to optical photons, which makes it less effective to trigger
measurable macroscopic effect. Developing SMPD devices for microwave photonics
is thus a subject of intense research since about a decade [4, 17, 18, 104, 105, 106,
107]. Our SMPD device is based on a cQED architecture : An incoming single
photon state is mapped onto the excited state of a well-controlled two-level system
(qubit) initialized in its ground state. Measuring the state of the qubit then reveal
whether a photon arrived or not. The proof-of-principle demonstration on this type
of SMPD device can be found in [4]. Emanuele Albertinale and Leo Balembois have
improved the device for spin detection [5]. In this experiment, we use the improved
version of the SMPD. We present here only the indispensable background regarding
the working principle of the device, and more details can be found in the thesis [108].

2.3.1 Working principle of SMPD

In our SMPD device, a transmon-type superconducting qubit [67] is used, its state
being a marker indicating whether a microwave photon arrived or not. The essential
and clever process enabling the qubit excitation upon single photon arrival is a
pumped parametric process called four-wave mixing, which converts an incoming
photon at a given frequency into a qubit excitation at a different frequency, moreover
in an irreversible way. This process is depicted in Figure 2.12 in three steps that we
detail below.

The transmon qubit is coupled to two different modes at the same time, namely
a “buffer mode” with frequency ωb and a “waste mode” with frequency ωw (buffer
resonator and waste resonator), see Figure 2.12a. The buffer resonator is used as a
“buffer” to receive the incoming photon to be processed. A continuous pump tone
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Figure 2.12: Working principle of the SMPD used in this work. (a) A qubit
represented by its Bloch sphere in blue at the center, with a transition frequency
ωq between its ground and excited states |g⟩ and |e⟩, is coupled permanently to
two electromagnetic modes represented here as cavities: a buffer mode with fre-
quency ωb (orange) and a waste mode ωw (green). An incoming photon enters the
buffer resonator through a transmission line. The waster resonator is connected to
a transmission line terminated by a 50 Ω dissipative element (pink). (b) A contin-
uous pump tone (purple) is applied at frequency ωp such that ωp + ωb = ωq + ωw

to enable the four-wave mixing parametric process. (c) This process converts the
incoming photon into a qubit excitation (red arrow) plus a photon in the waste
resonator (green). (d) This photon in the waste resonator is rapidly dissipated in
the dissipative element, which prevents the inverse parametric process that would
generate a photon in the buffer from the qubit excitation and photon in the waste.

with frequency ωp is used as a parametric drive for a four-wave mixing non-linear
process, see Figure 2.12b. The frequency of the drive is well-chosen to satisfy the
relation ωp + ωb = ωq + ωw such that the incoming photon in the buffer resonator is
converted into an excitation of the qubit and another photon ωw in the waste mode.
The waste resonator is designed with a large external coupling rate and its output
line is terminated with a 50Ω resistor. As a result, the photon generated in the
waste mode leaks out easily and gets eventually dissipated on the terminator (hence
its “waste resonator“ name), see Figure 2.12c. Then the absence of the photon
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in the waste resonator prohibits the inverse process through which the excitation
of the qubit and the waste photon could be converted into a photon in the buffer
resonator, see Figure 2.12d. Then the qubit is reset to its ground state, and the
system is ready for the detection of a new photon. This irreversible process with a
controllable detection time window (the pump duration) allows us to detect single
photons within the bandwidth of the buffer resonator, in a cyclic manner.

The SMPD device used in this work is implemented as a superconducting circuit
fabricated on top of a sapphire substrate. Figure 2.13a and b show both its circuit
model and its corresponding chip layout. The important components of the circuit
are:

• the qubit: it is of the transmon type, with a single Al/AlOx/Al Josephson
junction and a shunted capacitor. The transmon behaves as a non-linear res-
onator with non-equally spaced adjacent energy levels, the qubit being formed
by the two lowest ones. The transition frequency between these two levels is
fixed.

• the buffer resonator and its Purcell filter: it is formed by a half-wave
coplanar waveguide (CPW) transmission line with two open ends, one of them
being capacitively coupled to the transmon. This resonator embeds a SQUID
device whose inductance can be varied by passing a current through a grounded
line generating a local flux in the SQUID loop ; this inductance variation
makes it possible to tune the buffer frequency in-situ with the current bias.
The middle of the buffer resonator is capacitively coupled to an auxiliary half-
wave CPW resonator with a frequency centered on that of the buffer. This
auxiliary resonator plays the role of a Purcell filter that prevents the transmon
from relaxing through the buffer. At its center is the input for collecting the
incoming photons to be detected.

• the waste resonator and its Purcell filter: They are implemented simi-
larly to the buffer resonator and its Purcell filter. A line at the center of the
waste’s Purcell filter is used both for dissipating the waste photons and for
reading the qubit out dispersively.

• the pump and qubit drive line: It is implemented as a simple CPW line
capacitively coupled to the qubit.

2.3.2 SMPD operation

The SMPD device is operated in a cyclic manner that we describe below and then
we introduce its different figures of merit.

SMPD detection cycle

The SMPD detection is performed cyclically, with a total duration TC of the cycle.
Figure 2.14 shows the complete detection cycle, which is composed of 3 steps:

Detection (D): During the detection step, a continuous pump tone at frequency
ωp is switched on and waits for the incoming photons. The duration of the pump
drive defines the length of the detection window TD. When a photon impinges on
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Figure 2.13: Circuit implementation of the SMPD device used in this work.
(a) Circuit model of the device: a transmon qubit (blue) is capacitively coupled to a
buffer CPW resonator (orange) and a waste CPW resonator (dark green). A tunable
inductor inserted in the middle of the buffer resonator makes it possible to tune the
buffer frequency ωb (detection band center) to the targeted photon frequency. This
tunable inductor is actually a SQUID biased by a local magnetic flux Φ induced
by a current bias line (red) to ground. Two Purcell filters are included on both
buffer (yellow) and waste (light green) resonators in order to limit relaxation of the
transmon through the resonators, and thus increase its relaxation time T1. A pump
drive matching the relation ωp +ωb = ωq +ωw is applied to switch on the four-wave
mixing, thanks to the non-linearity of the transmon’s Josephson junction. (b) Chip
layout of the SMPD design. More details about the design can be found in the thesis
of Leo Balembois.

the system during this step, the qubit reaches its excited state while another photon
is generated in the waste and dissipated.

51



CHAPTER 2. OVERVIEW AND THEORETICAL BACKGROUND OF
DETECTING SINGLE ERBIUM IONS BY THEIR FLUORESCENCE

Measurement (M): The qubit state is then measured by dispersive readout
of the waste resonator. The outcome of the measurement is a binary answer: a
“click” (resp. no click) for the transmon being measured in its excited state |e⟩
(resp. ground state |g⟩).

Reset (R): A conditional reset is performed after the measurement step to ensure
the qubit is in its ground state |g⟩ before starting the next detection cycle. A π-pulse
bringing back the qubit from its excited state to its ground state is applied only if
the qubit is measured excited. No reset operation is performed if the qubit is found
in its ground state.

D M R
while qubit
in |e〉

buffer

waste

qubit

pump

TD TM TR

P time|e〉

Figure 2.14: SMPD detection cycle. A cycle consists of three parts: the detection
(D) during which the pump tone (purple long pulse) is switched on, the measurement
(M) during which a readout pulse (green) is sent to the waste, and a conditional
reset (R) during which de-excitation π pulses (light blue) are sent to the transmon
until it is read out in its ground state (second green pulse). An incoming photon
(orange) in the buffer is rapidly converted into an excitation of the transmon, whose
probability Pe (dark blue on bottom row) decays slowly at the transmon relaxation
rate, until the transmon is reset abruptly.

SMPD figures of merits

The figures of merits of the SMPD are its dark count rate, its detection efficiency, and
its detection bandwidth. They have tight relations with experimental parameters
and will eventually determine the performance of the detector, such as its signal-to-
noise ratio.

• Dark count rate: The dark count rate α is the rate of false-positive clicks
reported by the detector. Here specifically, we define the dark counts as the
counts in absence of input signal. After the qubit is reset to its ground state,
a false click can have three origins: measurement infidelity, thermal excitation
of the qubit and spurious photons in the lines.
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– Measurement infidelity. Even if the qubit is in its ground state, the
readout can still give a false result as if the qubit was in its excited state.
The measurement infidelity is negligible in our case.

– Thermal excitation of qubit. In equilibrium, the qubit has a finite
probability of being excited, depending on the electromagnetic tempera-
ture of its environment [109] and on possible rare high-energy excitation
events [110]. These qubit excitations not due to incoming photons lead
to unwanted clicks.

– Spurious photons in the buffer lines. In reality, even if the ther-
mometer reports a base temperature of 10 mK, the objects around the
SMPD can still be warmer than that due to imperfect thermalization
of the electronic components and lines. This leads to out-of-equilibrium
photons, usually broadband, in the lines. Those in the buffer line and
having a frequency inside the buffer detection band are detected. Al-
though the resulting clicks are not strictly speaking dark counts since
they correspond to real photons, we still call them “dark counts” be-
cause they are spurious signal in the absence of the controllable photon
source to be detected, such as spins.

The typical dark count rate of the SMPD used in this work is α ∼ 100s−1. We
have observed slow dark count rate fluctuations over week time scales ranging
typically from 130 s−1 to 90 s−1 mainly due to variation in qubit T1 and a slow
cooling down of the line and of the qubit.

• Efficiency: The SMPD efficiency is the average probability of detecting a click
when a photon is entering the buffer input. It can be determined from the
detected number of counts divided by the total number of incoming photons
(when the detector is far below saturation). This SMPD efficiency is the
product of three contributions:

– Duty cycle: The photons arriving outside the detection time window
are of course lost, which lowers the efficiency down to about ηduty =
TD/TC .

– Conversion efficiency: The fact that not all photons arriving during
the detection window can be converted to a qubit excitation, leads to a
finite efficiency ηconv. Note that when the detector is saturated by a large
input photon flux, the conversion efficiency obviously drops drastically.

– False negative: The measurement of an excited qubit can also give a
result interpreted as non-excited qubit due to the measurement infidelity.
Besides, an excited qubit can also relax before or during readout. The
first case is negligible in our experiment, and the second one leads to a
finite efficiency ηT1 if the qubit T1 is too short.

• Detection bandwidth: The bandwidth gives the frequency range of pho-
tons that can be detected by the SMPD. The chosen linewidth of the buffer
resonator and the four-wave mixing process determine together the bandwidth
of the detector.
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2.4 Electron-spin-resonance detection by microwave

photon counting

2.4.1 Electron spin resonance (ESR)

The Zeeman interaction between the electronic spin and external magnetic field B0

splits the degenerate spin states existing at zero field, as shown in Figure 2.15a. The
spin physics is then described by the spin 1/2 Hamiltonian introduced in Section 2.1,

Ĥs =
1

2
ℏωs(B0)σ̂z, (2.78)

with a frequency ωs(B0) that usually falls in the microwave domain for fields not
exceeding one Tesla.
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Figure 2.15: Electron spin resonance and typical linewidths in our experi-
ment. (a) Electron spin resonance. The degenerate eigenstates of a spin 1/2 system
are split under non-zero magnetic field by an energy difference EZeeman = γB (we
neglect the zero-field splitting that can exist for particular impurities in particular
crystals). An applied microwave close to the spin Larmor frequency ωs = EZeeman/ℏ
can be absorbed coherently within a certain linewidth, leading to an evolution of the
spin state. (b) Typical resonant lines in our experiments: Resonator (blue) with
linewidth κ/2π = 470 kHz, single spin (red) with homogeneous linewidth Γ2/2π ∼ 2
kHz and spin ensemble (green) with inhomogeneous linewidth Γinh/2π ∼ 8 MHz.

The spin can absorb (and then reemit) electromagnetic radiation at microwave
frequencies close to its Larmor frequency ωs, which results in an evolution of its
quantum state. This process is called electron spin resonance (ESR) [24]. In the
absorption spectrum, see Figure 2.15b, the intrinsic single spin linewidth is called
homogeneous linewidth Γ2. For a spin ensemble in a solid, each spin has its local
electrical and magnetic environment, so that the spin transition frequencies are
different and spread out to form a collective absorption line with an inhomogeneous
linewidth Γinh. Note that in our experiment with erbium ions in CaWO4, the typical
homogeneous linewidth is about Γ2 ∼ 2 kHz, whereas the inhomogeneous linewidth
is about Γinh ∼ 8 MHz (along the crystal c-axis), which is around 15 times larger
than the linewidth κ/2π = 470 kHz of the resonator that we will use.

We now model the ESR process assuming a static external field B0 = B0 ẑ
defining the spin quantization axis (longitudinal direction) and a classical transverse
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harmonic drive B1 = B1 cos(ωdt+ φ) x̂. The drive Hamiltonian is thus

Ĥint =
1

2
ℏγeB1 · σ̂ =

1

2
ℏγeB1 cosωdt σ̂x, (2.79)

where we assume φ = 0 for simplicity. Moving to a frame rotating at the spin
Larmor frequency with the unitary operator Û0(t) = exp(iĤst/ℏ) and using the
relation σ̂x = σ̂+ + σ̂− lead to the new Hamiltonian

Ĥ ′ =
1

2
ℏγeB1 cosωdt(σ̂+e

iωst + σ̂−e
iωst) (2.80)

=
1

4
ℏγeB1(σ̂+e

i(ωs+ωd)t + σ̂+e
i(ωs−ωd)t + σ̂−e

i(ωs+ωd)t + σ̂−e
i(ωs−ωd)t), (2.81)

where the relation cosωdt = [exp(iωdt) + exp(−iωdt)]/2 has been used. Performing
then the rotating wave approximation, i.e. eliminating the fast terms in ωs+ωd that
average to zero for the spin dynamics, we are left with

Ĥ ′ =
1

4
ℏγeB1[σ̂+e

i(ωs−ωd)t + σ̂−e
i(ωs−ωd)t] (2.82)

If the applied oscillating field has exactly the Larmor frequency ωs, the Hamiltonian
is reduced to

Ĥ ′ =
1

4
ℏγeB1(σ̂+ + σ̂−) =

1

4
ℏγeB1σ̂x, (2.83)

which causes a Rabi rotation around x̂ at the Rabi frequency Ω = γeB1/4.
In the Bloch’s sphere representation, the spin rotates by a Rabi angle propor-

tional to the drive amplitude B1 and to the microwave pulse duration, a complete
Rabi period corresponding to a 2π rotation of the spin. One can also define π- and
π/2- pulses, which bring for instance the spin from its ground state |g⟩ to its excited
state |e⟩ and to an equal superposition of two states (|g⟩+ |e⟩/)

√
2 (on the Bloch’s

sphere equator), respectively, see Figure 2.16. In a real experiment like ours, the
spatial distribution of the driving field can be very large ; the spins of a spatially
distributed ensemble thus experience very different B1 and very different Rabi angles
at the end of a microwave pulse, which will be discussed in detail in the next chapter.
Moreover, the phase φ in the classical drive B1 = B1 cos(ωdt+ φ) x̂ determines the
axis along which the spin will rotate under the drive (in the frame rotating at the
spin Larmor frequency).

2.4.2 Detection methods for microwave

Excited spins with Purcell-enhanced decay rate can spontaneously emit incoherent
photons into the resonator and relax back to their ground states. Photons, being
quanta of electromagnetic field with wave-particle duality, can be detected by two
different methods: field quadrature detection and energy detection.

Field quadrature detection

Classically, the electromagnetic mode with frequency ω0 can be described by the
complex amplitude A = |A|ei(ω0t+ϕ). In the time frame rotating at ω0, the mode
now expressed as A = |A|eiϕ can also be decomposed in its in-phase X = Re(A)
and out-of-phase Y = Im(A) quadratures, as shown in Figure 2.17a. These two
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Figure 2.16: Spin rotation around x̂ by a π/2-pulse (a) and by a π-pulse (b)
in the Bloch’s sphere representation.

quadratures X and Y of the electromagnetic field are canonical conjugate variables
that give a phase-space representation of the field. In the quantum description,
they are promoted to operators satisfying the commutation relation [X̂, Ŷ ] = i/21,
and their variance ⟨∆X̂2⟩ = ⟨X̂⟩2 −⟨X̂2⟩ and ⟨∆Ŷ 2⟩ satisfy Heisenberg uncertainty
relation ⟨∆X̂2⟩⟨∆Ŷ 2⟩ ≥ 1/16.

Note that quadrature variables were already presented in an indirect way in
Section 2.2.1, where the field inside a simple LC oscillator has been quantized by
introducing operators for charge and flux observables, obeying commutation relation
[Φ̂, Q̂] = iℏ. Here the charge represents the electric part of the field and flux the
magnetic part. Actually they can be regarded as the “quadratures” of the resonator
mode since they are proportional to the field quadrature observables. In general,
the choice of a pair of orthogonal variables X and Y defines one set of quadratures,
which is relative to a chosen phase reference. This can be understood intuitively in
the relative phase introduced by rotating the (X, Y ) frame in Figure 2.17a.

The photon creation â† and annihilation â operators

â = X̂ + iŶ (2.84)

â† = X̂ − iŶ (2.85)

can also be defined from the quadrature operators, and obey the commutation re-
lation [â, â†] = 1.

The eigenstates of the photon number operator n̂ = â†â are the Fock states |n⟩.
The lowest-energy state of the mode (zero photon state) is defined as the vacuum
state |0⟩. As shown in Figure 2.17b, this vacuum state has a Gaussian probability
distribution of its quadratures around the phase space origin (presented as a blurry
disk with radius of 1/2). Note that even if the mean values of its field quadratures
are zero ⟨X̂⟩ = ⟨Ŷ ⟩ = 0, they have a non-zero variance satisfying the minimal
Heisenberg uncertainty relation:

⟨∆X̂2⟩ = ⟨∆Ŷ 2⟩ = 1

4
. (2.86)

1Here we use dimensionless quantities for simplicity.
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Figure 2.17: Electromagnetic field in phase-space representation. (a) Clas-
sical picture. (b) Vacuum state shown as the 2D density of probability of the two
quadratures. The distribution is a Gaussian of revolution with standard deviation
of half a square-root of photon (schematically represented). (c) Coherent state ob-
tained by a displacement D̂(α) of the vacuum, with the same quantum fluctuations.

Moreover, a classical harmonic drive applied to a certain mode ω0 results in a dis-
placement in the phase space of the vacuum state of this mode by a complex quantity
α = |α|eiϕ, the corresponding displacement operator being D̂(α) = exp(αâ† + α∗â)
(see Figure 2.17c). This drive or displacement of vacuum state leads to a “coherent
state”

D̂(α)|0⟩ = |α⟩, (2.87)

which is the eigenstate of the annihilation operator

â|α⟩ = α|α⟩, (2.88)

with a mean photon number ⟨α|â†â|α⟩ = |α|2.
In the lab time frame for the mode ω0, the coherent state is rotating in the phase

space at an angular frequency ω0, as shown in Figure 2.18a. Therefore, the mean
quadrature values are time-dependent and write

⟨X̂⟩ = |α| cosω0t (2.89)

⟨Ŷ ⟩ = |α| sinω0t (2.90)

(see Figure 2.18b). As the vacuum state, coherent states also satisfy the minimal
Heisenberg uncertainty relation ⟨∆X̂2⟩ = ⟨∆Ŷ 2⟩ = 1/4.

We can notice that, when the signal to be detected is rather small (such as a
single photon emitted from a single spin), the vacuum noise of 1/2 a square root of
photon spoils the signal on the field quadratures and leads to poor signal-to-noise
ratio (SNR) in conventional induction-mode ESR detection [111]. On the contrary,
this overall 1/2 photon noise energy does not manifest itself in an energy detector
(energy cannot be absorbed permanently from vacuum). Therefore the measurement
of a Fock state through its energy can bypass the fundamental quantum limit that
exists on quadratures, which greatly helps reach single spin sensitivity.

Despite the fundamental quantum limit, quadrature detection remains the most
widely used small field detection method up to today, because it does not require a
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Figure 2.18: Coherent state in phase-space representation and time evo-
lution. (a) Coherent state in phase-space representation in the laboratory frame.
(b) Time evolution of its mean quadrature values.

complicated experimental setup (it needs only amplifiers) or special devices (photon
detection needs SMPD). With the help of quantum-limited amplifier [112, 113],
quadrature detection can reach reasonable SNR in many situations, especially when
the signal does not involve a too small number of photons, such as dispersive readout
for qubits in cQED (for measuring the state of transmon qubit in SMPD) [10]. Field
quadrature detection is also used in the second experiment of this thesis, in which
microwave pulses are sent to the system under study to probe the change of its
transmission. We discuss this in detail in the second part of the thesis manuscript.

Photon detection

As already said, the detection can also be performed in energy, in the photon number
basis (Fock basis). The observable in this case is the photon number operator
n̂ = â†â and the measurement on Fock state |n⟩ yields

⟨n|â†â|n⟩ = ⟨n− 1|
√
n
√
n|n− 1⟩ = n, (2.91)

where the relation a|n⟩ =
√
n|n− 1⟩ is used.

The variance of the observable n̂

⟨∆n̂2⟩ = ⟨n|(â†â)2|n⟩ − ⟨n|(â†â)|n⟩2 = 0 (2.92)

showing no noise on photon number measurements by ideal energy detectors. In
particular, the vacuum state |0⟩ is measured with a definite outcome of zero photon.

The SMPD is an energy detector working in the microwave domain. However,
it is designed for detecting only one photon at each cycle and is saturated after the
first received photon. It is thus not able to characterize Fock states with photon
numbers larger than one, and its actual observable is not n̂ but

P̂ = 1− |0⟩⟨0|. (2.93)

Therefore the measurement with the SMPD yields a definite binary number: ⟨0|P̂ |0⟩ =
0 for the vacuum state and ⟨n|P̂ |n⟩ = 1 for any Fock states with n >= 1, including
Fock state |1⟩. As for a generic photon number detector, there is no noise on the
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observable and there is no fundamental limit to the SNR in detecting single photons
with a SMPD.

In the first experiment of this thesis, we perform photon detection of the spin
microwave fluorescence signal with an SMPD.

2.4.3 ESR detection with photon counting and signal-to-
noise ratio

Detecting spins by microwave photon counting

In practice, having a large Purcell-enhanced relaxation rate ΓR for spins compared
to their non-radiative decay rate is the prerequisite for detecting spins by their
fluorescence signal. In the Purcell-limited regime, the excited state population Pe

of an excited spin ρ̂s = |e⟩⟨e| decays exponentially as

Pe = e−ΓRt, (2.94)

whereas the ground state population evolves as

Pg = 1− e−ΓRt, (2.95)

which also describes the single photon emission rate as a function of time.
The SMPD device introduced in the Section 2.3 allows us to detect the arrival

of a single photon during the spin relaxation, with a finite efficiency due to the
finite duty cycle of the cyclic operation, and with a temporal resolution equal to the
duration TC of a cycle.

Figure 2.19 shows the complete protocol used for ESR detection with our SMPD.
A particular sequence j starts with a π-pulse to bring a spin from its ground state to
its excited state. The moment after the pulse is defined as t = 0. Then the excited
state probability decays exponentially as Equation 2.94, while the SMPD starts its
iterated detection cycles detailed in Figure 2.14. The outcome of each cycle is a
boolean variable cj(t) of either 1 or 0 representing the count number at the central
time t of the cycle. The measurement cycles do not stop until the spin is most likely
to be found in its ground state: the total measurement process lasts for a time tm
(several T1 times of spin), after which the probability of having one photon already
emitted from the spin is nearly 1. In practice, we add up all the single count cj(t)
in a time window between t = 0 and tw < tm, in order to get an integrated count
signal Cj(tw) for the sequence j. We repeat N times the same sequence to get an
averaged number of counts

⟨C⟩ = 1

N

N∑
j=1

Cj(tw) =
1

N

N∑
j=1

tw∑
t=0

cj(t). (2.96)

Since tm is much longer than the length of the spin excitation pulse, the total
experiment time is roughly texp ∼ Ntm.

Signal-to-noise ratio

In general, a measurement yields a signal s with a certain statistical distribution
described by its mean value ⟨s⟩ and variance ⟨∆s2⟩. The signal-to-noise ratio (SNR)
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Figure 2.19: ESR detection with photon counting. After an excitation pulse
(red) applied to the spin (presented in its Bloch’s sphere), the detection with the
SMPD starts in a cyclic manner with a cycle time TC . The iteration of the SMPD
cycles lasts for a total time tm covering the whole relaxation of the spin, described
by the exponential decay (blue curve) of its excited state probability Pe (the tw-long
orange box represents the chosen integration window). The measurement result of
each cycle yields a “click” or “no click”. The full sequence is repeated N times
during a total measuring time texp ∼ Ntm (if tm ≫ ts).

of the measurement is defined as

SNR =
⟨s⟩√
⟨∆s2⟩

. (2.97)

The SNR tells us how significant the measurement is, associated with its du-
ration. In practice, a measurement considered as an elementary measurement or
single-shot measurement can be repeated and averaged over the repetitions in or-
der to lower the variance and reach a higher SNR corresponding now to the total
measurement time over which the averaging has been performed.

We now derive an analytical formula for the SNR of a single spin detection
with our SMPD. For spin in the Purcell-limited regime, the radiative relaxation is
the dominant decay Γ1 ∼ ΓR. The emission from a single spin is eventually one
photon in the coupled resonator. However, due to the limited detection efficiency
η (0 < η < 1) and finite integration window tw, one photon signal will not be
converted perfectly to one SMPD count. Based on the single photon emission rate
in Equation 2.95, the averaged emitted photon number per sequence is 1 − e−ΓRtw

and the averaged number of counts ⟨C⟩ per sequence and average total number of
counts ⟨CS⟩ coming from the spins are

⟨C⟩ = η(1− e−ΓRtw) = η′ (2.98)

⟨CS⟩ = N⟨C⟩, (2.99)
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where we have absorbed the non-unity emission in an effective total efficiency η′.
Due to the dark counts detected by the SMPD at a rate α, an average total

number of dark counts ⟨CDC⟩ = αtexp are also detected during the full time texp
of the experiment. However, α can be pre-calibrated once for all before any spin
measurement by a long averaging for a good precision. Consequently, the dark count
signal CDC can always be subtracted precisely from the total number of registered
counts to obtain the real spin signal CS.

The detected noise has two origins:

• Partition noise: The finite probability η′ (0 < η′ < 1) of detecting “one click”
results in a binomial distribution of CS with variance ⟨∆C2

η′⟩ = η′(1 − η′)N
for N repetitions.

• Dark counts: Given that dark count events are independent of each other
and occur at a constant rate α, they follow a Poissonian distribution with a
variance equal to the mean. The variance on CDC is thus ⟨∆C2

DC⟩ = αtexp.

The SNR of the measurement writes

SNR =
⟨CS⟩√

⟨∆C2
DC⟩+ ⟨∆C2

η′⟩
=

η′N√
αtexp + η′(1− η′)N

=
η′
√
N√

αtm + η′(1− η′)
,

(2.100)
where texp ∼ Ntm is used and where we have chosen an integration time equal to
the measurement time (tw = tm) for simplicity.

On can remark that:

• The measurement SNR scales with the square root of the number of repetitions√
N .

• If the integration window is too large (tw ≫ 1/ΓR), η
′ → η and the dark count

noise buries the spin signal, resulting in a low SNR.

• If the integration window is too short tw ≪ 1/ΓR, the spin does not have
enough time to emit its photon, and η′ → 0 and SNR→ 0.

For a fixed dark count rate α, the optimal SNR is obtained by repeating the se-
quence at the Purcell rate such that tm = TR = 1/ΓR. Choosing a one second-long
experiment (texp = 1 s) and using N = texpΓR, the SNR takes the simple form

SNRopt =
ηΓR√

α + η(1− η)ΓR

. (2.101)

In chapter 4, We will compute the single spin sensitivity of our experiment from the
measured SNR with one second of total measurement time.
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Chapter 3

Device and experimental setup
implementation

In this chapter, we explain how we have designed and fabricated or setup the dif-
ferent units and components of our experiment. This includes the crystal with the
spins, the resonator fabricated on it, the single microwave photon detector (SMPD),
and the experimental setup used to perform the measurements. In a first part, we
focus on the crystal-resonator device, discussing its design, simulation, and fabrica-
tion. The detailed design considerations, fabrication, and pre-characterization of the
SMPD are the subject of Leo Balembois’ thesis book [108]. We thus give here only
a summary with the minimum information required to understand our work. In a
second part, we introduce the complete setup used in the experiment (built up us-
ing different technologies such as microwave engineering, superconducting magnets,
cryogenic physics, electronics, etc). After that, we present basic characterization
results on the resonator and the SMPD. Meanwhile, we explain how measurements
on the resonator could be used to align the magnetic field in the sample plane, which
happened to be crucial for the experiment.

3.1 Spin-resonator sample

3.1.1 Host crystal sample for spins

The CaWO4 crystal used in our experiment originates from a boule grown by the
Czochralski method from CaCO3 (99.95% purity) and WO3 (99.9 % purity). The
boule was characterized by continuous-wave ESR spectroscopy [114]: the residual
doping concentration in erbium was found to be 3.1 ± 0.2 ppb, which corresponds to
an average distance between the closest erbium ions of about 300 nm. Specifically,
only the I = 0 erbium isotope with 77 % natural abundance is of interest for our
work, the remaining 23 % abundant 167Er isotope with nuclear spin I = 7/2 [115]
having not been measured.

Other nuclear spins are certain calcium (Ca) and oxygen (O) isotopes, whose
concentrations are negligible, as well as the 14 % abundant 183W tungsten having
a nuclear spin I = 1/2 [115]. At 10 mK, these are unpolarized and form a nuclear
spin bath which is responsible for part of the decoherence of the erbium electronic
spins.

The sample that we have used was cut from the boule in a rectangular slab shape
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(7 mm× 4 mm), with the surface approximately in the (ac) crystallographic plane,
and the c-axis parallel to its 4mm-long edge. To allow an easy micro-fabrication of
the resonator on this slab, one of its big faces was then optically polished. The final
thickness is reduced from 2 mm down to 0.5 mm using the service from the company
SurfaceNet GmbH.

3.1.2 Superconducting resonator for addressing spins

Design

The superconducting resonator used to address spins was designed as a lumped-
element LC resonator, as discussed in Section 2.2.1. The goal is to have a resonator
with a simple planar geometry easy to fabricate, and with a small inductor L well
coupled to a hundred of spins and a maximum capacitor C to lower the resonator
impedance Z =

√
L/C and maximize the zero point current fluctuations and spin-

resonator coupling g0, according to Equation 2.21 and Equation 2.46.
In our design, the resonator is formed from an inductive wire in the middle

(94µm length and 600 nm width) and two symmetric interdigitated capacitors on
the left and right sides (see dimensions in Figure 3.1b. The top and bottom capacitor
pads are designed as a vertical dipole antenna to be coupled to a vertical electrical
field (see Section 3.1.2 and Section 3.2.1)

The capacitor pads are shaped as 20 µm wide strips separated by 10 µm in order
to increase the pad (and thus resonator) resilience to magnetic field penetration.

Figure 3.1c shows a schematic of the 600 nm-wide and 94µm-long inductive wire
at the center of the resonator. Compared to a previous experiment of the group [6],
these dimensions are reduced for the purpose of addressing fewer spins in the mag-
netic volume immediately below the wire, where the spins have a stronger coupling
strength g0 to the resonator and consequently a larger Purcell decay rate ΓR. A
rough estimation of the number of addressable spins in the yellow dashed cuboid of
Figure 3.1c, yields approximately ∼ 200 spins. Given the inhomogeneous linewidth
Γinh/2π ∼ 8 MHz of the spin ensemble, known from a previous experiment [114], tar-
geting a resonator decay rate κ such that Γinh/κ ∼ 10 (see Figure 2.15b) should lead
to 20 addressable spins within the resonator linewidth. With such a small number,
we expect to address individual spins on the foot of the spin frequency distribution.

As our crystal chip was large enough, we have decided to place on it 3 resonators
with slightly different resonant frequencies. The crystal is then to be stuck on a
silicon chip, itself hold in a 3D copper cavity equipped with a pin antenna soldered
to a SMA connector (see this mounting in Figure 3.7).

The 3 resonators are made of identical inductive wires but different capacitors,
obtained by varying the length of the outermost capacitor fingers on both left and
right sides. This allows us to vary the frequency of the resonator (around 7 GHz) by
7% to be in the tunable range of the buffer resonator of SMPD. Defining the ratio
0 < R < 1 of the actual length of these extreme fingers to their maximum length,
we summarize the design parameters in Table 3.1.

Electromagnetic simulations

To precisely find the frequencies ω0 of our three resonators, their characteristic
impedances Z0, as well as their energy decay rates κ, we use a 3D finite-element
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Figure 3.1: Spin-resonator design. (a) Schematic of the sample. A niobium
resonator (blue) is fabricated on top of the CaWO4 crystal (gray). The inductive wire
(red) at the center of the resonator defines the z-axis. The x−y plane perpendicular
to z, has its y axis in the sample plane and the x axis orthogonal to it. β is the
angle between the crystal c-axis and the sample plane. θ is the angle between the
projection of c-axis in the y− z plane and the magnetic field B0 (also applied in the
y − z plane). (b) Design of our ”bow-tie”-shaped resonator, with striped top and
bottom (orange dashed box) pads, left and right interdigitated capacitors with 10
µm-wide fingers and gaps, and central inductive wire (red). Pad strips are 20 µm
wide. To adjust the resonator frequency, the length of the outermost fingers on both
sides is varied (fraction 0 < R < 1 of the 855µm maximum length). In this example
R = 0.75. (c) Schematic of the 94 µm-long and 600 nm-wide inductive wire (red),
with a cuboid (yellow dashed) of most strongly coupled spins (see also Figure 3.4
for more quantitative information about coupling).

microwave simulator called HFSS from ANSYS Inc, operated in the so-called eigen-
solver mode. Our full model is shown in Figure 3.2a, where the following 5 elements
are included:
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resonator design reso 1 reso 2 reso 3
outermost finger fraction R 0.5 0.75 1

outermost finger length 855R (µm) 427.5 641.25 855

Table 3.1: Resonator geometric properties. Three resonators are pattern on
the CaWO4 sample.

• A perfectly conducting metallic box (33 × 9 × 16 mm3) representing the 3D
copper cavity mentioned above.

• A silicon chip (5.9 × 3 × 0.3 mm3) fitting in the box, used for holding the
CaWO4 crystal.

• The CaWO4 crystal (7× 4× 0.5mm3) stacked on the silicon chip.

• The resonator on top of the crystal, modeled with zero thickness and 2D
impedance models: 0 resistance and 8.67 mΩ/□ reactance (resulting from 0.2
pH/□ at 6.9 GHz).

• a metallic pin plunging in the copper cavity through a hole in its top wall,
used as an antenna to excite the system.

We point out here that the dielectric tensor of CaWO4 is anisotropic, so that the
resonator frequencies depend on the orientation of the crystal. Note in this respect
that the HFSS (X,Y,Z)-coordinate system shown in Figure 3.2 is different from the
convention (x, y, z) used throughout this manuscript, the crystal c-axis being aligned
with the HFSS X-axis.

a b

20 mm

x

z

y

Figure 3.2: HFSS simulated geometry and results for the copper box mode.
(a) HFSS geometric model of the metallic box (33× 9× 16 mm3), the metallic pin
in a box wall hole, and the silicon chip (5.9× 3× 0.3 mm3) supporting the CaWO4

crystal (7× 4× 0.5 mm3). The resonator model created with zero thickness on top
of the CaWO4 chip is shown on Figure 3.3. (b) Simulated electric field amplitude
of the box fundamental mode in logarithmic scale (1 Joule in the mode).

The dielectric constants of CaWO4 are ϵa,b = 11.7± 0.1 and ϵc = 9.5± 0.2 ; they
are known from measurements at room temperature at 1.6 kHz [116] and 1 MHz
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[117]. Since no measurements were reported for cryogenic temperatures, we first use
the room temperature values in our simulations. Then we fabricate a device with
the simulated geometry and measure it at cryogenic temperature. The discrepancy
between simulated and measured resonant frequencies gives a correction factor for
the dielectric constants. We finally use the corrected ϵa,b = 10.65 and ϵc = 8.96 to
perform the simulations on the geometry of interest.

We had also to face a technical problem: simulating submicron geometric dimen-
sions (600nm-wide wire) together with large dimensions in the millimeter range
causes meshing issue for the software. To solve this issue, we had to model our
600nm-wide wire by a fictitious 2µm-wide one, with however corrected values of its
geometric and kinetic inductances in order to match those of the narrow wire (ki-
netic inductance of 0.2 pH/□ and geometric inductance of x + 0.24 pH/µm instead
of x pH/µm for a 2µm wire).

a b

Figure 3.3: HFSS simulation on resonator 2. (a) Simulated electric field dis-
tribution in logarithmic scale of resonator mode with 1 Joule energy applied. (b)
Simulated surface current distribution in logarithmic scale of resonator mode with
1 Joule energy applied.

We then use HFSS to solve the eigenmodes of the system. This eigensolver
performs ”undriven” analysis by assuming a certain amount of energy stored in the
system, and finds the eigenmodes with complex eigenfrequencies (real frequency and
damping of the system) and field distribution by solving Maxwell equations. The
analysis continues iteratively with refined meshing of the geometric object until the
relative change of eigenfrequencies ∆ω0/ω0 is below a preset threshold (0.1% in our
case). Then it computes the field in the dielectric volume and currents or charges on
the metal. Here we have simulated three resonator geometries independently. The
fundamental mode of the copper box (TE011 mode) is shown in Figure 3.2b. The
magnitude of its electric field is plotted in logarithmic scale for 1 Joule of energy in
the mode. The simulated electric field and surface current distribution on resonator
2 can be seen in Figure 3.3, with 1 Joule of energy in the resonator mode. From the
eigenmode study in HFSS, we can also obtain the eigenfrequency and coupling rate

66



3.1. SPIN-RESONATOR SAMPLE

(or quality factor) for each mode found by the simulator. Table 3.2 summarizes the
simulation results obtained for the fundamental mode of the box and the resonator
mode of each design. The 3 resonators are separated by 100 MHz and around the
targeting 7 GHz as expected.

resonator property reso 1 reso 2 reso 3 box
ω0/2π (GHz) 7.247 7.118 6.961 8.364
κc/2π (MHz) 0.13 0.087 0.054 61

quality factor (Q) 56000 82000 130000 137

Table 3.2: Simulated resonator properties.

To enhance the magnetic coupling constant between spin and resonator field, a
low-impedance resonator (Z0 < 50Ω) is favored to ensure a larger vacuum fluctu-
ation of current Section 2.2.1. Here in the simulation, the resonator impedance Z0

can be extracted by adding and varying a small inductance δL (typically 1 pH) in
the middle of the wire and performing a linear expansion of ω0 = 1/

√
LC, which

gives
δω0

ω0

= −δL
2L
. (3.1)

Adding for instance 1 pH to the wire of resonator 2, induces a variation δω0/2π =
10MHz of the simulated resonant frequency. The total resonator inductance is
therefore

L = −δLω
2δω

= 356 pH, (3.2)

and the resonator impedance

Z0 = ω0L = 16Ω. (3.3)

The sole wire inductance can be estimated from the 0.2 pH/□ kinetic inductance
and 1 pH/µm geometric inductance. Thus Lwire ∼ 132 pH accounts for about 37%
of the total inductance in the resonator.

Spatial distribution of spin-resonator coupling constant

As shown in the cross-section of the resonator in Figure 2.8, a magnetic field B1

generated by the inductive wire current couples to spins beneath. We now estimate
quantitatively the magnetic coupling constant g0 between the resonator and a single
spin close to the inductive wire, the former being aligned along z and modeled as
infinitely long, with width w = 600 nm and thickness t = 50nm. The current is
along z and all quantities such as the current density jz(x, y), the current induced
magnetic field B1(x, y) = [B1,x(x, y), B1,y(x, y), 0] or the coupling strength g0(x, y)
depend on the x and y coordinates only. Moreover, we take the origin on the crystal
surface in the middle of the wire (see Figure 3.4), so that jz(x, y) is even in y.
Consequently, as a function of y, B1,x(x, y) is odd, B1,y(x, y) even and g0(x, y) even.
According to Equation 2.46, we have in our geometry with B1 ⊥ B0

g0(x, y)

2π
=
γ⊥
2h

||δB1(x, y)||, (3.4)
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Figure 3.4: Simulation of spin-resonator wire current (a) and coupling constant
g0(x, y) and radiative relaxation rate ΓR(x, y) (b) as a function of the spin position
(x, y) with respect to the wire (shown as a green rectangle). The theoretical current
density in the wire is shown as shades of green. (The dashed line in panel a corre-
sponds to a constant current density at the same total current)

with δB1 the B1 vacuum fluctuations that correspond to the current vacuum fluc-
tuations δI (see Section 2.2.1) in the resonator wire. Then

δB1(r) =
µ0

2π

∫ t

x′=0

∫ w/2

y′=−w/2

jz(r
′)dx′dy′

k× (r− r′)

||r− r′||
(3.5)

is simply obtained by integrating the Ampere’s law over all current lines jz(r
′)dx′dy′

with r = [x, y, 0], r′ = [x′, y′, 0], and k = [0, 0, 1] the unit vector along z. For the cur-
rent distribution jz(x, y) in our Nb superconducting wire, we use an approximation
by Van Duzer (ref. [118]) assuming a constant distribution along x (wire thinner
than the effective penetration depth λ of the magnetic field in the superconductor)
and a wide wire satisfying 2wt/λ2 > 1:

jz(y) = j0/
√

1− (2y/w)2 if |y| < |w/2− λ2/2t|,
jz(y) = 1.165j0

√
wt/λe−(w/2−|y|)t/λ2

if |w/2− λ2/2t| < |y| < w/2,
(3.6)
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with j0 such that
∫ w/2

y=−w/2
jz(y) = δI. Given the measured values λ = 120 nm

for Nb, 2wt/λ2 ∼ 4, and the computed jz(y) is that of Figure 3.4a. Then taking
the frequency and impedence of resonator 2, the integration of Equation 3.5 leads
to the field map and to the g0(x, y) map of figure Figure 3.4b. As indicated by
Equation 2.65, the iso-B1 and iso-g0 are also iso-Purcell rate ΓR lines. A few of
these lines are also shown on the figure.

Fabrication

The resonator was directly fabricated on the polished face of the CaWO4 crystal (see
schematic in Figure 3.1a) by sputtering 50 nm of niobium and patterning the film
by electron-beam lithography and reactive ion etching. The complete fabrication
process is summarized in Figure 3.5.

The process includes only one patterning of the Nb film, by e-beam lithography
and reactive ion etching (RIE). However, instead of patterning negatively the res-
onator geometry in the e-beam resist and using it as the mask for Nb etching, we
pattern positively the e-beam resist and evaporate and lift-off aluminum to build
a hard protective mask. After etching Nb through this hard Al mask, the latter is
removed by wet etching. The optical microscope image of the sample after complete
fabrication is shown in Figure 3.6.

3.2 Experimental setup

In this section, we describe the experimental setup that we have used for address-
ing individual spins and detecting them by fluorescence. This setup includes the
spin-resonator mounted in its copper box and a single microwave photon detector
(SMPD), both placed in a dilution refrigerator and embedded in a microwave circuit
extending up to room temperature.

3.2.1 Spin-resonator and SMPD assembly

Spin-resonator sample

After fabrication of the three resonators on the crystal, the latter is mounted in a
3D copper cavity. Due to the mismatch of dimensions between the crystal and the
copper box holder, an extra silicon chip is added to support the crystal, as shown in
Figure 3.7. A pin antenna soldered to an SMA connector attached to the top wall
of the copper cavity is used as the single input-output port, both for exciting the
spins and collecting their signal.

SMPD sample

The SMPD chip is glued on a microwave printed-circuit board (PCB) and bonded
to its circuit using aluminum wires. This PCB is then mounted into a dedicated
microwave sample-holder (called JAWS). Low-pass (Eccosorb) filters suppressing
infrared radiation and higher frequencies are attached to all sample-holder ports
(see Figure 3.8). The holder is then shielded from electromagnetic radiations and
low-frequency magnetic noise using 3 nested metallic cans (see Figure 3.9). More
details can be found in the thesis of Leo Balembois.
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Figure 3.5: Fabrication process flow of Nb resonator on CaWO4. (a) De-
positing 50 nm Nb thin film by sputtering. (b) Spin coating PMMA-MMA e-beam
resist bilayer. (c) E-beam lithography for patterning (d) Depositing 30 nm Al hard
mask by evaporation. (e) Lift-off of resist bilayer and Al thin film. (f) Reactive-ion
etching for Nb. (g) Removing Al hard mask.

3.2.2 Low-temperature setup

The schematics of the complete experimental setup is shown in Figure 3.10. The
bottom half is located inside a dilution refrigerator with 4 stages at different tem-
peratures. We first discuss this part of the setup inside the refrigerator.

The spin-resonator sample and the SMPD device are attached to the mixing
chamber plate of the dilution refrigerator, which is to be cooled down to the base
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Figure 3.6: Images of one of the spin-resonators fabricated on the crystal.
(a) Optical micrograph of the whole Nb resonator. (b) Zoom-in on the central part,
showing the inductor wire and the 10 µm gap between the 10 µm wide capacitor
fingers. (c) Scanning electron micrograph of the center, on a nominally identical
sample. The inductive wire has a length of 94 µm and a width of 600 nm (see inset).
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Figure 3.7: Spin-resonator assembly. (a) Image of zoomed-in view of the center
of 3D copper cavity, where the spin-resonator sample (one-side polished 4 × 7mm
CaWO4 chip with 3 resonators fabricated on top) is mounted at the center of the
cavity with a supporting silicon chip (dark rectangle). (b) Two separate parts of the
3D copper cavity. Spin-resonator sample is mounted in one part and a pin antenna
soldered to an SMA connector used as input/output port is installed to the other
part.

temperature of 10 mK. More precisely, the spin-resonator holder is mounted at the
bottom of a long copper arm (“cold finger”) that locates it at the center of a 3D
coil magnet, far away from the SMPD that is thus not perturbed by the magnetic
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Figure 3.8: SMPD packaging. The SMPD chip is glued and wire-bonded in an
RF-sample holder (called JAWS). The JAWS is screwed on a copper frame and then
mounted with a 3-screen shielding (cooper, µ-metal, aluminium). The figure is taken
from [108].

Figure 3.9: Electromagnetic shielding for SMPD. Exploded views of the mi-
crowave shields used in this experiment. The sample holder of SMPD is screwed on
the copper frame. The figure is taken from [108].

field (see Figure 3.11).

The spin excitation pulses are sent through line number 2 in the figure. This line
is heavily attenuated (∼ 110 dB) to optimize its thermalization and thus minimize
the number of out-of-equilibrium photons able to produce dark counts in the SMPD.
The pulses are directed, through a double- and a single-junction circulator, to the
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Figure 3.10: Schematic of the setup. Wiring and all the components used at
room temperature and cryogenic temperature.

antenna of the cavity containing the spin resonator. The pulses partly reflected
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Figure 3.11: Low temperature setup. (a) The 3D copper cavity hosting spin-
resonator sample is mounted to the bottom of the long copper arm (cold finger) and
then closed with a cylindrical copper shield (see b). The cold finger is attached to
the 10 mK plate. (b) Image of the entire 10 mK stage in the dilution refrigerator.
SMPD box is mounted on the upper 10 mK plate, and all the electronic components
are installed between upper and lower 10 mK plates. (c) Plates associated with
different temperatures when the refrigerator is cold.

on the antenna as well as the output signal coming from inside the copper box
are routed to the input of the SMPD device through a single-junction circulator.
To pre-characterize the spin resonator as well as the SMPD (next two sections of
the present chapter), the signal reflected on the SMPD input is routed to room-
temperature via the same single- and double-junction circulators and via output
line 1 and its HEMT amplifier; isolation of the experiment from this HEMT is
provided by an extra 10 dB attenuation followed by a double-junction isolator. Note
that in all the measurements reported in the Chapter 4 and Chapter 5, this line 1
was left open and its HEMT switched off.

In normal operation, the SMPD pump tone and qubit reset pulses are applied
via line 7 and its -20 dB directional coupler. The other 2 ports of the coupler are
connected to a 50Ω load at 800 mK and a 50Ω-loaded circulator at 10mK, in
order to minimize the noise induced by the dissipation of these signals. The SMPD
qubit readout pulses are sent via the attenuated line 4 and a double circulator.
The reflected signal is routed by this double circulator to a Josephson Traveling
Wave Parametric Amplifier (TWPA) [119] pumped from line 5 through a directional
coupler; the signal propagates to a second HEMT at 4 K, isolated by a double-
junction isolator.

3.2.3 Room-temperature setup

The room-temperature part of the setup (above the 50K dilution refrigerator frame
in Figure 3.10) uses five microwave sources and one FPGA-based instrument (OPX
platform from Quantum Machine) in charge of arbitrary waveform generation, dig-
itization, and real time feedback. The OPX instrument provides 10 analog outputs
(AO), 10 digital outputs (DO) and 2 analog inputs (AI) for digitization.

The pulses used to drive the spins are generated by I/Q mixing a pair of in-phase

74



3.2. EXPERIMENTAL SETUP

(I) and quadrature (Q) intermediate frequency (IF) signals from the OPX with a
local oscillator (LO - orange) at the spin-resonator frequency ω0. The upconverted
microwave signal is then split over 2 branches, one of them including an about 40
dB amplifier, which are then recombined. Only one of the two branches is selected
to propagate the signal, using two fast switches controlled by digital lines from the
OPX. All the measurements related to spins art performed using the branch with
the amplifier. The other branch is used only for pre-characterizing the SMPD, i.e.
calibrating the input microwave photon flux and measuring the SMPD efficiency. As
already mentioned, the spin excitation pulses enter the dilution refrigerator through
line 2.

The SMPD operation (see Section 2.3.2 for details) involves one dc-current and
three microwave sources playing the following roles:

• A Yokogawa current source (red) provides the necessary magnetic flux bias to
bring the ωb frequency of the SQUID-tunable buffer resonator of the SMPD in
resonance with the frequency ω0 of the spin resonator, so that the fluorescence
photons emitted by the spins are at the center of the SMPD detection band.

• A first microwave source (purple) provides the pump tone at frequency ωp that
enables the four-wave mixing process converting an incoming photon in the
buffer into an excitation in the superconducting transmon qubit at ωq and a
photon in the waste resonator at ωw, according to ωp + ωb = ωq + ωw.

• A second microwave source (green) reads the SMPD qubit state out by mi-
crowave reflectometry and homodyne detection: it actually measures the qubit-
state dependent dispersive shift of the readout (waste) resonator.

• A third microwave generator (blue) is used as a local oscillator (LO) for gen-
erating the qubits control pulses by sideband mixing the LO with one OPX IF
output. The line conveying these pulses is combined with the pump line and
connected to line 7 of the refrigerator.

Besides, a Rohde & Schwarz SMR20 microwave source (yellow) at the input of
line 5 provides the pump power for the TWPA placed at 10 mK.

3.2.4 3-axis vector magnet

The magnetic field B0 is generated by a 1T/1T/1T 3-coil superconducting vector
magnet, producing independent fields along 3 orthogonal directions X, Y and Z.
Each coil is supplied by a commercial current source (Four-Quadrant Power Supply
Model 4Q06125PS from AMI) and includes a parallel shunt that can be switched
between a superconducting state and a normal state. A coil can thus be operated
in one of two possible modes:

• Current supplied mode: The shunt is normal and the source delivers the
current continuously to the coil. This mode is used for sweeping the magnetic
field in a certain range, in order to perform spectroscopy measurement (bring-
ing the spin transition frequency in and out of resonance with the resonator),
or to align the total magnetic field in a targeted direction.
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• Persistent mode: once the coil is loaded with a current, the switch is made
superconducting, and the current in the coil becomes persistent. In this mode,
the field is constant and very stable compared to the current supplied mode.
This mode is used for measurements requiring highly stable field, such as the
coherent manipulation of a spin.

Time-domain measurements of Chapter 5 require tuning precisely the spin-
resonator frequency detuning δ and to keep it stable (less than 10kHz variation)
over long periods of time. To achieve this goal, we take benefit of our Z coil being
nearly aligned with the z axis (the axis along the inductive wire of the resonator),
thus providing the major part of B0 field; we thus minimize the noise by placing
this coil in persistent mode. Then, the other coil closest to the y axis (the in-plane
axis perpendicular to the inductive wire of the resonator) is used to fine-tune δ.
The (much smaller) current through that coil is moreover further stabilized using
a custom-made feedback loop based on an additional current meter (Keithley 2700
model) and a voltage source (TTi), see Figure 3.12.
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Figure 3.12: Setup for stablizing the current through the coil.

The voltage Vin (composed of two parts: Vsource and Vbias) at the input of AMI
power supply (4Q06125PS) determines the current in the coil. Vsource from AMI
programmer sets the target current and Vbias generated from a power supply unit
(TTi) is used for small correction. The current measured in real time by the Keithley
2700 is used by the feedback controller to determine the correction voltage Vbias to
be applied in TTi. The sensitivity of Vbias can be adjusted by the resistance ratio
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R2/R1 if it is necessary. Since the Keithley 2700 has higher resolution than the
internal current meter of AMI programmer, this setup provides better stablization
compared to using AMI only.

3.3 Resonator characterization at 10mK

3.3.1 Reflection measurement at zero magnetic field

We first measure with a vectorial network analyzer (VNA) the reflection coefficient
of the three spin-resonators at base temperature 10mK and zero magnetic field. The
power at the input of the copper cavity is around −120 dBm, which corresponds to
an average photon number of about 100 in the resonator at steady state. Because
the signal is reflected on the single cavity port, we call this type of measurement
reflection and the corresponding coefficient S11, although the input and output lines
(line 1 and line 2 in Figure 3.10) are separated using a circulator. Figure 3.13a, b
shows S11 of resonator 2: the resonator has a resonant frequency ω0/2π = 7.349GHz,
and is over-coupled with an external coupling rate κc/2π = 270 kHz and an internal
loss rate κi/2π = 120 kHz. The latter is limited by the CaWO4 substrate interface
and the presence of residual metal on the chip edges. The same measurements per-
formed on resonator 3 are shown in Figure 3.13c, d. All the results are summarized
in Table 3.3 and compared with simulations. Note that the measurement data of
resonator 1 is not available due to the fabrication issue.

resonator properties reso 1 reso 2 reso 3
simulated ω0/2π (GHz) 7.247 7.118 6.961
measured ω0/2π (GHz) N.A. 7.349 7.217
measured κi/2π (kHz) N.A. 120 92
measured κc/2π (kHz) N.A. 270 114

measured Qi N.A. 61000 79000
measured Qc N.A. 27000 63000

Table 3.3: Comparison between simulated and measured resonator prop-
erties.

3.3.2 Magnetic field alignment

We now describe the procedure to bring precisely the external magnetic field B0 in
the resonator plane, following an approach very similar to ref. [114]. Our high-Q
thin-film superconducting resonators are sensitive to magnetic field, especially its
component perpendicular to the resonator plane [120]. A small out-of-plane field can
lead to a drastic reduction of the resonator frequency and an increase of the internal
losses. We therefore use the resonator as a “probe” to maximize the frequency and
bring the field generated by the 3-axis coils (see Section 3.2.4) in the resonator plane.
Note that we use the coil coordinate system (X,Y,Z) in the explanation below.

The goal of the alignment is to find the rotation angle φ0 around Z transforming
(X,Y,Z) into (X′,Y′,Z′ = Z), and then the rotation angle ψ0 around Y′ transforming
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Figure 3.13: Reflection measurement of the resonators at zero magnetic
field. Amplitude and phase of the reflection coefficient S11 as a function of the
probe frequency, for resonators 2 (a,b) and 3 (c,d). The fits (solid line) to the data
(red dots) yield the resonant frequencies ω0, coupling rates κc, and internal loss rates
κi shown in Table 3.3.

(X′,Y′,Z′) into (X′′,Y′′ = Y′,Z′′) so that the axes Y′′-Z′′ lay in the resonator plane.
The full protocol consists of 4 steps:

1. Apply B0 = 50mT along the Y-axis with the Y magnet.

2. Measure the resonator frequency while rotating B0 around Z (in the X-Y plane)
by a small angle φ of typically ±1◦, using the X and Y magnet. This step is
illustrated in Figure 3.14a. The field B0 is aligned with the resonator plane
when the frequency of the resonator reaches its maximum, which corresponds
to the small correction angle φ0 = arctan(BX/BY ). Figure 3.14d shows the
shift of resonator frequency as a function of rotation angle φ. When φ0 is
found, the field is set back to zero.

3. Apply B0 = 50mT along Z-axis by the Z magnet.

4. Measure the resonator frequency while rotating B0 around Y′ in the X′-Z’
plane by a small angle ψ of about ±1◦ using all the magnets. During this
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rotation, the fields needed in magnet X,Y,Z are

BX = −B0 sinφ0 sinψ (3.7)

BY = B0 cosφ0 sinψ (3.8)

BZ = B0 cosψ (3.9)

This step is illustrated in Figure 3.14b. The field B0 is in the resonator plane
when the frequency of the resonator reaches its maximum at ψ = ψ0. Fig-
ure 3.14e shows the shift of resonator frequency as a function of ψ. When ψ0

is found, the field is set back to zero.
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Figure 3.14: Magnetic field alignment into the plane of resonator 2. (a) A
first rotation of an angle φ around Z brings Y to Y’ in the resonator plane. (b) A
second rotation of an angle ψ around Y’=Y” brings Z’=Z to Z” in the resonator
plane. (c) B0 field applied in the resonator plane (Y”, Z”) and making an angle
θ with Z”. (d) Resonator frequency at B0 = 50mT as a function of angle φ. (e)
Resonator frequency at B0 = 50mT as a function of angle ψ.

Now with the known correction angles φ0 and ψ0, an arbitrary field B0 in the
Y′′-Z′′ resonator plane, with an angle θ with respect to Z′′ (see Figure 3.14c) is
obtained by setting the (X,Y,Z) magnets as

B0 =

BX

BY

BZ

 = B0

sin θ sinφ0 − cos θ sinψ0 sinφ0

sin θ cosφ0 + sin θ sinψ0 cosφ0

cos θ cosψ0

 . (3.10)
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3.3.3 Reflection measurement at non-zero magnetic field

To perform ESR detection, we need to apply a magnetic field of about 0.4T to
bring erbium spins in resonance with the resonator at about 7 GHz. It is therefore
interesting to characterize the resonator in a magnetic field of this magnitude. We
do it here with resonator 2 because its frequency (ω0/2π = 7.348 GHz) is in the
tunable frequency range of the SMPD buffer resonator.

Figure 3.15 shows the measured amplitude and phase of the reflection coefficient
of resonator 2 at 420 mT. The internal loss rate has increased by nearly a factor of 2
compared to zero field. The still slightly over-coupled resonator is now approaching
the critical coupling.

In addition, we have also studied the dependence of the internal loss rate on the
input power, equivalently on the average number of photons in the resonator (see
Figure 3.16). We clearly see an increase of internal losses by a factor 1.5 between the
lower and higher power. We attribute this to parasitic two-level systems creating
dielectric losses at low power but being saturated at high power. The total linewidth
κ/2π = 470 kHz at single photon level is close to the real situation of a single
spin experiment; this narrow linewidth is responsible for the Purcell-enhanced spin
relaxation rate (recall Equation 2.65).
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Figure 3.15: Reflection measurement of resonator 2 at non-zero magnetic
field. Measured amplitude (a) and phase (b) of reflection coefficient S11 on resonator
2 as a function of probe frequency (probe power is close to single photon level). The
fit (solid line) to the data (red dots) yields a resonant frequency ω0/2π = 7.335GHz,
an internal loss rate κi/2π = 200 kHz (Qi = 37000) and a coupling rate κc/2π =
270 kHz (Qc = 27000).

3.4 SMPD characterization

3.4.1 Figures of merits

The SMPD is operated cyclically. The cycles do not have the same duration but last
12.7 µs on average. Each cycle is composed of three steps: (i) the pumped conversion
of an incoming photon into a qubit excitation during 10 µs, (ii) the qubit dispersive
readout lasting 2 µs, and (iii) the conditional reset of the qubit to its ground state
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Figure 3.16: Power-dependent resonator linewidth. Total resonator linewidth
κ/2π (blue) and total quality factor Qtot (red) (a) and Internal resonator linewidth
κi/2π (blue) and internal quality factor Qi (red) (b), as a function of average photon
number in the resonator.

if it was detected excited. This reset consists of one or several π-pulse(s) applied
to the qubit until it is measured in its ground state. The conditional reset time
is thus non-deterministic, and lasts from 0.7 µs (feedback time with the OPX) to
0.7 + (2 + 0.7)k µs, with k the number of π pulses applied.

At each cycle, a count C = 1 is detected if the qubit is found in its excited state
(before the reset), and the count time is recorded with sub-microsecond accuracy.

The SMPD is characterized independently, in absence of spin signal, by mea-
suring its key figures of merit in terms of efficiency, dark count rate and detection
bandwidth.

Efficiency

The detector efficiency is measured by shining a microwave tone of known power
at the detector input. The average input photon flux for a given applied power is
calibrated in-situ by measuring the transmon qubit a.c. Stark shift (i.e. the qubit
frequency shifted due to the buffer resonator field) and dephasing rate [121]. We
have measured the received counts over 1 s as a function of the input photon flux.
We show in Figure 3.17 two examples at zero photon flux (dark count) and a flux
of 540 photon/s.

The SMPD efficiency is then simply taken as the ratio between the excess count
rate above background (dark counts) averaged over 1 s and the applied photon flux.
Figure 3.18 shows this excess count rate as a function of the input photon flux up
to above 200 thousands photons/s. At hundreds of input photons per second, the
efficiency is ηSMPD = 0.32. Then above 104 photons/s, the detector saturates and
the efficiency drops. Further optimizing the lifetime of the transmon qubit as well
as the readout and pump power for four-wave mixing, would probably yield a better
efficiency.

Dark count rate

We define dark counts as the counts that are not due to the spins, that is those
originating from spurious excitation of the transmon qubit in absence of incoming
photons, and those due to unwanted photons present at the SMPD input [5]. For
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Figure 3.17: Detected counts shown at their recorded arrival time for input
photon fluxes of zero (a) and 540 photon/s (b).
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Figure 3.18: SMPD efficiency. Excess count rate (red) above background and
efficiency (blue) as a function of the applied input photon flux. Below 104 photons/s
(linear regime), an efficiency of 0.32 is obtained.

this detector, a dark count rate of 106±3 s−1 has been measured over 24 hours. We
observed slow dark count rate fluctuation over week time scales ranging typically
from 130 s−1 to 90 s−1 mainly due to variation in qubit T1 and a slow cooling down
of the transmission lines and of the qubit. Figure 3.17a shows an example of a real
time trace corresponding to a dark count rate α = 128 s−1.

It is interesting to determine the sources of dark counts in our experiment, in
order to lower them in the future. We can discriminate contributions from thermal
photons present in the SMPD microwave input line, from the qubit non-zero temper-
ature, and from the heating of the SMPD by the pump, by switching off or detuning
the pump tone from the frequency used for proper four-wave mixing. Switching
off the pump gives the contribution of spurious qubit excitations and yields a dark
count rate of 9 s−1. Switching on the pump but detuning it by 10 MHz yields a dark
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3.4. SMPD CHARACTERIZATION

count rate of 11 s−1, which is the joint contribution of qubit spurious excitations and
heating by the pump. The pump heating contribution is thus ∼ 2s−1. Overall, we
conclude that the main contribution (92%) to the measured dark counts comes from
thermal microwave photons reaching the SMPD via its input line. This corresponds
to a thermal population of ∼ 2.4 × 10−4 photons in the line, and to an effective
temperature of ∼ 42mK, to be compared to the measured 10mK base temperature
of the refrigerator.

Bandwidth

The detector bandwidth is extracted by measuring the average number ⟨C⟩ of de-
tected counts as a function of the frequency of the applied input tone, for a pump
frequency fixed at the optimal value for four-wave mixing. In order to mimic the
signal from a single spin, we use a ∼ 10µs-long input microwave pulse containing
0.5 photon on average. As shown in Figure 3.19, the full width at half maximum
(FWHM) of a Lorentzian fit to the data gives a SMPD bandwidth of 0.9 MHz. For
comparison, the dark counts are also plotted.

7.331 7.332 7.333 7.334 7.335 7.336
Photon frequency (GHz)

10 4

10 3

10 2

10 1

C
 (c

ou
nt

s)

0.9 MHz
MW ON
MW OFF

Figure 3.19: SMPD bandwidth. SMPD bandwidth. Average number of detected
counts as a function of input microwave frequency with microwave on (red dots)
and off (gray dots). The solid line is a Lorentzian fit to the data yielding a FWHM
bandwidth of 0.9 MHz.

3.4.2 Tuning the SMPD for spin detection

So far the SMPD characterization results that we have presented have been obtained
in absence of photons coming from the spins or the spin-resonator. In order to
detect the signal from the spin-resonator, the SMPD buffer frequency has to be
tuned in resonance with it (using the buffer magnetic flux line), such that ωb = ω0.
Figure 3.20a shows a VNA measurement of the reflection coefficient S11, when the
SMPD buffer resonator is approaching the spin-resonator. When both resonator
lines are overlapping, the fine-tuning can be done by measuring the SMPD counts
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as done for the bandwidth measurement of Figure 3.19 (i.e. measuring the counts
as a function of the frequency of an applied input tone). The results presented in
Figure 3.20b show a strong reduction in the counts at the center of SMPD buffer
resonance line due to microwave absorption by the spin-resonator.

With all this pre-characterization done, the configuration of the whole setup is
now well-prepared for spin detection.
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Figure 3.20: Tuning the SMPD buffer in resonance with the spin-resonator.
(a) Amplitude of the reflection coefficient S11 as a function of the probe frequency.
(b) Average SMPD counts as a function of input microwave frequency. Due to
absorption by the spin-resonator, a reduction of counts is visible at the center of the
SMPD detection band.
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Chapter 4

Spin spectroscopy measurements

This chapter focuses on measuring the erbium spectroscopic line of our spin sam-
ple (see Section 3.1), with a particularly high resolution at low power. Using our
approach of photon counting with the SMPD device discussed in the previous chap-
ter, we reach the hallmark of this experiment: Resolving many individual spin lines
inside the spin ensemble spectroscopic line. We begin the chapter by presenting
the spin fluorescence signal measured by counting emitted microwave photons. The
outcome of this measurement provides a physical quantity, the number of counts C
integrated over a certain time, which is recorded when changing the spin transition
frequency by sweeping the applied magnetic field, leading to spectroscopy measure-
ments. Then we determine the ensemble-averaged gyromagnetic tensor and crystal
symmetry axis by studying the dependence of the spectroscopic line maximum on
the magnetic field angle in the crystal plane. As a result, we are able to further
align the field B0 along the projection of the crystal c-axis in the resonator plane.
We then show our measurement of the erbium line at high and low spin excitation
power, resolving individual spins in the latter case. The final section shows how
several individual spin frequencies vary when sweeping both the field amplitude B0

and its angle θ with respect to the projection of crystal c-axis in the resonator plane,
demonstrating that each single spin has a slightly different gyromagnetic tensor.

4.1 Spin fluorescence detection by photon count-

ing

Each measurement corresponding to a particular excitation pulse is repeated in a
series of N sequences lasting a sufficiently long time T to let the spins relax to the
same initial state. In addition, as discussed in Section 2.4.3, the SMPD device is
run cyclically after each excitation pulse, and yields a count cj(tk) ∈ {0, 1} at time
tk of cycle k after the excitation of sequence j. Thus the raw data of one complete
measurement consists of N arrays of 0s and 1s with their recorded times tk (actually,
only the 1s and their times tk are really saved in files). Based on this dataset, we
define the following quantities of interest to report the results:

• the average number of counts

⟨C⟩ = 1

N

N∑
j=1

tw∑
tk=0

cj(tk), (4.1)
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calculated by summing up the counts from tk = 0 to tw, and averaging over N
sequences.

• the average count rate

⟨Ċ(td)⟩ =
1

N

N∑
j=1

[
1

∆t

td+∆t∑
t=td

cj(t)

]
(4.2)

at time td, obtained by coarse-graining the counts into bins of duration ∆t,
and averaging over N sequences.

• a background-corrected average number of counts

⟨C̃⟩ = 1

N

N∑
j=1

T/2∑
t=0

cj(t)−
T∑

t=T/2

cj(t)

 . (4.3)

Note that in the case of an exponential signal s(t) = s1/T1 exp(−t/T1) + s0
with an area s1 on top of a background s0, Equation 4.3 approximates to

∫ T/2

0

s(t)dt−
∫ T

T/2

s(t)dt = s1(1 + e−T/T1 − e−T/2T1), (4.4)

which is independent of the background and proportional to the area s1 what-
ever is T . Moreover, it is even equal to s1 with a relative error of about e−T/T1

when T ≫ T1. In the case of a fluorescence signal measured up to ∼ 5T1, this
relative error is e−5 < 1%; the second half of the signal is in this case very
close to the background, which is consequently well subtracted from the first
half.

We first measure the background signal alone by not applying any excitation
pulse. This measurement also serves as an example to present the raw data and
its corresponding analysis. Here the SMPD is tuned in resonance with the spin
resonator. The measurement protocol and sequence are nearly identical to the ones
used for real spin detection (except for the absence of excitation pulse before SMPD
cycles).

The beginning of each sequence is defined as t = 0 and the SMPD keeps running
for 825 cycles lasting about 10 ms. Then we repeat the same detection sequence.
The SMPD outcomes of the first 30 sequences are shown in Figure 4.1a, each red
bar representing a count signal cj(t) = 1 in the jth sequence, with recorded click
arrival time t. The accumulated total counts of a sequence is obtained from a simple
sum, as shown in Figure 4.1b. Repeating the sequence a sufficiently large number
of times, we get the average total counts ⟨C⟩.

To obtain the average count rate, we choose a coarse-graining time bin size and
divide the average number of counts inside a bin by this size. In the example shown
in Figure 4.2, the bin size is 0.5 ms and the average count rate of 0.106ms−1 is the
dark count rate α.
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Figure 4.1: Detection of photon background in presence of the spin sample
but in absence of excitation pulses. (a) SMPD detected events (red bars) with
recorded arrival time between t = 0 and 10 ms during the first 30 sequences (one
row/sequence). (b) Accumulated total counts Cj in jth sequence.
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Figure 4.2: Measured average dark count rate. Each bar represents a coarse-
graining time bin with a width of 0.5ms and a height of the count rate. The bin
center times are indicated with blue dots.
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4.2 High-power spin spectroscopy

To excite and detect the spins, we repeatedly apply an excitation pulse followed by
photon counting cycles, as described in Figure 2.19. The fluorescence signal, which
is the sum of the contributions of all the spins excited by the pulse, strongly depends
on the excitation power.

When the spins of interest are out of resonance with the resonator, the excitation
pulse cannot excite them directly. However, it can heat up the microwave lines
and possibly the spins and increase the dark count rate above its base level. The
stronger the applied excitation power, the larger the measured background level. On
the contrary, when the spins are in resonance with the resonator, they are directly
excited by the pulse and re-emit a microwave fluorescence signal. The SMPD then
detects these emitted photons and shows excess counts above the background level.

These excess counts are observables when the spin transition frequency is tuned
by the magnetic field into the bandwidth of the spin-resonator, provided that the
spins have a large radiative relaxation rate. This result holds for all kinds of param-
agnetic species. By sweeping the magnetic field in order to bring different types of
spins in and out of resonance with the resonator, we obtain the ESR spectrum of the
system under study from the detected counts signal, and identify the different spin
species present in the spectrum from their known gyromagnetic ratios. Although
this ESR detection by photon counting is a universal method applicable to any types
of spins, we use it specifically on erbium spins in our experiment as an example to
demonstrate its potential.
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Figure 4.3: Fluorescence-detected Er3+ : CaWO4 ESR line (a) at high ex-
citation power (∼ −97dBm at sample input) and typical microwave flu-
orescence signal (b). At each magnetic field B0, the average number of counts
⟨C⟩ is integrated over a ∼ 200ms duration following the excitation pulse (whole
td range in panel b). Blue dots are data, red line is a Lorentzian fit with FWHM
0.45mT. Note that the angle θ varies linearly between −0.006◦ and 0.006◦ over the
scan. Fluorescence histograms of average count rate ⟨Ċ⟩ are shown at the center
(red) and tail (grey) of the spin ensemble line (see stars in panel a).

We first record the spectrum of the Er3+ : CaWO4 resonance with a high input
power (∼ −97 dBm at sample input), thus exciting many weakly coupled ions that
have low ΓR. The average count rate ⟨Ċ⟩ as a function of time following the pulse
shows an excess compared to the background level (see Figure 4.3b) and decays non-
exponentially over a timescale of ∼ 100ms. We plot the average number of counts
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integrated over the first 200ms ⟨C⟩ as a function of the magnetic field B0 applied
along the z direction, see Figure 4.3a. A smooth, approximately Lorentzian, peak is
observed at B0 = 419.5mT, close to ω0/γ||, proving it is the Er3+ spin resonance. Its
0.5mT inhomogeneous Full-Width-Half-Maximum (FWHM) linewidth corresponds
to a ∼ 8MHz-wide distribution.

4.3 Crystal symmetry of spin ensemble
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Figure 4.4: Rotation pattern of the erbium spin ensemble ESR line. (a)
Spectrum of the Er3+ : CaWO4 resonance as a function of the angle θ between B0

and the z axis (direction of inductive wire). The color represents integrated counts.
(b) Measured magnetic field Bpeak

0 (dots) at which the center of the spin ensemble
line is found, as a function of the angle θ between B0 and the c axis projection onto
the sample plane. The fit of eq. 4.5 (line) to the data yields the θ = 0 origin as well
as the angle β = 0.5◦ between the c axis and the sample plane.

The magnetic field B0 generated by the 1T/1T/1T 3-axis superconducting vector
magnet allows us to measure angular dependence of the ESR spectrum and thus to
characterize the gyromagnetic tensor anisotropy. In that aim, we first bring a small
50mT field in the (y−z) sample plane to minimize the resonator losses and frequency
shifts with respect to the zero-field values [114], as discussed in Section 3.3.2. We
then rotate the field within this (y − z) plane by various angles θ and record the
erbium ensemble ESR line (as shown in Figure 4.3 and Figure 4.4a). Plotting the
ESR line center as a function of θ gives the rotation pattern shown in Figure 4.4.
This pattern is a direct consequence of the anisotropic gyromagnetic tensor γ̂0 of
CaWO4. The line center is maximum in magnetic field (and minimum in effective
gyromagnetic ratio) at an angle defined as θ = 0◦ when B0 is aligned with the
projection of the crystallographic c-axis onto the crystal plane. The small angle β
between this c-axis projection and the actual c-axis can be determined as explained
just below. Note however that we have no way to determine the other small residual
angle (possibly of order 1◦) between this c-axis projection and the z-axis parallel to
the spin-resonator wire. Because it has a negligible effect on any quantity we could
determine, we take this latter angle to be 0 for simplicity.
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Now, the B0 value of the ESR line writes

Bpeak
0 = ℏω0/

√
γ2∥ cos

2 θ cos2 β + γ2⊥(1− cos2 θ cos2 β), (4.5)

and a fit of Equation 4.5 to the data (see Figure 4.4b) yields the zero of θ and
|β| = 0.5◦.

To measure the spectrum of Figure 4.3, we scan the current in the main coil
while keeping the other two at fixed values. By doing so, we vary mostly the B0

amplitude, but also slightly the angle θ. Based on the values set in the persistent
coils X and Y, ramping BZ from 417 to 422 mT causes a linear variation of θ between
−0.006◦ and 0.006◦. Such a small variation has obviously a negligible impact on the
results.

4.4 Low-power spin spectroscopy
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Figure 4.5: Spin spectroscopy at low excitation power and typical mi-
crowave fluorescence signal. (a) Fluorescence-detected Er3+ : CaWO4 ESR line
(blue) at low power (∼ −117 dBm at sample input), measured with an integration
window of tw = 2ms and fitted by a Lorentzian peak (red). Note that the angle
θ varies linearly between −0.016◦ and 0.016◦ over the scan. (b) Expanded view of
panel a, showing 10 peaks (labelled s0 to s9). (c) Histograms of the average count
rate on spin s0 (red), and on the background (grey) averaged over the B0 window
shown as a horizontal grey bar in panel b. The blue window is the integration win-
dow for all data points in (a).
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We then record the line with ∼ 20 dB lower excitation power (∼ −117 dBm at
sample input) while simultaneously reducing the integration time to 2ms, thus ex-
citing and detecting only the most strongly coupled and fastest relaxing spins. The
integrated count ⟨C⟩(B0) now shows qualitatively different behavior and appears as
a sum of narrow, unevenly distributed peaks, with typical amplitude ∼ 0.1 excess
count over the noise floor (see Figure 4.5a). The fluorescence curve when tuned
to one of these peaks shows an exponential decay (see Figure 4.5b), with a time
constant of ∼ 2ms. These features suggest that each peak corresponds to the mi-
crowave fluorescence signal originating from a single Er3+ ion spin located ∼ 200
nm away from the inductive wire of the resonator, analogous to the optical fluores-
cence spectrum of a collection of individual solid-state emitters [122, 123, 87]. Note
that while we observe a large fluorescence signal at the center of the inhomogeneous
absorption line, some individual peaks are still found far from the center; a common
observation in low-density spectra of optical emitters, and a natural consequence
of the random nature of inhomogeneous broadening. This is also possibly supple-
mented in our particular device by the strain imparted by the thermal contractions
of the metallic wire on the substrate just below [124, 125].

4.5 Single-spin-resolved rotation pattern
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Figure 4.6: Single-spin-resolved rotation pattern. Average number of excess
count ⟨C̃⟩ as a function of the magnetic field amplitude B0 and its angle θ with
respect to the projection of the crystal c axis on the sample surface. The range is
the same as in the inset of Figure 4.5a, and the same labeling of the spin lines is
used. The total data acquisition time was approximately one week.

To demonstrate the stability and reproducibility of the individual spin ESR
lines, we perform a two-dimensional magnetic field scan and plot in Figure 4.6 the
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background-corrected average number of counts ⟨C̃⟩ (see Equation 4.3) as a function
of B0 and θ. Eight different spin peaks are resolved, and their spectrum is readily
followed as a function of θ. It appears that each ion has its own gyromagnetic
tensor γ̂, close to γ̂0 but with slightly different values for the principal axes and
also a symmetry axis that slightly deviates from the c-axis. This vividly illustrates
what inhomogeneous broadening is really, which is usually hidden in a broad and
smooth line such the one in Figure 4.3. The individual spin lines are so narrow
that the gyromagnetic tensor γ̂ of each ion could in principle be determined with an
accuracy better than 10−6 (using a suitably calibrated magnetic field). Because the
deviation δγ̂ of the gyromagnetic tensor from the ensemble-averaged one, γ̂0, is due
to the local electrostatic and strain environment, its accurate measurement can also
be turned into a sensitive way to probe this environment (as done with NV centers
in diamond [126]). Note that our measurements also call for a better modeling of
the response of rare-earth ion spins to applied electric or strain fields.

4.6 Microwave-induced heating and correspond-

ing spurious detected signal

We now discuss heating effects observed after a microwave pulse has been applied
to the spin resonator, as observed in [5], and as already mentioned the background
counts increase with excitation power (compare for instance dark count rates in
Figure 4.3b and Figure 4.5b).

To evidence and clarify this point, we measure the transient signal recorded after
an excitation pulse resonant with the SMPD buffer resonator, in three different cases:

1. normal operation on a single spin: the spin, spin-resonator and buffer are all
in resonance.

2. normal operation in absence of spins: All spins are far off-resonance, but spin-
resonator and buffer are on resonance.

3. all spins, spin resonator and buffer are detuned from each other.

In all cases, a 6 µs-long excitation pulse is applied at the time t = 0; the pho-
ton counting cycles starts 1 ms before the pulse, is interrupted (SMPD switched
off) during the pulse duration, and is restarted during several milliseconds. The
corresponding count rates are shown in Figure 4.7).

In normal operation (case 1 and 2 red and blue in Figure 4.7), a count rate spike
is observed in the bin immediately after the excitation pulse; this spike corresponds
to the decay (at rate κ) of the microwave energy stored by the pulse in the spin
resonator. It is not present when the spin resonator is detuned from the signal (case
3), as expected. After the spike, even when no spin signal is present (case 2 - blue),
extra counts above the background (grey) are however observed over a time window
of about 0.3ms after the excitation, with a decay time of ∼ 100 µs. This extra
signal is reminiscent of the one observed over ∼ 10ms in [5], possibly shorter in the
present work due to lower excitation pulse powers. For comparison, when detuning
the spin resonator from the excitation (case 3 - orange in Figure 4.7), this extra
count rate is lower and reaches the background steady-state much faster. All these
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SPURIOUS DETECTED SIGNAL

measurements with no spins indicate that the spurious extra counts decaying over
∼ 100 µs in normal operation originate from the excitation and subsequent radiative
decay of systems that are resonantly coupled to the spin resonator and send photons
to the SMPD. It is tempting to identify them with the two-level-system bath that
causes field decay and phase noise in superconducting circuits. In normal operation
with a spin (case 1 - red in Figure 4.7), these spurious extra counts of course adds
to the relevant signal coming from the spin. To lower the impact of this transient
heating effect on the results of the next chapter, we choose to discard the counts
detected in the first 50 µs (or 100 µs for some measurements) after the excitation.
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Figure 4.7: Transient response of the system after microwave excitation.
Measured average click rate versus time before and after a 6 µs-long microwave
excitation pulse applied at time 0, for cases 1 (red), 2 (blue) and 3 (orange) - see
text. SMPD is switched off during excitation. Dark count background is indicated
in grey. Inset is a zoomed-in view around time 0.

We finally study the dependence of this heating effect on the excitation pulse
duration and amplitude, in absence of resonant spins. For that we repeat the se-
quence every 8ms and integrate the number of counts ⟨C⟩ over its duration. The
results in Figure 4.8 show an increase of ⟨C⟩ as a function of pulse duration and
amplitude. This increase with pulse duration is faster as excitation amplitude in-
creases. We also verified that this increase of ⟨C⟩ is not due to microwave heating
of the line attenuators: by repeating the same measurements as above but with the
spin resonator detuned from the SMPD buffer, a much smaller effect is observed,
indicating that the excess counts do come from the spin resonator.
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Figure 4.8: Heating effect versus excitation pulse duration and amplitude.
Measured average counts integrated over a 8 ms-long window after an excitation
pulse of varying duration and amplitude, when the spin resonator is detuned from
(dash line) or in resonance with (solid line) the SMPD buffer. The excitation pulse
frequency is always tuned to the SMPD buffer one.
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Chapter 5

Single spin time-resolved
measurements

This chapter presents experimental results obtained from time-domain measure-
ments on individual spins chosen randomly on one side of the Er3+ : CaWO4 line
of Figure 4.5. These results complement the spectroscopic (i.e. frequency-domain)
measurements presented in the previous chapter, and give a more direct insight on
how a spin is driven by a classical field, and on how long quantum information
can persist in the spin. More precisely, we present different spin coherence times,
which can be used to understand the microscopic local environment of a spin in an
ESR perspective, but are also key figures of merit when the spin is to be used as a
quantum bit for quantum information processing. To begin with, we demonstrate
the coherent Rabi oscillations of the excited state population of a spin. Then we
present intensity-intensity correlation measurements that prove directly that the in-
dividual peaks of Figure 4.5 do correspond to single emitters, i.e. individual erbium
spins. We then present and discuss the relaxation time T1 of a spin, its Ramsey
coherence time T ∗

2 , Hahn echo time T2, and coherence time TDD
2 obtained by dy-

namical decoupling. Finally, the analysis of the data allows us to determine the spin
detection efficiency and the signal-to-noise-ratio of our complete setup. All these
measurements are obtained by

– choosing a particular sequence of excitation pulses characterized by a set of
parameters (pulse amplitudes, pulse durations, delays between pulses, etc.)

– repeating the sequence and measuring one of the already introduced quantities:
the average count rate ⟨Ċ⟩, total counts C, or average excess counts ⟨C̃⟩

– ramping one of the parameters and plotting the chosen quantity as a function
of this parameter.

5.1 Rabi oscillation

After getting the spectrum of Figure 4.6, we select an isolated peak s0 and try to
bring further evidence of its single-spin origin by observing Rabi oscillations. The
applied Rabi sequence is a single microwave excitation pulse with amplitude A and
duration T , followed by the cyclic SMPD recording. The extracted excess counts ⟨C̃⟩
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Figure 5.1: Rabi oscillation of spin s0. (a) Measured average excess count

⟨C̃⟩ (red dots) as a function of the excitation pulse duration T (see the sequence
pictogram) at fixed amplitude A, and corresponding fit (solid line) by a sinusoidal

function with linearly increasing offset. (b) Measured average excess count ⟨C̃⟩
(color scale as functions of excitation pulse duration T and amplitude A. (c) Rabi
frequency (magenta dots) extracted from (b) as a function of amplitude A, and
corresponding linear fit through origin (solid line).

oscillates sinusoidally as a function of the pulse duration (see Figure 5.1a). The fre-
quency of this oscillation depends linearly on the pulse amplitude (see Figure 5.1c),
as expected for the Rabi oscillation of a single spin. Superposed on these oscillations
is a gradual increase of ⟨C̃⟩, which we attribute to heating of the bath of defects
that are responsible for the resonator internal microwave losses, as observed in [5]
(see also Section 4.6).

Despite this linear increase of the baseline, the contrast of the signal (peak-
to-peak amplitude of the oscillations) is rather stable during the 10 µs-long time
window explored. This stability is in contrast with the fast damping observed for
Rabi oscillations of an erbium spin ensemble in a similar experiment [127]. This fast
damping was very likely due to the overlapping of many Rabi signals such as the one
we measure, but with different frequencies and amplitudes due to the distribution
in spin frequencies and couplings within the ensemble.

Note that this Rabi experiment allows us to determine the couple (A, T ) that
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5.2. INTENSITY-INTENSITY CORRELATION FUNCTION

corresponds to any targeted Rabi angle θ to be applied to the spin. This is very
useful both for electron spin resonance (ESR) and quantum information processing
(QIP), for which π/2 and π pulses are used in many ESR sequences and belong to
the QIP universal set of gates.

Note also that the contrast of the Rabi signal will be used to determine the
overall collection efficiency of the fluorescence photon from the spin, as explained in
Section 5.4.1

5.2 Intensity-intensity correlation function

To ultimately prove the single-spin nature of isolated peaks in the erbium ESR line,
we select one of them (s0 in Figure 4.6) and use the SMPD to measure the photon
statistics of the fluorescence signal and therefore obtain the intensity-intensity time
correlation function g(2). The goal of this measurement is to demonstrate whether or
not the detected fluorescence photons come from a single microwave photon emitter,
then identified as an individual Er3+ electronic spin.

� pulse

tr~10.6 ms

sequence j

tr~10.6 ms

series with � pulse series without
excitation

waiting

SMPD 825 cycles

� pulse

t=7.35 ms

i=0

sequence j

i=1 i=2 i=20 i=0 i=1 i=2 i=20

series with � pulse series without
excitation

time-bin i time-bin i

SMPD 825 cycles

t=7.35 ms    0.16 ms
or 0.06 ms

a

b
0.05 ms

    0.16 ms
or 0.06 ms

Figure 5.2: Protocol and sequences for measuring g(2) and SNR. (a)
Schematic of protocol for measuring g(2) function with a single detector by applying
repeatedly two interleaved series of sequences (one with spin excitation ∼ 4 µs-long
π pulse and the other one without). The waiting time in the series without excita-
tion corresponds to one excitation pulse duration plus 50 µs. (b) Same schematics
emphasizing the chosen time-bins for grouping the count data and analyzing them
(see text). A 0.16 ms-long (resp. 0.06 ms-long) window is excluded from the analysis
of g(2) (resp. SNR).

To obtain the photon statistics, we measure the SMPD counts when applying
two interleaved series of 4363635 sequences labeled from j=0 to j=4363634, repeated
every tr = 10.6ms, as shown in Figure 5.2a. The first series includes π pulses at times
t = 0 whereas the other one has no excitation pulse. The whole measurement takes
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CHAPTER 5. SINGLE SPIN TIME-RESOLVED MEASUREMENTS

about 26 hours. In each sequence, time t = 0 is followed by 825 SMPD cycles. As
explained in the Heating Section 4.6, a 160 µs-long time window after the excitation
pulse is excluded from the analysis in order to minimize the impact of the heating
effect (60 µs-long window is chosen for obtaining SNR). The count data in the rest
of the sequence are then grouped in subsequent 350 µs-long time-bins indexed by i
(with i running from 0 to 20), and centered at time τi = 100 + (2i+ 1)× 350/2 µs,
see Figure 5.2b. The corresponding number of counts in the bin i of sequence j
is denoted as n

(j)
i . From this dataset, we define two g(2) functions: one inside a

sequence, and another one between two separated sequences.

5.2.1 Intra-pulse g(2)

We first provide in Figure 5.3a a direct visualization of the anti-bunching observed
within a sequence. The count rate ⟨Ċ⟩(t) is plotted as a function of time, first,
averaged over all recorded sequences, and second, averaged over sequences with a
count 1 in the first bin (conditioned curve). When measured on the background
(second series), the two curves are identical, as expected from independent events
obeying a Poisson statistics. On the contrary, when measured with excitation (first
series), the conditioned fluorescence rate is reduced at short times after the first
count, compared to the average unconditioned one. This count rate reduction after
the π-pulse indicates photon anti-bunching.
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Figure 5.3: Heralded count rate for spin fluorescence and background. (a)
Average count rate ⟨Ċ⟩ as a function of delay time after a π excitation pulse, for
all recorded traces (bright red) and for traces with a first click detected in the
first time-bin (dark red). The bin used for heralding is indicated with a blue box.
The reduction of ⟨Ċ⟩ in the second case indicates the anti-bunching of single spin
fluorescence photons. (b) Same quantity and same presentation for all recorded
background traces (light gray) and for background traces with a click detected in
the first time-bin (dark gray). The unchanged ⟨Ċ⟩ indicates a Poissonian background
made of independent dark count events.

In order to quantify this anti-bunching, we define the intensity-intensity correla-
tion function

g(2)(τ = τi>0) =
⟨n(j)

0 n
(j)
i ⟩j

⟨n(j)
0 ⟩j⟨n(j)

i ⟩j
(5.1)

inside a sequence. Note that g(2)(τ1) plays in our experiment with a single detector
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5.2. INTENSITY-INTENSITY CORRELATION FUNCTION

the same role as g(2)(0) in an experiment with a beam splitter and two detectors.
We then compute g(2)(τ) for the two series with and without excitation pulses (see
Figure 5.4). Without excitation, g(2)(τ) = 1, showing again that dark counts obey
a Poissonian statistics. With excitation on the other hand, g(2)(τ) is below 1 at

short time, starting from g
(2)
τ (0) ≡ g(2)(τ = τ1) = 0.90 ± 0.005 and exponentially

increasing towards 1 at a rate ΓR = 700 s−1 equal to the fluorescence decay rate. We
also show on the figure the calculated

g(2)se (τ = τi) =
⟨n(j)

0 ⟩j⟨d⟩+ ⟨n(j)
i ⟩j⟨d⟩ − ⟨d⟩2

⟨n(j)
0 ⟩j⟨n(j)

i ⟩j
. (5.2)

curve (red solid line) expected from an ideal single-photon emitter with damping

rate ΓR in the presence of dark counts at the measured rate α, where ⟨n(i)
j ⟩ is the

measured average counts in time-bin i and ⟨d⟩ is the measured average dark counts
in the 350µs-long time-bin. The curve agrees quantitatively with the experimental
results, yielding the background-corrected g

(2)
τ (0) = 0.23±0.06. We discuss in detail

the method used for background correction and the derivation of g
(2)
se (τ = τi) for

ideal single emitter in Section 5.2.3. These results demonstrate conclusively that
the spectral peak under study (s0) is a single microwave photon emitter, which we
take as an individual Er3+ electron-spin.

0.0 2.5 5.0 7.5

0.90

0.95

1.00

1.05

Background

Dark count

Single emitter
with background

g(
2)

(�
)

��(ms)

� pulse on spins

Figure 5.4: Intra-pulse g(2). Extracted g(2) function for dark counts only (gray
dots) and spin fluorescence signal and dark counts (red dots) as a function of delay
time τ . Expected g(2) functions for a Poissonnian background (grey solid line) and
for an ideal single emitter in the presence of the same background (red solid line),
fitting well the experimental data.

5.2.2 Inter-pulse g(2)

From the same dataset, we can also compute an intensity-intensity correlation func-
tion g(2)(k) between two sequences separated by k excitation pulses,

g(2)(k) =
⟨n(j)

0 n
(j+k)
1 + n

(j)
1 n

(j+k)
0 ⟩j/2

⟨n(j)
0 ⟩j⟨n(j+k)

1 ⟩j
, (5.3)
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CHAPTER 5. SINGLE SPIN TIME-RESOLVED MEASUREMENTS

where we keep only the first and second bin of the two sequences, symmetrize the
function about k=0, and average over all pairs of sequences with the same separation
k ∈ Z. Note that with this definition, the inter-pulse g(2)(k = 0) is equal to the

intra-pulse g
(2)
τ (0) ≡ g(2)(τ = τ1). Figure 5.5 illustrates graphically the meaning

of Equation 5.3 and shows the measured function. We observe g(2)(k ̸= 0) = 1 as
expected for uncorrelated events, as well as a small but clear reduction of g(2)(k =
0) below 1. Given that uncorrelated dark count events can only spoil the anti-
correlated signal from a single photon source (individual spin), a method to obtain
a background-corrected g(2) characterizing the single emitter alone is needed.

... ...
b

a k=0 k=0 k=0

k=1 k=1

k=2

c

−20 −15 −10 −5 0 5 10 15 20
Offset  (# excitation pulses)k

0.0

0.2

0.4

0.6

0.8

1.0

U
n
co

rr
e
ct

e
d
 g

(2
)

−20 −15 −10 −5 0 5 10 15 20
Offset  (# excitation pulses)k

0.0

0.2

0.4

0.6

0.8

1.0

C
o
rr

e
ct

e
d
 g

(2
)

Figure 5.5: Inter-pulse g(2). (a) Schematics indicating the bins (blue) chosen after
the excitation pulse (green) to compute the inter-pulse g(2)(k) averaged over all pairs
separated by the same number k of sequences. (b, c) Measured g(2)(k) (blue bars)
and corresponding ±1-standard deviation error bars (red) as a function of separation
k without (b) and with (c) background correction. Note that the function is exactly
symmetric around 0 by definition.
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5.2.3 Background correction of g(2)

We now describe how we subtract from g(2) the dark count rate contribution, in order
to obtain a background-corrected correlation function. We take a similar approach
from [87].

We assume that the total click counts ni measured by the detector has two
independent origins: the emission si of interest, and a Poissonian background noise
di made of independent dark count events. We have thus ni = si + di, ⟨ni⟩ =
⟨si⟩ + ⟨di⟩, and ⟨sidi⟩ = ⟨si⟩⟨di⟩. In addition, we assume that the instruments are
stable enough during the measurement time so that the dark count rate is time-
invariant: ⟨di⟩ = ⟨d⟩.

These assumptions lead to

⟨n(j)
0 n

(j+k)
1 ⟩j = ⟨[s(j)0 + d

(j)
0 ][s

(j+k)
1 + d

(j+k)
1 ]⟩j (5.4)

= ⟨s(j)0 s
(j+k)
1 ⟩j + ⟨s(j)0 ⟩j⟨d⟩+ ⟨s(j+k)

1 ⟩j⟨d⟩+ ⟨d⟩2 (5.5)

Similar to the definition of g(2)(k) in Equation 5.3 but considering only the spin
signal part, the background-corrected autocorrelation function can be defined as

g(2)corr(k) =
⟨s(j)0 s

(j+k)
1 + s

(j)
1 s

(j+k)
0 ⟩j/2

⟨s(j)0 ⟩j⟨s(j+k)
1 ⟩j

, (5.6)

and we now express it explicitly as a function of the uncorrected g(2)(k) and mea-

surement outcomes: ⟨n(j)
i ⟩j , ⟨d⟩ and Ai ≡ [⟨n(j)

i ⟩j − ⟨d⟩]/⟨d⟩ = ⟨s(j)i ⟩j/⟨d⟩.
With the help of Equation 5.5, we can rewrite Equation 5.3 as

g(2)(k) =
⟨s(j)0 s

(j+k)
1 ⟩j + ⟨s(j+k)

0 s
(j)
1 ⟩j + [⟨s(j)0 ⟩j + ⟨s(j+k)

1 ⟩j + ⟨s(j+k)
0 ⟩j + ⟨s(j)1 ⟩j]⟨d⟩+ 2⟨d⟩2

2[⟨s(j)0 ⟩j + ⟨d⟩][⟨s(j+k)
1 ⟩j + ⟨d⟩]

(5.7)

≈ ⟨s(j)0 s
(j+k)
1 ⟩j + ⟨s(j+k)

0 s
(j)
1 ⟩j + 2(⟨s(j)0 ⟩j + ⟨s(j+k)

1 ⟩j)⟨d⟩+ 2⟨d⟩2

2[⟨s(j)0 ⟩j + ⟨d⟩][⟨s(j+k)
1 ⟩j + ⟨d⟩]

(5.8)

=

⟨s(j)0 s
(j+k)
1 ⟩j + ⟨s(j+k)

0 s
(j)
1 ⟩j

2⟨s(j)0 ⟩j⟨s(j+k)
1 ⟩j

+
1

A0

+
1

A1

+
1

A0A1

(1 +
1

A0

)(1 +
1

A1

)
(5.9)

=
A0A1g

(2)
corr(k) + A0 + A1 + 1

(1 + A0)(1 + A1)
, (5.10)

where we use Ai = ⟨s(j)i ⟩j/⟨d⟩ and the approximation ⟨s(j)i ⟩j ≈ ⟨s(j+k)
i ⟩j.

The inverse of Equation 5.10 gives the background-corrected correlation function

g(2)corr(k) =
(1 + A0)(1 + A1)g

(2)(k)− A0 − A1 − 1

A0A1

, (5.11)

which yields the results in Figure 5.5c.
For N emitters, g(2)(0) should be equal to (N − 1)/N ; in particular, g(2)(0)

should be equal to 0 for a single-emitter since it can emit only one photon per
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sequence. We measure corrected g(2)(0) = 0.23 ± 0.06, and g(2)(k ̸= 0) = 1 ± 0.04
(see Figure 5.5c), thus showing clear anti-bunching in each sequence, whereas the
emission from different sequences is uncorrelated. The non-zero value of g(2)(0) may
be due to heating by the excitation pulse (see Section 4.6); in any case, the fact that
its value is well below 0.5 further suggests that the spectral peak under study is a
single microwave photon emitter, in the form of an individual Er3+ electron-spin.

In addition, it is interesting to compare the measured g(2)(τ) inside a sequence

with the expected g
(2)
se (τ) that an ideal single emitter would give in the presence of

background noise. In this case, all terms s
(j)
0 s

(j)
i of Equation 5.5 are 0 due to the

single emitter character, and writing Equation 5.1 leads to

g(2)se (τ = τi) =
⟨n(j)

0 ⟩j⟨d⟩+ ⟨n(j)
i ⟩j⟨d⟩ − ⟨d⟩2

⟨n(j)
0 ⟩j⟨n(j)

i ⟩j
. (5.12)

This is the function that was plotted as a red solid line in Figure 5.4c, showing a
good match with the measured g(2)(τ).

5.3 Coherence properties of individual spins

The ability to address individual spins with microwaves opens the way to use them
as spin qubits for quantum computing, and it is thus interesting to characterize their
coherence properties. We select a spin from the spectrum (s6 in Figure 4.6) and mea-
sure four quantities: the longitudinal relaxation time T1, the free-induction-decay
time T ∗

2 , the Hahn-echo coherence time, and the dynamical decoupling coherence
time. For the results presented in this section, the first 50 µs window after the
excitation pulse is excluded from the analysis to minimize the impact of the heating
effect, as explained in Section 4.6.

5.3.1 Energy relaxation time

As discussed in Section 2.2.3, the energy relaxation of a spin is due to radiative and
non-radiative decay channels: Γ1 = ΓR + ΓNR. We now report the measurement of
these two quantities.

Spin-lattice relaxation

Our ESR detection method by fluorescence photon counting relies on the fast ra-
diative decay of the spins. In our setup, we cannot switch off temporarily this
radiative decay and thus make the non radiative relaxation dominant, by detuning
temporarily the resonator or spin frequency for instance. It was thus impossible to
measure ΓNR with our setup. But this measurement was done in the thesis work of
Marianne Le Dantec on a sample taken from the same batch of Er3+ : CaWO4 sam-
ples as ours. Marianne used coherent-field-ESR and a spin-echo technique with an
inversion-recovery sequence to measure the spin relaxation time [114]. In her exper-
iment, the Er3+ ions couple inductively to a micro-sized superconducting resonator
as in the present work. The measurement pulse sequence with relatively high power
probes spins deep in the bulk, which are weakly coupled to the resonator and decay
mainly by spin-lattice relaxation. The measured non-radiative relaxation time for
B0 along the crystal c-axis was T1 = Γ−1

NR = 213± 1ms, as shown in Figure 5.6.
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Figure 5.6: Spin-lattice relaxation measurement of Er3+ in CaWO4. Measured
echo amplitude at the end of an inversion-recovery sequence (inset) as a function of
delay T at 10 mK, with B0 along the crystal c axis, and ω0/2π = 7.853GHz. Green
dots are data, solid line is a fit yielding T1 = 213± 1ms (figure adapted from [114]).

Radiative relaxation and Purcell effect

As shown in Figure 4.5b, the measured average count rate decays exponentially after
an excitation pulse. This decay occurs at a rate much faster than the non-radiative
decay rate mentioned above, and is thus the radiative decay rate. We now perform
the same measurement on spin s6 and obtain a relaxation time T1 = 1.42± 0.07ms
(see Figure 5.7a) at resonance (δ = 0).
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Figure 5.7: Energy relaxation time and Purcell effect. (a) Energy relaxation:
measured average count rate ⟨Ċ⟩ (blue dots) as a function of delay td after a resonant
π excitation pulse. Exponential fit (solid orange line) yields the energy relaxation
time T1. (b) Purcell effect: measured T1 as a function of spin-resonator frequency
detuning δ (orange dots). A fit by Equation 2.65 for Γ−1

R (δ) (solid black line) yields
the spin-resonator coupling constant g0/2π = 3.54± 0.15 kHz.

We use a Ramsey sequence (see next subsection) to accurately measure the spin-
resonator detuning δ, which allows us to determine the dependence of the spin
longitudinal relaxation time T1 on δ, as shown in Figure 5.7. T1 is seen to increase
quadratically with δ, in agreement with the expected Γ−1

R dependence [3] (see Equa-
tion 2.65); a fit yields a coupling constant g0/2π = 3.59±0.15 kHz (see Figure 5.7b).
This confirms that non-radiative relaxation is negligible in our measurements, and
that T1 ≃ Γ−1

R for the most strongly coupled spins. According to the calculated
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g0 map in Figure 3.4, the measured spin is located 100∼200 nm away from the
resonator inductive wire.

5.3.2 Free-induction-decay time

The free-induction-decay time of individual spins was measured by a π/2X − τ −
π/2φ Ramsey sequence, with a relative inter-pulse phase φ = 2π∆τ with ∆ =

0.025MHz. The excess count ⟨C̃⟩ shows oscillations at frequency ∆ + δ, damped
with an approximately Gaussian shape and an effective decay time T ∗

2 = 170±33µs
(time for a decay by 1/e), corresponding to a ∼ 2 kHz single-spin linewidth (see
Figure 5.8).
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Figure 5.8: Ramsey sequence on spin s6. Measured excess counts ⟨C̃⟩ (dots)
versus delay time τ between two resonant π/2 pulses with relative phase φ(τ) =
2π∆τ and ∆ = 0.025MHz (see inset). The corresponding fit (solid line) by a sine
function with a Gaussian-decaying envelope (dash lines) yields an effective coherence
time T ∗

2 = 0.17± 0.03ms.

In addition to T ∗
2 , this Ramsey experiment accurately provides the spin-resonator

frequency detuning δ from the fitted oscillation frequency ∆ + δ. In practice, we
keep the X and Z coils in persistent mode and use the Y coil (stabilized with a
custom-made feedback loop) to fine-tune δ (see Section 3.2.4). The measured δ is
then used for the Purcell effect measurement mentioned above.

5.3.3 Hahn-echo and dynamical decoupling coherence time

The Hahn-echo coherence time was measured by applying a π/2X−τ−πX−τ−π/2φ
sequence [111] with ∆ = 1kHz. An oscillation at frequency ∆ is observed in ⟨C̃⟩,
exponentially relaxing with a characteristic time T2 = 2.47± 0.31ms. This is close
to the radiative decay limit 2T1, indicating that the pure dephasing contribution is
Tϕ = [T−1

2 − (2T1)
−1]−1 ∼ 16 ± 5ms, in line with measurements on ensembles of

Er3+ : CaWO4 electron spins in similar samples [6]. This pure dephasing can be
suppressed further by a 3-π-pulse Periodic Dynamical Decoupling (PDD) sequence,
yielding a decoherence time TPDD

2 = 2.99 ± 0.33ms, which is now equal to 2T1 to
the accuracy of the measurement.
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Figure 5.9: Coherence time measurements of spin s6 with a Hahn-echo
sequence [panel (a) - see inset] and a Periodic Dynamical Decoupling

sequence [panel (b) - see inset]. Measured excess counts ⟨C̃⟩ (red dots) ver-
sus delay τ , with a linearly increasing phase φ(τ) = 2π∆τ on the last pulse and
∆ = 1kHz. The corresponding fits and their envelope (solid and dash lines) yield
coherence times T2 = 2.47 ± 0.31ms and TPDD

2 = 2.99 ± 0.03ms. Data taken at
B0 = 422.085 mT and θ = −0.003◦.

5.3.4 Summary of coherence properties of different spins

The coherence times were also measured on a few other Er3+ electron spins, like s7
and s8, which are not indicated on the spectrum of Figure 4.6. In total four ions
were measured and their coherence properties are summarized in the table below.

Spin T1(ms) T∗
2(µs) Techo

2 (ms)
s0 1.26 79 1.38
s6 1.42 170 2.47
s9 1.36 315 1.53
s10 2.21 7.5 2.1

Table 5.1: Measured spin coherence times. Spin s0, s6, s9 are the ones indicated
in the spectroscopy of fig. 4.5b, and s10 is measured at B0 = 422.39mT and θ =
0.014◦.

T ∗
2 varies strongly among these ions (between 5 µs and 300 µs), whereas T echo

2 are
all between T1 and 2T1. The variation of coherence time among different spins can
be explained by their different nuclear spin or paramagnetic environment, and also
possibly their degree of exposure to surface magnetic noise given their approximate
depth of ∼ 100 − 150 nm according to Figure 3.4 [128, 125]. It is also noteworthy
that the coherence times measured here are on par with the longest reported for
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individual electron spins in solid-state [58], in a platform which gives access to
several tens of these spin qubits by simply tuning a dc magnetic field.

5.4 Detection efficiency and signal-to-noise ratio

In the final section of this chapter, we will discuss the overall efficiency of the
detection and quantify the single-spin SNR for a certain measurement time tm by
using the same dataset for g(2) measurements.

5.4.1 Overall detection efficiency

The overall efficiency of our setup is found to be equal to η = 0.12 ± 0.01 by
integrating the fluorescence signal with subtracted background after a π excitation
pulse. Losses of counts can occur due to non-radiative spin relaxation, internal losses
of the spin resonator, microwave losses between the spin device and the SMPD ηloss,
and finite SMPD efficiency ηSMPD, so that

η =
ΓR

ΓR + ΓNR

κc
κ
ηlossηSMPD. (5.13)

Given the measured ηSMPD = 0.32, κc/κ = 0.57, and ΓR/(ΓR + ΓNR) = 0.995, we
deduce ηloss = 0.66, which is a reasonable value for the microwave losses encountered
upon propagation along a 50-cm-long coaxial cable, a circulator, and the filters at
the SMPD input.

5.4.2 Signal-to-noise ratio of the measurement

To obtain the signal-to-noise ratio (SNR) of our measurement, we operate as follows:
identical sequences with a π excitation pulse are repeated every tr time during a total
measurement time tm. We then compute the sum C of the counts integrated over the
first 2ms following the excitation pulse, and summed over all the sequences. The
same measurement is then made but without any excitation pulse. Figure 5.10a
shows the count probability histograms p(C) for tm = 1 s, with and without applied
excitation pulses. This yields a single-spin SNR Cspin/δCπ = 1.91, with Cspin and
δCπ the distance between the two histograms and the standard deviation of the
histogram with excitation, respectively. We also verify that the SNR scales as the
square root of the measurement time tm up to at least 1 minute (see Figure 5.10b),
indicative of good measurement stability.

We now use a very simple model and the measured overall efficiency η = 0.12 to
calculate a theoretical maximal expected SNR, to be compared with the measured
one.

For the measurement series with a π excitation pulse repeated every tr, a td-long
integration time, and a spin relaxation rate ΓR, the steady-state spin polarization
at the beginning of each sequence is Sz0 = −1/2 tanh(ΓRtr/2), yielding an average
number of counts per sequence −2ηSz0(1 − e−ΓRtd); summed over tm, the average
total number of counts

Cspin = η
tm
tr

tanh(
ΓRtr
2

)(1− e−ΓRtd). (5.14)
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Figure 5.10: Signal-to-noise ratio of the measurement. (a) Measured proba-
bility distribution p(C) of the total count C integrated over the first 2ms of tr =7.5
ms long, either with no excitation pulse applied (grey) or with a π excitation pulse
(red). Sequences are repeated and counts are summed during a measurement time
tm = 1 s. Solid lines are Poissonian fits, yielding the spin signal Cspin = 12.4 (differ-
ence between the mean values of the two distributions) and the standard deviations
δC0 = 5.5 and δCπ = 6.5. (b) Measured signal-to noise ratio Cspin/δCπ (magenta
dots) as a function of measurement time tm, and fit by a function A

√
tm (solid line).

Data taken at B0 = 421.042 mT and θ = −0.024◦.

The noise has two contributions: one from the dark count fluctuations (Poisso-
nian distribution), whose variance is αtdtm/tr, and one from the partition noise of
the detected photons (binomial distribution), with variance (1− η)Cspin. Therefore,
the width of the histogram with excitation is δCπ =

√
αtdtm/tr + (1− η)Cspin. The

signal-to-noise ratio is finally

SNR =
Cspin

δCπ

=
Cspin√

αtdtm/tr + (1− η)Cspin

. (5.15)

For the parameters of our experiment (T1 = Γ−1
R = 1/(700s−1) = 1.43ms, α =

102s−1, η = 0.12), a numerical optimization indicates a maximum SNR of 2.5 for
td = 2ms = 1.4T1 and tr = 3ms = 2.1T1. In the experiment, we use a larger
repetition time to minimize the effect of heating; for the parameters used (td = 2ms
and tr = 7.5ms = 5.2T1), the formula yields a SNR of 1.95, in agreement with the
measured value of 1.91.

5.5 Impact of the work

In this section, we discuss the significance of our results for practical single elec-
tron spin resonance spectroscopy. A stringent constraint of our method is that
the operation temperature should satisfy T ≪ ℏω0/k to keep the dark count rate
low; millikelvin temperatures seem therefore unavoidable for measurements at X
band. On the other hand, one particularly interesting aspect is its applicability to
a broad range of paramagnetic species, irrespective of their coherence time, pro-
vided their radiative relaxation rate ΓR can be enhanced up to ∼ 103s−1 or higher
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by the Purcell effect and their non-radiative relaxation rate is smaller than ΓR.
Many paramagnetic impurities have indeed non-radiative relaxation rates in the
range of 10−3 − 103 s−1 at ∼ 1 − 4K [129, 130, 131], and thus also likely at mil-
likelvin temperatures. Although reaching the desired radiative relaxation rate of
ΓR > 103s−1 was made easier in this work by the large transverse g-factor of 8.3
in Er3+ : CaWO4, this large relaxation rate was also demonstrated for donor spins
in silicon with g-factors of only 2, using a similar resonator geometry but with a
narrower and shorter wire [132]. Whereas in our experiment the spins are located
in the sample supporting the resonator, it is also possible to deposit a small volume
of a spin-containing insulating material, such as a powder or micro-crystal, onto a
pre-fabricated resonator device. Such an approach could be suitable for measuring
individual rare-earth-ion-containing molecules [31], nanocrystals [133], or proteins
whose active center contains a transition-metal-ion [134, 135]. Based on the 10µm3

detection volume demonstrated here using Er3+ : CaWO4, we extrapolate that a
0.5µm3 detection volume would be achievable for an electron-spin with a g-factor of
two, under the same experimental conditions. All these metrics could be improved
with better SMPD performance, in particular reduced dark count rates, highlighting
a strong motivation for the continued development of SMPD devices.
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Part II

Towards addressing single hole
spin in gate-defined semiconductor

quantum dots initialized by
illumination
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Chapter 6

Overview and theoretical
background

This chapter provides the necessary background to understand the experiment in
the second part, in which single electron or hole isolated in semiconductor quantum
dots is detected through dispersive measurement of microwave photons using the
platform of circuit quantum electrodynamics. The chapter begins with electrostatic
gate-defined quantum dots, an architecture to isolate charges electrically. Next, we
recall the distributed coplanar waveguide resonator introduced in Section 2.2.1 and
then discuss the detection mechanism of charge states in quantum dots through
microwave photons in the resonator. Furthermore, mediated by charge, spin can be
coupled to the resonator and probed in a similar way by microwave. Finally, based on
the detection schemes described before, a new architecture is proposed for scalable
quantum computing in semiconductor qubit system, where optics is introduced for
the first time as an initialization method for electrostatic gate-defined quantum dots.

6.1 Charge box: quantum dots in semiconductor

A quantum dot is an artificially structured nanoscale “box” that can isolate and keep
a certain number of electrons or holes inside. To physically implement a quantum
dot device, there are various approaches and material systems, such as single-atom
dots [32], self-assembled dots [136], semiconductor lateral [137] or vertical dots [138],
carbon nanotubes [84], etc. In the experiment presented in the part II of the thesis,
we will focus on semiconductor lateral quantum dots electrostatically defined by
the electric potential generated from nearby electrodes called “gates”. The charge
carriers (electrons or holes) trapped inside the dots have interesting properties con-
cerning their charge and spin degrees of freedom, which can be exploited as building
blocks for electron- or hole-based quantum information processor [139, 140, 141,
142, 142, 143]. Reviews on this subject can be found in [48, 144, 145, 146].

6.1.1 Single quantum dot

Coulomb blockade

A quantum dot is usually regarded as a “0D” device due to the confinement from
all three directions (either by electric potential, geometry of the material system or
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a combination of both). We treat this system as a mesoscopic island that can host
a small number of charges and its specific confinement configuration leads to the
discrete energy spectrum of the charges on it. As shown in Figure 6.1a, the quantum
dot is represented by a gray disk and the charges (electrons or holes) in the dot
come from the nearby reservoir by quantum tunneling thanks to the small distance
and narrow barrier. The confinement of the dot results in discrete electrochemical
potential levels inside the dot (see Figure 6.1b), which can be adjusted by the voltage
applied on the gate electrode nearby.
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Figure 6.1: Single quantum dot. (a) Schematic picture of a single quantum dot in
lateral geometry. The quantum dot (gray disk) is connected to a source reservoir of
electrons or holes through a narrow tunnel barrier. The electrochemical potentials
of the reservoir and dot are controlled by voltage bias Vs on the source side and
Vg on the gate electrode, respectively. (b) Schematic diagrams of electrochemical
potential levels in the reservoir and quantum dot for the cases of electrons and holes.
The height of the levels in the quantum dot can be tuned by gate bias Vg.
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Figure 6.2: Coulomb blockade and transport regime. (a) Schematic of
Coulomb blockade for a single dot containing N electrons. The dot is connected
to the source (left) and the drain (right) reservoir with tunnel barriers. The chemi-
cal potentials of both reservoirs (µs and µd) are between the highest occupied level
µ(N) and the lowest empty level µ(N + 1). The entry of new electrons or the exit
of electrons in the dot is prohibited. (b) Transport regime. The lowest empty level
µ(N) is between µs and µd, which allows the electron transport from one side to the
other.
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In addition, the electronic properties of charges in quantum dots are also deter-
mined by their non-negligible mutual Coulomb interaction. An extra energy, called
charging energy Ec, is at the cost every time when adding one charge onto the is-
land due to Coulomb repulsion. Given Ec ≫ kBT at low temperature and larger
energy spacing in the dot, the tunneling of charges from or to the reservoir can be
largely suppressed and the number of charges in the dot is in a blocked status. This
phenomenon known as Coulomb blockade is depicted in Figure 6.2. In this case, the
electrochemical potential of the reservoir is between the highest occupied level and
the lowest empty level, so that the charge transport is blocked by the occupied level
while its energy is not high enough to reach the next level.

In the following analysis, we will determine the electrostatic energy associated
with electrons confined in a single quantum dot, where the number of charges is N .
A gate electrode with bias Vg is coupled to the dot by a capacitor Cg. The dot can
exchange particles with the reservoir through quantum tunneling, represented by a
component with resistance Rt and capacitance Ct in Figure 6.3a. The tunnel rate
at temperature T is given by

t =
∆E

e2Rt[exp(∆E/kBT )− 1]
, (6.1)

where ∆E is the energy difference between the reservoir and the empty level of the
dot, and e is the electric charge.
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Figure 6.3: Energy and charge number of single quantum dot. (a) Circuit
diagram of a single dot coupled to a reservoir by quantum tunneling and coupled to
a gate electrode through capacitor Cg. (b) Electrostatic energy of the single dot as
a function of number of charges in the dot and gate bias Vg. The solid lines indicate
the energy of the ground state with corresponding number of charges in the dot.
(c) Number of charges in the dot as a function of gate bias Vg.

The electrostatic energy of the dot is then expressed as

Eel = Ec(N − CgVg
e

)2 − 1

2
CgV

2
g , (6.2)
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where Ec = e2/[2(Cg + Ct)] is the charging energy. Given that the second term
CgV

2
g /2 does not contain the charge number variable N , we neglect it for simplicity

while analysing the charge stability of the dot. Figure 6.2b shows the energy of the
system as a function of external bias Vg in terms of different charge number N inside
the dot. Eel depends quadratically on Vg, and each time when Vg crosses the charge
degeneracy point, N changes in order to minimize the energy of the system. As
shown in Figure 6.3c, the number of charges inside the dot shows step-dependence
on the Vg and in the Coulomb blockade regime, the N is fixed regardless of the
change of the Vg.

Charge stability diagram

Due to Coulomb blockade, the number of charges inside the quantum dot is fixed,
and the transition occurs to minimize the total electrostatic energy of the system.
From an energy diagram perspective, transitions correspond to the alignment of the
reservoir levels and empty levels in the dot, which can be adjusted using voltage bias
on the gates. The map of stable charge configurations in the system as a function
of external bias is called charge stability diagram.
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Figure 6.4: Charge stability diagram of a single quantum dot. Map of charge
transitions (dash line) as a function of voltage bias on the gates and corresponding
circuit diagram representations for the cases of only gate 1 connected (a), only gate
2 connected (b) and both gates connected (c). Away from the dash lines, the dot
is in Coulomb blockade regime and the charge numbers associated to the dot are
fixed.

To begin with, we consider a single quantum dot of electrons controlled by
two identical gate electrodes, and the levels of source and drain reservoirs are
aligned(VS = VD). When only one gate is connected and the other is left open,
the transport region takes the form of either vertical or horizontal lines. The num-
ber of charges inside the dot is fully dependent on only one control gate and the
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region between two transition lines is in Coulomb blockade (see Figure 6.4a and b).
The capacitance Cg1 (or Cg2) determines how much the chemical potential of the
dot changes in response to changes in the gate voltage, and therefore affects the
spacing of the horizontal (or vertical) transition lines.

When two gates are involved in controlling the chemical potential of the dot, the
charge transition lines have a slope depending on the ratio of coupling capacitance
Cg1/Cg2 (see Figure 6.4c). This ratio affects the relative strength of the coupling
between the dot and the two gates.

As for the hole quantum dot, the control gates need opposite polarity compared
to electron system to increase the number of holes confined in the dot, in which the
decrease of the gate bias (more negative) leads to larger number of holes.

6.1.2 Double quantum dot

A double-quantum-dot device consists of two coupled islands, enabling the manip-
ulation of the orbital degrees of freedom within each dot and their mutual tunnel
coupling as an artificial molecule. For planar quantum-dot-based quantum informa-
tion processing, double quantum dots can isolate a single electron or hole, allowing
for the control of the charge or spin degree of freedom of the carriers. Figure 6.5a
depicts a schematic of the double quantum dot, where the coupled two islands en-
able the inter-dot tunneling of the carriers isolated in the dots. The double dot is
also coupled to the reservoirs called source and drain on both sides. Each dot has
one control gate to adjust the chemical potential within the dot.

In the Coulomb blockade regime, as shown in Figure 6.5c, the total number of
charges inside the double dot is fixed. At the lowest unoccupied level, one charge
can be shared by both dots, resulting in a non-localized wavefunction and electric
dipole.

Effective Hamiltonian

We now consider the simple case of only one electron in the double quantum dot
with tunnel coupling t. The localized orbital degrees of freedom in the left and right
dot can be treated as two basis states of the system, namely |L⟩ and |R⟩, as shown
in Figure 6.6a. We can thus express the state of the electron within the subspace of
{|L⟩, |R⟩} and corresponding Pauli matrices are

τ̂z = |L⟩⟨L| − |R⟩⟨R|, (6.3)

τ̂x = |L⟩⟨R|+ |R⟩⟨L|. (6.4)

Therefore, the effective Hamiltonian of the system takes the form

Ĥ =
1

2
δτ̂z + tτ̂x, (6.5)

where δ is the inter-dot energy detuning.
After diagonalizing the Hamiltonian, the eigenenergies of the double quantum

dot are obtained as

E± = ±1

2

√
4t2 + δ2. (6.6)

Figure 6.6b shows the energy spectrum of Equation 6.6.
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Figure 6.5: Double quantum dot. (a) Schematic of two coupled mesoscopic
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islands by quantum tunneling. (b) Circuit model of the double quantum dot. The
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Figure 6.6: Wavefunction and energy spectrum of double quantum dot.
(a) Schematic of electron wavefunctions in the double well of double quantum dot
defined as |L⟩ and |R⟩ for left and right dot respectively. (b) Spectrum of system
eigenenergies with a tunnel coupling t and energy detuning δ between left and right
dot.
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At zero inter-dot detuning (levels at left and right are aligned), the electron is
delocalized due to tunnel coupling and the eigenstates of the systems are |±⟩ =
(|L⟩ ± |R⟩)/

√
2. The Hamiltonian Ĥ = tτ̂x in the basis {|+⟩, |−⟩} has the form

Ĥ ′ = tτ̂ ′z, (6.7)

with τ̂ ′z = |+⟩⟨+| − |−⟩⟨−| = |R⟩⟨L|+ |L⟩⟨R| = τ̂x.
At large detuning (|δ| ≫ 2t), the electron is either localized in the left or right dot

and the energy separation is approximately |δ|. At intermediate detuning (|δ| ∼ t),
the eigenstates of the system are cos θ

2
|L⟩+sin θ

2
|R⟩ and − sin θ

2
|L⟩+cos θ

2
|R⟩ with a

mixing angle θ defined by tan θ = 2t/δ [147]. This effective Hamiltonian of a charge
in double quantum dot describes a simple two-level system and also the realization
of a charge qubit with quantum dots.

6.1.3 Physical implementation for a double quantum dot

The most common platform for implementing a lateral semiconductor quantum dot
device is a 2-dimensional electron gas (2DEG) or a 2-dimensional hole gas (2DHG)
defined with electrostatic gates. As shown in Figure 6.7, 2DEG or 2DHG can be
formed at the interface of semiconductor stacks, such as AlxGa1−xAs/GaAs, which
provides the confinement of carriers on the vertical direction (z). The carriers capa-
ble of moving freely in the 2D interface are then restricted by the potential generated
from the metal gate electrodes above, leading to lateral confinement (x and y). In
this case, a combination of material system and electrostatic potential provides con-
finement for carriers in 3 directions.
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b2DEG or 2DHG

z
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Figure 6.7: Physical platform for implementing quantum dot device. (a)
Depletion approach. Electrostatic gates (green) are biased with repulsive voltages to
deplete the 2DEG or 2DHG (blue) in the unwanted regions (white) to form quantum
dots. (b) Accumulation approach. Quantum dots are formed by accumulating
charges (blue) beneath the gates (green) with attractive biases. Note that if the
leads are narrow enough, charges cannot be accumulated below.

In general, the creation of quantum dots have two possible approaches:
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• Depletion: Starting from a sheet of charges (2DEG or 2DHG) that originates
from dopants in the substrate or global gate’s attraction, one can apply repul-
sive voltages on the local gates (negative for electrons and positive for holes)
to deplete the charges in the unwanted regions. The remaining small clusters
of charges constitute quantum dots.

• Accumulation: Quantum dots are formed by applying attractive voltages on
the gates to accumulate charges beneath. Typically, the substrate is undoped
and the charges in the quantum dots are introduced from nearby reservoir
(ohmic contact).

6.2 Circuit quantum electrodynamics with quan-

tum dots

The concepts of cQED introduced in Section 2.2 shows the use of an oscillating
magnetic field in a superconducting resonator to couple spins magnetically. In this
section, we will use the electric field part of the resonator to couple directly to
the charges and indirectly to spins. Recall the introduced half-wavelength coplanar
waveguide resonator (see Section 2.2.1), and the electric field of its mode has a
spatial distribution, as shown in Figure 6.8. The fundamental mode of the resonator
is described by the Hamiltonian

Ĥr = ℏω0(â
†â+

1

2
), (6.8)

where the electric field is maximized at anti-nodes near the two gaps of input and
output, which will be utilized to couple the charge dipoles in the quantum dots.

d

Ck
In

Out

Ck

Figure 6.8: Coplanar waveguide resonator formed by two gaps (with coupling ca-
pacitance Ck) separated by distance d in the central conductor of the transmission
line. The electric field (blue) of fundamental mode is maximized at two ends next
to the gaps.
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6.2.1 Charge-resonator coupling

In order to couple to the charge dipole in the double quantum dot with the electric
field inside the resonator, the central conductor of the resonator is extended near
one of the electrostatic gates of the double dot (near the right dot in the case of
Figure 6.9). The voltage (electric field) from microwave with vacuum fluctuation
amplitude δV given by V̂1 = δV (â + â) will change the energy of the right dot and
thus create an inter-dot energy detuning

δ̂ = eαδV (â† + â), (6.9)

where α is the lever arm describing the proportion of the field from the resonator
resulting in actual change of the energy in the dot.

|L〉

�V

�

|R〉

Figure 6.9: Coplanar waveguide resonator coupled to the charge dipole
inside a double quantum dot. The central conductor of the resonator (purple),
with an amplitude of vacuum fluctuation of voltage δV indicated by arrows, is
extended near one of the electrostatic gates (green) of the double quantum dot and
applies an effective inter-dot detuning with a lever arm α, resulting in an electric
dipole coupling.

Therefore, the charge-resonator interaction Hamiltonian is

Ĥint = δ̂|R⟩⟨R| = ℏg0(â† + â)(1− τ̂z), (6.10)

using |R⟩⟨R| = (1− τ̂z)/2. The coupling constant is

ℏg0 =
1

2
eαδV. (6.11)

The total Hamiltonian is

Ĥ = ℏω0(â
† + â) +

1

2
δτ̂z + tτ̂x + ℏg0(â† + â)(1− τ̂z) (6.12)
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We can rewrite the total Hamiltonian in the {|+⟩, |−⟩} basis for the case of zero
inter-dot detuning (δ = 0), such that

Ĥ ′ = ℏ(ω0 + g0)(â
† + â) + tτ̂ ′z + ℏg0(â+ â)τ̂ ′x (6.13)

∼ ℏω0(â
† + â) +

1

2
ℏωcτ̂

′
z + ℏg0(â†τ̂ ′− + âτ̂ ′+), (6.14)

by using ω0 + g0 ∼ ω0 and the rotating wave approximation. The ladder operators
are defined as

τ̂ ′− = |−⟩⟨+|, τ̂ ′+ = |+⟩⟨−|, (6.15)

and the charge-qubit frequency writes ωc = 2t/ℏ. The Hamiltonian of the cou-
pled charge-resonator system has the form of Jaynes-Cummings model. The theory
and experimental demonstration of a double quantum dot coupled to a microwave
resonator are reported in references [148, 8].

6.2.2 Charge detection

Dispersive charge readout

The Jaynes-Cummings type of interaction between a two-level system and a res-
onator provides a method to read out the charge state when the system is in the
dispersive regime, in which the charge-resonator detuning ∆ = ωc − ω0 is much
larger than the coupling constant: |∆| ≫ g0 [10].

At zero inter-dot detuning, the energy separation of states |+⟩ and |−⟩ (ℏωc = 2t)
is only determined by the charge tunnel coupling rate (depending on the tunnel
barrier height and the inter-dot distance). The system is in the dispersive regime
when the relation |2t/ℏ−ω0| ≫ g0 is satisfied and the charge-resonator Hamiltonian
can be well approximated by

Ĥdisp ≈ ℏ(ω0 + χτ̂ ′z)â
†â+ ℏtτ̂ ′z, (6.16)

where χ = g20/∆ is known as the dispersive shift (we neglect the vacuum Lamb shift
for simplicity) [10]. Here the resonator frequency depends on the charge state in the
double dot. If the charge is in |−⟩ state, ⟨τ̂ ′z⟩ = −1 and the resonator frequency is
ω0 − χ; while the charge is in |+⟩ state, ⟨τ̂ ′z⟩ = +1 and the resonator frequency is
ω0 + χ, see Figure 6.10.

The fact of charge-state-dependent resonator dispersive shift offers a method to
detect charge transition with microwave while changing the gate bias. By probing
the resonator at ω0, the transmitted amplitude or phase will tell whether the tran-
sition occurs or not. Note that this detection is possible only if the tunnel splitting
and resonator frequency are in the same order of magnitude (2t ∼ ω0), otherwise
the large charge-resonator detuning ∆ = 2t/ℏ− ω0 will lead to zero dispersive shift
χ = g20/∆ ∼ 0. By varying the voltage bias on the gate, the inter-dot detuning δ
can be changed, and here we consider two cases:

• Zero inter-dot detuning (δ = 0). The levels in the left and right dot are
aligned. The ground state of non-localized charge (|−⟩) in the double dot can
be probed from the resonator dispersive shift ω0 − χ.

• Large inter-dot detuning (δ ≫ 2t). The charge is localized in one of the
dots. The energy difference between the levels in the left and right dot are too
large to cause measurable dispersive shift.
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Figure 6.10: Resonator charge-state-dependent dispersive shift. The ampli-
tude (a) and phase (b) of resonator transmission for the 3 cases: charge-resonator
uncoupled (black), charge-resonator coupled with charge in |−⟩ state (blue) and in
|+⟩ state (red). The corresponding resonator frequency shifts are ω0 ± χ for |±⟩.

Therefore each time when the levels of double dot are aligned, one transition line
can be obtained.

Quantum capacitance

In addition to the framework of cQED, the shift of resonator frequency can be seen
in a perspective of quantum capacitance [149, 150]. When a single electron tunnels
between two single-particle levels in weakly coupled quantum dots, the differential
capacitance Cq = ∂Q/∂Vg changes, and this change depends on the charge tunnel
coupling and the gate bias (inter-dot detuning). If the electron is localized within
the dot, the capacitance is zero, whereas in the case of zero inter-dot detuning and
large tunneling, the differential capacitance arises. This change of capacitance thus
leads to a change in resonator frequency:

δω =
1√
LC

− 1√
L(C + Cq)

. (6.17)

Furthermore, quantum capacitance can arise not only from the charge tunneling
between two quantum dots, but also from the tunneling between a quantum dot
and a reservoir. Whenever single electrons tunnel into or out of discrete levels, this
event can be detected by probing the coupled resonator.

6.3 New architecture for scalable quantum com-

puting

The control and readout of charge states by microwave enabled by cQED [8] provides
an alternative approach other than conventional transport-based charge detection.
The cQED architecture leads us to envision a novel scalable hybrid platform without
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introducing charge reservoirs or dopants which are necessary in the formation of
quantum dots in conventional approaches.

In this new method, instead of filling the dots by transferring charges from reser-
voirs to the potential wells created by electrostatic gates, we propose to use optical
illumination as a source of charge carriers, where the optically generated electron-
hole pairs are split by electric field of the gates and holes can therefore be accumu-
lated beneath. Figure 6.11a shows a simple example of creating a double quantum
dot with only two accumulation gates. The protocol, as shown in Figure 6.11b,
consists of 3 steps:

1. Positive or negative bias is applied to the electrostatic gates in order to create
electric field and form a double potential well in the substrate.

2. The illumination is switched on for a short amount of time and the electron-
hole pairs generated by light are split by the existing electric field.

3. The charges are then trapped by gates biased with opposite polarity (negative
bias for holes and positive bias for electrons).

aa

GaAs

b

GaAs

AlGaAs

V1 V2

V1 V2

V1 V2

1)1)

2)2)

3)

Figure 6.11: Optical initialization of quantum dots. (a) Infrared light is shining
on the surface of AlGaAs/GaAs substrate with two accumulation gates (green). (b)
Protocol for optical initialization of quantum dots, with the schematics showing the
cross-section indicated by blue dash line in a: (1) Negative bias is applied to both
accumulation gates. (2) Incoming photons from infrared light generate electron-hole
pairs in the semiconductor substrate. (3) The electric field generated from gates
splits the electron-hole pairs and accumulate holes beneath the negatively biased
gates.

In this new proposal, the illumination and accumulation gates help to reduce
the complexity of conventional device in depletion mode, which requires normally
ohmic contact or dopants for creating 2DEG and complicated gate layout to create
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quantum dots (as discussed in Section 6.1.3). We can build quantum dots on a
undoped substrate without introducing ohmic contact, which also simplifies the fab-
rication process. In addition, the superconducting resonator in cQED architecture
can perform charge readout by microwave, but also acts as a quantum bus to couple
distant qubits to create long-range entanglement [10, 151, 152, 153], which will help
scale up quantum-dot-based computing architecture.
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Chapter 7

Devices and experimental setup

In this chapter we explain how we have designed and fabricated or setup the differ-
ent units and components of our experiment. This includes resonator-quantum-dot
hybrid device and the experimental setup used to perform the measurements. In a
first part, we focus on the resonator-quantum-dot device, discussing its design, sim-
ulation, and fabrication. In a second part, we introduce the complete setup used in
the experiment, including room-temperature part, cryogenic-temperature part and
optical setup. Finally, we present basic characterization results on the optics and
the test resonator sample.

7.1 Design of hybrid device of quantum dot and

resonator

7.1.1 Semiconductor quantum dot

Substrate

The substrate used for hosting the quantum dot device in our experiment has
a AlGaAs/GaAs heterostrucutre grown by molecular beam epitaxy (MBE) tech-
nique. The growths were performed on a 76 mm-diameter, single-side polished semi-
insulating GaAs (100) wafer in National Research Council of Canada. Figure 7.1
shows the substrate structure after MBE growth. No dopants were introduced dur-
ing the growth.

Design of electrostatic gates

The electrostatic gates involved in the operations of quantum dot devices can be
categorized in three types according to their functions:

• Accumulation gates: create certain potential profile under bias to trap the
charges of interest beneath and tune the number of charges in the dots.

• Depletion gates: deplete the charges in the unwanted regions, usually biased
with opposite polarity compared to accumulation gates.

• Barrier gates: realize local fine-tuning of inter-dot or dot-reservoir barrier
height.
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Figure 7.1: Substrate structure for quantum dot device. Above the (100)
GaAs wafer (purple) are epitaxial Al0.33Ga0.67As (yellow) and GaAs (red) layers
grown by MBE.

In practice, one gate can influence another due to the spatially extended electric
fields and their mutual coupling. Therefore the operation of quantum dots is a
synergy of all the gates. For example, the accumulation gates can also change the
barrier height while tuning the number of trapped charges. Adding barrier gates
gain more degrees of freedom for control, but also introduces more constraints and
device complexity for design and fabrication.

In order to implement the idea elaborated in Section 6.3, we have made two
designs of three-gate double dot device, as shown in Figure 7.2. Both designs use
two identical accumulation gates, formed by disks with a diameter d = 500 nm
and narrow leads with width wL for electrical connection. Note that the leads are
represented by zero-width lines in the design to be created by line exposure in e-
beam lithography (see fabrication Section 7.2) and their actual width w will be
determined after the fabrication. The goal of this design is to maximize the ratio
d/wL so that charges are mainly accumulated below the disk and few charges or no
charges are trapped below the leads. With the help of industrial process, vertical
connection could be built to remove planar leads as an ultimate solution.

The two disks of accumulation gates are separated by a 100 nm gap whose
distance determines the inter-dot barrier height at zero-bias. Between the two ac-
cumulation gates, we have made two possible choices of gate design. In design 1,
a rectangular depletion gate is added in order to deplete the charges below the
adjacent leads. In design 2, a barrier gate, with the same width of the leads of
accumulation gates, is added to tune the inter-dot tunnel barrier height.

These designs allow us to work in the many-electron or many-hole regime (com-
pared to reaching a single charge in the dot), which should be sufficient to demon-
strate a proof-of-concept for detecting the charges generated from illumination.

Simulation

In order to obtain the potential profile generated by the designed gate layout, we
performed simulation with electrostatic module in the finite-element analysis tool
COMSOL Multiphysics. The software solves for the electrostatics of the geometric
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a b

d g

wcwL

Figure 7.2: Designs of gate layout for double dot device. Double dot accumu-
lation gates (blue) and their corresponding leads (red solid line), with a depletion
gate (green) in between (a) or a barrier gate (purple) in between (b).

model established in Figure 7.3a. Since we are only interested in the physics close
to the heterointerface (∼ 60 nm below the surface), we truncated the substrate at a
depth of 2 µm below the surface. Applying -0.1 V on the left and right accumulation
gate, and 0.5 V on the central gate, the simulated electric potential for the slice at
a depth of 61 nm below the surface is shown in Figure 7.3b. In Figure 7.3c, we plot
the electric potential across the double gate, where a double well profile is observed
and the bottom of the well has a potential of -0.07 V. This result indicates that the
lever arm α of the gate is approximately 0.07.

7.1.2 Superconducting resonator for addressing quantum dots

Design

In the proposed platform in Section 6.3, our intention is to use an undoped substrate
without ohmic contacts to facilitate charge reservoirs and transport measurements.
Therefore a superconducting resonator and cQED readout with microwave are nec-
essary in this architecture. The superconducting resonator used to address quantum
dots was designed as a coplanar waveguide (CPW) resonator, as discussed in Sec-
tion 2.2.1. The goal is to have a planar geometry that is easy to fabricate on GaAs
substrate, and to use the resonator fundamental mode to couple the charge elec-
tric dipoles within the quantum dots. These quantum dots are placed near the
anti-nodes of the mode.

The choice of resonator geometric dimensions needs to satisfy our requirements
for three principle resonator parameters: resonant frequency ω0, impedance Z0 and
resonator linewidth κ. In the following, we will discuss our design considerations for
these three parameters.

• Resonant frequency. For CPW resonator, the length of the central con-
ductor determines the resonant frequency. The constraints for choosing the
proper frequency in our experiment mainly come from the microwave electronic
components. For example, the circulators used for noise isolation have a band-

125



CHAPTER 7. DEVICES AND EXPERIMENTAL SETUP

a b

El
ec
tr
ic
 p
ot
en
tia
l (
V)

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
x ( m)

0.06

0.04

0.02

0.00

El
ec
tr
ic
 p
ot
en

tia
l (
V)

c

Figure 7.3: Electrostatic simulation of gate design 1 in COMSOL. (a) Ge-
ometric model in COMSOL. The heterostructure substrate is modeled by 3-layer
stacks with thicknesses of GaAs(10 nm)/AlGaAl(50 nm)/GaAs(2µm). The width
of the gate lead is 30 nm. (b) Distribution of electric potential in the plane of
2-dimensional electron or hole gas (1 nm below the heterointerface and 61 nm below
the surface), and the biases on the gates are: -0.1 V on the left and right gates, 0.5
V on the central gate. (c) Electric potential across the double gate along the yellow
dashed line in panel b, showing a double well profile.

width of 4 to 8 GHz, which requires the designed resonator has a frequency in
the same range.

• Characteristic impedance. Both commercial coaxial cables and transmis-
sion lines on printed circuit boards (PCB) used to wire the resonator chip
to microwave lines typically have an impedance of 50 Ω. In order to ensure
proper signal transmission, we choose to match this 50 Ω impedance in our
resonator design. Note that while high impedance resonator can be used to
enhance the electric dipole coupling between a resonator mode and a quantum
system [10, 80, 86], the coplanar waveguide for external ports should have 50
Ω for impedance matching with the rest of the microwave setup.

• Linewidth. The total resonator linewidth is determined by the internal loss
and external coupling to the input/output lines (κ = κi + κinc + κoutc ). The
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internal loss of a CPW resonator is mainly attributed to the fabrication and
material system used, rather than the design parameters; while the exter-
nal coupling rate is determined by the choice of the input/output capacitors.
Working on transmission measurement, an asymmetric coupling capacitor de-
sign is preferable. In our case, we choose a larger output capacitance compared
to the input one so that a significant proportion of signal will be transmitted
out from the output port.

a b
Gound plane

Central conductor

Dielectric substrate
Input
port

Output 
port

�i�c�c
in

�c�c
out

Figure 7.4: Schematic representation with design parameters for a coplanar
waveguide resonator. (a) Cross-section of a CPW resonator composed of a
central conductor (red) of width w spaced by a gap spacing s from the ground plane
(blue). Both the central conductor and the ground plane have a thickness t. The
dielectric substrate with a relative dielectric constant ϵr has a thickness h. (b)
Schematic representation of a two-port half-wavelength CPW resonator of length ℓr
capacitively coupled to input and output ports at rates κinc and κoutc , respectively.
The internal loss rate of the resonator is κi.

In terms of design, the resonator ω0 and Z0 are determined by the following
geometric dimensions (see Figure 7.4): central conductor width w, total length of the
resonator ℓr, spacing s of the gap between the central conductor and ground plane,
thickness t of the conducting metal and thickness h of the dielectric substrate. The
following part will establish the link between the geometric parameters and target
design considerations.

The characteristic impedance Z0 and angular frequency of the fundamental mode
ω0 of half-wavelength CPW resonator are given by [154]

Z0 =

√
Lg + Lk

C
, (7.1)

ω0 =
π

ℓr
√

(Lg + Lk)C
, (7.2)

where Lg and Lk are geometric inductance and kinetic inductance per unit length,
respectively, and C the capacitance per unit length. The total inductance and total
capacitance are given by ℓr(Lg + Lk) and ℓrC, respectively.

The capacitance and geometric inductance of the resonator can be expressed as

C = 4ϵ0µ0
K(k)

K(k′)
, (7.3)
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Lg =
µ0

4

K(k′)

K(k)
, (7.4)

where K(k) is the complete elliptic integral of the first kind defined as

K(k) ≡
∫ 1

0

dx
[(
1− x2

)2 (
1− (kx)2

)2]−1/2

, (7.5)

with k = w/(w + 2s) and k′ =
√
1− k2, determined by the dimensions of CPW

resonator.
The kinetic inductance has the form

Lk = µ0
λ2

wt
g(w, s, t), (7.6)

where λ is the penetration depth depending on the film thickness of the supercon-
ducting material and g(w,s,t) is a geometric filling factor written as

g(w, s, t) =
1

2k2K2(k)

[
−k ln

(
t

4 (w + 2s)

)
− ln

(
t

4w

)
+

(
2 (w + 2)

w + 2s

)
ln

(
s

w + s

)]
.

(7.7)
Specifically, for our case of 20 nm thick niobium thin film, the penetration depth is
λ = 100 nm [155]. We can define the kinetic inductance ratio by α = Lk/(Lg +Lk).

With all the equations introduced above, we can calculate ω0 and Z0 from geo-
metric dimensions. To reach our design targets (ω0/2π ∼ 6.2GHz and Z0 = 50Ω),
we vary the gap spacing s and total resonator length ℓr while keeping the chosen
width of central conductor w = 14µm as a constant. The input and output param-
eters for the calculation are summarized in Table 7.1 and Table 7.2 respectively.

Parameter Symbol SI unit Design
Resonator angular frequency ω0 2π×Hz 2π × 6.2× 109

Resonator impedance Z0 Ω 50
Relative substrate dielectric constant ϵr − 12.9 (GaAs)
Width of the central conductor w m 14× 10−6

Thickness of the dielectric substrate h m 500× 10−6

Thickness of the superconducting film t m 20× 10−9

Penetration depth of the superconducting film λ m 100× 10−9

Table 7.1: Input parameters of resonator.

Parameter Symbol SI unit Design
Gap spacing s m 4.3× 10−6

Resonator length ℓr m 7.298× 10−3

Kinetic inductance ratio α − 0.37

Table 7.2: Output parameters of resonator.

To make more efficient use of the surface area on chip in practice, we usually
construct the resonator by meander segments and flat lines. The final design of the
entire resonator is shown in Figure 7.5a.
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Figure 7.5: Chip layout of the coplanar waveguide resonator design. (a)
Layout of the entire chip with an input port on the left and an output port on the
right. (b) Zoom-in on the input capacitor, showing the gap sg. (c) Zoom-in on the
output interdigitated capacitor, showing the finger width wf , spacing sf and overlap
length ℓf .

As for the coupling port, the external coupling rate is determined by the coupling
capacitor as [156]

κc =
2Z2

0C
2
cω

3
0

π
. (7.8)

The asymmetric coupling is realized by choosing asymmetric capacitors. At the
input side we use a simple gap with a spacing sg (see Figure 7.5b); at the output side
we use interdigitated finger capacitor to increase the coupling with corresponding
design parameters: finger width wf , spacing sf and overlap length ℓf (see Figure 7.5).

Given the difficulty to find the analytical expression of coupling capacitance
in terms of geometrical parameters, we rely on the electromagnetic simulation to
determine the external coupling rate. Our targets are κoutc : κinc = 10 : 1 with
κoutc /2π ∼ 1 MHz.
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Finally, to compensate the discrepancy of dimension brought by fabrication (usu-
ally the feature size is enlarged due to over-exposure in lithography, see Section 7.2),
we need to include the corrections in the design by increasing the gap size and re-
ducing the metal width and length, so that the real dimensions are close to the
expected values after fabrication, see Table 7.3. The layout shown in Figure 7.5
is proportional to the real dimension with corrections, which will be used as mask
for fabrication. It should be noted that the corrected values in the design are ap-
proximations leading towards the desired post-fabrication values and the remaining
uncertainties are within the tolerance of our experiment.

Parameter (unit µm) Symbol Expected value Corrected value
Width of the central conductor w 14 10
Gap spacing s 4.3 8.5
Input capacitor gap sg 5 8
Finger width of output capacitor wf 9 5
Finger spacing of output capacitor sf 5 8
Finger overlap of output capacitor ℓf 30 26

Table 7.3: Design parameters with corrections for fabrication.

Electromagnetic simulations

Similar to what has been done in Section 3.1.2, we use the eigenmode solver in HFSS
to precisely find the frequency ω0 and energy decay rate κ of the designed resonator.
The full model is shown in Figure 7.6a, where the following 3 elements are included:

• A GaAs substrate chip (4.7× 2.3× 0.5 mm3).

• The resonator on top of the GaAs chip, modeled with zero thickness. Its
central conductor is assigned with a 2D impedance model: 0 resistance and
0.11Ω/□ reactance (resulting from 2.8 pH/□ at 6.2 GHz).

• A vacuum box enclosure has dimensions of 6.5× 5.5× 3 mm3. (not shown in
Figure 7.6a)

The dielectric constant of GaAs used in the simulation is ϵr = 12.35 ± 0.09,
which was obtained by extrapolating its temperature dependence to 0 K [157]. Note
that all the submicron geometric objects (i.e. quantum dot gates) are removed from
simulation to avoid possible meshing issues when simulating together small and large
dimensions.

We then use HFSS to solve the eigenmodes of the system. The simulated fun-
damental mode of the CPW resonator is shown in Figure 7.6b. The magnitude of
its electric field is plotted in logarithmic scale for 1 Joule of energy in the mode.
Figure 7.6c and d show a magnified view of the input and output coupling capacitor,
respectively. The maximized electric field can be observed at the anti-nodes. From
the eigenmode study in HFSS, we obtain the resonant frequency ω0/2π = 5.72GHz
and total loss rate κ/2π = 1.8MHz (quality factor = 3100) for the fundamental
mode.
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c d
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Figure 7.6: HFSS simulation on λ/2 CPW resonator. (a) HFSS geometric
models of the GaAs substrate (4.7× 2.3× 0.5mm3) and the resonator created with
zero thickness model on top of the GaAs chip. The submicron features of quantum
gates are not included in this simulation. (b) Simulated electric field amplitude of
the resonator fundamental mode in logarithmic scale (1 Joule applied in the mode).
(c) Zoom-in on the input coupling capacitor. (d) Zoom-in on the output coupling
capacitor.
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7.1.3 Integration of quantum dot with resonator

Having separately discussed the designs of quantum dot gate layout and supercon-
ducting resonator, our next step is to integrate them onto the same substrate to
create a hybrid device, which will enable us to implement the proposal introduced
in Section 6.3.

Based on the resonator design in Figure 7.5, we have removed parts of the ground
plane to accommodate the quantum dot gates, and extended the anti-nodes of the
resonator near the right accumulation gate of the quantum dot, as depicted in Fig-
ure 7.7. The design parameters of the resonator and the quantum dot gates are the
same as those discussed in Section 7.1.2 and Section 7.1.1. To increase redundancy
and tolerance for potential failures during fabrication, wire bonding and sample
mounting, we have placed two identical quantum dot devices on the same chip.

7.2 Fabrication of hybrid device

In this section, we discuss in detail the fabrication process for hybrid device and the
encountered issues.

The proposed architecture discussed in Section 6.3 simplifies the fabrication pro-
cess to three steps of lithography (two steps of optical lithography and one step of
electron-beam lithography), compared to a similar reported hybrid cQED-DQD de-
vice on AlGaAs/GaAs substrate with five-step-lithography [158, 159], showing the
advantage of this proposal.

The entire process flow and corresponding masks used for each lithography step
is summarized in Figure 7.8, where two lithography steps create the quantum dot
gates and resonator patterns (see Section 7.2.2 and Section 7.2.4), and one lithog-
raphy step defines the mesa region (a remaining plateau region after etching away
heterostructure elsewhere, see Section 7.2.3). With fast e-beam writing, it could be
possible to further combine the gate and resonator fabrication in one step. We now
give more details on each step.

7.2.1 Substrate preparation

Before fabrication, the wafer with 76mm diameter is diced into small pieces (15mm
× 15mm). The space on one piece is sufficient for placing ten chips described in
Figure 7.7 with other specific test patterns. The arrangement of the entire layout is
shown in Figure 7.9, where we have included two types of quantum dot gate designs
in different chips introduced in Figure 7.2 (one with a square depletion gate and
another one with a barrier gate).

In order to monitor the success of the fabrication process before mounting the
sample, we have added two types of test patterns:

• Test the electrical connection of Au-Nb contact and test the continuity of Nb
lines going down the 2 µm-high mesa plateau.

• Identical fine gate structures are created on the mesa plateau outside the
resonator chip for the observation with scanning electron microscope.
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Figure 7.7: Chip layout of hybrid device. (a) The view of the entire chip layout
composed of a CPW resonator and two identical double quantum dot devices placed
near the anti-nodes of the resonator. Each double dot device has three electrostatic
gates extended towards the chip edge with corresponding pads (yellow) for wire
bonding. The resonator design parameters are the same as discussed in Section 7.1.2.
(b) Zoom-in view on the region of quantum dot 1. The anti-node of the resonator
is extended as a 5µm-wide wire (orange) to approach the dot accumulation gate.
(c) Zoom-in on the nanoscale dot gates. The 200 nm-wide lead from the resonator
(purple) is placed near the right dot accumulation gate with a gap spacing 100 nm.
The quantum dot design parameters are the same as discussed in Section 7.1.1.

At the beginning of the process, we clean the substrate in acetone and isopropanol
(IPA) solution with ultrasonic and then it is ready for the first step of e-beam
lithography.
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a Mask 1

e-beam lithography

lift-off 3/15 nm Ti/Au

Quantum dot gates

b

c

Mask 2

Mask 3

Mesa region

Resonator & gate leads

optical lithography

etch substrate ~ 2 �m

optical lithography

lift-off  20 nm Nb

Figure 7.8: Fabrication process flow and corresponding masks. (a) The
mask pattern (yellow) of the first step for fabricating Ti/Au (3/15 nm thick) layer
as the quantum dot gates through e-beam lithography, evaporation and lift-off.
Inset: zoom-in on the nanoscale dot gates. (b) The mask pattern (green) of the
second step for defining the mesa region (the untouched area after wet etching) with
optical lithography. The region outside the green box is etched by about ∼ 2 µm.
Inset: zoom-in on the mesa region. (c) The mask pattern (gray) of the third step for
fabricating Nb resonator and leads (20 nm thick) with optical lithography, sputtering
and lift-off. Inset: zoom-in on the mesa region, showing the overlap between Nb
and Au layer.

7.2.2 Mask 1 - Fine gate structure

To fabricate the nanoscale fine gate structures, the e-beam lithography is used in
this step. The metal pattern, Ti/Au (3/15 nm) thin film in our case, can be created
by two different approaches: lift-off or etching. In the former approach, the metal is
deposited only in the desired place; while in the latter one, the metal is deposited on
the whole substrate and etched away in the regions where it is not needed. The dry
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Figure 7.9: The arrangement of chips on a diced substrate (15mm×15mm), in-
cluding test patterns for electrical connection (blue) and imaging fine gate structure
(red).

etching technique with plasma is capable of reaching smaller feature size compared
to lift-off, but is more brutal for the fragile AlGaAs/GaAs substrate [160]. Since
we want to minimize the plasma damage on the heterostructure during fabrication,
we choose the lift-off process instead of etching. In our design, two strategies are
employed to achieve the requirement of narrow gate wires with width less than 50
nm and dense structures:

• Using single thin layer e-beam resist instead of conventional bi-layer resists for
lift-off.

• Creating the narrow leads by assigning line dose to zero-width line-shape pat-
terns in the design. This is in contrast to the typical e-beam patterns of using
rectangles with area dose.

The e-beam resist used in this step is a high-resolution and high-contrast resist
called AR-P 6200.04 (CSAR 6200.04). After spin-coating with a speed of 2000 rpm
and baking on the hot plate at 150 ◦C for 1 min, a single resist layer with a thickness
of 82 ± 3 nm was obtained. Then the sample was mounted in a RAITH-150-Two
e-beam writer. The lithography was performed with 10 nm step size under the
smallest aperture (10 µm and measured current 0.017 nA) with the dose allocation
shown in Figure 7.10. The writing for all the gate structures and alignment marks
takes about 60 min.
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a b

Area dose:
    disk: 70 �C/cm2

    leads: 80 �C/cm2

Line dose: 180 pC/cm2

Figure 7.10: Dose allocation in e-beam lithography for fabricating fine gate
structures. (a) The pattern sent for exposure in e-beam writter. (b) Zoom-in on
the central region of fine gate structure. The color represents the associated dose
in exposure with electron beam: 70 µC/cm2 area dose for the gate disks (blue), 80
µC/cm2 area dose for the depletion gate, extended resonator parts and larger wire
leads (yellow), and 180 pC/cm line dose for the narrow lines connecting the circular
gates and larger leads (red).
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Figure 7.11: Scanning electron micrographs of the fine gate structures.
(a) Design 1: two accumulation gates, one central depletion gate and one floating
gate connected to the resonator. (b) Zoom-in on central part of a. The measured
critical dimensions are: d = 506 nm, g = 93 nm and w = 45 nm. (c) Design 2: two
accumulation gates, one central barrier gate and one floating gate connected to the
resonator.

After the exposure, the development was done in o-Xylene solution for 60 s
followed by rinsing successively 30 s in IPA and 30 s in water. Then the sample was
put in oxygen plasma asher at 50 W for 30 s to remove the resist residual on the
exposed region. The metal deposition of Ti/Au (3/15 nm) was realized by e-beam
evaporation in an ultra-high vacuum chamber of Plassys evaporator. The Ti layer
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is added to enhance the adhesion of Au to the substrate. The lift-off of metal layers
was done in hot remover 1165 solution (60 ◦C) for two-hour immersion followed by
rincing in acetone and IPA, and then the sample is ready for the next step.

The images taken with a scanning electron microscope (see Figure 7.11) show
the fine gate structures after the e-beam lithography. The 45 nm wide wire extends
for 3 µm long and the gap spacing between two accumulation gates is about 93 nm.
Figure 7.11c shows the results of another design, where a barrier control is placed
in between the circular gates. The difference of gap spacing between the left and
the right is possibly due to the spatial drift of the beam during writing or bending
of the resist. This process is reproducible with a yield above 90 %.

7.2.3 Mask 2 - Mesa fabrication

20 �m

Figure 7.12: Optical micrograph of the sample after mesa fabrication.

Since the charges trapped at the interface of AlGaAs/GaAs heterostructure can
move freely in the plane of the interface, they will respond to the oscillating electric
field of the resonator and therefore contribute to the resistive loss. It is favorable
to etch away the heterostructure below the resonator. A “mesa” defines the region
where the heterostructure is kept, typically the region around the electrostatic gates
ranging from hundreds of nanometers to a few microns.

The smallest chosen feature size of mesa region in our design is around ∼ 15µm
and is thus processed with optical lithography. The sample spin-coated with ∼
1.2µm thick photoresist AZ1512 was exposed with a maskless ultraviolet lithog-
raphy machine and developed in MF319. We then used diluted Piranha solution
(98%H2SO4:30%H2O2:H2O=3:1:100) to etch the AlGaAs/GaAs chip for 3 minutes,
where a height of ∼2.2 µm was obtained. The mesa structure is shown in Fig-
ure 7.12. It is noticeable in the image that the top and bottom edges of mesa have
different profiles compared to the ones at the left and right. This phenomenon is
related to the anisotropic wet etching profile on GaAs and is particularly important
concerning the design and process after. We will discuss this in Section 7.2.5.
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7.2.4 Mask 3 - Resonator and gate leads

This step introduces patterned Nb layer with optical lithography followed by lift-off,
which forms the superconducting resonator and makes the contact with the fabri-
cated Au gates on the mesa. The lithography was performed on the AZ1512/LOR
bilayer of resist. After the exposure and development, 20 nm-thick Nb thin film is
sputtered followed by lift-off.

After dicing, the chip is ready for mounting in the PCB and wire bonding.

300 �m

Figure 7.13: Optical micrograph of the hybrid device chip after all the fabrication
processes.

7.2.5 Practical issues

Etching profile of mesa

We use diluted Piranha solution (98%H2SO4:30%H2O2:H2O=3:1:100) to etch Al-
GaAs/GaAs substrate. It should be noted that the wet etching on (100) GaAs is
highly anisotropic, due to the polar nature of the GaAs lattice [162, 163]. According
to the crystal orientation, etching on the (100) chip surface can lead to two different
edge profiles along the respective [110] and [11̄0] directions (“V” shape or “dovetail”
shape), as shown in the example of Figure 7.14a [161]. This anisotropic feature,
depending also on the chosen etchant, poses constraints on the layout design and
interconnection of metal in subsequent processes, as the next metal layer used to es-
tablish contact with the already fabricated gates must have smooth transition down
the mesa plateau.

However, it is important to note that the abrupt edge created along the [11̄0]
direction can lead to discontinuity in the metal wires, while the shallow slope along
another perpendicular direction is suitable for placing metal thin films. Therefore,
before processing the real sample, it is necessary to test the etching profile for
AlGaAs/GaAs chip with diluted Piranha solution and make the extension of gate
wires along the correct direction.
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Figure 7.14: Etching profile of diluted Piranha on AlGaAs/GaAs. (a)
Schematic representation of structures in the direction [110] and [11̄0] after etch-
ing on the (100) GaAs surface [161]. (b) Top view of micrograph from scanning
electron microscope, showing the etched structure from a rectangular mask on the
AlGaAs/GaAs substrate of Figure 7.1. The slope on the horizontal direction has
an angle of arctan(1/1.5) ∼ 33◦ while the edge along the perpendicular direction is
abrupt. (c) Tilted view of micrograph from electron microscope showing the abrupt
edge of the etching profile.

7.3 Experimental setup

7.3.1 Sample assembly

After the fabrication, the sample chip of the hybrid device was glued onto a printed
circuit board (PCB) with GE Varnish. Aluminum wires were then used to bond the
Nb pads on the sample to the Au pads on the PCB. In our design, there are 6 DC
lines and 2 RF lines to bond. In addition, the ground plane of the chip was also
bonded to the PCB with 6 to 10 bonds on each side, see Figure 7.15.

During the wire bonding and sample mounting, all the DC ports are connected
together to PCB ground plane to maintain the same electrostatic potential for the
protection from electrostatic discharge (ESD), which can break the fragile quantum
dot gates. Once the sample holder is mounted to the dilution refrigerator with all
the input DC lines connected to the lab common ground, the piece used to link all
the DC lines can then be removed.

The copper-made cover for the PCB was assembled with a frame on top to hold a
collimator Figure 7.16a, which turns the input light from the fiber to collimated light
and project it on the surface of the cover. As shown in Figure 7.16b,c, there are two
tiny holes (diameter 0.3 mm) drilled through the cover (collimator in absence). The
light from the collimator can pass through to reach the semiconductor substrate.
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Figure 7.15: Photos of the sample chip on a PCB after wire bonding. (a)
The PCB photo with sample chip at the center, consisting of 2×18 pins DC ports
and 2 microwave ports. (b) Image from optical microscope showing the aluminum
bonding wires connecting the pads on the sample to the gold pads on the PCB.

Figure 7.16: Sample holder of the hybrid device. (a) PCB and its cover
assembled with a collimator on top to generate collimated light from a fiber input.
(b,c) Photos of cover for PCB and sample holder, showing the top view (b) and
bottom view (c) of the copper piece. Two holes with a diameter of 0.3 mm are
drilled through the cover to let the infrared light from the collimator outside pass
through and project onto the quantum dot regions of the chip.

The position of the holes are roughly above the mesa region of the chip.

7.3.2 Low-temperature electrical setup

Once the sample holder is closed with the cover, we mount it to the bottom of a
long-extended copper stick (“cold finger”), which is attached to the mixing chamber
plate of the dilution refrigerator. The cold finger and mixing chamber plate will
reach a base temperature of 10 mK when the refrigerator is cold, see Figure 7.17.

The lines from outside the refrigerator go through several stages of plates with
different temperatures to reach the mixing chamber stage at 10 mK. Figure 7.18
shows all the components and wiring used in each stage, along with the associated
temperature.

The microwave signal is sent through line number 1 in the figure. This line
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Figure 7.17: Sample holder mounted in a dilution refrigerator. (a) The
complete sample holder (PCB and cover with collimator) is mounted to the bottom
of a long extended copper-made stick called “cold finger”. The input fiber (red),
RF line (blue) and DC lines (olive color) are indicated in the figure. (b) The cold
finger is attached to the mix chamber plate of a dilution refrigerator. When it cools
down to base temperature, the plate and cold finger should reach 10 mK.

is heavily attenuated (∼ 61 dB) to optimize its thermalization and thus reduces
thermal noise. The signal sent to the sample is partially reflected from the same
port, but most of it will be transmitted to port 2 due to the asymmetric coupling
capacitor on the sample (see Section 7.1.2). The transmitted signal propagates to
a HEMT amplifier at 4 K and reaches room temperature through line number 2.
Between the HEMT and output port of the sample, two circulators with the third
port terminated by 50 Ω load and a low-pass filter are added to isolate the sample
from the noise of the amplifier.

As for the six DC ports, low-pass filters with cut-off frequency of 10 Hz are added
in the lines at 10 mK plate. The cables are connected with a break-out box at room
temperature.

The infrared light reaching the sample is provided by a laser through an optical
fiber. A collimator is used at 10 mK stage to tune the beam shape.

7.3.3 Room-temperature electrical setup

The room-temperature part of the setup (above the 50 K dilution refrigerator frame
in Figure 7.18) uses three types of instruments: a vector network analyser (VNA),
source measure units (SMU) and an infrared laser.

The VNA measures the microwave transmission coefficient S21 with ports 1 and
2 in the figure, from which we probe the resonator response in frequency domain.
The SMUs are used as sources or measurement units for the current or voltage in the
given lines. In the experiment, the voltage biases on the electrostatic gates of the
sample are provided by SMUs. The laser used in this experiment is a 785 nm diode-
laser from Integrated Optics. More details will be given on the characterization of
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Figure 7.18: Schematic of the setup. Wiring and all the components used at
cryogenic temperature and room temperature.

optical setup in the next section.

7.3.4 Optical setup

The wavelength of the laser (λ = 785 nm) is chosen between the bandgaps of GaAs
and Al0.33Ga0.67As at 10 mK, such that the optical carriers will only be generated
in the GaAs instead of AlGaAs, to avoid the low-mobility carriers appearing in the
parallel channel (AlGaAs) [164, 165].

The output light from the laser is coupled to a fiber and finally reaches the ad-
justable collimator at the end of the fiber. The collimator is installed on the sample
holder (see Figure 7.19a) and is set at the mode with maximum allowed divergence
in the component. The light exiting the fiber is collimated into a divergent beam
and projected onto the surface of the sample holder, as shown in Figure 7.19b.
Two tiny holes created on the cover will let the light pass through and reach the
semiconductor substrate.
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a b

Figure 7.19: Schematic of installed collimator with sample holder and di-
vergent light beam. (a) Schematic of sample holder model in SolidWorks, showing
the collimator assembled in the frame, sample holder for PCB and bottom part of
the cold finger. (b) Schematic of light beam given by collimator, showing the pro-
jection of light onto the holes at the central part of PCB cover.

Figure 7.20: Characterization of the beam spot in front of the PCB cover.
(a) Setup for characterizing the beam spot. A position-adjustable blade is placed
between the collimator and the optical detector. (b) Measured detector current as
a function of blade relative position and laser power (laser current).

Before doing quantum dot experiment with this setup, we need to characterize
the spot size of the beam at the front and backside of the PCB cover, and to obtain
the ultimate photon flux after passing through the holes on the cover. This goal is
achieved by using a photo diode (as an optical detector) in the path of the beam and
tuning the position of a razor blade placed between the detector and collimator, as
shown in the setup of Figure 7.20a. The position of the blade is adjustable so that
it can be tuned from blocking the beam to completely open. Measuring the photon
current in the detector caused by the light gives the shape of the beam spot in the
horizontal direction. When the beam is blocked by the blade, the current in the
photo diode is at the background level (contribution from dark current and residual
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light in the environment).

We have performed the same measurements for two different laser powers (with
recorded laser diode current) and the results are shown in Figure 7.20b. When the
relative positon of the blade is below 5 mm, the beam is completely blocked and the
detector only measures the background current. Between 5 and 8 mm, the beam is
partially transmitted and received by the detector. The detector currents show a
continuous change as a function of the position. Above 8 mm, the blade no longer
blocks the beam. The measurements with two different photon fluxes demonstrate
similar results regarding the spot size, except the doubled detector current observed
when the laser power is higher. The diameter of the beam spot is roughly 3 mm at the
distance of 3 mm away from collimator, which is consistent with the specifications
of the component.

ba

spot

Figure 7.21: Characterization of the beam spot behind the PCB cover. (a)
Image of the setup through an infrared camera, where the beam spot is “visible” at
the center of the PCB cover. (b) Measured detector current as a function of blade
relative position and laser power (laser current).

We then characterize the beam reaching the backside of the PCB cover after
passing through the holes. In this measurement, the detector is placed behind the
cover and aligned with the holes on it. The distance between the cover and the
collimator is adjusted to ∼ 10 mm in order to approach the real spacing when
installed in the frame shown in Figure 7.19a. The blade is 3 mm away from the
collimator. The photo of the setup through an infrared camera can be seen in
Figure 7.21a, where the spot is adjusted to the center of the cover. Using the same
method, we measure the detector current while adjusting the blade position and
the results are shown in Figure 7.21b. Compared to the gradual change of detector
current shown in Figure 7.20b, here the current changes within a similar range of
3 mm but shows a two-step abrupt jump. We attribute this observation to the
blockage of holes during the movement of the blade. It should also be noted that
the measured detector current behind the holes is reduced by a factor of nearly 100
under a similar laser power.

In the end, it is of interest to test the beam generated with the lowest possi-
ble diode current required to switch on the laser, which corresponds to the lowest
achievable photon flux with this laser setup (without optical attenuators). We mea-
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Figure 7.22: Detector current behind the holes for different relative hole-
spot position.

sured the current of the detector behind the holes for six different hole-spot relative
positions, see Figure 7.22. As a reference, we also measured the background current
4±1 nA when the laser is switched off. According to the specification of the detector
we use, the measured current can be converted to optical power and photon flux.
For the case of a well-centered beam, the flux is about ∼ 1011 photons/s. This will
be approximately the amount of photons reaching the surface of the sample in the
following sections.

All these pre-characterization measurements at room temperature regarding the
optical setup demonstrate that the method for introducing laser light onto the sam-
ple is functioning properly. As a result, the setup is now ready to proceed with the
measurements of the resonator and the quantum dots at cryogenic temperature.

7.4 Characterization of test resonator on GaAs at

10 mK

This section presents the characterization results on a “dummy” sample at 10 mK
where the design in Figure 7.7 is fabricated on undoped GaAs substrate instead of
AlGaAs/GaAs heterostructure. The goal of the measurements are as follows:

• To test the functionality of the experimental setup, particularly the optical
components, under cryogenic conditions.

• To evaluate whether the resonator design meets the requirements for the ex-
periment.

Given that the heterostructure of AlGaAs/GaAs substrate is supposed to be
etched away in the region underneath the resonator, we can fabricate the resonators
on an undoped GaAs substrate as dummy samples. This reproduces a similar elec-
tromagnetic environment for testing the resonator design, and the finalized design
will be processed on the actual AlGaAs/GaAs substrate. The discrepancy of the
resonator frequency observed in the dummy sample is within the tolerance of our
design considerations.

The 3-mask process flow described in Figure 7.8 can be used to fabricate the
test sample with minor modifications. To begin with, 9 nm thick Al2O3 is pre-
deposited on the undoped GaAs substrate by the technique called atomic layer
deposition. We then follow the process described in Section 7.2 using the same
masks but replacing the diluted Piranha etchant in step 2 by MF 319 to remove the
9 nm oxide underneath the resonator. The rest of the process remains the same.

145



CHAPTER 7. DEVICES AND EXPERIMENTAL SETUP

Figure 7.23 shows the image of the sample under an optical microscope when the
fabrication is finished. The left gate of quantum dot 1 (QD1) is applied with a
voltage bias V1. The remaining DC ports are grounded, as well as the ground plane
of the resonator. Microwave signal is sent from port 1 through the chip and received
at port 2.

Figure 7.23: Configuration of electrical connections on the dummy sample.
Optical microscope image of the entire sample chip under measurement. All the DC
gates are grounded, as well as the resonator ground plane. The left gate of quantum
dot 1 (QD1) is biased with a voltage V1. The port 1 and port 2 are used as the
input and respective output ports for microwave signals to obtain the transmission
coefficient S21.

When the sample is assembled and mounted in the setup discussed in the previous
section, it is ready to be cooled down to base temperature for characterization.

7.4.1 Standard transmission measurement

The transmission of the CPW resonator is measured with the vector network anal-
yser (VNA) at base temperature 10mK. The power at the input of the sample holder
is around −70 dBm. Because the signal is transmitted from the port 1 to port 2
through the sample (see Figure 7.23), we call this type of measurement transmission
and the corresponding coefficient is a complex number S21 depending on the probe
frequency (see Equation 2.77). Figure 7.24a shows the measured S21 of the res-
onator represented in complex plane. The observed distortion of the resonant circle
is caused by cable delay and system attenuation/gain [103]. To fit these data, extra
terms are needed in the model of Equation 2.77 to take into account the influence
from the environment (contributions from outside the sample), such that

S21(ω) = Aeiφe−ωτ κ/2

κ/2− i(ω − ω0)
, (7.9)

where A is an additional amplitude, φ is the extra phase from the impedance mis-
match and environmental shift, τ is the electronic delay caused by finite speed of
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the light and the cable length [103]. The fit with Equation 7.9 to the data yields
a resonant frequency ω0/2π = 6.275 GHz and total linewidth κ/2π = 6.968 MHz.
The amplitude and phase of S21 is shown in Figure 7.24b,c.
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Figure 7.24: Transmission measurement of the resonator on GaAs. (a)
Measured transmission coefficient S21 represented with its real and imaginary parts
in complex plane as a function of probe frequency. A fit (black solid line) to the data
(red) yields a resonant frequency ω0/2π = 6.275 GHz and total linewidth κ/2π =
6.968 MHz. The resonant point is indicated in the figure with blue dot. (b,c)
Amplitude and phase of transmission coefficient as a function of probe frequency.
Solid line is a fit to the data (green).

7.4.2 Transmission measurement under illumination

A superconducting resonator is sensitive to both illumination and charges in the
environment. The former property is used to build a special type of photon detector
called microwave kinetic inductance detector (MKID) [166], where the incident pho-
tons break Cooper pairs into excess quasiparticles to affect the kinetic inductance
and resistive loss of the resonator. The excess charges in the environment (such
as free carriers, ionized centers, interface charges, etc.) change capacitive part and
internal loss of the resonator. In the experiment, the resonator behavior is affected
directly by the illumination and indirectly by the charges generated in the semicon-
ductor substrate from illumination, thus it is necessary to characterize the optical
response of the resonator.

In the pre-characterization stage at room temperature, the light spot from the
collimator is adjusted to be in the center of the sample holder covering both holes
in the cover, using a supporting frame shown in Figure 7.19 and the laser is set with
the lowest available power. At 10 mK, the transmission coefficient of the resonator
is first measured in the dark environment and the results are already shown in
Figure 7.24 (see previous section). Next, the laser is turned on for a period of time
and then switched off while continuously recording the resonator response S21 with
VNA. Note that during this measurement, the left dot gate is biased at - 2V and all
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the other gates are grounded.

ba

dc

Figure 7.25: Optical response of the dummy resonator on GaAs. (a) Trans-
mission spectrum of the resonator recorded in time, where the laser is switched on
at ∼ 17 s and switched off at ∼ 35 s. Colormap represents the amplitude of the
transmission coefficient. (b,c,d) Fitted amplitude A of S21 in Equation 7.9 (b),
shift of fitted resonant frequencies ω0(t)− ω0(0) (c) and fitted total loss rates κ/2π
(d) as a function of measurement time. Red (resp. gray) boxes are the windows
during which the laser is switched ON (resp. OFF).

Once the sample is illuminated, a sudden jump in the transmission spectrum
is observed, see Figure 7.25a and red box region in b. During the illumination,
the resonant frequency ω0 shifts downwards to ω′

0 and internal loss κ increases (see
Figure 7.25c,d). This behavior is expected due to the increased quasiparticle density
under illumination, , which leads to an increase in inductance and resistive loss [166].

When the illumination is switched off (gray boxes in Figure 7.25), the ω0 and
κ jump back towards to the initial point at time 0, but maintains the differences
∆ω0 = ω0(t) − ω0(0) and κ(t) − κ(0) over a longer timescale (in our case, 100 s
of measurement time). Given that the quasiparticle recombination time is on the
order of magnitude of 100µs [166], we attribute the abrupt change of ω0 when
switching off the light to recombined quasiparticles, while the difference in ∆ω0

before and after illumination is due to permanent charges generated in the substrate
from illumination.

These measurements prove the functioning of our optical setup described in Sec-
tion 7.3.4 and that charges can be created in the substrate, as evidenced by the two
distinct processes discussed before. Testing the resonator design and functionality
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on bare GaAs substrate is a quick and cost-effective way to simulate the situation of
using AlGaAs/GaAs heterostructure, given their similar dielectric constants. The
design meets our requirements for the quantum dot experiment. However, to manip-
ulate the charges in the substrate, the confinement in the substrate depth direction
is necessary. In the next section, we will use an identical design as the one tested
here but on an AlGaAs/GaAs heterostructure to perform measurements.
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Chapter 8

Experimental results on hybrid
device

This chapter presents experimental results measured at 10 mK regarding the hy-
brid device of quantum dot on AlGaAs/GaAs heterostrucure and superconducting
resonator. We begin this chapter with basic characterizations on the resonator
made from the identical design tested in the previous chapter and then focus on the
quantum dot experiments. By using the illumination to introduce charges into the
undoped substrate, the initialization of quantum dots with the combined optical-
electrostatic approach is demonstrated. The charge detection is achieved by using
dispersive measurements on the resonator. Based on the detected single-charge
transitions of the hybrid device through microwave, a single-quantum-dot charge
stability diagram is observed. These results demonstrate that a quantum dot device
can be created and controlled with an optical-electrostatic-cQED approach in an
undoped substrate without the need for ohmic contacts. At the end of this chapter,
we will discuss the path towards the manipulation of double quantum dot and single
hole spin detection.

8.1 Basic characterization

The measurements presented in this chapter were performed on the sample with
the design consisting of two accumulation gates and one central depletion gate (see
Figure 7.7). The sample is fabricated on AlGaAs/GaAs heterostructure substrate
(see Figure 7.1) through the process discussed in Section 7.2.

Figure 8.1 shows the measurement configuration on the sample. Note that only
the gates of quantum dot 1 (QD1) are biased in this experiment. The gates of
QD2 are all grounded together with the resonator ground plane and are not being
measured. We use 3 DC ports in quantum dot 1 (QD1) for applying voltage to
control the electrostatic potential underneath the gates. The biases applied on the
left dot gate, central gate and right dot gate are V1, VC and V2 respectively. Two
RF ports are used as input and output ports for microwave signals to obtain the
transmission coefficient of the system.

The device was initially characterized through standard transmission measure-
ments using microwaves to study the resonator, as well as through current-voltage
measurements (transport) using the electrostatic gates to test the bias threshold for
leakage.
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Figure 8.1: Configuration of electrical connections of the hybrid sample.
(a) Scanning electron micrograph of quantum dot 1 (QD1) indicated in the region
of green box in (b), where the left dot gate, central gate and right dot gate are
biased with the voltages V1, VC and V2 respectively. The floating gate near the right
dot gate is connected to the resonator. (b) Optical micrograph of the entire sample
chip under measurement. All the gates of quantum dot 2 (QD2 in brown dashed
box) and resonator plane are grounded, as the reference point “zero” for voltage.
Port 1 and port 2 are used as the input and output ports for microwave signals to
obtain the transmission coefficient S21.

8.1.1 Resonator characterization

At base temperature 10mK, we measured with VNA the transmission coefficient
S21 of the CPW resonator with V1 = VC = V2 = 0V. The power at the input of the
sample holder is around −70 dBm. Figure 8.2a shows the measured S21 of the res-
onator represented in complex plane. We have observed a distortion of the resonant
circle, resulting from the cable delay and system attenuation/gain. The amplitude
of the transmission coefficient |S21| (see Figure 8.2b) exhibits a nearly Lorentzian
behavior that appears to be “spoiled” compared to the results in Figure 7.24b. We
attribute this feature to the imperfections in the sample preparation, such as fabri-
cation defects, issues with sample gluing, wire bonding, or flaws in the holder and
PCB. The exact cause of this behavior is currently undetermined. Figure 8.2c shows
the phase of S21 with the electric delay removed. Fitting the data with Equation 7.9
yields a resonant frequency ω0/2π = 6.219 GHz and total linewidth κ/2π = 12.853
MHz.

Note that the resonator on this sample has a total loss twice larger than the one
on GaAs in the previous chapter, due to the increased internal loss. Despite the loss
and strong distortion in the resonator behavior, we can still use this resonator to
perform the quantum dot experiments.

8.1.2 Transport characterization

In this section, we performed basic current-voltage measurements on the hybrid
device to characterize its transport behavior and check for possible leakage through

151



CHAPTER 8. EXPERIMENTAL RESULTS ON HYBRID DEVICE

0.02 0.01 0.00 0.01
Re(S21)

0.03

0.02

0.01

0.00
Im

(S
21

)
a

Probe frequency (GHz)
0.00

0.01

0.02

0.03

0.04

|S
21

|

b

6.21 6.22 6.23
Probe frequency (GHz)

-

0

ar
g(

S 2
1)

 (r
ad

) c

Figure 8.2: Transmission measurement of the resonator of hybrid device on
AlGaAs/GaAs substrate. (a) Measured transmission coefficient S21 represented
with its real and imaginary parts in complex plane as a function of probe frequency.
A fit (black solid line) to the data (red) yields a resonant frequency ω0/2π = 6.219
GHz and total linewidth κ/2π = 12.853 MHz. The resonant point is indicated in
the figure with a blue dot. (b,c) Amplitude and phase of transmission coefficient
as a function of probe frequency. Solid line is a fit to the data (green).

the electrostatic gates. It should be noted that the hybrid device measured in our
experiment has a different reference for the zero potential (“ground”), which is
contrary to conventional quantum dot devices.

As shown in Figure 8.3a, conventional quantum dot devices have ohmic contacts
between semiconductor and metal, which provide a reservoir of charge carriers that
can flow and accumulate underneath the surface control gate. Here the reservoir
is referred to as the “source”. Typically, the electrode of the source is grounded
and the two-dimensional electron gas (2DEG) at the AlGaAs/GaAs interface linked
to source also has zero potential. The bias Vg applied to the electrostatic gate
at the surface is referred to the 2DEG or source. However in our hybrid device,
ohmic contacts do not exist, and 2DEG at the interface is therefore floating (see
Figure 8.3b). In this case, the reference point is defined by the resonator ground
plane and adjacent grounded gates, as well as the metallic plate at the backside of
the sample chip.

The metal-semiconductor Schottky contact between the surface control gate and
substrate has a build-in contact barrier for charge carriers [167]. In the case of Fig-
ure 8.3b, when the bias difference between the two gates exceeds a certain threshold,
the carriers can overcome the Schottky barrier and flow from one gate to the other
through the surface GaAs cap layer. Here, we measured current-voltage (I-V) trans-
port behavior of the surface gates to characterize the leakage of the system.

The I-V characteristics for the left dot gate are shown in Figure 8.4, where leakage
appears when |V1| > 2V. In order to work in a regime without leakage, we restrict
the gate voltage below 1V for experiments presented in the rest of the chapter.
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Figure 8.3: Cross-section schematic of the quantum dot devices with cor-
responding bias references. (a) Device with ohmic contact (green). The bias Vg
applied on the surface gate (gray) is referred to the grounded ohmic contact of the
source. The 2DEG (blue dash line) induced beneath the gate from source reservoir
has the same potential as the contact. (b) Device without ohmic contact. The
grounded surface gates and backside of the substrate are defined as the reference
point.
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Figure 8.4: I-V characteristics of surface leakage with quantum dot control
gate. Measured current flowing through the left dot gate as a function of the voltage
applied on the same gate.

8.2 Quantum dot

The quantum dot experiment to be discussed in this section consists of two essential
steps. In the first step, we use optics to introduce charges into the quantum dots
(an optical pumping step). This is done by illuminating the sample with a laser that
has energy higher than the bandgap of GaAs. After the absorption of the energy,
electron-hole pairs are generated in the substrate and split by electric field from the
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biased gates.
In the second step, we measure the charge stability diagram of the dots. This is

done by applying a voltage to the gates and measuring the resonator transmission.
By sweeping the voltage on the gates, the regions where the charge in the dots is
stable, as well as the regions where the charge is likely to change due to tunneling
events, can be mapped out. The resulting plot is called a charge stability diagram,
which provides information about the charging energy of the dots, the capacitances
between the dots and gates.

8.2.1 Optical initialization of the quantum dots

Prior to switching on the laser, a voltage of -0.5 V is applied to the left dot gate while
all the other gates are grounded (V1 = −0.5V and VC = V2 = 0). This creates an
electric field between the two dot gates, which can then split the optically generated
electron-hole pairs near the gates.
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Figure 8.5: Optical response of the resonator in hybrid device. (a) Trans-
mission spectrum of the resonator recorded in time, where the laser is switched on at
t ∼ 18 s and switched off at t ∼ 36 s. Colormap is the amplitude of the transmission
coefficient. The arrow on top indicate three regimes: before (blue), during (orange)
and after (green) illumination. (b) Amplitude of the transmission coefficient |S21|
as a function of probe frequency for the three traces indicated with arrows in (a).
The black solid lines are fit to the data.

We use the resonator to monitor the effect of illumination during this process,
where a minimal optical power of the laser is applied, as discussed in Section 7.3.4.
The resonator transmission spectrum is measured repeatedly through a VNA scan
and each repetition takes around 1.8 s. Figure 8.5a shows the continously measured
spectrum as a function of time. The spectrum exhibits three distinct regimes: (i)
From t = 0 to t ∼ 18 s, the laser is off, and the spectrum remains unchanged. (ii)
Between t ∼ 18 s and t ∼ 36 s, the laser is switched on, and the resonant frequency
shifts downwards and the linewidth increases. (iii) From t ∼ 36 s to the end of the
measurement, the laser is switched off. The resonant frequency and linewidth return
towards their initial values, but remain shifted at the end of the measurement.

Note that the laser is switched on in the middle of VNA scan at t = 18 s, leading
to an abrupt jump in the second half of the spectrum. Then the system reaches
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a steady state after a few seconds. Typical traces of |S21| as a function of probe
frequency in these three regimes acquired at t = 11 s (blue), t = 29 s (orange) and
t = 101 s (green) are shown in Figure 8.5b. The fitted resonant frequencies and total
linewidths are summarized in Table 8.1.

regime ω0/2π (GHz) κ/2π (MHz) comments
i 6.219 12.160 before illumination
ii 6.211 25.005 during illumination
iii 6.213 19.836 after illumination

Table 8.1: Optical response of resonator in hybrid device and fitted res-
onator parameters.
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Figure 8.6: Transmission spectrum after illumination over 30 min. Trans-
mission spectrum of the resonator recorded in time (a). Colormap shows the am-
plitude of the transmission coefficient |S21|. Fitted amplitude A of S21 (b), fitted
resonant frequencies ω0 (c) and fitted total linewidth κ/2π (d) as a function of
measurement time.

As discussed in Section 7.4.2, the response of the resonator under illumination
results from creation and recombination of quasiparticles and of electron-hole pairs.
The modifications of the resonator parameters compared to their initial values, which
persist when the laser is off, are due to the permanent charges created in the sub-
strate. Since AlGaAs/GaAs heterostructure provides confinement in the substrate
depth direction, the newly created charges are more easily trapped at the hetero-
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interface. This leads to a larger effect on the resonator compared to the case of bare
GaAs substrate.

Given that our goal is to use the optically-created charges in quantum dot and
the measurement timescale usually ranges from several minutes to a few hours, it
is of interest to monitor the change of resonator spectrum after illumination over
longer timescale. We have measured the transmission spectrum up to 30 min after
illumination and the results are shown in Figure 8.6. The resonant frequency grad-
ually increases, and the linewidth decreases, indicating that the movable charges in
the environment are slowly vanishing (by recombination) or moving deeper in the
substrate bulk, no longer influencing the resonator.
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Figure 8.7: Transmission spectrum as ramping up central gate bias. Trans-
mission spectrum of the resonator recorded as a function of central gate bias VC (a).
Colormap shows the amplitude of the transmission coefficient |S21|. Fitted ampli-
tude A of S21 (b), fitted resonant frequency ω0 (c) and fitted total linewidth κ/2π
(d) as a function of VC . The measurement is done under the conditions V1 = −0.5V
and V2 = 0 (see inset of panel c for the configuration).

Next, we study the dependence of resonator response on the bias applied to the
central depletion gate. The bias VC is ramped up to deplete the charges below
the narrow leads of the left and the right dot accumulation gates. The resonator
spectrum is recorded for each voltage value while varying the voltage VC . This
measurement takes only 90 seconds, which is fast enough to neglect the observed
change of ω0 over a longer timescale, as shown in Figure 8.6. The resonator shows a
strong dependence on VC , see Figure 8.7. As VC is ramping up, the fitted resonator
amplitude A and resonant frequency ω0 increase, and linewidth κ decreases. A
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plateau of A and κ is reached when VC is larger than 0.3 V. We are tempted to
assume that charges beneath the leads of left and right dot gates are fully depleted as
long as VC > 0.3V, which will no longer contribute to resistive loss of the resonator.
These results demonstrate the existence of charges in the environment responding
to the gate bias. Now the system is ready for quantum dot measurements.

8.2.2 Charge stability diagram
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Figure 8.8: Charge stability diagram probed with resonator. Amplitude (a,c)
and phase (b,d) of the resonator transmission coefficient S21 probed at resonance
frequency as a function of V1 and V2. The central gate bias is fixed at VC = 0.5V.
The data in (c,d) are results of repeated measurements as performed in (a,b).

After the optical initialization of the dot, the charge stability diagram can be
obtained by measuring the resonator dispersive shift, as discussed in Section 6.2.2,
while sweeping the voltages on the dot gates. In practice, we probe the transmission
coefficient S21 of the resonator at a fixed frequency ωp with VNA for each bias con-
dition. The choice of probe frequency is normally at or near the resonant frequency
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ω0 of the resonator. Here, ωp/2π = 6.21514GHz is chosen.
It should be noted that the microwave power is reduced by 20 dBm to observe

the single charge dynamics, whereas in the case of obtaining the optical response
of the resonator spectrum in the previous chapter, a high power is used for fast
measurement with a reasonable SNR.

During the entire scan of measuring charge stability diagram, the central gate
is maintained at a fixed voltage (VC = 0.5V). The left and the right dot gates are
swept in a range from -150 to -100 mV (V1, V2 ∈ [−150,−100]mV) with a step size
of 0.5mV. The measured amplitude and phase of S21 as a function of V1 and V2 are
shown in Figure 8.8a, b, where a series of transition lines are observed in both the
amplitude and phase responses of the resonator. Each of these lines corresponds to
a tunneling event of a single charge and has an approximate slope of 45◦, which is
in agreement with the characteristic of a single quantum dot coupled to two gates
(as shown in Figure 6.4c). The ∼ 6mV spacing of the adjacent lines indicates the
charging energy of the system is about ∼ 0.21meV, using a simulated lever arm
α = 0.07 associated to the gate (α is a conversion factor between the gate bias
and the resulting actual change in the energy of the dot). This charging energy
corresponds to a capacitance of about ∼ 760 aF.
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Figure 8.9: Time drift of charge transition. Measured amplitude of resonator
transmission coefficient |S21| as a function of V2 and time. Data taken at VC = 0.5V
and V1 = −150mV.

Moreover, to evaluate the stability and reproducibility of the obtained features
of single charge transition, the same scan was performed again, and the results are
displayed in Figure 8.8c, d, revealing a shifted pattern towards the more positive side
of the diagram. The observed features of charge transition regarding the spacing for
instance are well reproduced despite the unwanted global drift.

To study the observed temporal drift of the system, we keep V1 = −150mV and
only sweep V2 repetitively. Figure 8.9 shows the drift of charge transition lines as a
function of measurement time. A drift of ∼ 9mV/hour is observed in this case. We
attribute this phenomenon to the slowly changing charges in the environment, which
contribute to an effective global bias on the gates. Since the drift moves towards the
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positive side, it is reasonable to assume that the positive charges in the environment
are pushed further away or screened by the gates under the given bias conditions
over a longer timescale.
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Figure 8.10: Charge stability diagram probed with resonator. Amplitude (a)
and phase (b) of the measured resonator transmission coefficient S21 as a function
of V1 and V2. The central gate bias is fixed at VC = 0.5V.

Next, to observe the beginning of transition lines on the negative side, a charge
stability diagram was measured within an adapted range for V1 and V2 (-125mV to
-50mV), see Figure 8.10. However, there is no clear indication of changes in line
spacing to differentiate between different parts of the stability diagram. Since we
do not have independent control over the tunnel barrier, the biases applied to the
left and right dot gates can also influence the barrier’s height, which restricts the
observation of charge transition in a certain range with favorable tunnel coupling
rates.

In all the previous measurements, the bias voltage on the central gate was main-
tained at VC = 0.5V. To explore the dependence of charge transitions on VC , here
in this measurement, we sweep V2 while gradually stepping VC from 0.5V to 0V
with V1 fixed at -70mV. The results are plotted in Figure 8.11. This measurement
takes about 10 hours.

The diagram shows two distinct regions. When VC is above 150mV, a series of
charge transition lines, as observed previously, shift upon changes in VC changes.
This shift is due to the variation in gate bias and temporal drift that we discussed
earlier. When VC is below 100mV, no charge transition can be observed within
the measurement voltage range. Between 100 and 150 mV, a transition region is
observed in which there is a drastic change in the series of lines in terms of their slopes
and widths. This behavior is reminiscent to the case of single-dot-reservoir system,
as shown in the Fig. 2a of Ref. [168]. In their case, the reservoir of charges was
formed electrostatically by biasing an accumulation gate with large area compared
to dot gate (similar to the configuration shown in Figure 8.3a). When the bias of the
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Figure 8.11: Charge transitions probed with resonator. Amplitude (a) and
phase (b) of the measured resonator transmission coefficient S21 as a function of V2
and VC . The left gate bias is fixed at V1 = −70mV.

reservoir is changed from high to low, the charge transition lines exhibit decreasing
slopes (i.e., becoming more horizontal) and a “speckled” appearance due to the
change in the tunneling rate. In our case, the fainted and narrowed appearance in the
transition lines, as well as changes in their slopes, indicate a change in the tunneling
rate. These features suggest that a charge reservoir was formed electrostatically
beneath the central gate, and that this reservoir is emptied when its bias returns to
zero.

To confirm the irreversible refilling and emptying of the possible “reservoir”
by using only electrostatic gates (the illumination is required to refill the dot or
reservoir), we performed two additional measurements. In the first measurement,
V1 is fixed at -70 mV, V2 is swept between -100 and -50 mV, while stepping VC from
100 to 400 mV. In the second measurement, we repeat the sweeping of V1 and V2
while keeping VC fixed 0.5 V. As shown in Figure 8.12 and Figure 8.13, no charge
transition lines are present in these two scans.

Finally, we measure once again the full resonator transmission spectrum after
resetting all the gates back to zero bias, which allows us to compare the results
with the initial measurements taken before illumination. After biased illumination,
charge stability diagram measurements, and resetting all gates back to zero bias, the
resonator frequency and total linewidth now are much closer to the ones measured
before illumination (see Figure 8.14), compared to the spectrum right after biased
illumination (see green data in Figure 8.5). This suggests the permanent charges in
the substrate are reduced when the gate biases are reset to zero, but there is still a
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Figure 8.12: Charge transition map probed with resonator after emptying
the central gate. Amplitude (a) and phase (b) of the measured resonator trans-
mission coefficient S21 as a function of V2 and VC . The left gate bias is fixed at
V1 = −70mV.
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Figure 8.13: Charge transition map probed with resonator after emptying
the central gate. Amplitude (a) and phase (b) of the measured resonator trans-
mission coefficient S21 as a function of V1 and V2. The central gate bias is fixed at
VC = 0.5V.

small amount of charges that remain.
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Figure 8.14: Resonator transmission spectrum after setting all the gates
back to zero bias. Amplitude of the measured resonator transmission coefficient
S21 as a function of probe frequency for two cases: (i) before illumination (red dots)
(ii) after biased illumination, charge stability diagram measurements, and resetting
all gates back to zero bias (blue dots). The fitting to the data (solid lines) yields a
resonant frequency ω/2π =6.219 GHz and a total linewidth κ/2π =12.13 MHz for
case (i), and ω/2π =6.217 GHz and κ/2π =13.87 MHz for case (ii).

8.2.3 Possible explanation for the observed features

The observed charge stability diagram shown in Figure 8.8 is associated with the
tunneling event between a single quantum dot device and a charge reservoir, where
the single dot is controlled by two gates. The results shown in Figure 8.11 further
support the existence of the reservoir formed in the given configuration. One possible
explanation is depicted in Figure 8.15. In this configuration, two accumulation gates
do not create a double quantum dot in the given conditions. Instead, they create
a peanut-shaped well (merged from two single wells) forming a single quantum dot
that is controlled by both gates. The central gate, designed for depleting charges
beneath the leads of accumulation gates, can also act as a reservoir gate.

Upon illumination, electrons are generated and accumulated beneath the central
gate to form a reservoir, while in the single dot nearby the charge levels are quantized
due to the confinement potential. As shown in the Figure 8.15b, once the level in
the quantum dot is adjusted higher than the level of the reservoir, the valence band
electrons can tunnel to the conduction band of the reservoir nearby. This results in
the loading of holes into the quantum dot, which can be controlled by adjusting the
voltages applied to the accumulation gates.

When all the gates are reset to zero, any accumulated charges (both electrons and
holes) are released and eventually recombine with their counterparts in the environ-
ment, resulting in a reduction of the number of movable charges in the environment
and a decrease in the resistive loss in the resonator.
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Figure 8.15: Possible explanations for the observed charge stability dia-
gram. (a) Under the indicated bias configuration, two accumulation gates (blue)
generate a peanut-shaped potential well (dark blue) forming a single quantum dot
for holes, and the central gate (red) creates a rectangular-shaped well (dark red)
acting as a reservoir of electrons. (b) The energy band diagram along the green
arrow indicated in panel a. Conduction band electrons (red) accumulated in the
reservoir can tunnel to the single quantum dot in the valence band (hole quantum
dot).

8.3 Towards single spin manipulation and detec-

tion

This work demonstrates the first detection of charges generated in an undoped
substrate through illumination with a superconducting resonator in a cQED plat-
form. In this experiment, a single quantum dot and a reservoir are both created
optically-electrostatically, and microwave dispersive measurements are used to probe
the single charge transitions of tunneling events between the dot and reservoir.

Moving forward, the next step would be to find the double quantum dot regime
for holes using appropriate biases or geometry on the two accumulation gates. Once
achieved, the strong intrinsic spin-orbit coupling associated with holes can be lever-
aged to couple the spin degree of freedom of holes to the resonator during tunneling
between the double dots.

A recent work (in Ref. [7]) has demonstrated the strong coupling between a
single photon and a single hole spin in silicon, where a spin-photon coupling rate
of 330 MHz was achieved. This result shows the potential of hole spin-based cQED
platform for quantum computing and spin-photon interface.

This thesis presents a proof-of-principle experiment that establishes a novel plat-
form that combines quantum dots, cQED and optics. This platform offers a versatile
framework for studying and manipulating quantum systems. The demonstrated con-
cept is universal and can be extended to other systems beyond the AlGaAs/GaAs
material platform that is used in the present study. Specifically, hole spin-based
cQED systems in silicon mentioned above are promising candidates for quantum
computing due to their exceptional material properties and industrial fabrication
platform. The demonstrated concept is expected to work similarly in silicon for
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creating quantum dots from illumination and performing single spin detection.
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Chapter 9

Conclusions and perspectives

This thesis work has explored two hybrid platforms and methods for addressing indi-
vidual spins in solid-state systems, utilizing circuit quantum electrodynamics. The
two distinct but related proof-of-principle experiments demonstrate the potential of
these platforms for quantum sensing and quantum computing.

Single electron-spin-resonance detection by microwave

photon counting

Part I of the manuscript reports the first measurement of individual electron spins
in a solid using magnetic coupling to a microwave resonator. In particular, a single
microwave photon detector (SMPD) based on the superconducting transmon qubit
is used to detect the microwave fluorescence photons emitted by individual erbium
ions in a scheelite crystal, upon radiative relaxation. The measured linewidth of
electronic spins of erbium ions in spectroscopy is four orders of magnitude narrower
than the inhomogeneously broadened ensemble line, which brings a considerable im-
provement in spectral resolution. In our experiment, tens of individual spins with
coherence times in excess of 1 millisecond are interfaced with the same microwave
resonator, which opens new perspectives for hybrid quantum computing. Because of
its broad applicability, large detection volume, and spectroscopic capability, our de-
tection method comes close to practical single electron spin resonance at millikelvin
temperatures, and may thus open new applications and have a major impact in the
fields of magnetic resonance spectroscopy, quantum computing, quantum sensing,
and hybrid quantum devices.

In magnetic resonance, existing methods for detecting individual electron spins
are either system-specific or have a small detection volume (typically below 104 nm3).
In contrast, our method is in principle applicable to arbitrary paramagnetic species,
because it only relies on the magnetic dipole coupling between the spin and the
resonator, and has a detection volume defined by the mode volume of the spin
resonator (1010 nm3 in the present experiment). In the spectroscopic measurements,
for the first time, we resolve an inhomogeneously broadened spin resonance line into
its constituent individual spin peaks using only microwave signals, and show the
ability to follow and measure the gyromagnetic tensor of several individual electron
spins. These results demonstrate the immense potential of our method for magnetic
resonance spectroscopy.
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In quantum computing, our results constitute a new method to address individual
electron spin qubits. So far, most of the spin qubit experiments use either optical or
transport measurements, and these techniques only apply to a very narrow subset
of spins. Our method can potentially address all paramagnetic impurities as spin
qubits. The success of our method is visible on the long coherence times measured on
individual erbium ions, up to 3 ms for the Hahn echo time, on par with the longest
ever measured for individual solid-state electron spin qubits. In our experiment,
tens of these long-coherence-time spin qubits are addressable. Moreover, excited
single spins in Purcell regime, which act as single microwave photon emitters, can
be used with SMPD for future implementation of remote entanglement. [169, 170].

In quantum sensing, our results further confirm that superconducting-qubit-
based SMPDs enable unprecedented measurement sensitivity, opening the way to
the detection of weakly coupled emitters that cannot be detected by other means,
such as individual spins. In particular, we present the first measurement of the
intensity-intensity correlation function of a single microwave emitter using a SMPD.
Our results constitute the first practical use of superconducting qubit for ESR spec-
troscopy.

Finally, our results demonstrate a new level of control on spin-superconducting
hybrid quantum devices, opening perspectives for microwave quantum memories as
well as single-spin-based microwave-to-optical conversion.

Towards addressing single hole spin in gate-defined

quantum dots initialized by illumination

In Part II of the manuscript, a proof-of-principle demonstration is presented for
detecting charges in electrostatically defined quantum dots, which are initialized
through illumination in an undoped substrate ; the detection is accomplished via
dispersive measurements on a superconducting resonator within a circuit-quantum
electrodynamics (cQED) architecture. This novel platform, which combines quan-
tum dots, cQED, and optics, provides new perspectives of development for hybrid
quantum systems and quantum technologies.

For the demonstration, we use a hybrid device system that hosts quantum dots in
an undoped AlGaAs/GaAs heterostructure and a superconducting resonator. Upon
illumination, charges are generated in the substrate and trapped in potential wells
created by electrostatic gates, leading to the formation of either a charge reservoir
or a quantum dot. We have successfully detected single charge jumps resulting from
tunneling events between a single quantum dot and a reservoir, which is a significant
step towards the detection and manipulation of individual spins in these nanoscale
structures.

The next step in this research direction would be to enter the double quantum
dot regime for holes, which is highly desirable for achieving ultimate single spin
detection. In this regime, a single hole is shared by two quantum dots (it hops
between the two dots), resulting in a large electric dipole moment of the double dot.
This dipole moment should interact more strongly with the resonator electric field
compared to the case of a localized charge in a single dot. Moreover, the double
dot structure provides a way to leverage the strong spin–orbit interaction that is
intrinsic to hole spins [171]. With a combination of all these features, the strong
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spin-photon coupling regime could be eventually reached, a single-spin state being
read out dispersively in a single shot, and long-range coupling between two distant
spins becoming possible [172]. This would open up new opportunities for quantum
information processing with hole spins and cQED.

The concept demonstrated in this thesis is not limited to the AlGaAs/GaAs ma-
terial platform that we have used, but is rather universal and can be extended to
other systems. For instance, hole spin in silicon or germanium [7, 146] are also con-
sidered as promising candidates for quantum computing. Detecting single optically-
generated hole spins in silicon and germanium systems is expected to be feasible
with our approach.

In addition to advancing the field of cQED with spins in semiconductor quantum
dots, our platform also creates opportunities for interfacing and establishing quan-
tum transduction between the microwave and optical domains [173], which could
tackle the challenges of building long-distance quantum network based on supercon-
ducting qubits, spins and optical photons.
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Appendix A

Quantization of a transmission line
resonator

Given the Hamiltonian of transmission line at a continuum limit

H =

∫ d

0

dx(
Q(x, t)2

2c0
+

(∂xΦ(x, t))
2

2l0
) =

∫ d

0

dxH, (A.1)

one can verify the charge Q(x, t) = c0V (x, t) = c0∂tΦ(x, t) and the flux Φ(x, t)
are canonical conjugate field variables, and Hamilton equations take the form of
functional derivative:

∂tΦ(x, t) =
δH

δQ(x, t)
, ∂tQ(x, t) = − δH

δΦ(x, t)
. (A.2)

The derivative is given by

δH

δΦ(x, t)
=

∂H
∂Φ(x, t)

− ∂

∂x

∂H
∂(∂xΦ(x, t))

− ∂

∂t

∂H
∂(∂tΦ(x, t))

. (A.3)

Therefore we have the equation of motion

∂tQ(x, t) =
1

l0

∂2Φ(x, t)

∂x2
, (A.4)

and by using the relation Q(x, t) = c0∂tΦ(x, t) we find the following wave equation
describing the wave in transmission line.

∂2Φ(x, t)

∂t2
= v20

∂2Φ(x, t)

∂x2
, (A.5)

where v0 = 1/
√
l0c0 is the speed of wave in the medium.

We assume the solutions to Equation A.5 take the form of plane wave composed
of normal modes

Φ(x, t) =
∞∑

m=0

um(x)Φm(t),m = 0, 1, 2, 3... (A.6)

The function
um(x) = Amcos(kmx+ θm) (A.7)
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gives the mode spacial profile along the transmission line with an amplitude Am,
where km is wavevector and θm is phase. The time-dependent part Φm(t) satisfying

Φ̈m(t) = −ω2
mΦm(t) (A.8)

oscillates at the frequency ωm for a given mode m.
In the example of open-ended transmission line resonator in Figure 2.5c, the

boundary conditions for all the normal modes are set by the zero current at two
gaps, such that

I(x)|x=0,d =
∂Φ(x, t)

l0∂x

∣∣∣∣
x=0,d

= 0, (A.9)

yielding θm = 0 and discret wavevectors km = (m + 1)π/d. Moreover, from the
orthonormal requirement of the solution∫ d

0

dx um(x)um′ (x) = δmm′ , (A.10)

we can find the normalization constant Am =
√

2/d.
Then we can use normal mode expansion to express the Hamiltonian in Equa-

tion A.1 into a simpler form

H =
∞∑

m=0

(
Q2

m

2CT

+
1

2
CTω

2
mΦ

2
m), (A.11)

where Qm = CT Φ̇m and Φm are conjugate charge and flux, with CT = dc0 being the
total capacitance of the resonator. Comparing to the sample LC oscillator Hamilto-
nian in Equation 2.13, we can find out that the Hamiltonian of a transmission line
resonator is a sum over independent harmonic oscillators from fundamental mode
(m = 0) to infinity. As a result, we can take the same quantization approach used for
simple LC oscillator, in which we promote the conjugate variables to non-commuting
operators defined as

ϕ̂m =

√
ℏZm

2
(â†m + âm), (A.12)

q̂m = i

√
ℏ

2Zm

(â†m − âm), (A.13)

where Zm =
√
Lm/CT is the characteristic impedance of mode m and Lm ≡

1/CTω
2
m. The Hamiltonian of the system can be written as

H =
∞∑

m=0

ℏωm(â
†
mâm +

1

2
), (A.14)

where ωm = (m+1)ω0 is the mode frequency with ω0/2π = v0/2d being the frequency
of fundamental mode of open-ended λ/2 resonator. The flux writes

Φm(x) = um(x)ϕ̂m. (A.15)
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