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Résumé — Les tropiques sont des régions d’intense variabilité climatique impliquant
une large gamme d’échelles temporelles. Dans le Pacifique tropical, l’Oscillation Australe - El
Niño (ENSO) est le principal moteur de la variabilité interannuelle. En modulant la thermo-
dynamique océanique et la circulation atmosphérique, ENSO peut avoir de désastreux impacts
écologiques et socio-économiques. Il est donc primordial de pouvoir prévoir cet évènement à
l’avance, et d’améliorer la fiabilité de ses projections dans notre climat futur. Pour ce faire, il
est nécessaire de comprendre ses interactions avec les processus océaniques et atmosphériques
de fine échelle. Dans l’océan Pacifique tropical Est, les ondes tropicales d’instabilité (TIWs)
sont la principale source de variabilité mésoéchelle et intrasaisonnière. Ces ondes, de ∼1000
km de longueur d’onde et de période de ∼40 jours, se propagent vers l’Ouest le long de
l’équateur, advectant et mélangeant chaleur, quantité de mouvement, salinité et traceurs bi-
ologiques, et modulant la variabilité climatique du Pacifique tropical.
L’objectif de cette thèse est d’améliorer notre compréhension des interactions qui relient TIWs
et variabilité tropicale. Pour ce faire, une méthodologie supprimant subtilement les TIWs des
simulations numériques océaniques est développée et implémentée dans le modèle océanique
CROCO. Cette méthodologie repose sur le rappel des courants méridiens de surface vers
une climatologie prescrite. Bien qu’ayant un potentiel impact sur les ondes de Rossby, cette
méthodologie donne des résultats satisfaisants. En comparant ces expériences à des simula-
tions de contrôle dans lesquelles les TIWs se propagent librement, nous pouvons évaluer et
quantifier l’impact des TIWs sur l’état moyen et la variabilité du Pacifique tropical. Cette
méthodologie est appliquée sur un modèle océanique forcé au 1/12◦, et dans un modèle couplé
océan (1/14◦) – atmosphère (1/4◦), utilisant CROCO comme composante océanique, WRF
comme composante atmosphérique et OASIS comme coupleur.
L’analyse de ces simulations révèle les effets directs et indirects qu’ont les TIWs sur de plus
grandes et longues échelles spatiales et temporelles du Pacifique tropical. Premièrement, les
TIWs modifient la répartition de la température équatoriale de surface via (1) un réchauf-
fement non linéaire direct de 0.34◦C mois−1 et (2) un refroidissement indirect de -0.10◦C
mois−1 lié à l’affaiblissement et à l’approfondissement du sous-courant équatorial (EUC) en
présence de TIWs. Deuxièmement, en raison de leur synchronisation avec le cycle saisonnier,
les TIWs rétroagissent sur le cycle saisonnier des principales composantes thermodynamiques
du bassin. L’amplitude saisonnière de la température équatoriale de surface est réduite de
0.4◦C en raison du réchauffement induit par les TIWs en été et en automne boréaux. Les
TIWs modulent également le cycle saisonnier de l’EUC, stabilisant et affaiblissant le courant
tout au long de l’année, et empêchant sa ré-intensification probablement irréaliste en automne
boréal, obtenue par certains modèles basse résolution. Troisièmement, une étude préliminaire
du cycle ENSO de 2015-2018 pointe une modulation complexe de l’amplitude et de la durée
de La Niña par les TIWs. Cette modulation semble résulter de l’augmentation de l’advection
non linéaire de chaleur et du mélange vertical par les TIWs. Les TIWs semblent également
moduler les rétroactions qui déterminent le cycle de vie des événements ENSO.
Dans cette thèse, les interactions entre les TIWs et la variabilité climatique à plus grande
échelle sont étudiées. La méthodologie et les résultats qui en découlent peuvent servir à
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l’amélioration des paramétrisations des TIWs dans les modèles climatiques globaux de basse
résolution.

Mots clefs : Ondes Tropicales d’Instabilité; Variabilité Climatique; Pacifique Tropical
Est; Oscillation Australe – El Niño; Cycle Saisonnier; Modélisation Régionale Couplée Océan-
Atmosphère; Intéractions d’échelles Temporelles



Abstract — Tropics are regions of strong air-sea coupling, in which disturbances of the ap-
parent steady state lead to intense oceanic and atmospheric responses, resulting in a strong
climate variability over a wide range of time scales. In the tropical Pacific, the El Niño –
Southern Oscillation (ENSO) is the main driver of the interannual variability. By modulating
the ocean thermodynamics and atmospheric circulation, ENSO can have disastrous ecological
and socio-economical impacts. It is therefore of the utmost importance to forecast ENSO
events well in advance, and improve the reliability of its projections in our future climate.
One way to improve our understanding of ENSO dynamics is to assess its interactions with
fine and short scale processes in the ocean and atmosphere. In the eastern tropical Pacific
Ocean, Tropical Instability Waves (TIWs) are the main source of mesoscale and intraseasonal
variability. These long waves characterized by a wavelength of ∼1000 km and time scales
of ∼40 days propagate westward along the equator, advecting and mixing heat, momentum,
salinity, and biological tracers. As such, they are a source of non-linearity that affects the
tropical spatio-temporal variability.
The purpose of this thesis is to provide a better picture of the interactions between the
transient mesoscale activity associated with TIWs, and larger scale climate variability in the
eastern tropical Pacific. To do so, a methodology to subtly remove TIWs in oceanic numerical
simulations is developed and implemented in the CROCO model. This methodology, which
relies on the online nudging of meridional surface currents toward a prescribed climatology,
is thoroughly validated. Limitations are discussed, in particular regarding its potential im-
pact on Rossby waves. Nevertheless, the methodology gives satisfying results while barely
impacting other processes. Comparing these experiments to similar control simulations in
which TIWs freely develop makes it possible to evaluate and quantify the impact of TIWs
on the eastern tropical Pacific mean state and variability. This methodology is applied on
an 1/12◦ ocean-only forced model, and in a 1/14◦ ocean – 1/4◦ atmosphere coupled model,
using CROCO as the oceanic component, WRF as the atmospheric component and OASIS
as the coupler.
The analysis of these simulations reveals the existence of direct and indirect effects of TIWs
on larger spatial scales and longer time scales of the eastern tropical Pacific. First, TIWs
modify the mean near-surface equatorial temperature through (1) a direct nonlinear dynami-
cal heating at a rate of 0.34◦C month−1 and (2) an indirect cooling effect of -0.10◦C month−1

linked to the weakening and deepening of the equatorial undercurrent (EUC) in presence of
TIWs. Second, due to their phase locking with the seasonal cycle, TIWs feed back onto the
seasonal cycle of the main thermodynamic components of the basin. The seasonal amplitude
of the near-surface equatorial temperature is decreased by 0.4◦C, due to the TIW-induced
warming of equatorial waters in boreal summer and fall. TIWs also modulate the EUC sea-
sonal cycle by stabilizing and weakening the current year-round, preventing what appears to
be an unrealistic re-intensification found in boreal fall in some non-eddy resolving models.
Third, a preliminary study based on the 2015-2018 ENSO case study tends to show a complex
TIW-induced modulation of La Niña amplitude and duration arising from a combination of
increased nonlinear dynamical heating and mixing. TIWs also seem to modulate the typical
ENSO feedbacks which determine the life cycle of ENSO events.
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In this thesis, the interactions between TIWs and larger scale climate variability are studied,
and the methodology and results that have emerged could serve as a basis for improving
parameterizations of non-resolved TIW effects in low-resolution global climate models.

Keywords: Tropical Instability Waves; Climate Variability; Eastern Tropical Pacific; El
Niño – Southern Oscillation; Seasonal Cycle; Regional Coupled Ocean-Atmosphere Modeling;
Time scale Interactions
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General introduction

The Ocean is a major driver of the water, heat and carbon cycles. It contains 97% of the
Earth’s water, has a large heat capacity, and can absorb carbon dioxide through carbon
dissolution. At the air-sea interface, the ocean exchanges water, heat, and gases with the
atmosphere, which are redistributed horizontally and vertically through ocean circulation
and mixing. As such, oceans are a key driver of the weather and climate system variability
(Abram et al. (2019)).

In tropical oceans (30◦S – 30◦N), a tight coupling with the overlying atmosphere results
in an apparent equilibrium state. In the tropical Pacific, several positive feedbacks maintain
the oceanic state in an apparent equilibrium: easterly winds drive a zonal surface current
that pushes warm water westward, lifting the thermocline in the east and producing a pres-
sure gradient that generates an eastward equatorial undercurrent. The easterly winds also
drive an equatorial upwelling in the east, known as the cold tongue, and the resulting zonal
and meridional surface temperature gradients support the two main circulation cells in the
atmosphere, the Walker and Hadley cells. Disturbances of this apparent steady state lead
to intense oceanic and atmospheric responses, resulting in a strong climate variability over a
wide range of time scales (Kessler (2006)).

The main driver of the tropical Pacific interannual variability is the El Niño – Southern
Oscillation (ENSO). This climate phenomenon, which can be seen as a disturbance of the
seasonal cycle, is a major and well-studied example of ocean-atmosphere coupling: stochastic
disturbances of easterly winds can drive anomalous temperatures in the eastern Pacific, which
result in the zonal displacement of the Walker circulation. The ecological and socio-economical
impacts of ENSO can be disastrous, and are not limited to tropical areas. Therefore, it is of
the utmost importance for populations to forecast ENSO events well in advance, and improve
the reliability of ENSO projections in our future climate (Karamperidou et al. (2020)).

One way to improve our understanding of ENSO dynamics is to assess its interactions with
fine and short scale processes in the ocean and atmosphere. In the tropical oceans, Tropical
Instability Waves (TIWs) are the main source of mesoscale and intraseasonal variability. These
long waves characterized by a wavelength of a thousand kilometers and time scales of ∼40 days
propagate westward in the equatorial Pacific ocean, advecting and mixing heat, momentum,
salinity, and biological tracers (Fig. 1). As such, they are a source of non-linearity that affects
the tropical spatio-temporal variability (Willett et al. (2006)).

The purpose of this thesis is to provide a better picture of the interactions
between the transient mesoscale activity associated with TIWs, and larger scale
climate variability in the eastern tropical Pacific. In the First Chapter of this thesis,
I give a detailed presentation of the main features of the tropical Pacific environment and
its climate variability. In particular, I present the coupled ocean-atmosphere background
state by describing the main oceanic and atmospheric circulations, the surface and subsurface
ocean thermal distributions, and the feedbacks that contribute to maintaining this state

1



2 General introduction

Figure 1: Tropical Instability Waves (TIWs) seen in the snapshots of anomaly of sea surface
temperature (i.e., departure from the long-term average) of December 1st 2021, from the
NOAA Coral Reef Watch product. TIWs are these meandering of cold water observed at the
surface of the equatorial Pacific ocean.
Les ondes tropicales d’instabilité (TIWs) visibles sur cette image de l’anomalie de température
de surface (i.e., anomalie vis-à-vis de la moyenne à long terme), du 1er Décembre 2021,
obtenue à partir du produit NOAA Coral Reef Watch. Les TIWs sont ces méandres d’eau
froide que l’on distingue à la surface de l’océan Pacifique équatorial.

in an apparent equilibrium. I then describe the different time scales of variability around
which this tropical Pacific background state can evolve, from interannual to intraseasonal.
In particular, I present the ENSO phenomenon as the main source of interannual variability
in the Pacific, then the seasonal variability of large scale thermodynamic components, and
finally the intraseasonal variability with a special focus on TIWs. I also highlight the main
sources of interactions occurring between these different temporal and spatial scales.

The Second Chapter discusses the oceanic and atmospheric models used in this thesis: the
Coastal and Regional Ocean Community Model (CROCO), and the Weather Research and
Forecast Model (WRF). I also explain in details the main methodology used throughout the
manuscript, which consists in (i) subtly removing TIWs in different oceanic simulations of the
eastern tropical Pacific, the so-called NOTIW-RUNs; and (ii) comparing these experiments
to similar control simulations in which TIWs freely develop (TIW-RUN), which will make it
possible to evaluate and quantify the impact of TIWs on the eastern tropical Pacific mean
state and variability.

In the Third Chapter, the interactions between TIWs and the ocean background state are
investigated using the methodology described in Chapter 2, in a forced ocean-only simulation
of the eastern tropical Pacific spanning the period 1980 to 2019. In this work published in
Journal of Physical Oceanography (Maillard et al. (2022a)), I identify, using a kinetic energy
transfer diagnostic and a heat budget analysis, a direct (i.e., induced directly by TIWs) and
indirect (or rectified) TIW effect on the eastern tropical Pacific mean state. In particular, I
show that while the direct effect of TIWs tends to warm the cold tongue through horizontal
heat advection, the weakening of the equatorial undercurrent by TIWs leads to a rectified
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cooling feedback on the cold tongue.

From the same set of forced ocean-only simulations, I then assess in Chapter Four the
impacts of TIWs on the eastern tropical Pacific seasonal variability, which have been little
documented so far despite the strong connection to large scale climate variability such as
ENSO. Results show that TIWs induce a modulation of the seasonal amplitude of the upper
temperature in the cold tongue region, by warming equatorial waters in boreal summer and
fall. I have also highlighted a new pathway by which TIWs modulate the seasonal cycle of the
equatorial undercurrent, stabilizing and weakening it throughout the year, thus preventing
what appears to be an unrealistic re-intensification in boreal autumn, and found in some
low resolution climate models. This work (Maillard et al. (2022b)) has been published in
Geophysical Research Letters.

In my Last Chapter, I use coupled ocean-atmosphere simulations of the 2015 – 2018 ENSO
cycle in the eastern tropical Pacific to assess the ENSO – TIWs interaction. This cycle is
composed of one major warm phase (El Niño) and two successive cold phases (La Niña) of
ENSO that are reproduced by the coupled simulations, yet with a weaker amplitude compared
to observations. Understanding the origins of El Niño/La Niña asymmetry, and in particular
the temporal asymmetry with the existence of multi-year La Niña events, is a very current
issue. As I write this manuscript, the Pacific is indeed heading into its third consecutive year
of La Niña. Since TIWs are more active during the cold phase of ENSO than during its warm
phase, they may be involved in the asymmetry of ENSO events. Although my preliminary
results tend to show significant differences in the impact of TIWs between the first and second
La Niña, further work is needed to fully understand the intricacy of processes involved.
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L’Océan est l’un des principaux moteurs des cycles de l’eau, de la chaleur et du carbone. Il
contient 97% de l’eau présente sur la Terre, a une grande capacité thermique et peut absorber
le dioxyde de carbone via la dissolution du carbone. À l’interface air-mer, l’Océan échange de
l’eau, de la chaleur, et des gaz avec l’atmosphère, qui sont ensuite redistribués horizontalement
et verticalement par la circulation et le mélange océaniques. Ainsi, les océans sont un acteur
clef de la variabilité du système climatique (Abram et al. (2019)).

Dans les océans tropicaux (30◦S – 30◦N), un couplage étroit avec l’atmosphère conduit
à un état d’apparent équilibre. Dans le Pacifique tropical, plusieurs rétroactions positives
maintiennent l’Océan dans cet état d’apparent équilibre. Les vents d’est, ou Alizés, génèrent
un courant zonal de surface qui pousse les eaux chaudes vers l’ouest, soulevant la thermocline
à l’est et produisant un gradient de pression qui génère à son tour un sous-courant équatorial
dirigé vers l’est. Les Alizés entraînent également une remontée des eaux équatoriales dans
l’est du bassin, connue sous le nom de "cold tongue". Les gradients de température de surface
zonaux et méridiens qui en résultent alimentent ainsi les deux principales cellules de circulation
de l’atmosphère, les cellules de Walker et de Hadley. Les perturbations de cet état d’apparent
équilibre entraînent d’intenses réponses océaniques et atmosphériques, ce qui se traduit par
une forte variabilité climatique sur une large gamme d’échelles temporelles (Kessler (2006)).

Le principal moteur de la variabilité interannuelle du Pacifique tropical est l’Oscillation
Australe – El Niño (ENSO). Ce phénomène climatique, pouvant être considéré comme une
perturbation du cycle saisonnier, est un exemple remarquable et bien connu du couplage
entre l’océan et l’atmosphère: les perturbations stochastiques des vents d’est peuvent générer
des anomalies de températures dans l’est du Pacifique, qui se traduisent par un déplacement
zonal de la circulation de Walker. Les impacts écologiques et socio-économiques d’ENSO
peuvent être désastreux, et ne se limitent pas aux zones tropicales. Il est donc de la plus
haute importance pour les populations impactées de pouvoir prévoir les événements ENSO à
l’avance, et d’améliorer la fiabilité de ses projections dans notre climat futur (Karamperidou
et al. (2020)).

L’une des façons d’améliorer notre compréhension de la dynamique d’ENSO est d’évaluer
ses interactions avec les processus de fine et courte échelle dans l’océan et l’atmosphère.
Dans les océans tropicaux, les ondes tropicales d’instabilité (TIWs) sont la principale source
de variabilité de mésoéchelle et intrasaisonnière. Ces longues ondes, caractérisées par une
longueur d’onde de mille kilomètres et des échelles de temps de l’ordre de 40 jours, se propagent
vers l’ouest dans l’océan Pacifique équatorial, advectant et mélangeant chaleur, quantité de
mouvement, salinité et traceurs biologiques (Fig. 1). Ainsi, elles sont une source de non-
linéarité qui affecte la variabilité spatio-temporelle tropicale (Willett et al. (2006)).

L’objectif de cette thèse est d’améliorer notre compréhension des interac-
tions entre l’activité mésoéchelle associée aux TIWs, et la variabilité climatique
à plus grande échelle, du Pacifique tropical Est. Dans le Premier Chapitre de cette
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thèse, les principales caractéristiques du Pacifique tropical et de sa variabilité climatique
sont présentées. L’état moyen du couplage océan-atmosphère est d’abord décrit, puis les
différentes échelles temporelles de variabilité autour desquelles cet état moyen peut évoluer,
de l’interannuel à l’intrasaisonnier. En particulier, le phénomène ENSO est présenté comme
principale source de variabilité interannuelle dans le Pacifique, puis la variabilité saisonnière
des composantes thermodynamiques de grande échelle, et enfin la variabilité intrasaisonnière
en se focalisant sur les TIWs. Les principales interactions entre ces différentes échelles tem-
porelles et spatiales sont également mises en avant.

Le Second Chapitre présente les modèles océaniques et atmosphériques utilisés dans cette
thèse : le Coastal and Regional Ocean Community Model (CROCO), et le Weather Research
and Forecast Model (WRF). La principale méthodologie utilisée tout au long du manuscrit est
ensuite expliquée, qui consiste à (i) supprimer les TIWs dans différentes simulations océaniques
du Pacifique tropical oriental, appelées NOTIW-RUN; et (ii) comparer ces expériences à des
simulations de contrôle dans lesquelles les TIWs se propagent librement (TIW-RUN). Cela
permettra ainsi d’évaluer et de quantifier l’impact des TIWs sur l’état moyen et la variabilité
du Pacifique tropical Est.

Dans le Troisième Chapitre, les interactions entre les TIWs et l’état moyen océanique sont
étudiées via la méthodologie décrite dans le Chapitre 2 et implémentée dans une simulation
océanique forcée du Pacifique tropical Est, simulant la période 1980 – 2019. Dans ce travail,
publié dans Journal of Physical Oceanography (Maillard et al. (2022a)), j’identifie à l’aide
d’un diagnostic de transfert d’énergie cinétique et d’une analyse du bilan thermique, un effet
direct (induit directement par les TIWs) et indirect (ou rectifié) des TIWs sur l’état moyen
du Pacifique tropical Est. Si l’effet direct des TIWs tend à réchauffer la "cold tongue" par
advection horizontale de chaleur, l’affaiblissement du sous-courant équatorial par les TIWs
conduit à un refroidissement de la "cold tongue".

À partir du même ensemble de simulations océaniques forcées, le Chapitre Quatre évalue
les impacts des TIWs sur la variabilité saisonnière du Pacifique tropical Est. Ces impacts
ont en effet été peu documentés jusqu’à présent malgré leur lien étroit avec la variabilité
climatique à grande échelle telle qu’ENSO. Les résultats montrent que les TIWs induisent
une modulation de l’amplitude saisonnière de la température de surface de la "cold tongue",
en réchauffant ces eaux en été et en automne boréaux. Ce travail a également permis de
mettre en évidence la modulation du cycle saisonnier du sous-courant équatorial par les TIWs,
stabilisant et affaiblissant le courant tout au long de l’année, empêchant ainsi ce qui semble
être une ré-intensification en automne boréal irréaliste, et que l’on retrouve dans certains
modèles climatiques de basse résolution. Ce travail (Maillard et al. (2022b)) a été publié dans
la revue Geophysical Research Letters.

Dans mon Dernier Chapitre, j’utilise des simulations couplées océan-atmosphère du cycle
ENSO 2015 – 2018 dans le Pacifique tropical Est afin d’évaluer l’interaction ENSO – TIWs.
Ce cycle est composé d’une phase chaude (El Niño) et de deux phases froides successives (La
Niña) d’ENSO. Les simulations couplées parviennent à reproduire ce cycle, avec toute fois une
amplitude plus faible que les observations. Comprendre les origines de l’asymétrie El Niño/La
Niña, et en particulier l’asymétrie temporelle avec en particulier l’existence d’événements
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pluriannuels La Niña, est une question très actuelle. Au moment où j’écris ce manuscrit,
le Pacifique se dirige en effet vers sa troisième année consécutive de La Niña. Puisque les
TIWs sont plus actives pendant la phase froide d’ENSO que pendant sa phase chaude, il
est possible qu’elles soient impliquées dans l’asymétrie des événements ENSO. Les premiers
résultats présentés dans ce chapitre mettent en avant des différences dans l’impact qu’ont les
TIWs sur la première et la deuxième année La Niña simulée. Des travaux supplémentaires
sont nécessaires pour comprendre pleinement la complexité des processus impliqués.
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10 Chapter 1. Background

1.1 Background state in the tropical Pacific

As we approach the equator, the Coriolis parameter f = 2Ωsinθ (Ω the Earth angular rotation
speed, θ the latitude) decreases in amplitude, vanishes at the equator and changes sign in
the other hemisphere. This singularity of the Coriolis parameter near the equator determines
the dynamic and the wave propagation in this oceanic region. An other important factor
driving the equatorial ocean circulation is the wind forcing. The vertical structure of the
tropical waters is characterized by a surface layer of sun-warmed water overlying a deep layer
of cold water. This strong vertical ocean stratification allows a high coupling between air
and sea, with in particular an upper oceanic circulation driven by low-level winds. These two
specificities of equatorial regions (low Coriolis parameter, and strong air-sea coupling) shape
the equatorial ocean background, generating currents shears, tracers and pressure gradients,
which plays an important role on the ocean dynamics.

In the Pacific, the atmospheric Hadley circulation (Fig. 1.1a, red arrows) delivers the
heat accumulated in the tropics to higher latitudes through a closed loop: warm sea surface
temperature (SST) in the western equatorial Pacific and on each side of the equator creates
zonal and meridional gradients of SST, which in turn generate convergence of winds and
ascending motions of warm and moist air that reaches the tropopause and forms cumulus.
This zone of convergence and ascending motions is known as the Intertropical Convergence
Zone (ITCZ) in the northern hemisphere, and the South Pacific Convergence Zone (SPCZ) in
the southern hemisphere (e.g., Hastenrath and Lamb (1978)). The air in altitude then moves
polewards, being deflected to the east by the increasing Coriolis parameter. As it becomes
cooler and dryer, the air sinks and returns to the tropics with a westward deviation. These
north/south-easterlies that close the Hadley circulation are commonly called trade winds (Fig.
1.1a, thin grey arrows). South-easterly trade winds from the southern hemisphere cross the
equator and reach the northern hemisphere, where they meet north-easterly trade winds in
the ITCZ.

By generating an Ekman transport, these south-easterly trade winds move the surface
water to their right (i.e., northward) in the northern hemisphere and to their left (i.e.,
southward) in the southern hemisphere, which causes surface water to diverge at the equator
(Fig. 1.1b). This divergence induces an upwelling, i.e., a vertical transport of cold water
from the deeper layers to the surface (Cromwell (1953)). This cold upwelled water is known
as the cold tongue, and expands from the Ecuadorian coast to the center of the Pacific Ocean.
On the other side of the basin, the western pacific warm pool is an area of warm surface
waters that are pushed westward by trade winds. This zonal SST gradient is overlaid by a
zonal atmospheric circulation called the Walker circulation (Fig. 1.1a, black arrows, Bjerknes
(1969)). It shares its ascending western branch with that of the Hadley circulation, above the
warm pool. Its subsiding branch is located above the cold tongue, in the eastern part of the
basin. The loop is closed by the trade winds blowing toward the west at the ocean surface
along the equator.

The warm water being pushed by winds to the west, and the cold water being upwelled to
the east, shapes the zonal slope of both the sea level and the thermocline depth, with higher
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(a) Mean ocean temperature and atmospheric circulation

(b) Mean ocean circulation

Figure 1.1: Schematics of average atmospheric and oceanic conditions across the tropical Pa-
cific Ocean. (a) Ocean temperature and atmospheric circulation. Reprinted and adapted from
Climate.gov schematic by Emily Eng, https://www.climate.gov/news-features/blogs/
enso (b) Horizontal and vertical circulation. Grey shaded areas show westward currents
(SEC) and white shaded areas show eastward currents (EUC, NECC). Reprinted and adapted
from Philander et al. (1987)

sea levels and deeper thermocline in the west than in the east.

Several positive feedbacks help maintaining this mean state. First, the shallow thermocline
to the east allows surface waters to be efficiently cooled by vertical mixing and advection,
while the deep thermocline to the west isolates the surface warm waters from the cold deeper
water. Second, the zonal SST gradient leads to a surface pressure gradient with low pressure
above the warm pool due to convection, and high pressure above the cold tongue due to
subsidence of air. This pressure gradient reinforces the trade winds, which in turn reinforce
the temperature gradient through a positive feedback loop.

https://www.climate.gov/news-features/blogs/enso
https://www.climate.gov/news-features/blogs/enso
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The trade winds are also driving the zonal westward South Equatorial Current (SEC,
Cromwell and Bennett (1959); Wyrtki (1965)), which splits into two lobes on either side of the
equator (Fig. 1.1b). Below, at the equator, the geostrophic Equatorial Undercurrent (EUC,
Cromwell et al. (1954)) flows eastward in the thermocline, driven by the zonal ocean pressure
gradient generated by trade winds. To the north of the equator, the North Equatorial Counter
Current (NECC, Cromwell and Bennett (1959); Wyrtki (1965)) flows eastward between 5◦

and 10◦N. For a review of the eastern equatorial Pacific circulation, the reader is invited to
refer to Kessler (2006).

This background equatorial state is not a steady state as it is modulated at decadal, in-
terannual, seasonal and intraseasonal time scales, which can interact with each other creating
a rather broad continuous spectrum of variability. As a reminder, the scheme on Figure 1.2
lists all time and space scales of ocean variability as well as their potential overlaps. Some of
these time scales will be discussed in further details in this manuscript, with a particular focus
on the mesoscale variability associated with tropical instability waves (≈ 1000 km, 1-month)
and their interactions with the seasonal and interannual variability.

Figure 1.2: Time and space scales of ocean variability. Copyright by D. Chelton
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1.2 Interannual variability: The El Niño - Southern Oscilla-
tion (ENSO)

1.2.1 The life cycle of ENSO

Growth and development

The El Niño - Southern Oscillation (ENSO) is the main driver of interannual variability in
the tropical Pacific basin. Chaotic – but state-dependent – westerly wind bursts (WWBs)
events can generate a relaxation of the western warm pool, i.e., the warm pool is less con-
strained to the west due to weaker trade winds, which causes warm water to move eastward
and leads to anomalous warming in the central-to-eastern Pacific (Fig. 1.3a, see also e.g.,
Menkes et al. (2014)). This anomalous zonal SST gradient modifies the zonal pressure gra-
dient, intensifying the anomalous westerly winds, which further strengthen the temperature
gradient. This positive feedback loop in air-sea interactions is known as the Bjerknes feedback
(Bjerknes (1966)), and plays a central role in the onset of ENSO (Fig. 1.3b). As trade winds
weaken, the warm pool is more relaxed and the thermocline slope flatten. Warm water is
then advected eastward by anomalous currents, the equatorial upwelling weaken and eastern
upwelled waters are warmer due to the deeper thermocline. These reinforcements of the initial
anomalous warming due to oceanic feedbacks are called respectively the zonal advective feed-
back, the upwelling feedback and the thermocline feedback and can lead to an El Niño event,
the warm phase of ENSO (Fig. 1.3c). La Niña events, the cold phase of ENSO, starts with
an intensification of trade winds generating an increased zonal temperature gradient. The
feedbacks mentioned above are also involved in the development of La Niña, in the opposite
way (although with some differences, see next section) to El Niño (Fig. 1.3, left panels). For
a review of explanation of each feedback, the reader is invited to refer to the review of the
ENSO glossary in Box 1 of Timmermann et al. (2018). Overall, the average states of El Niño
and La Niña conditions are shown in Figure 1.4. The El Niño state consists in weaker than
usual trade winds, warmer SST in the central-to-eastern Pacific and decline of the cold tongue,
a deeper thermocline in the east and an eastward displacement of the convective branch of
the Walker cell. Conversely, the La Niña state consists in reinforced trade winds, cooler SST
in the cold tongue, a shallower thermocline in the east and an westward displacement of the
convective branch of the Walker circulation (Philander (1990)).

Decay: oscillator theories

All of the above ocean and atmosphere feedbacks are positive, i.e., they reinforce the initial
anomaly. Delayed negative feedbacks are needed to stop this infinite growth, begin the decay
of the anomalous state and promote the transition towards the opposite state. Since the
1970s, scientists have built several conceptual models in order to identify possible origins
of these negative feedbacks. Oscillator models are based on the principle of an oscillation
between (i) fast positive ocean and atmosphere feedbacks favoring the growth of ENSO, and
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Figure 1.3: Composites temperatures of the life cycle of a typical El Niño, followed by a
typical La Niña. Reprinted and adapted from Timmermann et al. (2018). See paper for more
details on the composites

Figure 1.4: Schematic of ENSO conditions. Reprinted and adapted from Climate.gov
schematic by Emily Eng, https://www.climate.gov/news-features/blogs/enso

(ii) slow negative ocean feedbacks leading to its decay. For example, the delayed oscillator
model (Suarez and Schopf (1988); Battisti and Hirst (1989)) invokes the negative feedbacks

https://www.climate.gov/news-features/blogs/enso
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of a delayed Rossby wave reflected in a Kelvin wave. In the widely used recharge oscillator
model (Jin (1997a)), it is the slow meridional discharge or recharge of heat content that
follows the Sverdrup dynamics and control the growth and transition of ENSO events.

These simple oscillator theories allow understanding and modeling the main ENSO life
cycle. They are described in detail in the review of Jin et al. (2020) and in the first chapter
of the thesis of Carreric (2019). French speakers are also invited to refer to the thesis of
Boucharel (2010).

1.2.2 Diversity of ENSO events

ENSO events are very diverse in terms of their temporal evolution, spatial pattern and am-
plitude. Moreover, El Niño and La Niña events do not mirror each other, as El Niño events
tend to be stronger and shorter than La Niña events. These irregularities and asymmetries
arise from non-linearities in the ocean and atmosphere feedbacks, which are not accounted
for in the simple oscillator theories.

Spatial diversity

ENSO has been shown to exhibit diverse spatial patterns. Two different flavors of El Niño
events have been noticed (Kao and Yu (2009)): (i) The Central Pacific (CP, Fig. 1.5b) El
Niño, characterized by warm anomalous SST located in the center of the basin and a strong
contribution of the zonal advective feedback and (ii) the Eastern Pacific (EP, Fig. 1.5a) El
Niño, characterized by warm anomalous SST reaching the far eastern part of the basin and
with a stronger contribution of the thermocline feedback. The EP El Niño events are more
likely to become extreme events, such as the famous 1997/98 El Niño or the more recent
2015/16 El Niño, although the latter has recently been categorized as a mixed event (Paek
et al. (2017)). EP events are also more likely to transition to La Niña events, owing to the
strong meridional discharge of equatorial heat content that terminates EP events. While El
Niño events have different spatial patterns, La Niña events have a unique pattern that lies
between those of EP and CP events.

Temporal diversity

Aside from the spatial diversity, another notable fact about the evolution of the ENSO cycle is
its irregularity that even prompted researchers to question its oscillatory nature and consider
it potentially as a succession of random events (Kessler (2002)). Regardless, ENSO obvious
non-periodicity/irregularity (Fig. 1.6) still remains an open question given the short temporal
record of observed events. Two theories attempt to explain this temporal irregularity, either
through deterministic large scale non-linear dynamics or through external stochastic forcing,
the latter leading to less predictability than the former.
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Figure 1.5: Leading Empirical Orthogonal Function (EOF) patterns from an EOF-regression
analysis of SST interannual anomalies from HadISST observations, corresponding to (a) east-
ern Pacific El Niño events and (b) central Pacific El Niño events. Reprinted from Kao and
Yu (2009).

Supporters of the non-linear deterministic theories rely in part on the ENSO phase locking
with the seasonal cycle. ENSO events usually start to grow in boreal spring, are the most
intense in winter, and decay in spring of the following year (Timmermann et al. (2018)).
This synchronization with the seasonal cycle is due to the seasonally modulated strength of
air-sea coupling and a seasonal meridional shift in wind anomaly. The phase locking drives
a non-linear interaction between ENSO and the seasonal cycle, generating new time scales
of variability and explaining ENSO irregularity (Jin et al. (1994)), which has important
repercussions for improving predictability of events and their impacts. More details on the
non-linear interaction between ENSO and the seasonal cycle will be given in section 1.3.

El Niño/ La Niña asymmetries

Another irregularity of ENSO is expressed in the strong asymmetry between El Niño and
La Niña events, with differences not only observed in the spatial patterns but also in the
amplitude and temporal evolution between the warm and cold phases of ENSO.

While many El Niño events have reached strong warm anomalous states and some of them
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can be defined as very strong – or extreme – El Niño (Nino 3.4 index > 2◦C), only few La
Niña events can be defined as strong events, and no extreme La Niña has ever been recorded
(Fig. 1.6). This asymmetry is due to non-linearities.
These non-linearities arise from oceanic processes, such as the non-linear dynamical heating
(NDH, advection of anomalous temperature by anomalous currents, An and Jin (2004)), the
non-linear oceanic wave response (Im et al. (2015)), an asymmetrical biophysical feedback
impacting solar penetration in the mixed layer (Marzeion et al. (2005)), and the asymmetrical
Tropical Instability Waves (TIWs) activity (An (2008)). TIWs are transient features that
propagate in the upper equatorial Pacific. Their properties, mechanisms of formation, and
interaction with the ENSO cycle will be described in more details in the next section.
The non-linearities also arise from atmospheric processes such as the asymmetrical response
of wind stress to SST anomalies (Kang and Kug (2002)), a non-linear shortwave feedback (Im
et al. (2015)), and higher frequency of WWBs during El Niño (Levine and Jin (2010)).

Figure 1.6: The Niño 3.4 index (3-month running mean of SST anomaly averaged in 5◦S –
5◦N, 170◦– 120◦W) shows El Niño (red) and La Niña (blue) events. Reprinted and adapted
from Okumura (2019)

In addition to this amplitude asymmetry, La Niña differs from El Niño in terms of temporal
evolution. While a sharp phase transition occurs after the decay of two over three of moderate-
to-strong El Niño (Fig. 1.7, left panel), half of La Niña events are followed by at least a second
year of La Niña (Fig. 1.7 1.7, right panel). This "double-dip", or multiyear La Niña mostly
occurs after a strong El Niño event with an important meridional discharge of heat that
favors La Niña (Wu et al. (2019)). Other non-linear atmospheric and oceanic processes are
also at play, such as asymmetric strength of surface wind anomalies and asymmetric negative
thermocline feedbacks (DiNezio and Deser (2014)).

Ocean and atmosphere non-linear processes are therefore key to understanding the ir-
regularity, diversity and asymmetry of ENSO. For an up-to-date review of these non-linear
processes responsible for ENSO diversity, the reader is invited to refer to the reviews of
Okumura (2019) and An et al. (2020).

1.2.3 ENSO impacts and Societal challenges

On February 2022, the working group II of the Intergovernmental Panel on Climate Change
(IPCC) published the second study of the Sixth Assessment Report, untitled Impact, Adap-
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Figure 1.7: Time series of the Niño 3.4 index (3-month running mean and linear trend re-
moved) for (left) El Niño events and (right) La Niña events during 1948–2018 (from HadISST
dataset, Rayner (2003)). Only events with Niño 3.4 index higher than 1 standard deviation in
December(0) are selected for El Niño, and lower than -1 for La Niña. Composites are shown
in tick colored curves. Reprinted from An et al. (2020).

tation and Vulnerability (Pörtner et al. (2022)). One of the objectives of this report is to give
an up-to-date picture of the impacts of climate change on our planet and human lives. Com-
bined with the other two studies of Group I and Group III that focus on the scientific basis
of climate change and on the mitigation measures, the full report is based on peer-reviewed
literature and is an urgent call to action for our policymakers.

In this second study of the Sixth Assessment Report, the ecological and socio-economical
impacts of ENSO are extensively described. Among ecological impacts, we can mention
floods and landslides, droughts, tropical cyclone, marine heatwaves, coral bleaching. Among
human impacts, ENSO drives diseases (cholera in Africa, Dengue in Venezuela), and can
lead to children underweight, poverty, monetary losses, and overall impacts on populations’
well-being.

Given the severe repercussions of this large scale phenomenon on our societies, it is nec-
essary to understand the life cycle of ENSO, from its onset to its decline and transition, in
order to provide accurate predictions with sufficient lead time and warning. Moreover, in a
context of increasing greenhouse gases, understanding how ENSO events will evolve in our
changing climate is essential for risk management. The study of working group I (Arias et al.
(2021)), and several new peer-reviewed studies published since then, focus on these topics.
As summarized in Cai et al. (2020),

There appear to be three factors that are key toward an understanding of how
ENSO would change under global warming: (1) the tropical Pacific mean-state
change; (2) changes in non-linear processes that interact with the mean climate;
and (3) climate model fidelity.
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In particular, the mean state change under greenhouse forcing leads to a robust increase in
the variability of ENSO driven precipitation, but no consensus was reached on the tendency
of ENSO driven SST. Indeed, most climate models of the 5th and 6th phase of the Coupled
Model Intercomparison Project (CMIP5 and 6) that are used for climate projection still
show (i) strong mean-state biases, such as a cold tongue bias in the eastern Pacific and an
underestimated precipitation rate in the western Pacific (Li et al. (2015)), and (ii) unrealistic
ENSO dynamics (Bayr et al. (2018); Hayashi et al. (2020)). However, in a recent study, Cai
et al. (2018) found that the most accurate CMIP5 models that include non-linear forcing
and are able to simulate distinct EP and CP El Niño events converge toward an increased
frequency of extreme events. But it should be noted that error compensations among key
ENSO dynamical mechanisms result in many climate models simulating seemingly correct
ENSO amplitude for the wrong reasons. Incorrect seasonality of ENSO feedbacks also plays
a role in poor simulations of the observed tendency of ENSO events to peak in boreal winter.
These errors are consequential, because strong interactions between interannual and seasonal
time scales can cause rapid climate fluctuations (i.e., the combination mode at near annual
time scale, see section 1.3).

Therefore, it is of the utmost importance for forecasting and risk management to fully
understand the processes driving the life cycle of ENSO, its interaction with other time scales
such as the seasonal and intraseasonal, and the process behind its non-linearity, using both
observations and high resolution regional modeling in order to parameterize the unresolved
processes in lower resolution global climate models.

1.3 Seasonal variability

The seasonal cycle

In the tropics, the sun "crosses" the equator twice a year, at the end of the austral summer in
March and of the boreal summer in September. In addition, the southeasterly trade winds are
weak in boreal spring when the ITCZ gets closer to the equator, and intensify in the second
half of the year when the ITCZ migrates polewards (Philander et al. (1987)). As a result,
the spectra of equatorial oceanic features often display annual and semiannual harmonics
(Fiedler and Talley (2006)). The relative importance of these two harmonics depends on the
combination of the external forcing (i.e., heat fluxes and winds), and other oceanic processes
such as vertical mixing and upwelling. For instance, SST in the eastern Pacific cold tongue
has a strong unique annual cycle (Horel (1982)), with coldest waters in boreal autumn. This
arises from combinations of several factors such as a stronger wind-driven upwelling (Fig..
1.8a; Kessler (2006)); an increased strato-cumulus formation over the cold SST which damps
solar radiation and further reduces the SST (Mitchell and Wallace (1992); Klein and Hartmann
(1993); and an increased mixing above the EUC core that cools the SST (Fig. 1.8b; Moum
et al. (2013).

At the equator, the SEC exhibits strong seasonal variations, with a semiannual component
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Figure 1.8: Seasonal cycle of temperature in the eastern equatorial Pacific. The intensifica-
tion of wind stress (a, upper panel; scatterometer winds) in boreal fall favors the equatorial
upwelling, bringing deep cold to the surface (b, lower panel; temperatures from XBT mea-
surements). Reprinted from Kessler (2006). The balance between sea surface heating by
solar radiative heat fluxes (b, red) and sea surface cooling through turbulent heat flux (b,
blue, from multi-year turbulence measurements) drives the SST tendency in the cold tongue.
Reprinted from Moum et al. (2013).

in the central-to-western Pacific (Fig. 1.9a,b). In boreal spring, when trade winds are the
weakest, the EUC intensifies and shoals in the far eastern Pacific. This seasonal shoaling then
propagates to the west (Fig. 1.9c) like most equatorial Pacific surface features (e.g., SST,
zonal currents, winds) but opposed to the eastward thermocline depth seasonal propagation.
These seasonal westward and eastward propagation of currents and thermal structures are
driven by a combination of wind-forced equatorial Kelvin and long Rossby waves (e.g., Yu
and McPhaden (1999), Yang et al. (2022)).

Figure 1.9: Seasonal cycle of zonal currents in the equatorial Pacific, from observations of the
Tropical Atmosphere Ocean array. Reprinted and adapted from Yu and McPhaden (1999).
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ENSO and the seasonal cycle

Figure 1.10: ENSO phase locking. Stan-
dard deviation of the NOAA Extended Re-
constructed Sea Surface Temperature dataset
v5 SST interannual anomalies averaged in the
Niño 3 region (red), and ENSO growth rate
(bars). Reprinted from Timmermann et al.
(2018). See paper for more details.

As briefly mentioned in Section 1.2.2, ENSO
and the seasonal cycle are closely interact-
ing. ENSO events usually start in spring,
grow in boreal autumn, reach their maxi-
mum intensity in December and decay in the
following spring (Fig. 1.10, bars). This cy-
cle is associated with a high variance in SST
anomaly at the peak of the event, as depicted
by the red curve in Figure 1.10. This phase
locking is thought to arise from either (1) a
non-linear interaction between the seasonal
cycle and the frequency of ENSO (Jin et al.
(1994); Tziperman et al. (1994)), or (2) a sea-
sonal modulation of the growth rate of ENSO
(e.g., Chen and Jin (2020)). Therefore, in
both cases, it is clear that ENSO interacts
with the seasonal cycle of the equatorial Pa-
cific region. In the first case, the non-linear
interaction gives rise to new time scales of
variability of ENSO, explaining its irregular-
ity. As originally detailed in Stuecker et al.
(2013), a combination mode arises from this
interaction: an ENSO cycle at a frequency of
fE year−1, forced by an annual frequency of
1 year−1, will dominantly responds at the near-annual frequencies 1−fE and 1+fE (Stuecker
et al. (2013, 2015, 2017)). This interplay between time scales underscores the need to accu-
rately represent the variability of each time scale in equatorial regions in order to understand
ENSO dynamics, predict upcoming events, and project them onto future climates.

1.4 Intraseasonal Variability and Transient Mesoscale Features

1.4.1 Rossby, Yanai and Kelvin waves

Tropical areas are the place of propagation of many equatorial waves, trapped in the equatorial
waveguide induced by the variation of the Coriolis parameter strength around the equator
(Fig. 1.11, see also Gill (1982)). To name a few, the eastward equatorial Kelvin waves, the
westward equatorial planetary or Rossby waves, the mixed planetary-gravity or Yanai waves.
All these waves have been shown to have important effects on the equatorial background
from intraseasonal to interannual time scales. For instance, downwelling Kelvin waves are
fast (phase speed of 2.7 m s−1, Cravatte et al. (2003)), intraseasonal (period of 60-90 days)
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eastward propagating waves that have no meridional velocity and are often generated by
westerly wind bursts in the western Pacific. As described in previous sections, they can
trigger a warm El Niño - Southern Oscillation (ENSO) event by deepening the thermocline
in the eastern Pacific, counteracting the equatorial upwelling and resulting in an anomalously
warm SST in that region. Equatorially trapped Rossby waves are slower (phase speed of ≈ 1
m s−1, Gill (1982)) westward propagating waves, and are responsible for the decay of ENSO
in the recharge oscillator model described previously.

Figure 1.11: Schematics of the main properties of intraseasonal equatorial Kelvin and Rossby
Waves.

1.4.2 Focus on Tropical Instability Waves

Along the equator, long meanders of the equatorial cold tongue front propagate westward,
arising from instability processes in the Atlantic and Pacific Oceans. These Tropical Insta-
bility Waves (TIWs) were first noticed in the Atlantic Ocean in 1974 through current meter
measurements showing oscillations of the SEC and EUC (Düing et al. (1975)). The following
year, in the Pacific Ocean, infrared images from a geostationary satellite revealed similar long
waves in the meandering of SST (Legeckis (1977)). Since these pioneering studies, several
others have focused their research on TIWs, emphasizing that the interactions of these waves
with the ocean and the atmosphere, from intraseasonal to interannual time scales and from
submesoscale to basin scale, make them a key element of the climate system that must be
properly understood.
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Main properties

TIWs are intraseasonal westward propagating waves with averaged wavelengths of 1000-2000
km, periods of 15-40 days and phase speed 0.5 m.s−1 (Qiao and Weisberg (1995); Contreras
(2002)). Their relatively large spatial scale classifies them as mesoscale features, while their
large Rossby number – the ratio of inertial forces to Coriolis force Ro = U/fL with U and
L the characteristic speed and length of the TIWs – in the vicinity of the equator makes
them more similar to mid-latitude 1-km submesoscale features (Thomas et al. (2008); Holmes
(2016)). Their temporal scale consists in two main peaks, at ∼ 17- and ∼ 33-days, rather
than a continuous broad spectrum. These two modes have been shown to share characteristics
with respectively mixed planetary-gravity Yanai waves and unstable first meridional mode of
Rossby waves (Lyman et al. (2007); Wang et al. (2020)), and have differences in terms of
location, pattern and impacts on the mean flow (e.g., Liu et al. (2019b)). In particular, the
33-day TIWs are near 5◦N and often evolve as anticyclonic eddies of ∼ 500-km of diameter,
called Tropical Instability Vortices (TIVs, Flament et al. (1996); Kennan and Flament (2000)).
In this study, we will focus on the full TIW flow field rather than on one specific TIW mode.
TIWs are generated in the surface and subsurface layers (Liu et al. (2019a); Specht et al.
(2021)), but can propagate downward and meridionally as barotropic Rossby (Farrar (2011);
Lee et al. (2022)) and downward Yanai waves (Delpech et al. (2020)), generating intraseasonal
variability down to 2000 meters (Tuchen et al. (2018)) which could potentially trigger the
generation of deep jets in the Pacific Ocean.

Since the initial studies from Düing et al. (1975) and Legeckis (1977), TIWs have been
observed through a variety of oceanic and atmospheric fields. Tracers measurements show
transient westward-propagating meanders of the temperature front of the cold tongue, with
cold edges and warm cusps (Fig. 1.12a). TIWs are also observed through oscillations of the sea
surface salinity with salty edges and fresh cusps (Düing et al. (1975); Lee et al. (2012); Olivier
et al. (2020)), as well as high and low Chlorophyll-A concentrated edges and cusps (Fig. 1.12b,
Yoder et al. (1994)). At the ocean surface, the sea surface height also displays alternating
high and lows (Miller et al. (1985); Périgaud (1990); Escobar-Franco et al. (2022a)), and the
ocean currents turn in the clockwise direction in the anticyclonic TIVs (Kennan and Flament
(2000)). All these features are translated to the west as the wave propagates in time. In
the atmosphere, the amplitude and directions of low-level trade winds are modulated above
TIW-induced SST and currents anomalies (Xie et al. (1998); Hashizume et al. (2001); Chelton
et al. (2001)).

TIW growth and decay

TIWs draw their energy from the background state through two main energy conversion
processes. The shear of zonal currents between the westward SEC and the eastward EUC
and NECC generates a barotropic energy conversion and a Kelvin-Helmoltz conversion from
the mean kinetic energy into eddy kinetic energy (KmKe). In total, this energy conversion is
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Figure 1.12: Observed fields of (a) SST and (b) Chlorophyll-A in the Pacific Ocean, August
31st, 2016. Maps obtained from the State Of The Ocean interactive web-based tool. The
SST is obtained from the daily 1km Multiscale Ultrahigh Resolution Level 4 dataset that
combined several instruments (radiometers and in situ observations). The Chlorophyll-A is
obtained from the daily 1km chlorophyll-A measurements from MODIS on the Aqua Satellite

KmKe = − u′u′∂xum − v′v′∂yvm − u′v′(∂yum + ∂xvm) (1.1)
− u′w′∂zum − v′w′∂zvm (1.2)

where (u, v, w) are the 3-dimensional ocean currents, (∂x,∂y,∂z) are the 3-dimensional spatial
partial derivatives, and each field is decomposed into a time-fluctuating x′ and time-mean xm

part. Typically, for transient features like TIWs, the fluctuations are the perturbations from
a 30-day running mean. The over-line x depicts the long time average.

In the above equation, the terms 1.1 correspond to horizontal barotropic conversion terms
and 1.2 correspond to vertical Kelvin-Helmoltz conversion terms. At the equator, the dy-
namics is driven by zonal flows. Therefore, the term ∂yum is large, making −u′v′∂yum the
dominant term of the KmKe conversion (Qiao and Weisberg (1998)).

The second dominant source of eddy kinetic energy available for TIWs growth and de-
velopment arises from a barotropic conversion which comes from the meridional gradient of
ocean temperature that exists between the cold tongue and the warm off-equatorial waters.
This temperature gradient is a reservoir of available potential energy, that can be converted
in EKE when the temperature front is unstable (Masina et al. (1999)). This barotropic
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conversion of eddy potential energy into EKE (PeKe) is

PeKe = − g

ρ0
w′ρ′ (1.3)

where g = 9.81 m.s−1 is the gravitational acceleration constant, ρ0 = 1025 kg.m−3 and ρ′ is
the perturbed density.

The relative contribution of each conversion term depends on the mean state, as detailed
in the study of Xue et al. (2021b). Using observational and reanalysis products, they found
that the generation of TIWs in May-June of 1998 was made possible by a balance between
baroclinic and barotropic energy conversions, whereas it was largely dominated by a baroclinic
conversion in May-June of 2016. This high baroclinic conversion in 2016 was due to a high
anomalous meridional temperature gradient, in particular related to warm anomalies in the
northeastern off-equatorial Pacific.

Figure 1.13: Observed mean (a) EKE, (b)
barotropic conversion rate (shading) and zonal
currents (contours), and (c) baroclinic conver-
sion rates (shading) and SST (contours), over
the period 1993–2018. Reprinted and adapted
from Wang et al. (2020).

In addition to not having the same am-
plitude, each conversion term does not occur
at the same location. While baroclinic con-
version occurs primarily at the northern tem-
perature front between 0◦– 5◦N (Fig. 1.13b),
barotropic conversion is significant at the
equator and near 5◦N (Fig. 1.13c). In total,
it gives rise to a TIW-induced EKE located
between 5◦S – 8◦N (Fig. 1.13a).

Other processes also impact the EKE
budget, such as the eddy wind work :

FeKe = 1
ρ0

(τ ′
xu′ + τ ′

yv′) (1.4)

where τx and τy are the zonal and merid-
ional surface wind stress. As described in Ba-
turin and Niiler (1997), this conversion term
is negative which indicates a sink of EKE for
TIWs, and a source of energy for the atmo-
sphere.

Using an ocean model at 1/4◦ horizon-
tal resolution, Holmes and Thomas (2016)
established a complete EKE budget. They
found that TIWs mainly gain energy from
KmKe and PeKe conversions, and lose en-
ergy from frictional processes and the radi-
ation of waves, in particular related to the
meridional propagation of Rossby waves de-
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scribed in Farrar (2011) and Lee et al. (2022), and of the radiation of internal waves at the
TIW fronts (Tanaka et al. (2015)).

Influence of TIWs on the eastern Pacific SST

A few years after the discovery of TIWs in the Pacific Ocean, Hansen and Paul (1984) used
data from 20 drifting buoys to estimate the meridional eddy heat flux due to TIWs. They
found an important near surface equatorward eddy heat transport equivalent to two thirds
of the heat transport related to the equatorial Ekman divergence. Since then, several studies
have focused on establishing the impact of TIWs on the cold tongue SST.

Using a forced ocean-only simulation of the tropical Pacific ocean from 1993 to 1996 at a
horizontal resolution of dx = 1◦ and dy = 0.5◦ at the equator, Menkes et al. (2006) provided
a complete 3-dimensional heat budget of the mixed layer in the eastern Pacific Ocean (2◦S
– 6◦N, 160◦– 90◦W), separating the advective processes into the contribution by the mean
flow and the contribution by TIWs. Their results highlighted the important contribution
of TIWs to the horizontal advection of heat in the mixed layer, by driving a warming of
0.84◦C.month−1 (Fig. 1.14b) that counteracts the horizontal cooling of −0.59 ◦C month−1

by mean currents (Fig.. 1.14a), and resulting in a total warming of 0.24 ◦C month−1 (Fig.
1.14c).

Figure 1.14: Modeled heat advection in the mixed layer between 1993 – 1996, by (a) the
mean currents, (b) TIWs and (c) total. Contours are every 0.5 ◦C month−1. Reprinted and
adapted from Menkes et al. (2006)

Based on satellite and in situ observations of SST and currents from year 2002 to 2005,
the study of Jochum et al. (2007a) confirmed the estimate of the TIW-induced horizontal heat
advection of previous modelling studies. In particular, they emphasized the large contribution
of the TIW-induced meridional heat advection in the cold tongue, and the (previously ne-
glected) important contribution of the TIW-induced zonal heat advection, representing 25%
of the heating at 0◦N, 110◦W. Jochum and Murtugudde (2006) suggested that this TIW-
induced heating of the cold tongue was in fact a "TIW heat pump" that implies modulations
of the air-sea heat fluxes, and vertical entrainment.
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The modification of air-sea fluxes by TIWs can arise from different processes. TIWs can
for instance modify the surface stress through the current feedback (CFB, e.g., Renault et al.
(2016b)) or the thermal feedback (TFB), corresponding to changes in wind stress induced
respectively by anomalous currents, or by anomalous temperatures that destabilise the atmo-
spheric boundary layer (e.g., Seo et al. (2007a); Small et al. (2009)). TIWs can also modify
the net ocean heat uptake by modulating the latent heat flux above anomalous warm and
cool TIW-SST patches (Thum et al. (2002); Jochum and Murtugudde (2006)).

Several observational and modeling studies pointed out an enhancement of oceanic turbu-
lent mixing by TIWs at the equator (Lien et al. (2008); Moum et al. (2009); Inoue et al. (2012);
Holmes and Thomas (2015); Inoue et al. (2019)) and off-equator (Cherian et al. (2021)), that
may be due to the enhancement of shear instability over the EUC core (Holmes and Thomas
(2015)) and to the generation of internal waves at TIW fronts (Tanaka et al. (2015)) that
could trigger turbulence. The mean integrated effect of this enhanced TIW-induced turbulent
mixing on the SST is not yet understood, with for instance in situ measurements by Moum
et al. (2009) indicating a 1-2 ◦C month−1 SST cooling, while the modeling study by Menkes
et al. (2006) finds a 0.37 ◦C month−1 SST warming. To better delineate this effect, several
modeling and observation projects are in preparation. For instance, a future project leaded by
Dr. Ryan Holmes (University of Sydney) will aim at testing several mixing schemes in coupled
regional ocean-atmosphere simulations to test TIW-induced mixing sensibility to the choice of
turbulent mixing parameterization (personal communication). Two future field works leaded
by Dr. Caitlin Whalen (University of Washington) are planned in Fall 2023/2024, along with
a year long mooring deployment, that will help understanding the processes responsible for
enhanced mixing below TIWs (US CLIVAR Process Study and Model Improvement Panel
2021 1).

In addition to their effect on the SST, the waves have been shown to redistribute salinity
(Vialard et al. (2002); Olivier et al. (2020)), momentum and kinetic energy (Bryden and
Brady (1989)), and biological tracers (Yoder et al. (1994); Strutton et al. (2001); Gorgues
et al. (2005); Evans et al. (2009); Shi and Wang (2021)) in the ocean.

Therefore, through horizontal advection, turbulent mixing enhancement, and modification
of air-sea fluxes, TIWs have a non-negligible effect on the SST and currents of the eastern
tropical Pacific. More work is needed to capture the full picture, in particular related to
integrated effects of TIWs on the large scale climate environment.

Interactions between TIWs and seasonal to interannual time scales

Since the background state of the Ocean is responsible for the baroclinic and barotropic
instability conditions that generate TIWs, the temporal evolution of these favorable conditions
will modulate the characteristics (e.g., amplitude) of the instability waves. Throughout the
year, the generation and activity of TIWs is phase-locked with the seasonal cycle (Im et al.
(2012)): the activity is enhanced from July to February (Fig. 1.15a, see also Contreras (2002))

1https://www.youtube.com/watch?v=ZsVNYq3n9sc
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when the cold tongue is the coldest, the meridional temperature gradient is the strongest,
and the shear of zonal currents is the highest. On the interannual scale, La Niña events bring
together all of the aforementioned favorable conditions necessary to the generation of intense
TIW activity. Conversely, their activity is reduced or non-existent during El Niño events
(Wang and Mcphaden (2000); Wang and McPhaden (2001); An (2008)). These ENSO-driven
interannual variations of TIW activity can be seen in the monthly variance of TIW activity
shown in Figure 1.15b).

Figure 1.15: (a,b) Seasonal cycle of TIW (a) amplitude and (b) variance in NOAA SST
observations (black line). Reprinted from Boucharel and Jin (2020) (see paper for more
details). (c) Hovmöller diagram of the seasonal TIW-induced heat advection (◦C month−1)
averaged between 4◦S – 4◦N, in the first 50 m. Data are obtained from an oceanic numerical
simulation from 1958 – 2007. Reprinted from Im et al. (2012)

In turn, TIWs feed back on climate variability at longer time scales. The SST is warmed
by TIW-induced horizontal heat advection during the active season of the instability waves
(Im et al. (2012)), and as described in Kessler et al. (1998) using an ocean model:

"Warming due to tropical instability waves is largest in the second half of the year
[...] when upwelling is largest and equatorial SST is coolest, so the effect of this
eddy mixing is to moderate the annual variation of cold tongue SST that would
otherwise be caused by upwelling"

However, this effect still needs to be quantified, and other effects of TIWs on the equatorial
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dynamics are lacking in the literature, in particular related to their connection with the
seasonal cycle of zonal currents.

Figure 1.16: TIW-induced heat advection as
a function of SST anomalies averaged in the
Niño 3.4 region. SST and currents data are
obtained from the NCEP Global Ocean Data
Assimilation System product from 1980 to
2018. The TIW-induced anomalous warm-
ing during La Niña events (negative Niño 3.4)
is stronger than the TIW-induced anomalous
cooling during El Niño events (positive Niño
3.4). Reprinted from Xue et al. (2020)

The evolution of ENSO can also be mod-
ulated by TIWs. For instance, TIWs could
interact with equatorial waves such as Kelvin
waves (Holmes and Thomas (2016); Escobar-
Franco et al. (2022a)) which could in turn
affect the onset of ENSO events. TIWs
could also increase ENSO irregularity due
to the stochastic nature of the instability
waves (Holmes et al. (2019)). Finally, TIW-
induced horizontal heat advection in the cold
tongue favors La Niña events, while the ab-
sence of TIWs during the warm phase of
ENSO inhibits El Niño events. An (2008)
showed that this anomalous TIW effect on
ENSO is stronger during La Niña than El
Niño. Therefore, TIWs act as a nega-
tive feedback onto ENSO (Fig. 1.16. See
also Wang and Mcphaden (2000); Wang and
McPhaden (2001); Boucharel and Jin (2020);
Xue et al. (2020)), and could participate in
the amplitude asymmetry of the ENSO cycle
(An and Jin (2004)).

TIWs in ocean models

Despite the long wavelength of TIWs extending over several hundred kilometers, their sharp
and narrow structures at the TIW cusps and edges make their simulation inaccurate in low-
resolution models (Fig. 1.17). Increasing the spatial resolution of ocean models often leads to
an increase in the horizontal eddy heat flux related to TIWs, which reduces the cold tongue
bias (a common bias in models, in which equatorial waters are too cold relative to observa-
tions) and improves ENSO amplitude asymmetry (Roberts et al. (2004, 2009); Sakamoto et al.
(2012); Graham (2014)). Most global circulation models (GCMs) used in the scientific com-
munity, such as CMIP5 and 6 models, have horizontal ocean resolution close to dx = 1◦, which
does not allow them to fully capture the dynamics of TIWs. However, increasing the spatial
resolution of such models would result in high computational costs and an unwelcome large
carbon footprint. As a trade-off, one solution is to develop parameterizations of unresolved
processes such as TIWs, and incorporate it into low-resolution models. For instance, Imada
and Kimoto (2012) incorporated a parameterization of TIWs, based on an eddy diffusion that
varies with the local baroclinicity, in a coupled ocean-atmosphere GCM with dx = 1.48◦ and
dy = 0.58◦ at the equator and decreasing to 0.98◦ at the pole. This simple parameterization
significantly reduced the cold tongue bias and improved the amplitude asymmetry of ENSO.
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Other studies develop analytical formulation of TIW impacts on the climate that could be in-
corporated into conceptual ENSO models (e.g., Boucharel and Jin (2020); Xue et al. (2020)).
In parallel, deep learning techniques have been tested to find new parameterizations, or even
to replace traditional numerical modeling in forecasting operations (Zheng et al. (2020)).

Figure 1.17: Snapshots of SST (2-4 September, 1999) from the ocean-atmosphere coupled
Model for Interdisciplinary Research on Climate, at (a) medium ocean horizontal resolution
1.3◦ × 0.56◦ (b) eddy permitting ocean resolution 0.28◦ × 0.18◦. The resolution of the at-
mospheric component is also increased, from 2.8◦ to 0.56◦. Reprinted and adapted from
Sakamoto et al. (2012)

In any case, there is a need to understand the underlying processes that link TIWs to
the mean climatological state and the seasonal cycle of thermodynamic components, and to
understand in depth their interactions with the ENSO cycle. This is the purpose of this thesis.
By comparing regional simulations with (TIW-RUN) and without TIWs (NOTIW-RUN), the
feedbacks of the instability waves on (1) the background state of the eastern tropical Pacific,
(2) the seasonal cycle of the main thermodynamic components of the ocean, and (3) on ENSO
events will be assessed (Fig. 1.18)
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Figure 1.18: Schematics of the multi-scale interactions that will be discussed in this
manuscript. Red arrows indicate a modulation of the background state, seasonal variabil-
ity and interannual variability onto TIWs. Green arrows indicate possible feedbacks of TIWs,
that will be assessed in this thesis by comparing a TIW-RUN with a NOTIW-RUN, i.e.,
simulations with and without the instability waves. Grey arrows indicate other interactions
existing between the various time scales presented here.
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2.1 Preamble

Why removing TIWs in an ocean model ? The motivation comes from the need to properly
disentangle the effects of these oceanic waves on the thermodynamics of the eastern tropical
Pacific Ocean and its variability. As described in the First Chapter, TIWs are at the heart of
2-way interactions as (1) they are modulated by the background environment, and (2) their
rapid fluctuations can feedback onto these large scale features.

First, TIWs are generated by baroclinic and barotropic conversions of energy that are
respectively linked to instabilities generated by the meridional temperature gradient and the
shear of zonal currents. Because these unstable conditions occur primarily from July to
February and during La Niña events, the instability waves are seasonally and interannually
modulated.

Second, TIWs in turn modulate the ocean thermodynamics through fine-scale processes,
usually computed as fluctuations (u′, v′, T ′ and so on) from a temporal or spatial average
of typically 30 days and 1000 km. When averaged over time or space, these fluctuations
disappear by definition. However these waves, usually described by their variances v′2 or T ′2,
have a large imprint on the eddy kinetic energy (EKE = (u′2 + v′2)/2) and cause turbulent
heat and momentum fluxes (v′T ′ and u′v′). By definition, all these variant and covariant
eddy fields do not vanish when integrated over time, and thus can lead to basin-wide and
slow changes through nonlinear rectification processes. In order to better understand the
large scale modulation of thermodynamics driven by TIWs, I will compare a simulation in
which TIWs are resolved and freely propagating, i.e., a control simulation that I will call
TIW-RUN, with a simulation in which TIWs are generated but damped, which I will call
NOTIW-RUN.

As it will be detailed thoroughly in next Chapters, TIWs can have several direct and
indirect impacts on the ocean. First of all, there is a direct effect of TIWs which corresponds
to the instantaneous nonlinear eddy processes (e.g., v′T ′) and the time-integration of these
instantaneous fields (e.g., v′T ′ where the over-line denotes a long-term average) that will
potentially affect the large scale thermodynamics of the ocean. This rectification of the large
scale due to the direct effect of TIWs can then lead to other large scale changes, in a more
indirect way. This indirect or rectified effect can be for instance the difference in umTm

between TIW- and NOTIW-RUN, where the subscript m denotes a 30-day running mean (see
Chapter 3). It can also be the difference in large scale processes such as ENSO between the two
simulations. The set of TIW- and NOTIW-RUN simulations will allow me to disentangle the
instantaneous fields, the time-integration of these instantaneous fields, and the rectification
of the large scale (e.g., modulation of ENSO).

In this Chapter, I will first introduce the ocean and atmosphere models used in this PhD
work. I will then describe the different methodologies that I have tested to remove TIWs from
a regional simulation of the eastern tropical Pacific Ocean. In the following Chapters, both
forced ocean-only and coupled ocean-atmosphere simulations are used. The methodology for
TIW damping has been developed on the ocean-only simulations described in Chapter 3 and
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Chapter 4, but the same methodology will also be applied on the coupled ocean-atmosphere
simulations used in Chapter 5.

2.2 Ocean and Atmosphere Models

In this thesis, regional ocean and atmosphere models were used to simulate the eastern tropical
Pacific climate variability. Hereafter, I provide succinct descriptions of each model.

2.2.1 Coastal and Regional Oceanic Community Model: CROCO

The ocean model is the Coastal and Regional Oceanic Community (CROCO) model (Shchep-
etkin and McWilliams (2005, 2009); Debreu et al. (2012); Shchepetkin (2015)). This ocean
model solves the simplified Navier-Stokes equations (i.e., the primitive equations), based on
several hypotheses, including the hydrostatic hypothesis (vertical pressure gradient is bal-
ancing the buoyancy force) and the Boussinesq hypothesis (density variation are neglected
except in their contribution to buoyancy force), and a turbulence closing (turbulent fluxes not
resolved by the model are parameterized using large scale features). From these hypotheses,
the following primitive equations in Cartesian coordinates are obtained:

∂tu + u.∇u − fv = − 1
ρ0

∂xP + ∇h(Ah.∇hu) + ∂z(Av∂zu) momentum equation
∂tv + u.∇v + fu = − 1

ρ0
∂yP + ∇h(Ah.∇hv) + ∂z(Av∂zv) momentum equation

div(u) = 0 continuity equation
ρ = ρ(S, T, p) equation of state
∂tT + u.∇T = ∇h(KT h.∇hT ) + ∂z(KT v∂zT ) temperature equation
∂tS + u.∇S = ∇h(KSh.∇hS) + ∂z(KSv∂zS) salinity equation

(2.1)

And closure conditions at surface (z = ζ) and bottom (z = −h):

z = ζ



Av∂zu = τx
s

Av∂zv = τy
s

KT v∂zT = Q
ρ0Cp

KSv∂zS = (E−P )S
ρ0

w = ∂tζ + u∂xζ + v∂yζ

z = −h



Av∂zu = τx
b

Av∂zv = τy
b

KT v∂zT = 0
KSv∂zS = 0
w = −u∂xh − v∂yh

(2.2)

Where (u, v) are the horizontal component of currents, p is the pressure, (T, S) are the
temperature and salinity tracers, ρ0 +ρ is the total in situ density, f is the Coriolis parameter,
(KT h,KT v,KSh,KSv) are the horizontal and vertical diffusive coefficients for temperature and
salinity, (Ah,Av) are the horizontal and vertical viscosity coefficients for momentum, (τs,τb)
are the surface and bottom stress, (Q,E − P ) are the net heat fluxes and net evaporation
fluxes at the surface, ζ is the free surface, and h is the depth of the ocean.
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CROCO is a terrain-following coordinate model, which means that the vertical levels
follow the bottom topography. Therefore, the primitive equations are modified with a new
vertical coordinate σ that ranges from -1 at the bottom to 0 at the surface. The user can
chose the number N and stretching parameters (hcline,θS ,θb) of these σ-levels, in order to
increase the surface and bottom vertical resolution.

In horizontal directions, an Arakawa C-grid, i.e., with a shift in the locations of the
variables (density, tracers in the center of the grid; momentum in the center of the edges). A
similar shift of variable is done on the vertical grid.

In terms of temporal discretization, the model is "split-explicit" which consists in using
different time-steps to allow for the separation of fast surface elevation and barotropic mo-
mentum, and slow tracers and baroclinic momentum, which optimise computational time.

In the forced ocean-only simulations performed in this PhD, the atmospheric forcing is
performed using the bulk formulation of atmospheric fluxes, with fluxes that adapt to the
SST computed in the model.

For more details on CROCO, the reader is invited to refer to the CROCO website1. French
speaking readers can also read the Appendix A of Renault (2008).

2.2.2 Weather Research and Forecast Model: WRF

The atmosphere model is the Weather Research and Forecast (WRF) Model. WRF solves
the Euler equations with compressible and nonhydrostatic hypotheses (see Skamarock et al.
(2019) for the detailed equations). The version 4 of WRF is in hybrid sigma-pressure vertical
coordinate, which is a terrain-following coordinate that is rapidly de-coupled from the terrain
variations with height. As for CROCO, WRF uses a time-splitting scheme for high and
low frequency waves, and an Arakawa C-grid for spatial discretization. In WRF, numerous
physical paramaterizations can be chosen, for the following physics categories:

• Microphysics: explicitly resolves water vapor, clouds and precipitation.

• Cumulus parameterization: for unresolved sub-grid convective effects and clouds.

• Surface layer scheme: for the calculation of friction velocities and exchange coefficients,
used in the heat and moisture fluxes estimation.

• Land Surface Model: provides heat and moisture fluxes over land points.

• Planetary Boundary Layer: for sub-grid vertical fluxes induced by eddy transport, over
the entire atmospheric column.

• Atmospheric Radiation scheme: for estimation of the temperature evolution due to
longwave and shortwave radiations.

1https://www.croco-ocean.org

https://www.croco-ocean.org
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The reader is invited to refer to Skamarock et al. (2019) and Renault (2008) (for french-
speakers) for more details on WRF model.

2.2.3 Coupling WRF and CROCO: OASIS Coupler

In this manuscript, Chapter 3 and Chapter 4 are based on forced ocean-only simulations
using CROCO. In Chapter 5, a coupled ocean-atmosphere simulation using CROCO and
WRF is used. This coupling is done using the coupler OASIS3-MCT Craig et al. (2017).
OASIS allows synchronised hourly exchanges of hourly-averaged heat (net shortwave, net
heat flux), momentum, and freshwater fluxes from WRF to CROCO, and SST and currents
from CROCO to WRF (Fig. 2.1).

Figure 2.1: Schematics of the coupled ocean-atmosphere procedure. Surface heat fluxes in-
clude the net shortwave (SW) and the net heat flux (Q)

2.3 Removing TIWs in an Ocean Model

A significant portion of my three years of PhD has been dedicated to develop an efficient
strategy to remove TIWs in an ocean model, and to implement it in CROCO. Hereafter, I
will present the different methods that I tried, and their limitations.
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2.3.1 First method: increasing the horizontal viscosity

The first method of TIW damping that I have tried to implement in CROCO consists in
increasing the horizontal viscosity in the region of active TIWs. In the past decades, several
studies have suggested that the viscosity has an impact on the representation of TIWs in
an ocean model (Cox (1980); Jochum et al. (2004, 2008)). For instance, Cox (1980) uses an
regional oceanic model with a zonal spatial resolution of 1◦ and meridional spatial resolution
of 1/2◦, and carries out simulations of the tropical Pacific Ocean with varying horizontal
viscosity. While TIW characteristics in terms of wavelength and period were similar, the
TIW energy was larger when decreasing viscosity. Consistently, using long term simulations
from a global coupled climate model, Jochum et al. (2008) show that decreasing the horizontal
viscosity leads to an increase in TIW activity and results in an better representation of the
cold tongue in the eastern tropical Pacific Ocean. Based on these assumptions, one could
assume that removing TIWs from an oceanic model could be achieved by simply increasing
the horizontal viscosity. To test this hypothesis, I used a sponge layer in the oceanic model
configuration. Traditionally, sponge layers are used in ocean model to enhance viscosity
and diffusivity at open boundaries. These sponge layers act as absorbing layers for oceanic
internal waves, preventing them from reflecting off these non-physical open boundaries. They
also allow a smooth transition when downscaling a coarser-resolution simulation by damping
fine-scale structures at the boundaries. Here I take advantage of this feature that is already
implemented in CROCO and apply a sponge layer over the active TIW region (approximately
10◦S – 10◦N, 185◦– 90◦W, 0-200 m, see Fig. 2.4) of an eddy-resolving (1/12◦) ocean-only
simulation of the eastern tropical Pacific Ocean (details on the configuration is described in
Chapter 3).

In order to damp TIWs, the additional sponge is used to increase the viscosity coefficient
only (and not diffusivity) over the active TIW region. Several viscosity coefficients were
tested, and the resulting surface EKE is illustrated in Figure 2.2. The stronger the sponge
coefficient (i.e., the horizontal viscosity), the lower the EKE. It indicates that increasing the
viscosity coefficient causes indeed a decrease in mesoscale activity. However the efficiency of
this method reaches a plateau: increasing the viscosity coefficient from 22000 to 24000 m2 s−1

does not lead to a significant damping of the EKE. In addition, peaks in EKE (corresponding
to peaks in TIW activity) are still present in simulations characterized by increased viscosity,
suggesting a failure of the procedure in effectively suppressing TIW activity. Snapshots of
SST anomaly during a period of high TIW activity (December 2016) are shown in Figure
2.3 and confirm that the sponge layer only smooths out fine-scale activity associated with
TIWs, but not the TIW mesoscale feature in itself. TIW cusps seem even better defined than
those simulated without adding the sponge layer. In Cartesian coordinates, the horizontal
dissipation of momentum through Reynolds stress can be approximated by ∇h(Kh∇hU),
where ∇h is the horizontal divergence operator, Kh is the horizontal viscosity coefficient (in
units m2 s−1) and U is the horizontal current field. To solve our problem, a solution could
lie in performing the spatial second derivatives on a larger amount of grid points in the ocean
model. This could smooth out TIW cusps, and not only very fine scales features. However,
this requires to adapt the parallelization procedure of the model and, in particular, to increase



2.3. Removing TIWs in an Ocean Model 39

Figure 2.2: Time series of simulated EKE averaged in (145◦– 100◦W, 0◦– 6◦N) for year 2011,
for various strength of the viscosity sponge.

the number of shadow points (i.e., shared grid points between processors), which would allow
to transfer information between several processors online. This work would require skills in
numerical developing that are beyond my capabilities. In addition, such approach would likely
result in artificial changes in the mean zonal equatorial circulation that would make difficult
to properly isolate effects from TIWs only.

2.3.2 Second method: nudging the meridional currents

The second method for TIW damping takes advantage of a nudging methodology which
consists in relaxing a selected variable X towards a value X0, at a relaxation time scale τ .
The time evolution of the variable X is given by:

dX

dt
(t) = f(X) + X0 − X(t)

τ︸ ︷︷ ︸
nudging

(2.3)

where f(X) includes all classic processes that impact the variable X (i.e., advection, diffusion,
pressure gradient and Coriolis force). This nudging methodology has been widely used in
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(a) Without sponge

(b) With sponge

Figure 2.3: Snapshots of simulated SST intraseasonal anomaly from 31st of December 2016
in (a) the simulation without viscosity sponge and (b) a simulation with viscosity sponge
(coefficient of zonal and meridional viscosity are 12000 and 2200 m2 s−1).

Earth system modeling. For instance, some regional climate models are nudged toward GCM
outputs, so that the fields from regional models do not deviate too much from large scale fields.
In regional atmospheric models, a nudging above the planetary boundary layer can be used
to constrain the model with reanalyses or GCM outputs while keeping small scale processes
near the surface. In oceanic models, a nudging can be added to tracers and momentum at
open boundaries in order to better match the boundary dataset. A nudging can also be done
toward observations, to improve forecasts.

As TIWs are fluctuating features whose period ranges from 15 to 40 days, their signal
is expected to be smoothed out in the monthly mean climatology of tracers and/or currents
obtained from the control simulation (TIW-RUN). In addition, in order to remove all traces
of TIWs in the NOTIW-RUN, the relaxation towards the TIW-RUN climatology should be
done at a short relaxation time scale τ , set to 5 days.

Nudging geometry

To minimize the intrusion of the nudging procedure in our simulation, and in particular not
to affect the fine-scale dynamics in the coastal zone, the nudging is restricted to the region
of TIW activity by using a window function. TIWs are found between the Galapagos Islands
and the central Pacific Ocean along the equatorial band (approximately 8◦S – 8◦N, see Fig.
2.3a) and in a 200 meters surface layer of the ocean. The window function is noted G(x, y, z),
and Eq. 2.3 becomes

dX

dt
(t) = f(X) + G(x, y, z)X0 − X(t)

τ
(2.4)

The window function G modulates the intensity of the nudging relaxation time scale τ ,
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in particular by decreasing its strength away from the region of TIW activity. It can be
decomposed into the product of normalized individual functions varying with depth J(z),
latitude I(y) and longitude H(x) (Fig. 2.4).

The depth function J(z) is maximum from the surface down to z1 = 100-m depth, then
decreases until it reaches zero below z2 = 200-m depth:

J(z) =


1 if z ≤ z1
3

(
z−z2
z1−z2

)2
− 2

(
z−z2
z1−z2

)3
if z1 ≤ z ≤ z2

0 if z ≥ z2

(2.5)

The longitude function H(x) is maximum between the western boundary and the Gala-
pagos Islands at x1 = 90◦W, then decreases and reaches zero at x2 = 85◦W.

H(x) =


1 if x ≤ x1

3
(

x−x2
x1−x2

)2
− 2

(
x−x2
x1−x2

)3
if x1 ≤ x ≤ x2

0 if x ≥ x2

(2.6)

The latitude function I(y) is maximum at µ = 1◦N and decreases following a Gaussian
profile with a standard deviation σ.

I(y) = exp
[
−1

2

(
y − µ

σ

)2
]

(2.7)

Figure 2.4: Window function G(x, y, z) = H(x)I(y)J(z) with a Gaussian standard deviation
of σ = 10◦ latitude.
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Nudging tracers and/or momentum ?

TIWs have a strong signature in temperature, salinity and currents. Therefore, in order to
remove TIWs from NOTIW-RUN, either tracers, currents, or both can be nudged. I chose to
nudge only the meridional currents to their climatological values for several reasons. First of
all, TIWs project mostly onto meridional currents v′. Second, the zonal current and tracer
fields will not be directly altered by the nudging, but rather will adjust to changes induced by
this method, making them more physical, hence more reliable. Third, following the long-wave
approximation of shallow water equations (Cane and Sarachik (1977)), Kelvin waves, which
play an important role in ENSO’s onset, propagate along the equator with no signature
in meridional currents. Therefore, nudging v toward their climatological values will allow
to damp TIWs while letting Kelvin waves propagate and leaving the equatorial dynamics
unaltered. This will be carefully evaluated in the next chapter. Thus, Eq. 2.4 becomes

dv

dt
(t) = f(v) + G(x, y, z)v0 − v(t)

τ
(2.8)

However, Rossby waves also play an important role in ENSO’s onset and termination.
As shown by several studies (e.g., Lyman et al. (2007); Wang et al. (2020)), TIWs share
characteristics with Yanai (or mixed Rossby-Gravity) waves at the equator, and with the
first meridional mode of Rossby waves near 5◦N. Thus, removing TIWs while keeping the
important Rossby wave modes relatively untouched presents another challenge.

Impact on Rossby waves

Two techniques were tested to preserve the dynamics of the Rossby waves:

• The first method consists in nudging v toward the monthly climatology of v (v0) es-
timated from TIW-RUN, but using a smaller value σ for the meridional extent of the
window applied in I(y): σ = 5◦.

• The second method nudges v toward v0 + va where va are the anomalies of v from the
previous month of NOTIW-RUN, hypothesized to contain most of the signal associated
with intraseasonal Rossby waves, with a fixed σ = 5◦.

Both methods show similar capabilities to damp TIWs (Fig. 2.5) while preserving Kelvin
waves intact (Fig. 2.6). Their effect on Rossby waves is shown in the Hovmöller diagrams of
intraseasonal (i.e., band-passed between 90-150 days) sea surface height (SSH) anomalies and
averaged between 7.5◦N and 8.5◦N (Fig. 2.7). While the TIW-RUN (Fig. 2.7a) exhibits clear
eastward propagation of Rossby waves, the simulation from NOTIW-RUN with the original
nudging method (fixed climatology and σ = 10◦, Fig. 2.7b) shows strongly reduced Rossby
wave intensity. However, the two other techniques tested also display a significantly dampened
Rossby wave intensity, yet less than with the original nudging method. In particular, the
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propagating fluctuation method (Fig. 2.7d) shows no significant improvement compared to
the fixed climatology nudging method with σ = 5◦ (Fig. 2.7c).

Unfortunately, I performed this sensitivity experiment during the last year of my PhD.
Thus, the studies presented in Chapter 3 and Chapter 4 are based on the same 40-year ocean-
only simulations in which the nudging is made toward v0 with the original meridional nudging
scale σ = 10◦. However, for the Chapter 5, which focuses on the ENSO phenomenon and
therefore needs the most accurate Rossby wave propagation, the meridional nudging scale is
reduced to σ = 5◦, allowing for a slightly better representation of Rossby waves.

Overall, none of the methods leaves Rossby wave propagation perfectly intact, for the
simple reason that TIWs are a kind of Rossby waves. This is a drawback of our method that
must be taken into account when analyzing the results from the NOTIW-RUN simulations.

Figure 2.5: Hovmöller diagrams of intraseasonal anomalies of SSH band-passed in the typical
TIW periods (20-40 days), and averaged between 2◦– 5◦N, in ocean-only simulations of (a)
TIW-RUN and (b–d) NOTIW-RUN. The NOTIW-RUN are obtained using several method-
ologies for the nudging of meridional velocities (see details in text)

In practice, in CROCO

The nudging is done online, following this procedure:

• Compute the monthly climatology of the currents u and v (for instance, using ncra
command from NCO) and concatenate all 12 outputs in the same NetCDF file (for
instance, using ncrcat command from NCO)

• Put this NetCDF file in the right format, so that it matches the convention of CROCO.
To do so, use the python script in Appendix A clim_u_v_nudging.py, or clim_u_v_nudging_xios.py



44 Chapter 2. Materials and Methods

Figure 2.6: Hovmöller diagrams of intraseasonal anomalies of SSH band-passed in the typical
Kelvin wave periods (60-130 days), and averaged between 2◦S – 2◦N, in ocean-only simulations
of (a) TIW-RUN and (b–d) NOTIW-RUN. The NOTIW-RUN are obtained using several
methodologies for the nudging of meridional velocities (see details in text)

Figure 2.7: Hovmöller diagrams of intraseasonal anomalies of SSH band-passed in the typical
Rossby wave periods (90-150 days), and averaged between 7.5◦– 8.5◦N, in ocean-only sim-
ulations of (a) TIW-RUN and (b–d) NOTIW-RUN. The NOTIW-RUN are obtained using
several methodologies for the nudging of meridional velocities (see details in text)

if the climatological files are in XIOS convention. Note that in XIOS convention, er-
rors can arise in CROCO if both _FillValue and missing_value are indicated in the
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NetCDF file.

• Define the cpp keys M3NUDGING, CLIMATOLOGY and M3CLIMATOLOGY, and add the new
cpp keys NUDGIN_TIWS and NUDGIN_VONLY, in the cppdefs.h file of CROCO.

• Modify the CROCO file climat.h and the Fortran scripts step3d_uv2.F, and set_nudgcof.F
to take into account the new cpp keys for nudging v (see Appendix A).

When they are read by the ocean model during a NOTIW-RUN simulation, the monthly
climatologies correspond to the 15th of each month, and are interpolated online at each time-
step. For instance, if the simulation time is the 1st of July, the nudging is made toward a
linear interpolation between the climatological June (corresponding to the 15th of June) and
the climatological July (corresponding to the 15th of July).

2.4 Synthesis

In this Chapter, I introduced two techniques to remove TIWs from an ocean model.

Increasing horizontal viscosity

Horizontal viscosity has been found to impact TIW activity in literature. A sponge layer
was applied in the ocean in order to increase the horizontal viscosity in the first 200-m. It
resulted in the damping of very fine scale structures, but left TIWs still active. One way
to improve this method would be to increase the spatial extent of zonal derivatives in the
equation of horizontal dissipation of momentum through Reynolds stress. However, it would
have required a long dedicated time to develop this method. I preferred to focus on the
development of another promising method based on nudging, which required less time and
allowed me to go further in the scientific analyses.

Nudging the meridional velocities

Nudging in climate models consists in relaxing a variable toward a prescribed value. Here,
because TIWs are fast and transient features vanishing from long-term average, the merid-
ional velocities are nudged toward the monthly climatology v0 from the control simulation
called TIW-RUN that is run over a long time-period and in which TIWs freely propagate.
Nudging the new simulation toward v0 at a short relaxation time scale (5 days) is expected
to smooth out all form of TIWs while keeping the basin-scale equatorial dynamics untouched.
This nudging is applied to the region of active TIWs by the use of a window function which
depends on longitude, latitude and depth (active in the first 200 m and centered at 1◦N but
decreasing poleward and deactivated east of Galapagos Islands). In terms of TIW damping
and Kelvin wave propagation, this method shows very good results that will be extensively
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detailed in next Chapters. I tested several adaptations of this method in order to keep Rossby
waves as intact as possible. Although some of these methods are better than others, they all
show reduced Rossby wave intraseasonal activity, an important point that should be kept in
mind when studying the TIWs-ENSO interactions (Chapter 5).

This first method based on the increase of viscosity proved to be technically complex to
implement during this thesis. However, pursuing this route could serve as a second inde-
pendent method to suppress TIWs. It would give robustness to the results presented in the
following chapters, in which TIWs are damped using the most suitable strategy both in terms
of ease of implementation and results: the nudging method.
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3.1 Preamble

In this Chapter, the interactions between TIWs and the ocean background state are investi-
gated. As introduced in Chapter 1, TIWs are generated through baroclinic and barotropic
instabilities in the tropical Pacific mean circulation and temperature (Qiao and Weisberg
(1995); Masina et al. (1999)). In turn, TIWs modulate these large scale features. While
several studies have focused on the impact of TIWs on the temperature (Jochum and Mur-
tugudde (2006); Jochum et al. (2007a); Menkes et al. (2006)), few have looked at their impact
on circulation. Moreover, these TIW-induced effects and their consequences on the large
scales are difficult to quantify from observations and numerical simulations.

In this work, published in Journal of Physical Oceanography (Maillard et al. (2022a)), I
use the methodology described in Chapter 2, in a forced ocean-only simulation of the eastern
tropical Pacific carried out over the period 1980-2019, using the oceanic model CROCO. With
this tool, the effect of TIWs are easily quantified by comparing the control TIW-RUN simula-
tion with the NOTIW-RUN simulation that damp the propagation of TIWs. I first evaluate
the simulated spatial distribution and temporal evolution of the main features of the eastern
tropical Pacific Ocean (temperature, salinity, currents) against observations. I also validate
the damping methodology by using complex empirical orthogonal functions (CEOF) that
identify the main modes of variability of transient features, and using a Hovmöller analysis to
visualize the wave propagation. I then assess the contribution of TIWs to the thermodynamic
changes in the ocean mean state over the 40 years of simulation, and I investigate the direct
and indirect pathways by which TIWs modulate this background state, using kinetic energy
transfer diagnostics and heat budget analysis. I provide below a copy of the published study
as well as a summary of this study.

3.2 Paper published in Journal of Physical Oceanography

©Copyright 2022 American Meteorological Society (AMS). For permission to reuse any por-
tion of this Work, please contact permissions@ ametsoc. org . Any use of material in this
Work that is determined to be “fair use” under Section 107 of the U.S. Copyright Act (17
U.S. Code § 107) or that satisfies the conditions specified in Section 108 of the U.S. Copy-
right Act (17 USC § 108) does not require the AMS’s permission. Republication, systematic
reproduction, posting in electronic form, such as on a website or in a searchable database,
or other uses of this material, except as exempted by the above statement, requires written
permission or a license from the AMS. All AMS journals and monograph publications are
registered with the Copyright Clearance Center (https://www.copyright.com). Additional de-
tails are provided in the AMS Copyright Policy statement, available on the AMS website
(https: // www. ametsoc. org/ PUBSCopyrightPolicy) .

permissions@ametsoc.org
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ABSTRACT: Tropical instability waves (TIWs) are oceanic features propagating westward along the northern front of
the Pacific cold tongue. Observational and modeling studies suggest that TIWs may have a large impact on the eastern
tropical Pacific background state from seasonal to interannual time scales through heat advection and mixing. However,
observations are coarse or limited to surface data, and modeling studies are often based on the comparison of low- versus
high-resolution simulations. In this study, we perform a set of regional high-resolution ocean simulations (CROCO 1/128)
in which we strongly damp (NOTIWs-RUN) or not (TIWs-RUN) TIW propagation, by nudging meridional current veloci-
ties in the TIW region toward their monthly climatological values. This approach, while effectively removing TIWmesoscale
activity, does not alter the model internal physics in particular related to the equatorial Kelvin wave dynamics. The impact
of TIWs on the oceanic mean state is then assessed by comparing the two simulations. While the well-known direct effect of
TIW heat advection is to weaken the meridional temperature gradient by warming up the cold tongue (0.348C month21),
the rectified effect of TIWs onto the mean state attenuates this direct effect by cooling down the cold tongue
(20.108C month21). This rectified effect occurs through the TIW-induced deepening and weakening of the Equatorial
Undercurrent, which subsequently modulates the mean zonal advection and counterbalances the TIWs’ direct effect.
This approach allows quantifying the rectified effect of TIWs without degrading the model horizontal resolution and
may lead to a better characterization of the eastern tropical Pacific mean state and to the development of TIW param-
eterizations in Earth system models.

SIGNIFICANCE STATEMENT: Tropical instability waves (TIWs), meandering features at the surface of the equato-
rial Pacific Ocean, have long been recognized as a key component of the climate system that can even impact marine
ecosystems. Yet, they are still hardly simulated in coupled global climate models. Here, we introduce a new framework
to isolate and quantify their complex influence on the tropical Pacific background climate. This approach allows reveal-
ing a so far overlooked effect of TIWs on the mean circulation and heat transport in this region that should be accounted
for in the next generation of global coupled climate models through parameterization or increased resolution.

KEYWORDS: Mesoscale processes; Ocean models; Tropical variability; Ocean dynamics; Heat budgets/fluxes

1. Introduction

Tropical instability waves (TIWs) are prominent oceanic
mesoscale features that have been first observed in the 1970s
in the eastern equatorial Pacific (Legeckis 1977) and Atlantic
(Düing et al. 1975) Oceans. Since these seminal studies based
on satellite and in situ measurements of sea surface tempera-
ture (SST) and currents, many efforts have been made to
characterize the TIW cusp-shaped and meandering features
through satellite and in situ observations of many other oce-
anic and atmospheric variables such as sea surface height
(Miller et al. 1985; Malardé et al. 1987; Musman 1989;
Périgaud 1990; Escobar-Franco et al. 2022), velocity (Halpern
et al. 1988; Bryden and Brady 1989; Qiao and Weisberg 1995;
McPhaden 1996; Kennan and Flament 2000), low-level wind

and wind stress (Xie et al. 1998; Chelton et al. 2001; Hashizume
et al. 2001), subsurface temperature (McPhaden 1996; Flament
et al. 1996; Kennan and Flament 2000), and ocean color and
related biogeochemical properties as well (Yoder et al. 1994;
Chavez et al. 1999; Strutton et al. 2001; Legeckis et al. 2004;
Evans et al. 2009). All these observational studies have contrib-
uted to a better understanding of the main properties of TIWs,
which essentially represent the dominant form of eddy variabil-
ity in the equatorial regions. In particular, TIWs are westward-
propagating oscillations along the sharp temperature front
between the cold upwelled equatorial waters and the warmer
waters to the north. They usually appear in the eastern equato-
rial Pacific in June and persist until the beginning of the follow-
ing year. Their wavelength is 800–2000 km, and their period is
on the order of 15–40 days (Qiao and Weisberg 1995; Lyman
et al. 2007). TIWs have very sharp fronts on the order of 100 km
at their leading and trailing edges (Warner et al. 2018), associ-
ated with strong changes in temperature within a few kilometers.

Complementing these observational studies, early numeri-
cal studies (Philander 1976, 1978) started to investigate TIW
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generating mechanisms. These forerunner modeling studies
first revealed that TIWs arise from barotropic instability (i.e., a
conversion from the mean kinetic energy to the eddy kinetic
energy, EKE) due to the strong shears between the Equatorial
Undercurrent (EUC) and South Equatorial Current (SEC), as
well as between the SEC and North Equatorial Countercurrent
(NECC), yet to a lesser extent. Later, other idealized modeling
and linear stability analyses (Cox 1980; Yu et al. 1995) sug-
gested that baroclinic, Kelvin–Helmholtz, and frontal instabil-
ities also greatly contributed to the generation of TIWs. The
induced conversion from available eddy potential energy
to EKE was shown to be caused by the sharp meridional
gradient of SST between the cold tongue and the surround-
ing warmer waters (Masina et al. 1999; Im et al. 2012).
TIWs have been shown to strongly interact with the atmo-
sphere by exchanging momentum and heat fluxes. Seo et al.
(2007) show that TIWs affect the turbulent heat fluxes
while Small et al. (2009) demonstrate that TIWs, through
the influence of the surface current on the atmosphere
(current feedback, e.g., Renault et al. 2016), are damped by
10% or more.

TIW activity is strongly modulated by changes in the cli-
mate background over a wide range of time scales. At sea-
sonal time scales, the trade winds intensification during the
second half of the year increases the Ekman divergence of
surface water. This promotes a colder cold tongue through
intensified equatorial upwelling and therefore a stronger me-
ridional SST gradient. In addition, the intensified trade winds
also strengthen the SEC. This triggers an increase in both
frontal and current shear instabilities, resulting in more
kinetic energy production and thus enhanced TIW activity
from July to February of the following year (Contreras 2002;
von Schuckmann et al. 2008; Wang et al. 2017, 2019). At inter-
annual time scale, TIW activity in the Pacific Ocean is mostly
modulated by El Niño–Southern Oscillation (ENSO). In par-
ticular, La Niña conditions are accompanied by an increase in
meridional SST gradient and intensified currents near the
eastern tropical Pacific, which strengthen TIW variability
(Hashizume et al. 2001; Yu and Liu 2003). On the other hand,
during the warm El Niño phase, the thermocline deepens in
the east and warmer waters are brought into the cold tongue,
reducing the meridional temperature gradient and concur-
rently the TIW activity (Philander 1990; Vialard et al. 2001).
At intraseasonal time scales, Harrison and Giese (1988) and
Giese and Harrison (1991) uncovered changes in TIW ampli-
tude as a response to the passage of Kelvin waves. More re-
cently, the theoretical work by Holmes and Thomas (2016)
further revealed that the presence of Kelvin waves could dis-
rupt zonal currents background and in turn modulate the lat-
eral shear production and related TIW generation, with in
particular a decreased (strengthened) TIW activity during the
downwelling (upwelling) intraseasonal Kelvin waves phase,
which has been further confirmed by Escobar-Franco et al.
(2022) in satellite observations.

TIWs have been shown to influence the climate state
through eddy heat flux convergence and induced nonlinear
dynamical heating (Holmes and Thomas 2015; Jin 2003).
TIWs have a direct effect on the mean state through

nonlinear eddy processes and a rectified effect through up-
scaling feedbacks, i.e., integrated effects of eddies over a long
period of time. For instance, TIWs have been shown to warm
up the equatorial cold tongue through the direct effect of hor-
izontal advection of heat by anomalous currents at a rate of
approximately 18C month21, counterbalancing the cooling in-
duced by mean currents and vertical mixing (Menkes et al.
2006; Im et al. 2012), and highlighting a seasonally modulated
negative feedback in the eastern tropical Pacific. Similarly, the
ENSO–

TIWs relationship described above has been shown to be
modulated at interannual time scales, this feedback being
stronger during La Niña than during El Niño, therefore
promoting an anomalous mean state warming (cooling)
during ENSO negative (positive) phase (An 2008; Imada
and Kimoto 2012; Graham 2014). This suggests that TIWs
act as an asymmetric negative feedback onto ENSO and influ-
ence the cold tongue interannual mean state through a nonlin-
ear rectifying feedback (Boucharel and Jin 2020; Xue et al.
2020, 2021). To sum up, TIWs are at the heart of complex
two-way cascading multiscale interactions playing out in the
eastern tropical Pacific, which makes it extremely difficult to
properly disentangle the direct from the rectified TIW effects
onto this region’s mean state.

Nonetheless, a few modeling studies have attempted to
tackle this issue opting for two different avenues to characterize
TIW effects onto the mean, seasonal and interannual cold
tongue climate: 1) through the comparison of eddy-permitting
or resolving (in which TIWs are free to develop) versus eddy-
nonpermitting (i.e., with a resolution too coarse for TIWs to be
generated) global ocean model (Graham 2014; Roberts et al.
2004, 2009) and 2) through the implementation of a simple
TIW parameterization (mesoscale eddy parameterization of the
isopycnal-layer thickness diffusion coefficient, originally devel-
oped for baroclinic fronts at mid- or high latitudes; Gent and
McWilliams 1990; Gent et al. 1995; Bryan et al. 1999) into
an eddy-nonpermitting atmosphere–ocean general circulation
model (Imada and Kimoto 2012). The results of these studies
suggest that the presence of TIWs (either parameterized or at
least partly resolved in the higher spatial resolution model) acts
to reduce the equatorial cold tongue well-known cold bias
and improve ENSO asymmetry. Yet, one can wonder if
these observed differences really originate from only
TIW-induced effects or also from a combination of coun-
terbalancing effects due to the altered dynamic triggered
by drastic changes in spatial resolution or by the parame-
terization’s intrusive effects?

In this study, motivated by these legitimate interrogations,
we develop a new framework to accurately delineate the direct
and rectified effects of TIWs onto the ocean mean dynamics.
This method is based upon the removal of TIWs in the eastern
tropical Pacific by nudging the meridional currents toward their
monthly climatological values in an eddy-rich oceanic model.
This approach contrasts with the usual technique involving
comparison of low- versus high-resolution simulations evoked
above, in the sense that small-scale processes and other
potential bathymetry-induced instabilities are kept untouched
here. This allows quantifying the direct and rectified effects

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 521818

Unauthenticated | Downloaded 10/01/22 03:16 PM UTC



associated with TIW variability on the eastern Pacific mean
state and circulation. The paper is structured as follows: section
2 describes the data and model. In section 3, an evaluation of
the model performance is done by comparing simulated tem-
perature, fluxes, currents, and mesoscale activity to available
observational data. Section 4 describes and validates thor-
oughly our methodology. In section 5, TIW direct and rectified
effects on the oceanic mean state and dynamics are assessed
through a heat budget analysis. Results are summarized and
discussed in section 6.

2. Model configuration and methods

a. Coastal and Regional Ocean Community model

The oceanic simulations were performed with the Coastal and
Regional Ocean Community (CROCO) model (Shchepetkin
and McWilliams 2005, 2009; Debreu et al. 2012; Shchepetkin
2015). CROCO is a free-surface, terrain-following coordinate
model with split-explicit time stepping and with Boussinesq
and hydrostatic approximations. CROCO is implemented
over the eastern tropical Pacific from the central Pacific to the
American continent (Fig. 1a) i.e., from 1858 to 688W and from
208S to 408N at a spatial resolution of 1/128, corresponding
roughly to 9.3 km at the equator. Tracers, surface elevation,
and horizontal velocity initial and boundary information are
derived from the Simple Ocean Data Assimilation 5-day re-
analysis (SODA v3.4.2 on a 1/48 3 1/48 grid; Carton et al.
2019). Because the SODA and model grids rely on different
coordinate systems (terrain following vs z coordinates),
pressure gradient artifacts can appear, potentially creating
spurious rim currents. To avoid this issue, the model grid is
merged toward SODA’s along the open boundaries (over
approximately a 38 band in latitude and a 68 band in

longitude). A sponge layer is also applied to enhance the vis-
cosity and diffusivity near the boundary. The configuration
has 50 vertical s levels and the vertical grid is stretched for
increased boundary layer resolution using stretching surface
and bottom parameters of hcline = 200 m, ub = 2, and us = 7.
The bathymetry is obtained from the Shuttle Radar Topog-
raphy Mission (SRTM30 plus; Becker et al. 2009). To avoid
aliasing and to ensure the smoothness of the topography at
the grid scale, a Gaussian smoothing kernel with a width of
8 times the topographic grid spacing is used.

Vertical mixing of tracers and momentum is done with a
K-profile parameterization (KPP; Large et al. 1994). The sur-
face freshwater, heat, and momentum fluxes are estimated
using the COARE bulk formulae (Fairall et al. 2003). The at-
mospheric surface fields are derived from the hourly Climate
Forecast System Reanalysis (CFSR; Saha et al. 2010, 2011).
We use in particular CFSR from 1980 to 2010 and CFSRv2
onward. The essential atmospheric fields for the ocean-only
models are the precipitation rate, the wind field at 10 m, the
shortwave and longwave radiation flux, and the temperature
and specific humidity at 2 m. To have a realistic representa-
tion of the mesoscale activity and of the momentum exchange
between the ocean and the atmosphere, the surface oceanic
current feedback to the atmosphere (Renault et al. 2016) is
parameterized using the stress-correction approach described
in Renault et al. (2020).

Two simulations are carried out over the period 1980–2019
after a spinup of seven years, until the total kinetic energy
stabilizes. The control simulation, where TIWs are free to
develop and propagate, is called TIWs-RUN. The simulation
in which TIWs are damped is called NOTIWs-RUN. Offline
calculations are made using model outputs at daily average
and 1/128 spatial resolution.

FIG. 1. Evaluation of simulated SST, SSS, and heat fluxes in the control experiment TIWs-RUN. (a) Shading shows
the mean SST in the model. Solid and dashed contours (every 0.28C) show, respectively, the positive and negative
mean bias between the model and observed SST. (b) Taylor diagram of SST, SSS, latent heat flux (LHF), sensible
heat flux (SHF), shortwave radiation (SWF), and longwave radiation (LWF) monthly time series averaged in the re-
gion [28S–28N, 1808–908W, black box in (a)] and thermocline depth (calculated as the depth of the 208C isotherm) av-
eraged in eastern [TDE: 38S–38N, 1108–808W, purple box in (a)] and western [TDW: 38S–38N, 1808–1408W, blue box in
(a)] regions. Tracers are compared to SODA v3.4.2 during 1980–2019 and fluxes are compared to TropFlux during
1980–2018. Observations are indicated by the black star in the diagram. The angular coordinate shows the Pearson
correlation coefficient between the model and observations. The radial coordinate shows the standard deviation nor-
malized by the observations. Gray circles indicate the root-mean-square error between model and observations.
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b. Observational data

We use a variety of in situ and satellite observational data
to validate the model control simulation:

• SST data come from the NOAA 18 Optimal Interpolation
of SST version 2 (OI SST v2) data product obtained from
in situ and satellite measurements from 1981 to nowadays.

• The SST, sea surface salinity (SSS), and thermocline tem-
poral variabilities are evaluated using SODA v3.4.2 reanal-
ysis on a 1/48 3 1/48 grid, over the 1980–2019 period.

• Heat and momentum fluxes are obtained from TropFlux
product on a 18 3 18 grid, from 1980 to 2018. This product
combines ERA-Interim and International Satellite Cloud
Climatology (ISCCP) data to derive air–sea fluxes (Praveen
Kumar et al. 2012). We also used the COREv2 product on
a 18 3 18 grid (Yeager and Large 2008).

• In-depth currents come from Johnson’s climatology
(Johnson et al. 2002), which is derived from in situ meas-
urements of upper-ocean currents in the tropical Pacific
during the 1990s.

• Surface currents are obtained from the NOAA 1/48 drifter
database (Laurindo et al. 2017), in which the global near-
surface currents are derived from satellite-tracked surface
drifting buoy observations.

• The eddy kinetic energy is computed using daily mean surface
currents from the Copernicus Marine Environment Monitor-
ing Service (CMEMS) on a 1/483 1/48 grid (Rio et al. 2014).

c. Intraseasonal anomalies

To capture the variability associated with TIWs, which
have periods ranging from 15 to 35 days (Lyman et al. 2007;
Wang et al. 2020), anomalies are defined as fluctuations from
a 30-day running mean.

d. Statistical significance

The significance of differences between the two simulations
is evaluated by generating 40 samples of annual differences
(i.e., one for each of the simulation’s 40 years) on which a two-
tailed Student’s t test at 99% is performed, the null hypothesis
being a difference of zero. The significance of curves is done
using a bootstrapping of the annual means of the variable of
interest, i.e., 40 samples, and repeated 1000 times.

e. Heat budget

To assess how TIWs impact the eastern Pacific mean state
through changes in the dynamical processes balance, the fol-
lowing temperature heat budget is computed:

T
t︸︷︷︸

Tendency

� 2 (u=T)︸�︷︷�︸
Advection

1 Dl(T)︸︷︷︸
Lateral mixing

1 Dz(T)︸�︷︷�︸
Vertical mixing

1 I(z)︸︷︷︸
Atmospheric

forcing

,

(1)

where T is the ocean temperature; u is the current vector; = is
the spatial gradient; Dl(T) and Dz(T) = z(kzT) the lateral
and vertical mixing terms, respectively; and I(z) is the heating

by atmospheric forcing (i.e., solar radiation and its penetra-
tion in depth).

We focus on the 50-m surface layer. The integration with
depth is denoted 〈x〉 � (1/h) �h0 xdz with h = 50 m. It gives

〈T〉
t

� 2〈u=T〉 1 〈Dl(T)〉 1 〈Dz(T)〉 1 〈I(z)〉: (2)

Averaging Eq. (2) over the long-term mean (40 years, de-
noted by an overline), the tendency is found negligible,
therefore:

2〈u=T〉 1 〈Dl(T)〉 1 〈Dz(T)〉 1 〈I(z)〉 ≈ 0: (3)

Using a classic Reynolds decomposition, each variable can
be decomposed into a low-frequency (subscript m) and eddy
(prime) part (departure from a 30-day running mean):

X � Xm 1 X′: (4)

Note that the eddy part might still contain some variability
associated with Kelvin waves. However, TIWs are dominant
in this monthly frequency range. Moreover, as detailed later,
the TIW effects are evaluated from the difference between
TIWs-RUN and NOTIWs-RUN, therefore processes not im-
pacted by TIWs will not affect our analysis. The advective
term can be decomposed as

u=T � um=Tm 1 u′=T′ 1 um=T
′ 1 u′=Tm: (5)

Averaging Eq. (5) on the long term, it becomes

u=T � um=Tm 1 u′=T′ : (6)

As the mean is a linear operation (when weighted by the right
ratio), cross terms u′=Tm and um=T′ are equivalent to
(u′=Tm)m and (um=T′)m , which vanish by definition.

The mixing, tendency, and forcing terms were computed
online by the model as monthly averages. However, for tech-
nical reasons, the advective terms were computed offline from
daily average fields. These offline advection terms were com-
pared to online advection terms obtained from a short test
run of TIWs-RUN, confirming the accuracy of our estimate
from daily averages. We verified the closure of the budget
averaged over the first 50 m and over the 40 years: the sum of
advective, mixing, and atmospheric forcing terms are close to
zero, as well as the tendency term.

3. Validation of the model

In this section, we assess the control simulation (TIWs-
RUN) with regards to the variety of observational products
described in section 2, with a particular focus on equatorial
currents and associated mesoscale activity at intraseasonal
time scales, the central point of this study.

a. Validation of tracers and heat fluxes

Figure 1a shows the SST long-term mean obtained from
40 years of simulation. Consistent with the literature, the
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typical features of the eastern tropical Pacific can be ob-
served as, e.g., the presence of the cold tongue, a patch of
cold water along the equator that lies between 1408W and
the Ecuadorian coast and extends along South America
shorelines due to the Peruvian coastal upwelling. The cold
tongue is flanked on each side by warmer waters, in particular
in the Northern Hemisphere, where the eastern Pacific warm
pool extends from the tip of Baja California to the northern
edge of the cold tongue (Wang and Fiedler 2006). Contours
on Fig. 1a indicate a warm bias between the model and the cli-
matology computed from OISST that reaches 0.68C in the
equatorial band and 1.68C in the eastern part of the cold
tongue. This bias can be explained by at least two factors:

• On the one hand, from a too weak equatorial upwelling
caused by a thermocline too flat along the equator as indi-
cated by the strong bias in the simulated thermocline depth
(TDW) overestimated by 8.3 m (i.e., 5.7% of the observation)
in the west, and by almost 25 m (i.e., more than 50%) in
the east (TDE) (Table 1). This could result from a poor
wind stress curl representation in CFSR along with an inac-
curate equatorial dynamic at the open boundaries forced
with SODA v3.4.2.

• On the other hand, from a positive shortwave radiation bias
of roughly 4%, which can contribute to the excessive SST
warming and in turn explains the too strong latent and sen-
sible heat flux amplitudes (228.9 and 24.5 W m22, respec-
tively; Table 1). The bias in shortwave fluxes is a known
bias in CFSR, especially in the western part of the eastern
Pacific (Wang et al. 2011). It is most likely due to the defi-
ciency in cloudiness in CFSR (Dolinar et al. 2016). We also
note a positive bias of 18.2% for the longwave radiation.

The SSS is only slightly biased as compared to observations
(0.11 psu) despite the overestimation of precipitation in CFSR
noted by Dolinar et al. (2016). This might result from bias com-
pensations between too strong precipitations and evaporation
related to the overestimation of latent heat fluxes.

Overall, the Taylor diagram (Taylor 2001) reveals that the
model simulates accurately the eastern tropical Pacific vari-
ability, as most variables are well correlated with observations
(correlations higher than 0.6) and have normalized standard
deviations close to 1, indicating amplitudes similar to observa-
tional time series. The sensible heat flux (SHF), however, has a
poor correlation coefficient of 0.3 and its standard deviation
is 1.8 times higher than observations. Yet, this result has to
be taken with caution, as fluxes observations are problem-
atic, which might hinder an accurate representation of their
variability. Indeed, a similar analysis of fluxes [SHF, latent
heat flux (LHF), and shortwave radiation (SWF)] variability

using the COREv2 dataset (Yeager and Large 2008) displays
very contrasted results for latent and sensible heat flux. The
correlation coefficient for SHF becomes slightly negative
(20.02) and the standard deviation is 1.6 times higher than
observations. These results also vary spatially. For the inter-
tropical convergence zone (ITCZ) region (28–158N and
1808–908W), the normalized standard deviation of TropFlux
SHF is close to 1, whereas the COREv2 SHF is 1.4. For the
same region, the correlation coefficient reaches 0.5 for the
TropFlux SHF, but stays under 0.3 for the COREv2 SHF,
confirming the strong dependence of the results to the obser-
vational product considered (Valdivieso et al. 2017).

b. Validation of mean circulation and mesoscale activity

The 40-yr averaged mean zonal circulation is then compared
to the drifters-derived climatology at the surface (Fig. 2a) and
to Johnson’s for their vertical structure (Fig. 2c). Figure 2a ex-
hibits a good agreement with observations for both the posi-
tion and intensity of the SEC and NECC. In addition, the
model captures well their vertical extension at 1258W as indi-
cated by the good match between simulated (shading) and
observed (contours) zonal velocity on Fig. 2c. In particular,
the SEC extends coherently poleward with its southern and
northern branches centered near 38S and 38N, and reaching
20.3 and 20.5 m s21, respectively, the latter being slightly
underestimated by 0.2 m s21 in the eastern part of the basin
(Fig. 2a). In addition, the SEC/NECC surface front is located
at 58N consistently with Johnson’s observations. The EUC ver-
tical structure and intensity also matches well with observations
from Johnson, in particular exhibiting a similar maximum value
of 0.8 m s21 at the equator. The maximum value is located
slightly deeper than Johnson’s, which is likely due to the too
weak equatorial upwelling in our simulation.

To complement this evaluation and as a preliminary diag-
nostic of TIW activity, the mean mesoscale activity is then as-
sessed using the eddy kinetic energy [EKE � (1/2)(u′2 1 y ′2)].
Shading on Fig. 2b shows the mean simulated EKE from the
control configuration (TIWs-RUN). Note that in order to
compare to CMEMS, the 1993–2019 average is shown here.
Consistent with the literature (Baturin and Niiler 1997;
Wang et al. 2020), a strong mesoscale activity is found along
the equator, spreading northward up to 58N, a characteristic
signature of TIWs. Contours show the bias between the
model EKE and the EKE derived from CMEMS daily currents.
The simulated EKE is overestimated by up to 100 cm2 s22

in the equatorial band. This is not surprising as the CMEMS
currents contain only the geostrophic and Ekman currents.
A more detailed validation of TIW characteristics in the control
experiment will be performed in the next section.

TABLE 1. Mean values from time series used in the Taylor diagram, for the model and observations. Last line shows the model biases
(i.e., model minus observations).

SST (8C) SSS (psu) TDW (m) TDE (m) SW (W m22) LW (W m22) LHF (W m22) SHF (W m22)

Model 26.8 35.08 154.5 71.7 262.1 256.5 2111.6 28.4
Observation 26.1 34.97 146.2 47.3 251.8 247.8 282.7 23.9
Bias 0.7 0.11 8.3 24.4 10.3 28.7 228.9 24.5
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Overall, despite the presence of some biases, in particular
related to the zonal tilt of the equatorial thermocline, the
mean state and circulation of the eastern tropical Pacific are
well represented in the control configuration, which testifies
to the model’s ability to simulate adequately the complex
equatorial dynamics (Kessler 2006). Regardless, hereafter, the
control configuration is compared to a sensitivity experiment
in which only the TIW activity is altered. In that sense, the
aforementioned mean biases should be similar in both experi-
ments and therefore cancel out when evaluating the specific
TIW effect on the eastern tropical Pacific mean state.

4. A framework for damping TIWs in an ocean model

This section is dedicated to describing and validating the
methodology employed to smooth out TIWs in the sensitivity
experiment (NOTIWs-RUN).

a. TIW characteristics and associated mesoscale
activity in TIWs-RUN

TIWs have a clear and spatially coherent signature be-
tween surface meridional velocity and temperature intra-
seasonal anomalies, as indicated by snapshots taken during
the boreal winter of a La Niña year (i.e., both extremely
TIW active periods) (Figs. 3a,b). In particular, we observe
alternating positive and negative velocity anomalies localized
in the equatorial band (Fig. 3a) and around which filaments of
SST anomalies are seen to meander (Fig. 3b). This TIW-
induced mesoscale activity is then assessed by calculating the
intraseasonal EKE. The highest values of EKE are found
along the equator, spreading northward with a maximum at
18N (Fig. 2b), the region where TIWs are the most active. In
addition, EKE is found to be strong (250–500 cm2 s22) within
the first 100 m (Fig. 3c) and drop to almost zero below 200 m.

FIG. 2. Evaluation of TIWs-RUN dynamics. Maps of mean surface (a) zonal currents and (b) EKE calculated using
fluctuations of horizontal currents from a 30-day running mean. Shading represents the control experiment (TIWs-
RUN) mean zonal surface currents from 1980 to 2019 in (a) and mean surface EKE from 1993 to 2019 in (b). Solid
and dashed contours show respectively the positive and negative mean amplitude bias between the model and the
climatology obtained from the NOAA drifter database in (a) and the 1993–2019 CMEMS currents in (a). Contours
are every 0.05 m s21 in (a) and every 50 cm2 s22 in (b). (c) Depth–latitude section of zonal currents at 1258W [repre-
sented in dashed line in (a)] for model (shading) and observations from Johnson (contours). Eastward (westward)
currents are shown with solid (dashed) lines.

FIG. 3. Illustration of TIW activity. Snapshots (31 Dec 2017) of (a) surface meridional velocity anomaly (m s21) and
(b) surface temperature anomaly (8C), and (c) meridional section of EKE (cm2 s22) averaged between 1608 and 1008W.
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These diagnostics allow delineating the spatial (including ver-
tical) region of prominent TIW-induced mesoscale activity.

b. Damping methodology

To smooth out the TIWs without affecting other processes
in NOTIWs-RUN, the mixed layer meridional currents y in
the active TIW region (see Fig. 4) are nudged toward the
monthly climatology y0 derived from TIWs-RUN as such:

dy
dt

5 f (y) 1 G(x, y, z) y0(t) 2 y (t)
t

: (7)

The left-hand part of the equation is the temporal evolution
of y. The first term of the right-hand part f(y) represents the
evolution of y due to advection–diffusion processes. The last
term of the right-hand side represents the nudging of y toward
the monthly climatology y0, computed from the control exper-
iment (TIWs-RUN) and which does not display much trace of
the TIW mesoscale features (see Fig. 4a for the annual clima-
tology of the surface y field). Yet, the Ekman divergence at
the equator is still present, indicating that the nudging of y
toward y 0 is expected to damp TIW activity while keeping
the mean dynamics intact. The nudging time scale t is set to
5 days, so that both TIW modes with periods near 33 and
17 days, and commonly referred to as the Rossby and Yanai
modes (Lyman et al. 2007; Wang et al. 2020), are effectively
removed.

Based upon the TIW spatial features discussed above (see
section 4a), the nudging geometry is restricted to the promi-
nent region of TIW activity by applying a spatial Gaussian
function G(x, y, z) (see Fig. 4 and the appendix for details).
This function maximizes the nudging along 18N and reduces it
poleward with a decreasing meridional rate of 108 (Fig. 4b). It
is deactivated between the Galapagos Island and the coast to
preserve submesoscale features in the coastal area for
instance related to filaments breaking loose from the Hum-
boldt upwelling system. Even though TIWs have been shown
to radiate internal waves downward (Jing et al. 2014; Holmes
and Thomas 2016; Tanaka and Hibiya 2019; Delpech et al.
2020), the nudging is concentrated within the first 200 m
below the surface (Fig. 4c) where TIWs are mostly generated
and active (Fig. 3d).

Note that only meridional currents are nudged. This allows
an effective damping of the development of TIWs due to their

strong signature in y, while keeping equatorial Kelvin waves
mostly untouched, as their meridional structure in the long-
wave approximation of shallow water equations is null at the
equator (Cane and Sarachik 1977). Therefore, the nudging of
meridional velocity only is expected to preserve the important
role played by Kelvin waves in the equatorial dynamics, for
instance related to the kickstarting of El Niño events (e.g.,
McPhaden and Yu 1999; Gushchina and Dewitte 2012). By
nudging the meridional currents, the other dynamical and
tracer components are expected to adjust and vanish as well.

c. Validation of damping efficiency

To validate to which extent the damping methodology al-
lows smoothing out TIW variability, we first compare EKE
between the NOTIWs-RUN (Fig. 5) and TIWs-RUN (Figs. 2b
and 3c). These figures indicate an EKE (and associated me-
soscale activity) decrease of almost 50% in the TIW active
region. When separating the EKE into u′2 and y ′2 parts re-
constructed using the five first complex empirical orthogonal
function (CEOF) modes (i.e., accounting together for most
of the TIWs variability, see below for more details on the
CEOF analysis), we observe a reduction of u′2 and y ′2 from
TIWs-RUN to NOTIWs-RUN of 62% and 94%, respec-
tively, indicating that the remaining mesoscale activity in
NOTIWs-RUN is for the most part not due to TIWs but

FIG. 4. Damping framework. (a) Meridional current annual climatology in the control experiment (TIWs-RUN). (b) Horizontal and (c) vertical
structure of the nudging geometryG(x, y, z).

FIG. 5. EKE (cm2 s22) in NOTIWs-RUN (a) averaged over 200 m
and (b) meridional section averaged between 1608 and 1008W.
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instead most likely due to wind-driven currents (not shown).
This also confirms the coherent adjustment of zonal currents
at TIW scale to our nudging procedure applied only on y.

To investigate the TIW damping efficiency in more detail,
CEOFs are estimated using the 20–40 days bandpassed SST
anomaly in the TIW active region (48S–88N, 1808–1008W)
for both simulations. CEOFs (Barnett 1983) are an efficient
and extensively used way to extract the spatiotemporal
characteristics of TIW intraseasonal variability, as this anal-
ysis provides both amplitude and phase information and is
therefore well adapted to capture waves propagation and
variability (Boucharel et al. 2013, 2016; Xue et al. 2021; Escobar-
Franco et al. 2022).

The first five dominant modes are shown in Fig. 6a for
TIWs-RUN and in Fig. 6b for NOTIWs-RUN. The fifth mode
of TIWs-RUN and the first mode of NOTIWs-RUN could
correspond to SST variations associated with the intraseaso-
nal Madden–Julian oscillation (Madden and Julian 1994), as
found by Maloney and Kiehl (2002). Similar to their results,
the phase of this mode (not shown) indicates a northward
propagation and seems to correspond to a potential interac-
tion of this mode with TIWs in the TIWs-RUN, but this is
beyond the scope of this paper. In the TIWs-RUN (Fig. 6a),
modes 1–4 are associated with TIW variability as indicated by
the alternating positive and negative nodes located between
28S and 68N. They are characterized by high explained varian-
ces of 34.4%, 24.5%, 18.0%, and 12.2%, respectively.

In the NOTIWs-RUN (Fig. 6b), modes 2–4 exhibit patterns
resembling TIW variability, yet with small explained varian-
ces. Moreover, the total variance of the NOTIWs-RUN signal
is 63% lower than that of the TIWs-RUN (standard deviation
of 0.0158 vs 0.048C2), giving even less weight to these modes

of variability, and indicating that TIWs have been strongly
damped in the NOTIWs-RUN sensitivity experiment. This is
confirmed by the large decrease in power spectra (reconstructed
using the first four CEOF modes and averaged in the TIW
active region) in the TIW typical period range of 17–33 days
between the two experiments (Fig. 6c).

For a more visual assessment of the efficiency of our
method, we then show Hovmöller diagrams of the 20–40 days
bandpassed zonal SST anomaly averaged between 28 and 58N
for TIWs-RUN in Fig. 7a and NOTIWs-RUN in Fig. 7b dur-
ing the strong La Niña episodes of 2017 and 2018, i.e., periods
favorable to TIW development as explained in the introduc-
tion section. In the TIWs-RUN (Fig. 7a), a strong TIW activ-
ity is observed during the boreal autumn of both years,
whereas the 2015/16 winter marked by a strong El Niño event
does not exhibit, as expected, any sign of TIW propagation.
In contrast, in the NOTIWs-RUN (Fig. 7b), TIWs have
almost fully disappeared during all three winters, indicating
that their development has been effectively prevented by the
nudging procedure. These results are valid throughout the
entire 40-yr period.

Finally, to establish that other aspects of the equatorial
dynamics, in particular related to Kelvin waves propagation,
are left unaltered by our methodology, Hovmöller diagrams of
the 60–130 days bandpassed thermocline depth anomaly aver-
aged between 28S and 28N for TIWs-RUN and NOTIWs-RUN
are shown in Figs. 7c and 7d, respectively. In both simulations,
one can identify the presence of Kelvin waves by their east-
ward propagating signal at a phase speed of 2.3 m s21.

To sum up, the nudging procedure applied in NOTIWs-
RUN effectively damps TIW activity while keeping the impor-
tant Kelvin waves signal in this region untouched. Consequently,

FIG. 6. First five modes’ real part of the complex empirical orthogonal function (CEOF) decomposition of 20–40 days bandpassed SST
anomalies performed in the TIW active region (48S–88N, 1808–1008W) for (a) the TIWs-RUN and (b) the NOTIWs-RUN. (c) Mean Welch
power spectrum of the reconstructed SST anomaly field over maximum CEOF signal area (48S–88N, 1408–1008W) for each simulation
using the first four CEOF modes.
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the differences observed between the two sensitivity experi-
ments, which have the very same horizontal and vertical
resolutions, will most likely originate from TIW-induced
effects only.

5. TIW effects on the eastern tropical Pacific Ocean

The aim of this section is to investigate to which extent
TIW activity alters the oceanic mean state. To do so and here-
after, TIW impacts will be assessed by subtracting NOTIWs-
RUN to TIWs-RUN.

a. Effects on the oceanic mean state

TIW effects on mean temperature and circulation are shown
in Fig. 8. At the surface, TIWs warm up the cold tongue by up
to 0.48C and cool down the surrounding waters by the same
amount (Fig. 8a). In depth, the warming of the cold tongue
spreads down to 150 m with a maximum of 0.508C at 100 m
while the cooling of southern and northern waters is con-
strained to the first 50 and 100 m, respectively (Fig. 8b).

The comparison between the two simulations also reveals a
significant impact of TIWs on mean zonal and meridional cur-
rents amplitude (Figs. 8c,d), with an overall decrease of zonal
currents intensity. In particular, at the subsurface, the east-
ward EUC is significantly reduced (by up to 20.20 m s21 near
the surface and 20.12 m s21 in the core, i.e., more than 15%)
and its upper limit is deepened from the surface to 25 m. The
intensity of both the westward SEC located at the surface

between 58S and 38N and NECC located near 78N are also
strongly reduced by 20.13 m s21 (30%) and 20.06 m s21

(20%), respectively. In contrast, TIWs lead to a slight increase
of the equatorial Ekman divergence (oriented poleward in sur-
face and equatorward in depth) in particular in the Northern
Hemisphere by 0.02 m s21 (20%) and 0.01 m s21 (20%), as
shown by the red shadings between 28 and 48N, respectively.

b. Energy exchange between oceanic mean state
and TIWs

As detailed by many others before (e.g., Qiao and Weisberg
1998; Masina and Philander 1999; Xue et al. 2021), the time
evolution of long-term averaged EKE depends on the baro-
clinic (PeKe) and barotropic (KmKe) conversion rates, which
are

PeKe � 2
g
r0

w′r′ , (8)

KmKe � 2 [u′u′xu 1 u′y ′yu 1 u′w′zu

1 u′y ′xy 1 y ′y ′yy 1 y ′w′zy] �2u′y ′yu, (9)

where g = 9.81 m s22 is the gravitational acceleration constant
and r0 = 1025 kg m23.

The spatial distributions of KmKe and PeKe, which repre-
sent the energy exchange from the mean kinetic energy and
from the eddy available potential energy to the EKE, are

FIG. 7. Hovmöller diagrams of the 20–40 days bandpassed zonal SST anomalies averaged between 28 and 58N for (a) TIWs-RUN and
(b) NOTIWs-RUN between May 2015 and December 2017. Dotted lines represent the westward propagation at a 0.46 m s21 phase speed.
(c),(d) As in (a) and (b), but for the 208C thermocline depth anomaly averaged in the 28S–28N latitudinal band and bandpassed between
60 and 130 days (i.e., the Kelvin waves dominant period range) for TIWs-RUN in (c) and NOTIWs-RUN in (d). Dotted lines represent
the eastward propagation at a 2.3 m s21 phase speed.
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shown in contours in Fig. 9. Only the dominant barotropic
term 2u′y ′yu is shown here. Both are essentially positive
(solid contours) and are increased when TIWs are present
(indicated by the red shading), in particular in a zonal band
north of the equator and over the first 100-m depth, indicat-
ing a source of EKE in the TIW region. The strong meridio-
nal gradient and weak stratification lead to large baroclinic
conversion (Masina and Philander 1999), and the strong me-
ridional shear of zonal currents, especially between the
EUC and the northern branch of the SEC, leads to high bar-
otropic conversion.

To complement this analysis, the rate of kinetic energy
transfer across spatial scales is shown in Fig. 10 (for details on
the computation, see, for instance, Marchesiello et al. 2011;
Renault et al. 2019), where positive (negative) energy rates
mean a transfer toward smaller (larger) scales. From 500 km
to smaller scales, both experiments are characterized by a

forward cascade of energy, i.e., a transfer of energy from the
larger scales toward the smaller scales, which can be inter-
preted as the signature of submesoscale mixed layer eddies
with scales of 50–200 km that form along TIW fronts as sug-
gested by Marchesiello et al. (2011). The KE-flux spectrum at
TIW scales (≈1000 km) displays negative transfer rates in the
TIWs-RUN (black line) but positive values in the NOTIWs-
RUN (orange line), indicating that TIWs are responsible for
an inverse energy cascade, i.e., a transfer of energy from the
TIWs to the larger-scale currents. This reveals a rectified effect
of the TIWs onto the larger scale associated with the eastern
tropical Pacific mean circulation. To sum up, this energy analy-
sis confirms that TIWs play a central role in the energy budget
of this region by in particular 1) harvesting energy from tem-
perature meridional gradient through baroclinic instability, and
from the meridional shear of currents through barotropic insta-
bility, therefore acting to reduce the mean zonal circulation,

FIG. 8. Mean state differences between TIWs-RUN and NOTIWs-RUN for (a) sea surface temperature, (b) vertical
section of temperature, (c) amplitude of zonal, and (d) meridional currents. Depth–latitude sections are aver-
aged between 1608 and 1008W. Only differences significant at the 99% confidence level (i.e., p value of the two-
tailed Student’s t test below 0.01) are displayed. Contours (every 28C) show the mean values of temperature in
the TIWs-RUN in (a) and (b), U every 0.2 m s21 in (c), and V every 0.02 m s21 interval (solid lines for positive
and dashed lines for negative values) in (d). Thick black (dashed) line in (b)–(d) shows the mean mixed layer
depth in TIWs-RUN (NOTIWs-RUN).

FIG. 9. Mean differences between TIWs-RUN and NOTIWs-RUN for (a),(c) baroclinic (PeKe) and (b),(d) dominant
barotropic (KmKe �2u′y′yu) conversion rates (1025 cm2 s23). (left) Maps of conversion rates averaged over the first
200 m. (right) Depth–latitude sections averaged over 1608–1008W. Contours show the mean values of conversion rates
in the TIWs-RUN every 5 3 1025 cm2 s23 (solid lines for positive and dashed lines for negative values). A Gaussian
smoothing of 18 radius was applied for maps in (b)–(d) and 58 radius for (a).
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and 2) injecting energy back into the larger scales through an
inverse energy cascade responsible for a rectified effect onto
the mean state.

c. Quantification of direct and rectified effects of TIWs
from a heat budget analysis

To evaluate the mechanisms responsible for the direct and
rectified effects of the TIWs onto the mean state, a heat bud-
get is derived in both simulations. Additionally, to make a
better physical sense of the TIW effects on the eastern Pacific
mean state, the advection of temperature is separated into a
mean and a fluctuating part through a Reynolds decomposi-
tion (see section 2e). The difference in the anomalous and
mean advection terms between the two experiments will allow

quantifying the TIW direct and rectified effects on the eastern
tropical Pacific mean state.

The difference in the heat budget vertical structure averaged
over 1608–1008W between the two simulations is presented in
Fig. 11. The top panels represent the total advection, horizontal
and vertical mixing (the horizontal term being negligible), and
heating by atmospheric forcing terms. The other panels repre-
sent the decomposition of the advective terms into zonal, me-
ridional, and vertical parts, and into total (X), mean (Xm), and
fluctuating (X′) parts.

At the surface, a compensating effect between mixing and
heating by atmospheric forcing is observed with TIWs warm-
ing up the 08–28N band and cooling down the surrounding wa-
ters through mixing (Fig. 11b), while the forcing term exhibits

FIG. 10. Spectrum of KE transfer rate averaged between (1608–1008W, 108S–108N) and from sur-
face to 50-m depth. Surfaces show the 95% confidence interval from a bootstrap method on annual
averages (see section 2d).

FIG. 11. Depth–latitude sections of TIW contribution to heat budget terms (i.e., TIWs-RUN minus NOTIWs-RUN; 8C month21), aver-
aged over 1008–1608W and over 40 years. Top three panels show the total (a) heat advection, (b) heat mixing, and (c) heating by atmo-
spheric forcing terms. Other panels show the (d)–(f) zonal, (g)–(i) meridional, and (j)–(l) vertical terms of heat advection, decomposed
into total parts in (d), (g), and (l); mean parts in (e), (h), and (k); and fluctuating parts in (f), (i), and (l). Dots show significant differences
at the 99% confidence level (i.e., p value of the two-tailed Student’s t test below 0.01).
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an opposite behavior (Fig. 11c). Yet, our approach does not
allow assessing properly the effect of TIWs on atmospheric
fluxes as the atmospheric forcing is prescribed. In the subsur-
face (between 50 and 100 m) TIWs tend to warm up northern
waters through vertical mixing.

The overall TIW-induced advection leads to a warming of
the 08–48N band, with a peak value of 0.88C month21 (Fig. 11a).
The zonal component of TIW advection (Fig. 11d) is separated
into a cooling over 28S–08 through mean advection (i.e., recti-
fied effect, Fig. 11e) and a warming over 08–48N through fluctu-
ating advection (i.e., direct effect, Fig. 11f). The location of
cooling by mean zonal advection is consistent with the weaken-
ing and deepening of the EUC by TIWs (Fig. 8c). As the pres-
ence of TIWs leads to a significant EUC weakening, less warm
waters can be advected from the central-western Pacific, which
could explain this cooling rectified effect. The meridional com-
ponent of TIW advection (Fig. 11g) is almost fully explained
by the warming through fluctuating meridional advection
(Fig. 11i), which spreads from the surface to 200 m. In surface,
it is constrained to the equatorial region (18S–18N) while it ex-
tends more meridionally with depth (28S–48N). The vertical
component of TIW advection (Fig. 11j) cools down the
28S–58N band, from subsurface to 200 m. It is mostly due to
fluctuating vertical advection (Fig. 11l), with only a small por-
tion due to mean vertical advection (Fig. 11k). This highlights
a complex interplay between potential changes in the upwell-
ing/downwelling velocities and vertical temperature gradients.
Unsurprisingly, the fluctuating part (i.e., the direct effect of
TIWs) is found to be the largest near the surface concur-
rently with the large zonal and meridional fluctuating terms
associated with the very strong zonal current shear (Fig. 8c)
and meridional temperature gradient (Fig. 8b) concentrated
in the mixed layer. The fluctuating vertical advection is con-
strained deeper, below the mixed layer, as found in Menkes
et al. (2006).

The advection contribution to the heat budget averaged
over the first 50 m and the cold tongue area (1608–1008W,
28S–68N) is shown in Fig. 12. This large band in latitude has
been selected to be consistent with other studies such as
Menkes et al. (2006). However, it should be kept in mind that
there are latitudinal changes of advective components (in par-
ticular, the zonal component) within this band. The advection
(gray bars) is decomposed into mean (blue) and fluctuating
(orange) contributions. Hatched bars show the total value for

TIWs-RUN, while plain color bars show the part due to TIWs
(i.e., TIWs-RUN minus NOTIWs-RUN). Each term is de-
composed into zonal, meridional, and vertical parts.

The total advection warms up the cold tongue by
0.108C month21 (hatched gray, 2u=T). TIW contribution to
this total advection is a warming by 0.248C month21 (plain
gray, same term).

The fluctuating part leads to an overall net warming of the
cold tongue by 0.508Cmonth21 (hatched orange), 68% of which
being attributed to TIW activity (plain orange). This direct TIW
effect warms up the cold tongue via zonal (0.258C month21)
and meridional advection (0.178C month21), and slightly cools
it down through vertical advection (20.088C month21), re-
sulting in a net warming by 0.348C month21, which is consis-
tent with previous studies (e.g., Menkes et al. 2006; Im et al.
2012; Graham 2014) yet a bit lower than in Menkes et al.
(2006), for instance. While Menkes et al. (2006) used a simple
Reynolds decomposition and attribute all the fluctuating
part to the TIWs, other mesoscale processes might remain
included in their analysis. The mechanisms leading to the
TIWs-induced warming are explained in detail in Menkes
et al. (2006) (see their Fig. 6 for a detailed sketch).

Advection by the mean flow cools down the cold tongue by
0.408C month21 (hatched blue in terms 2um=Tm). As found
in previous studies (e.g., Menkes et al. 2006) and in our data
(not shown), it is a balance between the vertical advection
(cooling in the equatorial upwelling and warming in the
downwelling areas), meridional advection (Ekman divergence
at the surface exporting cold water outside the cold tongue,
and convergence in depth importing warm waters), and zonal
advection (EUC bringing western warm waters in the cold
tongue, SEC bringing eastern cold waters to a lesser extent).
On average, the mean advection results in a cooling of the
cold tongue through a subtle balance between currents and
temperature gradients. Twenty-five percent of this cooling is
attributed to the TIW rectified effect (20.108C month21, plain
blue).

To summarize, on average, TIWs tend to warm up the cold
tongue by 0.348C month21 through direct anomalous zonal
and meridional heat advection, while their rectified effect
leads to cooling by 20.108C month21 due to a reduction of
mean zonal advection most likely associated with a significant
weakening and deepening of the EUC. The combined TIW
effects result in a net cold tongue warming by 0.248C month21.

FIG. 12. Total (hatched) and residual heat advection (TIWs-RUN minus NOTIWs-RUN, plain color) averaged over 28S–68N and
1608–1008W, in the first 50 m. Black bars represent the total advection terms, blue bars the mean advection terms, and orange bars
the fluctuating advection terms. Error bars stand for the 61/2 annual standard deviation.
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6. Summary and discussion

In this study, a new framework is introduced to isolate and
quantify impacts of TIWs on the eastern tropical Pacific
Ocean background state in a regional ocean model. This
methodology is based upon the comparison between two
eddy-rich sensitivity experiments, one (TIWs-RUN) repro-
ducing realistically the regional mean state and circulation, as
well as the essential TIW dynamics, and the other (NOTIWs-
RUN) is identical but TIWs are damped online by nudging
the meridional velocities toward their monthly climatology
obtained from the TIWs-RUN. This method effectively pre-
vents TIWs from growing and propagating, while keeping the
rest of the equatorial dynamics and in particular Kelvin
waves, a key dynamical feature of this region, unaltered.

By subtracting TIWs-RUN from NOTIWs-RUN, differ-
ences can mainly be attributed to TIW variability and can
then be evidenced and quantified. In particular, two pathways
are identified as source of changes: 1) a direct way, i.e.,
through TIW-induced mesoscale dynamics, and 2) a rectified
way, i.e., through upscaling feedbacks from TIW variability
back onto the mean state and circulation. On the one hand,
TIWs are shown to pump up energy from the mean shear of
zonal currents through barotropic conversion, which reduces
the mean zonal circulation and in particular decreases the
speed of the SEC, EUC, and NECC, respectively, by up to
30%, 15%, and 20%. On the other hand, this effect is also
partly balanced by a reinjection of energy from TIWs back into
the larger scales through an inverse energy cascade. Moreover,
TIW activity is shown to reduce the meridional temperature
gradient in the mixed layer, which tends to warm up the cold
tongue and cool down surrounding warmer waters by up to
0.48C on average.

To investigate the main physical processes behind this dual
energy cascade, a heat budget has been derived in both simu-
lations. A classic Reynolds decomposition, i.e., into mean and
fluctuating terms, and their differences between the two sen-
sitivity experiments allow disentangling and quantifying
properly the TIW direct versus rectified effects. Overall, the
anomalous fluctuations induced by TIW mesoscale and in-
traseasonal variability are shown to advect heat into the
cold tongue at a rate of 0.348C month21. A rectified effect of
TIWs on the background state counterbalance this warming
through the reduction of mean heat advection by 20.108C
month21. In total, TIWs are responsible for an advection of
warm waters into the cold tongue of 0.248C month21. The ver-
tical advection of heat by TIWs is mainly located below the
mixed layer, with a strong direct advection of cold waters.

Because TIWs are shown to strongly affect advection, their
effect on the different components has been investigated in
detail. This reveals that zonal and meridional eddy advec-
tion induce a warming of the cold tongue, which is in agree-
ment with the literature (e.g., Kessler et al. 1998; Swenson
and Hansen 1999; Jochum and Murtugudde 2006; Jochum
et al. 2007; Menkes et al. 2006; Graham 2014). The rectified
effect operates mostly via the reduction of mean zonal advec-
tion most likely associated with a significant decrease in the
amplitude of the EUC.

Other components of the budget equations are also shown
to play a not-so-insignificant role. In particular, in surface,
TIW induced vertical mixing is responsible for a warming of
the 08–28N band and a cooling of other surface waters. In
depth (50–100 m), TIW-induced vertical mixing warms up the
waters (Fig. 11b). Several studies have focus on the potential
implication of TIWs in the modulation of vertical mixing (e.g.,
Lien et al. 2008; Moum et al. 2009; Holmes and Thomas 2015;
Inoue et al. 2012, 2019; Cherian et al. 2021). From shipboard
profiling measurements of turbulence kinetic-energy dissipa-
tion rate during an active TIW period at the equator, Moum
et al. (2009) have revealed an important mixing rate induced by
TIWs, leading to a cooling of the surface of 18–28C month21.
Similarly, in an idealized 1D model, Holmes and Thomas
(2015) have found a 0.68C month21 cooling of the surface due
to the increase of turbulent heat fluxes by TIWs. This increase
of turbulent heat flux is thought to be forced by an increased
shear of the EUC due to TIWs. Recently, Cherian et al. (2021)
used a 1/208 regional model of the cold tongue to demonstrate
that the same mechanism takes place off-equator, in the TIW
cold cusps. From an oceanic model, Menkes et al. (2006) also
found an enhanced diffusivity in the cold cusps, and a reduced
one in warm TIW areas, and their climatological heat budget
of the cold tongue reveals a positive eddy mixing flux of
0.378C month21. However, it should be stressed that in some
studies such as Moum et al. (2009) and Wei et al. (2019), the
atmospheric forcing is included in the vertical mixing term as
its boundary condition in surface. In our study and others
(e.g., Menkes et al. 2006; Graham 2014), the atmospheric forc-
ing is an independent term, and the boundary condition of the
vertical mixing rather depends on the wind stress. Regardless,
the climatological effect of TIWs on the mixing part of the heat
budget is thus still debated, and the present study tends to show a
complex effect of TIW induced mixing with respect to depth and
latitude. This mixing could have important implications on the
oceanic biogeochemistry in this key region for the carbon cycle.

Using a forced ocean model enables us to quantify the
oceanic response to changes in TIW activity. However, this
approach has some limitations. In particular, using a regional
forced oceanic model signifies that TIW imprint is still present
in the atmospheric forcing (e.g., Seo et al. 2007; Small et al.
2009), which evidently leads to a discrepancy between the
ocean state and the overlaying atmosphere.

Some studies have looked at the implication of TIWs in the
ENSO asymmetry (i.e., stronger El Niños than La Niñas)
(e.g., An 2008; Imada and Kimoto 2012; Graham 2014). The
framework presented in this paper is an effective tool to diag-
nose the potential rectifying effect of TIWs onto ENSO, and to
a larger extent on the seasonal and interannual variability of
the climate of the eastern Pacific region. However, if Kelvin
waves are kept untouched here, equatorial Rossby waves may
have been impacted. As suggested by Bosc and Delcroix
(2008), Rossby waves could participate to the recharge–
discharge oscillator paradigm of ENSO dynamics, based on
meridional advection of heat between equatorial and off-
equatorial regions (Jin 1997a,b). Moreover, the atmospheric
feedback is needed to accurately depict the ENSO coupled
phenomenon and the interannual climate of the region. This is
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a strong incentive to 1) use a coupled atmosphere–ocean re-
gional model so that the atmosphere can react in a direct and
rectified way to TIW variability, and 2) fine-tune the nudging
framework to keep off-equatorial Rossby waves dynamics as
unaltered as possible while efficiently removing TIWs. This
work is ongoing and will be the purpose of a future study.
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APPENDIX

Spatial Filter G for Nudging

The nudging is restrained to the TIW active region by
applying a space-dependent function G(x, y, z) to the
nudging. It can be decomposed into individual functions
of depth J(z), longitude H(x), and latitude I(y):

G(x, y, z) � H(x)I(y)J(z): (A1)

Depth J(z) equals one from the surface down to z1 = 100-m
depth, then smoothly decreases and reaches zero at z2 = 200-m
depth and below (see Fig. 4c):

J(z) �

1, if z # z1

3
z 2 z2
z1 2 z2

( )2
2 2

z 2 z2
z1 2 z2

( )3
, if z1 # z # z2

0, if z $ z2

:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(A2)

Longitude H(x) equals one from the most western part
of the region to x1 = 908W, then smoothly decreases and
reaches zero at x2 = 858W and after:

H(x) �

1, if x # x1

3
x 2 x2
x1 2 x2

( )2
2 2

x 2 x2
x1 2 x2

( )3
, if x1 # x # x2

0, if x $ x2

:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(A3)

Latitude I(y), given by Eq. (A4), is a Gaussian centered
at m = 18N, with a standard deviation of s = 108 latitude;

I(y) � exp 2
1
2

y 2 m

s

( )2[ ]
: (A4)

Figure 4b shows the combination of these two functions
H(x) 3 I(y).
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3.3 Conclusion

3.3.1 Summary

This work quantifies the thermodynamic changes of the background state induced by TIWs.
In particular, TIWs warm the SST in the cold tongue by up to 0.4◦C, and cool surrounding
waters by the same amount. TIWs also reduce the strength of zonal currents, with a reduction
of the EUC by up to −0.20 m.s−1 near the surface and −0.12 m.s−1 in the core, which
corresponds to more than 15% of its strength. I then identify, using a kinetic energy transfer
diagnostic and a heat budget analysis, a direct and indirect (or rectified) TIW effect on the
eastern tropical Pacific mean state. The definition of these effects is the following:

• the direct effect of TIWs corresponds to the instantaneous nonlinear eddy processes
(e.g., v′T ′ where prime indicates intraseasonal anomalies) and the time-integration of
these instantaneous fields (e.g., v′T ′ where . denotes a long-term average). This effect
will potentially affect the large scale thermodynamics of the Ocean.

• The rectification of the large scale thermodynamics due to the direct effect of TIWs can
then lead to other large scale changes, which is defined as an indirect or rectified
effect of TIWs.

In particular, I show that while the direct effect of TIWs tends to warm the cold tongue
through horizontal heat advection, the weakening of the Equatorial Undercurrent by TIWs
leads to a rectified cooling feedback on the cold tongue. To our knowledge, this effect has not
been documented before. In their study, Imada and Kimoto (2012) parameterize the TIW
heat flux effect by adapting the lateral diffusion to large scale features such as the latitude,
the horizontal mean currents, and stratification. In their paper, the authors did not look at
the impact of this parameterization on zonal currents, but it could be interesting to see if
improving TIW heat fluxes could also improve their large scale effect on the mean circulation.
Nevertheless, this effect should be accounted for in the future generations of climate models
through development of new TIW parameterizations or improvement of existing ones.

3.3.2 Author contributions

This is a collaborative work between my PhD advisors J. Boucharel and L. Renault, and
myself. The conceptualization of the study has been initially imagined by J. Boucharel and
L. Renault. I performed the simulations, the processing of the data and the original writing
of the draft. We all contributed to improving the methodology, discussing the results and
improving the article.
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4.1 Preamble

In 2021, the 2-year project "MUlti Scale Interactions in the PacifiC (MUSIC)" led by J.
Boucharel, L. Renault and M. Stuecker was funded by the Thomas Jefferson fund of the
French-American Cultural Exchange in Education and the Arts foundation. It aims at un-
derstanding how modes of climate variability, such as ENSO, the annual cycle, and TIWs,
interact with each others in the eastern tropical Pacific. The ultimate goal is to develop pa-
rameterization of TIWs to be implemented in GCMs, in order to reduce mean state bias and
improve the simulation of ENSO dynamics. As part of this project, I had the opportunity
to visit the University of Hawai’i for several weeks and collaborate with climate scientists M.
Stuecker and F.-F. Jin. This collaboration resulted in a study on the multi-scale interactions
between the eastern tropical Pacific ocean seasonal cycle and TIWs.

The annual cycle of equatorial oceanic features in the Pacific is modulated by external
forcing, such as solar heating and winds (Kessler (2006)), and by oceanic processes such as
mixing (Moum et al. (2013)). Large scale events like ENSO have been shown to non-linearly
interact with the annual cycle, leading to a modulation in the frequency of occurrence of these
events (Stuecker et al. (2013)). Characterizing and quantifying the processes that impact the
annual cycle of the main thermal and dynamical features of the tropical Pacific Ocean is a
necessary step toward improving our understanding of ENSO and multi-scale interactions in
the basin.

In this work, published in Geophysical Research Letters, I use the same set of forced ocean-
only simulations described in Chapter 3 to assess the impact of TIWs on the eastern tropical
Pacific seasonal variability. I also test the ability of a low horizontal resolution simulation of
1◦ in reproducing TIW-induced modulations of the eastern equatorial Pacific seasonal cycle,
and a similar simulation without nonlinear terms, to test a less subtle technique for TIW
damping. Hereafter, a copy of the study is provided as well as a summary of the main results.

4.2 Paper published in Geophysical Research Letters

An edited version of this paper was published by AGU. Copyright 2022 American Geophysical
Union.

Maillard, L., Boucharel, J., Stuecker, M. F., Jin, F.-F., & Renault, L. (2022). Modulation
of the eastern equatorial Pacific seasonal cycle by tropical instability waves. Geophysical
Research Letters, 49, e2022GL100991. https://doi.org/10.1029/2022GL100991
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Key Points:9

• Feedbacks from Tropical Instability Waves (TIWs) on the eastern equatorial Pacific10

Ocean seasonal cycle are quantified.11

• TIWs reduce the amplitude of the upper equatorial ocean temperature seasonal cycle12

by warming equatorial waters in boreal summer and fall.13

• TIWs stabilize and weaken the upper Equatorial Undercurrent year-round and pre-14

vent its re-intensification in boreal fall.15
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Abstract16

Feedbacks from Tropical Instability Waves (TIWs) on the seasonal cycle of the eastern17

Pacific Ocean are studied using two eddy-rich ocean simulations, with and without TIWs. By18

warming the equatorial waters by up to 0.4 ◦C through nonlinear advection in boreal summer19

and fall, TIWs reduce the amplitude of the seasonal cycle in upper ocean temperatures. In20

addition, TIWs stabilize the upper part of the Equatorial Undercurrent (EUC) through21

enhanced barotropic energy conversion, leading to a year-round weakening by −0.15 m.s−1
22

and preventing an unrealistic re-intensification in boreal fall usually found in non-eddy23

resolving models. A coarser simulation at 1-degree horizontal resolution fails to reproduce24

the TIW-induced nonlinear warming of equatorial waters, but succeeds in inhibiting the25

EUC re-intensification. This suggests a threshold effect in TIW strength, associated with26

the model’s ability to simulate eddies, which may be responsible for long-standing biases27

displayed by global climate models in this region.28

Plain Language Summary29

Tropical Instability Waves (TIWs) are meandering ocean waves that originate off the30

coast of Ecuador between June and December and propagate in the eastern equatorial31

Pacific Ocean. By mixing cold equatorial with warm off-equatorial waters, TIWs influence32

the climate of this key region for the global carbon cycle. In this study, we use a regional33

ocean model to quantify the impact of these waves on the upper-ocean seasonal cycle.34

We find that TIWs do not interact in the same way with ocean surface temperatures and35

currents. TIWs warm surface equatorial waters during the boreal summer and fall, reducing36

the amplitude of the seasonal temperature cycle. In contrast, TIWs reduce the strength of37

one of the strongest Pacific equatorial currents – the Equatorial Undercurrent – all year38

long. Moreover, TIWs prevent an unrealistic re-intensification of this current in boreal fall39

often found in models unable to simulate these waves accurately. In particular, we provide40

evidence that the horizontal resolution of most climate models is not sufficient to simulate41

accurately TIW impacts on the Pacific Ocean, particularly its temperatures. These findings42

highlight the necessity to incorporate TIW effects in the future generation of global climate43

models, via enhanced parameterization or increased horizontal resolution.44
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1 Introduction45

Tropical Instability Waves (TIWs) are long waves with wavelength of 800-2,000 km and46

period of 15-40 days (Qiao & Weisberg, 1995; Lyman et al., 2007), that propagate westward47

at the surface of the equatorial Pacific Ocean. They are observed through meanders of48

surface tracers such as temperature, salinity and oxygen (Legeckis, 1977; Lee et al., 2012),49

and alternating cusps of meridional velocities (Düing et al., 1975; Qiao & Weisberg, 1995),50

sea surface height (Miller et al., 1985; Escobar-Franco et al., 2022), and winds (Xie et al.,51

1998; Chelton et al., 2001).52

TIWs represent the dominant form of oceanic mesoscale activity in the tropics. They53

are generated by baroclinic and barotropic conversions of energy that are respectively related54

to the mean meridional gradient of temperature between the cold equatorial upwelled water55

and the surrounding warm tropical waters (Cox, 1980; Z. Yu et al., 1995; Masina et al.,56

1999), and to the meridional shear of zonal equatorial currents (Philander, 1976, 1978).57

TIWs modulate the climate variability of the tropical Pacific through complex two-way58

interactions over a wide range of timescales, from intraseasonal to interannual. For instance,59

TIWs warm the cold tongue and reduce the meridional gradient of temperature in a direct60

way, mostly via meridional Nonlinear Dynamical Heating (NDH, i.e., advection of anoma-61

lous temperatures by anomalous currents. See Menkes et al., 2006; Im et al., 2012; Graham,62

2014). They also reduce the average strength of equatorial currents and in particular the63

EUC. This reduces the volume of warm subsurface water brought from the western Pacific64

into the cold tongue, leading to a rectified cooling effect that partly counterbalances the65

direct TIW warming through NDH (Maillard et al., 2022). By modulating the heat and66

momentum budgets, TIWs have a complex impact on the mean flow of active and passive67

tracers, which together with their strong effect on the vertical oceanic mixing (Lien et al.,68

2008; Moum et al., 2009; Inoue et al., 2012; Holmes & Thomas, 2015) can substantially in-69

fluence biogeochemical properties (Eddebbar et al., 2021) in this key region for ecosystems70

and the global carbon cycle (Takahashi et al., 2009).71

TIWs are also at the heart of another well-known nonlinear interaction between in-72

traseasonal timescales and the El Niño-Southern Oscillation (ENSO), the strongest driver73

of interannual variability in this region. ENSO modulates TIW activity, enhancing it dur-74

ing La Niña and decreasing it during El Niño (W. Wang & McPhaden, 2000, 2001; An,75

2008). In turn, TIWs warm the cold tongue more during La Niña than El Niño, leading76
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to an asymmetric negative feedback that may partially explain the observed asymmetry in77

ENSO amplitude (e.g., Vialard et al., 2001; An & Jin, 2004; An, 2008). More recently,78

Boucharel and Jin (2020) developed an analytical formulation of the amplitude of TIWs79

that is modulated by both ENSO and the seasonal cycle. This formulation successfully80

reproduces the feedback of TIWs on ENSO, through the seasonal modulation of the NDH81

generated by TIWs (Xue et al., 2020, 2021). These studies highlight the central role played82

by the seasonal cycle in these multi-scale interactions between ENSO, TIWs, and the climate83

background state.84

Despite a roughly constant equatorial solar shortwave heat flux, the equatorial sea85

surface temperature (SST) and zonal currents have a pronounced seasonal cycle. TIWs86

are therefore modulated at seasonal timescales (Von Schuckmann et al., 2008; Im et al.,87

2012; M. Wang et al., 2019). The intensification of trade winds above the cold tongue88

region during the second half of the calendar year increases the equatorial upwelling and89

meridional temperature gradient and strengthens the South Equatorial Current, enhancing90

TIW activity from July to February (e.g., Contreras, 2002). However, the feedback of91

TIWs onto the eastern Pacific seasonal cycle has received much less attention since the92

seminal study by Im et al. (2012). Using an eddy-permitting ocean model, they suggested93

that the intensified TIW activity in boreal summer and fall warms the eastern equatorial94

Pacific SST due to in-phase NDH, by up to 1 ◦C month−1 during the active TIW period.95

This feedback between seasonal and intraseasonal variability requires a more in-depth study96

to fully understand the complex multi-scale interactions at the heart of which TIWs are97

embedded.98

In this study, we build up on the methodology developed and validated in Maillard et99

al. (2022) to evaluate and quantify TIW effects on the seasonal variations of the eastern100

equatorial Pacific thermo-dynamical properties. More specifically, we compare twin long-101

term regional 1/12◦ ocean simulations in which TIWs freely develop (TIW-RUN) or are102

removed (NOTIW-RUN). This technique allows us to explicitly quantify the rectified effects103

of TIWs on the seasonal cycle of the main thermal and dynamical features. We also compare104

two additional coarser resolution simulations (1◦ horizontal resolution), with (LR-RUN) and105

without non-linear terms in the momentum equation (NONL-RUN) to investigate to which106

extent low-resolution simulations with distinctly degraded TIW activity can reproduce the107

TIW-induced modulation of the eastern Pacific seasonal cycle. In the first result section, we108

show that the control TIW-RUN reproduces well the main characteristics of the observed109
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TIW seasonal cycle. In section 2, we focus on the impact of TIWs on the seasonal cycle of110

thermal and thermo-dynamical features of the upper ocean. The third section details the111

impact of TIWs on the seasonal cycle of dynamical features, with a particular emphasis on112

the EUC. The last section summarizes and discusses our results.113

2 Model and Methods114

The numerical model and configurations are the ones employed in Maillard et al. (2022),115

and the following model descriptions are derived from it with minor modifications. The116

reader is invited to refer to that study for more details.117

Ocean model simulations were performed using the coastal and regional ocean commu-118

nity model (CROCO, Shchepetkin & McWilliams, 2005, 2009; Debreu et al., 2012; Shchep-119

etkin, 2015). CROCO is a free-surface, terrain-following coordinate model with split-explicit120

time stepping and with Boussinesq and hydrostatic approximations. CROCO is imple-121

mented over the eastern tropical Pacific ocean (20◦S−40◦N, 185◦−68◦W). Tracers, surface122

elevation, and horizontal velocity initial and boundary information are derived from the123

Simple Ocean Data Assimilation 5-day reanalysis (SODA v3.4.2 on a 1/4◦×1/4◦ horizontal124

grid, Carton et al., 2018). The bathymetry is obtained from the Shuttle Radar Topography125

Mission (SRTM30 plus, Becker et al., 2009). The terrain-following configuration has 50126

vertical σ-levels, with stretching surface and bottom parameters of θs = 7, θb = 2, and127

hcline = 200 m. The K-profile parameterization is used to compute the vertical mixing128

of tracers and momentum (KPP; Large et al., 1994). The surface freshwater, heat, and129

momentum fluxes are estimated using the COARE bulk formulas (Fairall et al., 2003) with130

a surface stress-correction approach described in Renault et al. (2016, 2020). The precip-131

itation rate, the wind field at 10-m, the shortwave and longwave radiation flux, and the132

temperature and specific humidity at 2-m are derived from the hourly Climate Forecast133

System Reanalysis (CFSR and CFSv2, Saha et al., 2010, 2011).134

Four simulations are performed after a spin up of 7 years, and each four configurations135

is detailed hereafter and in Table S1. A set of two eddy-rich (dx = 1/12◦) simulations is136

carried out:137

• TIW-RUN, in which TIWs are free to develop and propagate;138

• NOTIW-RUN, in which TIWs are damped. One more year of spin up is done for this139

simulation to ensure its stabilization.140
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Following Maillard et al. (2022), in NOTIW-RUN, to damp TIWs, the meridional cur-141

rents v in the region of active TIWs are nudged online toward their monthly climatology142

calculated from TIW-RUN. This methodology removes most of TIW activity while keep-143

ing the equatorial dynamics and in particular the Kelvin wave activity mostly untouched.144

Indeed, only the amplitude of Kelvin waves is slightly different between TIW- and NOTIW-145

RUN (see Maillard et al. (2022), their Fig. 7c,d), which might be due to the TIW-Kelvin146

wave interactions (Holmes & Thomas, 2016; Escobar-Franco et al., 2022) or to the TIW-147

induced modification of the mean state. These two eddy-rich simulations are used to isolate148

the effect of TIWs on the ocean mean state, by subtracting the NOTIW-RUN from the149

TIW-RUN. Another set of two coarse-resolution (dx = 1◦) simulations is performed:150

• LR-RUN is used to test the ability of a model with similar horizontal resolution as151

most climate models used in the Coupled Model Intercomparison Project Phase 6152

(CMIP6, Eyring et al., 2016) to reproduce TIW-induced modulations of the eastern153

equatorial Pacific seasonal cycle.154

• NONL-RUN, in which non-linear terms in the momentum balance equation are dis-155

abled (see Gruber et al., 2011) largely reducing TIW activity through a less subtle156

technique.157

3 Results158

3.1 TIW Seasonality in the Ocean Model159

To evaluate the ability of the TIW-RUN to reproduce TIW variability, we compare160

simulated and observed variances of intraseasonal anomalies of SST (SST ′2) and meridional161

surface currents (v′2), based on 30-day high-pass filtered data. Next, a spatial high-pass filter162

of 12◦ longitude is applied to isolate fine-scale structures associated with TIWs. Note that163

a 5-day low-pass filter is also applied to observations to remove high frequency variability.164

Spatial and temporal filtering are performed by applying a centered running mean to the165

data.166

Figures 1a and 1b show the long-term mean of SST ′2 from the TIW-RUN and the167

observations (daily NOAA 1/4◦ Optimal Interpolation SST OISST v2 from January 1981168

to December 2019, Reynolds et al., 2007). The spatial patterns of SST ′2 are very similar, yet169

with an amplitude slightly overestimated in TIW-RUN compared to observations (+26% in170

the black box, 2◦− 5◦N, 160◦− 110◦W). The seasonal cycle of the simulated SST ′2 has the171
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Figure 1. Maps of mean TIW variance SST ′2 in (a) the simulated TIW-RUN (1980-2019),

and (b) observed OISST (1981-2019), (c,d) Same as (a,b) but for the TIW variance v′2, in (c) the

simulated TIW-RUN (1980-2019) and (d) GlobCurrent product (1993-2017). (e) Annual cycle of

SST ′2 averaged over the region 2◦ − 5◦N, 160◦ − 110◦W (black box in (a,b,c,d)). Shading shows

the interannual variability of the model (±1 std). (f) Same as (e) for v′2. (g) Monthly time series

of SST ′2 averaged over the same region. (h) Same as (g) for v′2.

same phase and displays a similar amplitude as the observations (Fig. 1e), and the monthly172

time-series of the simulated SST ′2 closely follows the observed interannual variations (Fig.173

1g) with a Pearson correlation coefficient of 0.85 (99% confidence level, see supporting Text174

S1)175
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Figures 1c and 1d show the long-term mean of v′2 from the TIW-RUN and the obser-176

vations (daily altimetric geostrophic and modeled Ekman currents from the GlobCurrent177

project at 1/4◦ from January 1993 to May 2017, Rio et al., 2014). The model reproduces178

well the observed dipole structure, yet with a stronger near-equatorial peak. However, the179

GlobCurrent currents might not be accurate at the equator, and several reanalyses (e.g.,180

GLORYS12, HYCOM, ECCO2 and GODAS) show contrasted patterns and intensities of181

v′2 (Xue et al., 2022). Nevertheless, the v′2 pattern in TIW-RUN is consistent with most182

reanalyses products, and with the standard deviation pattern of v′ obtained from altimeters183

in M. Wang et al. (2020). The box-averaged seasonality of v′2 follows that of SST ′2 (Fig.184

1f), and confirms that TIWs are active from July to February, in good agreement with the185

observations.186

The interannual variability of TIW variance is shown in shading in Figure 1e,f, and by187

the monthly time-series of v′2 and SST ′2 in Figure 1g,h. The intensity of TIW variance188

greatly varies from one year to another. For instance, the 2015 El Niño period leads to an189

almost nonexistent TIW activity whereas the TIW signal is very strong during the following190

La Niña events of 2016 and 2017. Boucharel and Jin (2020) demonstrated in their Figure191

3c that most of this interannual variability is dominated by ENSO, and by the amplitude192

modulation emerging from the nonlinear interaction between ENSO and the annual cycle,193

the so-called combination mode (Stuecker et al., 2013).194

Overall, the simulation captures well the TIW seasonal and interannual variability. In195

the following, a “TIW index” is defined as the monthly average of v′2, averaged over the196

black box in Fig. 1. Similar results are obtained when using SST ′2 as the TIW index (Table197

S2). The same diagnostic is performed on NOTIW-, LR-, and NONL-RUN and compared to198

the TIW-RUN (Fig. S1). In the NOTIW-RUN most of TIW variability is removed (removal199

of 91% of v′2 and 70% of SST ′2). The LR-RUN still reproduces half of TIW variability. In200

NONL-RUN, only SST ′2 is used to characterize TIW variability since this method creates201

a spurious noise in the velocities (Gruber et al., 2011). This last experiment simulates only202

19% of SST ′2.203

3.2 TIW Influence on the Upper-Ocean Temperature Seasonal Cycle204

Cold upwelled waters near the equator (Fig. 2a, averaged in the region delineated by205

white solid-lines, and from 0 to 50 m) are subject to a strong annual cycle, being warmer206
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Figure 2. Impact of TIWs on the upper temperature seasonal cycle. (a) Map of the 50-m

averaged temperature difference between TIW- and NOTIW-RUN (colors). The 27.5◦ C isotherm

is shown in plain and dashed bold contours for TIW- and NOTIW-RUN respectively. (b) Seasonal

cycle of TIW-RUN (solid gray line), NOTIW-RUN (dashed gray), LR-RUN (solid orange), and

NONL-RUN (dashed orange), and difference between TIW- and NOTIW-RUN (gray bars) for the

mean temperature averaged over the first 50 m in the plain-line white box (0◦−3◦N, 150◦−110◦W).

(c) Same as (b) but for the meridional temperature difference between dashed-line white box (3◦ −

8◦N, 150◦−110◦W) and plain-line white box averages. (d) Same as (b) but for NDH averaged in the

plain-line white box. Error bars denote the interannual variability (set to ±0.5 std for clarity). The

lag (e.g., “ 2 mo”, in month), the Pearson correlation coefficient r and its p-value are obtained from

a lead-lag analysis between the TIW index and the difference between TIW- and NOTIW-RUN for

the variable of interest.

from March to June and colder from August to January (Fig. 2b, curves). These cold207

waters are situated next to warm tropical waters, creating a similarly phased meridional208

gradient of temperature. Here, we use the 50-m averaged temperature difference between209

the northern off-equatorial (averaged in the region delineated by white dashed-lines) and210

equatorial (averaged in the region delineated by white solid-lines) waters as a proxy of211

the meridional temperature gradient (Fig. 2c). This strong gradient participates in the212

generation of TIWs through baroclinic instability, which in turn warms the cold upwelled213

waters via NDH during the period of active TIWs (Fig. 2d, solid gray line). Here, the214

NDH is defined as the 3-dimensional TIW nonlinear advection of heat −u′∇T ′ over the215

first 50 m, with primes denoting fluctuations from a temporal 30-day running-mean. On216
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average, TIWs warm waters between 0◦ − 3◦N by up to 0.4 ◦C in the first 50 m and cool217

the northern tropical waters by the same amount, decreasing the northward meridional218

temperature gradient (see Fig. 2a,c and Maillard et al., 2022). This process expands the219

cold tongue in the meridional direction, as depicted by the 27.5 ◦C isotherms of TIW-220

RUN (solid black line) and NOTIW-RUN (dashed black line), with their meridional extent221

differing by 100 km at 140◦W.222

In order to quantify TIW seasonal impacts on these thermal features, the differences in223

the annual cycles between TIW- and NOTIW-RUN are indicated in gray bars in Figure 2b–224

d. We also performed a lead-lag correlation analysis between the TIW-induced differences225

and the TIW index, to evaluate a potential delayed impact of TIWs on the thermal features.226

This lead-lag correlation analysis is simply giving the delay for which the two signals have the227

highest Pearson correlation coefficient. The impact of TIWs on upper ocean temperature,228

meridional temperature gradient, and NDH is shown to be highly correlated with TIW229

activity, with correlation coefficients of 0.64, −0.72 and 0.70 respectively (99% confidence230

level) and null lag values indicating a strong and sub-monthly amplitude modulation of the231

upper thermal oceanic structure by TIW-induced NDH, consistent with the study of Im et al.232

(2012). In particular, the impact of TIWs on thermal characteristics is stronger in boreal233

summer and fall (and stays significant until mid-winter, in particular for the meridional234

temperature gradient), when equatorial surface ocean temperatures are the coldest and the235

meridional temperature gradient is the strongest, than in boreal spring when the situation is236

reversed (Fig. 2b,c). This leads to a reduction of the amplitudes of both equatorial surface237

ocean temperatures and meridional gradient seasonal cycles.238

We emphasize that while the NDH is not increased by TIWs during the non-active239

TIW season (Fig. 2d, bars in March-April are not significantly different from zero), we still240

notice a slight increase of the temperature (0.2± 0.1 ◦C in March) and a moderate decrease241

(−0.4± 0.2 ◦C in March) of the meridional temperature gradient in this season. Therefore,242

TIWs are inducing a change in the seasonal cycle, which is not restricted to the period of243

active TIWs. This could indicate a more long-term impact of TIWs on the mean thermal244

state, with an integration over time of the fluctuating changes induced by TIWs.245

Compared to the TIW-RUN, the LR-RUN (solid orange line) underestimates NDH,246

most likely due to its reduced TIW activity described in section 3.1. Such low NDH can247

explain the overestimated meridional temperature gradient, and the underestimated equa-248
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torial temperature. However, the cold tongue temperature in the LR-RUN is 0.4 ◦C cooler249

on average than in the NOTIW-RUN, despite similar amplitude of the NDH. This sug-250

gests that reducing the horizontal resolution not only impacts TIW activity but also other251

circulation and dynamical features, making it difficult to disentangle the changes induced252

by TIWs from other changes associated with the decrease in resolution in this simulation.253

Compared to the LR-RUN, the NONL-RUN (dashed orange line) displays slightly weaker254

NDH from April to November due to weaker TIW activity, and an increased meridional255

temperature gradient from April to August, that is, the less active TIW period. This is256

counter-intuitive, as we would expect the difference to be strongest during the active TIW257

period. This suggests that other processes involving nonlinear momentum terms are modi-258

fying the large scale environment. Overall, the NONL-RUN is very similar to the LR-RUN,259

indicating no improvement in the ability of the LR-RUN to capture the TIW-induced NDH260

warming of equatorial waters.261

3.3 TIW Influence on the Equatorial Undercurrent Seasonal Cycle262

The EUC plays an essential role in the Pacific Ocean, transporting large amounts of263

water to the east along the equatorial thermocline. The EUC evolves zonally, getting closer264

to the surface as it flows eastward especially from April to May, when trade winds are weak265

(X. Yu & McPhaden, 1999). Here we evaluate its properties over the region where TIWs are266

the most active (140◦−120◦W), that is, where they most likely are able to induce large-scale267

circulation changes. The seasonal cycles of the EUC peak value and of the EUC transport268

are shown in Figure 3a,b. The impact of TIWs on the peak value of the EUC and on its269

transport is illustrated by the gray bars.270

The first remarkable result is the year-long TIW-induced reduction of the EUC strength271

of −0.15 ± 0.02 m.s−1 on average (Fig. 3a), highlighting a time-integrated effect of TIW272

activity onto the EUC annual cycle. This is confirmed by the one-to-two months lags and273

moderate values of correlation coefficients with TIW activity (2-, 1-month lags and -0.38,274

-0.54 correlation coefficients, with 85% and 99% confidence levels respectively for the peak275

value and transport).276

To investigate the dynamical processes at play behind this seasonal rectification of the277

EUC, Figure 3c,d shows the climatology of (1−∂2
yu/β) (shading) and of the dominant term278

of the barotropic conversion rate (thin contours) defined as −u′v′∂yu with primes denoting279
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Figure 3. Impact of TIWs on the EUC seasonal cycle. (a) Seasonal cycle of TIW-RUN (solid

gray line), NOTIW-RUN (dashed gray), LR-RUN (solid orange) and NONL-RUN (dashed orange),

and difference between TIW- and NOTIW-RUN (gray bars) for the maximum value of EUC (maxi-

mum of the eastward u averaged between 140◦−120◦W, in the 4◦S−3◦N and 0−200 m range). (b)

Same as (a) but for the mean value of the EUC transport (eastward u integrated between 4◦S−3◦N,

140◦ − 120◦W, 0− 200 m). (c) Depth-latitude sections of the barotropic instability criterion (shad-

ing) and barotropic conversion rate (thin contours every 10×10−5 cm2.s−2) for TIW-RUN for each

climatological season (November to February (left), March to June (middle) and July to October

(right)), averaged between 140◦ − 120◦W. (d) Same as (c) but for the NOTIW-RUN. Bold con-

tours depict the zero value of the instability criterion, that is, the locations satisfying the Rayleigh

criterion of barotropic instability.

deviations from a temporal 30-day running mean only. According to the Rayleigh-Kuo’s280

inflection theorem (lan Kuo, 1949), a necessary condition for a flow to be barotropically281

unstable is that the gradient of the absolute vorticity, β − ∂2
yu, changes sign and thus282

somewhere (1− ∂2
yu/β) = 0. Areas where this criterion is satisfied are shown in black bold283

contours for TIW-RUN (Fig. 3c) and NOTIW-RUN (Fig. 3d). In both runs, this criterion284

is satisfied between 100 − 200 m depth on each side of the equator. In the NOTIW-RUN,285

the criterion is also met in the upper 100 m in the Northern Hemisphere, all year long (see286

also Fig. S2) while it is most of the time maintained below 50-100 m depth in the TIW-287

RUN. This potential stabilization of the upper layer could occur through the barotropic288

conversion of energy, as indicated by the thin contours in Figure 3c. This conversion is289

responsible for the formation of TIWs, which highlights their key role in stabilizing the near290

surface ocean. By contrast, TIWs in the NOTIW-RUN are too weak to break this unstable291
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state by converting the mean energy contained in the EUC into eddy energy. The unstable292

state therefore persists all year, concurrently with the observed permanent stronger EUC in293

the absence of TIWs.294

The second intriguing result is the near disappearance of the second seasonal maximum295

in EUC intensity and transport during the second half of the calendar year, in the TIW-RUN296

(Fig. 3b). Indeed, the EUC transport in the NOTIW-RUN is shown to increase again in297

June, reaching a second maximum in October, which is associated with a re-strengthening298

and shoaling of the EUC (Fig. S3). However, as the EUC starts to decrease in spring and299

remains weak throughout the rest of the year, this second maximum mostly disappears in300

the TIW-RUN. The EUC re-intensification seems partly inhibited by the increased TIW301

activity starting in May/June in the TIW-RUN. Again, this could be linked to mechanisms302

of TIW-induced stabilization of the near surface flow (Fig. 3c,d). This re-intensification of303

the EUC in the eastern Pacific is not observed in SODA v3.4.2 ocean reanalysis product304

(Figs. S4 and S5), nor in in-situ observations (X. Yu and McPhaden (1999), their Figure 4).305

Note that due to the scarcity of EUC observations, we cannot apply the same diagnostics306

because it requires data over the entire latitudinal extent of the EUC. Thus, we can only307

hypothesize that this strong semi-annual cycle is not realistic.308

Because the LR-RUN does not reproduce TIW variability accurately (see section 3.1), it309

should be expected that the EUC seasonal cycle shape resembles that of the NOTIW-RUN.310

However, even though LR-RUN exhibits a weak EUC, its seasonal cycle matches that of the311

TIW-RUN, with no clear EUC re-intensification in October. The NONL-RUN, however,312

shows a very clear EUC semi-annual cycle, even more pronounced than in the NOTIW-313

RUN, even if the second peak in the transport, driven by the intensification of the core,314

is not accompanied by a shoaling like in NOTIW-RUN (Fig. S3). This may indicate that315

a 1◦ horizontal resolution simulation resolves TIWs with sufficient strength to trigger this316

effect on the seasonal zonal equatorial circulation. This suggests the existence of a threshold317

in TIW activity beyond which the TIW-induced barotropic conversion is strong enough to318

stabilize the large-scale circulation, inhibiting the EUC re-intensification and preventing a319

potentially unrealistic semi-annual cycle.320
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4 Summary and Discussion321

In this study, we assess the modulation of the eastern tropical Pacific seasonality by322

TIWs, using a regional ocean model. Following the methodology of Maillard et al. (2022),323

we compare a 1/12◦ regional eddy-rich simulation to one where TIWs are removed. We also324

consider a 1◦ simulation in which the coarse resolution prevents TIWs to be fully resolved,325

and a similar configuration where the nonlinear terms in the momentum equation are turned326

off to reduce the TIW activity even further.327

Overall, our results highlight two types of seasonal changes of the eastern equatorial328

Pacific climate induced by TIWs:329

• A direct (sub-monthly) effect on the upper ocean equatorial heat budget. This effect330

is driven by the TIW-induced NDH, which is itself modulated by the seasonal cycle.331

It leads to a meridional extension of the cold tongue, and to the weakening of the sea-332

sonal amplitude of the upper equatorial temperature and the meridional temperature333

gradient. This effect is not well captured by our 1◦ horizontal resolution simulation334

due to an underestimation of TIW activity.335

• A rectified and delayed (one-to-two months) effect on the subsurface equatorial cir-336

culation that induces (i) a year-long weakening of the EUC of 0.15 m s−1 on average,337

most likely induced by the barotropic energy conversion that generates TIWs and338

leads to a stabilisation of the upper ocean, along with (ii) a change in the EUC sea-339

sonal phasing (i.e., an annualization of a potentially unrealistic semi-annual variabil-340

ity of the EUC in the absence of TIWs). This last effect does not seem proportional341

to TIW strength but rather triggered when TIW activity passes a certain threshold.342

Note that these results hold when TIW-RUN is degraded to the similar coarse horizontal343

resolution as the LR-RUN (Fig. S6).344

The semi-annual variability of the eastern EUC has been noticed in several simulations345

of the eastern Pacific Ocean (e.g., Harrison et al. (2001) their Figure 1, Keenlyside and346

Kleeman (2002) their Figure 6b). To our knowledge, it has not been noticed in observations347

(X. Yu & McPhaden, 1999) that are nonetheless very sparse for the EUC, nor in the SODA348

v3.4.2 ocean reanalysis. Failing to simulate the eastern EUC seasonal cycle in low-resolution349

models could for instance cause an inaccurate shoaling of the EUC that may impact Kelvin350

waves through stratification changes, and influence ENSO initiation.351
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Using a simple conceptual 1-dimensional linear model, Boucharel and Jin (2020) have352

shown that the seasonal modulation of TIW activity (and thus of TIW induced NDH) could353

lead to a nonlinear rectification of the upper eastern Pacific temperatures (their Fig. 6b).354

Based on their results, one would expect that TIWs could impact circulation via u′∇v′ in355

the same way that TIWs impact temperature via NDH. It is not the case here, indicating356

that a new formulation of the theoretical framework of Boucharel and Jin (2020) is needed357

to better delineate the rectification effects of TIWs on both temperature and currents.358

Finally, interestingly, the LR-RUN fails to reproduce the NDH effects of TIWs but359

manages to reproduce the seasonal cycle of the EUC. This indicates a need to develop360

scale-aware parameterizations in low-resolution models that do not properly resolve TIWs361

in order to reproduce more accurately the eastern Pacific Ocean.362
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Text S1: Confidence level of a correlation

Confidence levels for the correlations are obtained from a null hypothesis of non-correlation. For

instance, the hypothesis of non correlation is rejected at a 99% confidence level if the associated

p-value is less than 0.01. The p-value is based on the effective degrees of freedom estimated from

the auto-correlation function. For a time series of a red noise, n = N/2L with n the effective

degrees of freedom, N the sample size and L the e-folding time-scale of the auto-correlation

function.
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Figure S1. Mean values of TIW variance SST ′2 (black dots) and v′2 (blue cross) averaged

over the 40 simulated years and over 2◦– 5◦N, 160◦– 110◦W, for each simulations.
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Figure S4. Seasonal cycle of (a) maximum and (b) transport of EUC, for TIW-RUN (solid

black line), NOTIW-RUN (dashed black line), and SODA v3.4.2 (solid red line). The EUC is

defined here as the positive u velocities averaged between 140◦– 120◦W, and located between 4◦S

– 3◦N and 0 – 200 m.
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Figure S6. Seasonal cycles of the main features described in the manuscript, for TIW-,

NOTIW-, LR-, NONL-RUN and degraded TIW-RUN to the same grid as LR-RUN, i.e., 1◦

horizontal resolution (DEGRAD-RUN, red line).
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Table S1. Configuration of each ocean simulations used in the study

horizontal resolution Nudging of v nonlinear momentum terms
TIW-RUN 1/12 ◦ no activated
NOTIW-RUN 1/12 ◦ yes activated
LR-RUN 1◦ no activated
NONL-RUN 1◦ no deactivated

Table S2. lead-lag analysis of TIW impacts for several TIW index

TIW index v′2 TIW index T ′2

lag (months) r lag (months) r
EUCmax 2 −0.38 2 −0.38
EUCtransp 1 −0.54 1 −0.60
T 0 0.64 0 0.63
∆T 0 −0.72 0 −0.72
−u′∇T ′ 0 0.70 0 0.79
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4.4 Conclusion

4.4.1 Summary

This work highlights a non-negligible TIW-induced modulation of the annual cycle amplitude
of upper temperature in the cold tongue region by up to 0.4◦C, mainly explained by an in-
creased warming through nonlinear eddy advection in boreal summer and fall. The results
also indicate that TIWs modulate the seasonal cycle of the EUC, stabilizing and weaken-
ing it by −0.15 m.s−1 throughout the year, preventing what appears to be an unrealistic
re-intensification in boreal autumn. This re-intensification is thought to be unrealistic as
it has not been noticed in observations nor in SODA v3.4.2 reanalysis. However, it often
seems to be found in low resolution climate models that do not simulate eddies properly.
Moreover, the coarser simulation (LR-RUN, 1◦ horizontal resolution) fails to reproduce the
TIW-induced nonlinear warming of equatorial waters, but succeeds in inhibiting the EUC re-
intensification in boreal autumn. This suggests a threshold effect in TIW strength associated
with the ability of the model to simulate eddies, which indicates a need to develop scale-aware
parameterizations of TIWs in low-resolution models.

The seasonally modulated direct effect of TIWs through NDH on ENSO has been con-
ceptualized by Xue et al. (2020) based on the theoretical approach by Boucharel and Jin
(2020), with the idea of parameterize the TIW induced NDH into simple ENSO models, and
ultimately into GCMs. The study presented here could serve as the foundation of a similar
theoretical work to quantify the seasonally modulated TIW effect on zonal momentum and
circulation, to improve the understanding of ENSO-TIWs interaction and perfect the TIWs
parameterization schemes.

4.4.2 Author contributions

This work comes from a collaboration between my PhD advisors J. Boucharel and L. Renault,
scientists from the University of Hawai’i M. Stuecker and F.-F. Jin, and myself. All authors
contributed to the conceptualization of the study, during the visit of J. Boucharel, L. Renault
and myself to the University of Hawai’i. I performed the simulations, the processing of the
data and the original writing of the draft. We all contributed to improving the methodology,
discussing the results and improving the article.
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5.1 Preamble

In previous Chapters, we have established that TIWs interact with the eastern tropical Pacific
oceanic variability over a multitude of time scales through direct and indirect (or rectified,
i.e., through modification of larger scale features) feedbacks. Direct and indirect effects have
also been observed in the atmosphere.

Locally, TIW-induced (and more generally, mesoscale and submesoscale-induced) fluctu-
ations of SST and oceanic currents can influence the low-level winds, the surface wind stress
variability, and the turbulent heat fluxes through two main feedbacks: the Thermal Feed-
back (TFB) and the Current Feedback (CFB). TFB represents the influence of the SST on
the overlying atmosphere. It has a "top-down" (i.e., induced by the overlying atmosphere)
effect on the wind and surface stress (Chelton et al. (2001); O’Neill et al. (2012)) through
two distinct mechanisms (Small et al. (2008)). On the one hand, in the lower troposphere,
large eddies and turbulence are influenced by the local SST, that also affects the atmospheric
stability. Over warmer waters, the destabilized atmosphere causes a larger vertical mixing
and more intense surface winds. On the other hand, local SST gradients also cause a thermo-
dynamic adjustment of the air density, which can modulate the surface wind through pressure
gradient. Mesoscale TFB also has a direct influence on the turbulent heat fluxes by alter-
ing the temperature and humidity gradients between the atmosphere and the ocean and by
altering, as described above, the wind. It is also worth noting that mesoscale TFB can also
have an influence on the clouds and precipitation, as shown by Frenger et al. (2013). The
CFB (e.g., Bye (1985); Duhaut and Straub (2006); Renault et al. (2016b)) has a "bottom-up"
(i.e., induced by the underlying ocean) effect by directly modifying the surface stress through
changes in ocean current anomalies, that can in turn alter the low-level winds. Turbulent
heat fluxes can also be to a less degree modified by CFB. For more details on these feedbacks,
the reader is invited to refer to Small et al. (2008) and to the introductory section of Renault
et al. (2019a), which provides a comprehensive overview of the processes involved in these two
feedbacks and their implications. Overall, these effects have been shown to damp the TIW
activity (Pezzi (2004); Seo et al. (2007b); Small et al. (2009); Zhang (2014)).

At larger scale, the atmosphere can influence TIWs mainly through modifications of the
oceanic mean state. For instance, Imada et al. (2012) found that despite the above mentioned
local negative atmospheric impact on TIWs, increasing the horizontal resolution of the atmo-
spheric component in a coupled model improves the large scale wind curl representation in the
ITCZ, which in turn lead to an enhanced SEC/NECC shear, stronger barotropic instability
and thus strengthened TIW activity.

Rectifying effects of the oceanic waves onto the atmosphere have also been noticed in
several studies. For instance, Hashizume et al. (2001) found evidences in observations of
remote TIW-induced ITCZ variability during the 1999 La Niña, with clouds and precipitation
patterns at 7◦N correlated to TIW pattern located further south. By comparing atmospheric
simulations forced either by only climatological SST, or by climatological SST plus monthly
SST anomalies induced by TIWs, Jochum et al. (2007b) investigated the long-term effect of
TIWs on the atmosphere. They found an increase in rainfall and wind stress interannual
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variability, reaching 35% in the tropical band. Other modelling studies based on adding or
not the TIW-induced wind stress (due to mesoscale TFB) feedback onto the ocean (Zhang
and Busalacchi (2008); Zhang (2014); Pezzi (2004)) suggest that this feedback goes beyond
local effects, and can rectify the large scale thermodynamics of the ocean. For instance, Pezzi
(2004) showed that the negative feedback of the atmosphere on TIW activity (i.e., a damping
of the TIW activity) leads to stronger equatorial currents and cooler cold tongue, due to a
reduced momentum and heat transport.

Such noticeable TIW effects on the oceanic and atmospheric variability in the tropical
Pacific are likely to trigger significant changes in the characteristics of the El Niño - Southern
Oscillation (ENSO), the strongest driver of the interannual air-sea coupled variability in this
region (see Chapter 1 for more details). Figure 5.1a shows the evolution of the interannual
SST anomalies averaged in the widely-used Niño 3 box (4◦S – 4◦N, 150◦– 90◦W, black line)
and of the interannual anomaly of the "TIW-index" (blue line) defined as the TIW-induced
SST variance SST ′2 averaged over the region 2◦– 5◦N, 160◦– 110◦W (see Chapter 3) in the
ocean-only simulation TIW-RUN. A significant (at the 99% confidence level, p-value ≤ 0.01)
anti-correlation of −0.58 between the two time series reveals that ENSO and TIW interannual
variability are strongly related, with in particular an increase in TIW activity during La Niña
episodes, and a decrease during El Niño episodes. This modulation of TIWs by ENSO has
been noticed and described in observational (Wang and McPhaden (2000); Wu and Bowman
(2007)) and modelling (Vialard et al. (2001); Yu and Liu (2003)) studies, and reviewed by
An et al. (2020). For instance, using a 28-year long ocean-atmosphere coupled simulation Yu
and Liu (2003) found that this modulation is due to the cooling of the cold tongue during
La Niña events, which increases the meridional temperature gradient, thus reinforcing the
baroclinic instability that triggers TIWs. Conversely, the weak baroclinic instability during
warm El Niño events attenuates TIW activity.

On this basis, Xue et al. (2020) introduced a new index, Niño D, defined as the meridional
difference in SST anomalies between off-equatorial (3◦N – 8◦N, 150◦– 110◦W) and equatorial
(3◦S – 3◦N, 150◦– 110◦W) water. Compared to the traditional Niño 3 and Niño 3.4 indices,
this index better accounts for the changes in meridional temperature gradient induced by
ENSO, which modulate TIW activity at interannual time scales. The interannual anomalies
of Niño D and of the TIW index (SST ′2) are shown in Figure 5.1b. The correlation coefficient
between these two curves reaches 0.71 (99% confidence level, p-value < 0.01), revealing a
stronger relationship between TIW activity and Niño D than the one obtained using Niño 3
(Fig. 5.1a).

In turn, TIWs may influence the El Niño-Southern Oscillation (ENSO) evolution in several
ways. First, modelling (Holmes and Thomas (2016)) and observational (Escobar-Franco et al.
(2022b)) studies revealed a nonlinear interaction between TIWs and intraseasonal Kelvin
waves, that could potentially modify the air–sea coupled feedbacks necessary to amplify ENSO
events.

Second, TIWs can feedback onto ENSO through their induced stochastic ocean variability.
In a recent study, Holmes et al. (2019) complemented the large body of research on the effect
of chaotic atmospheric variability on ENSO (e.g., Moore and Kleeman (1999); Levine et al.
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Figure 5.1: Monthly time series of SST interannual anomalies averaged in the (a) Niño 3
box and (b) Niño D box (black lines) and interannual anomalies of TIW associated SST
variance SST’2 averaged over the region 2° – 5°N, 160° – 110°W (blue line), in the ocean-only
TIW-RUN. The correlation coefficient r between the time series is indicated in the upper left
corner.

(2016); Hayashi and Watanabe (2017)) by quantifying the contribution of ocean internal
variability to the strength of an El Niño event. In particular, using an ensemble of ocean
model simulations at 1/4◦ horizontal resolution coupled to a simple atmospheric model and
initiated by a wind burst in the western Pacific to trigger an El Niño event, they found that
TIWs induce a spread in the Niño 3 index of ±0.34°C, corresponding to ±45% of the ensemble
mean. This indicates that ENSO irregularity might be increased due to the TIW-induced
oceanic mesoscale variability.

Lastly, through their anomalous meridional heat advection into the cold tongue, TIWs
can feedback onto the ENSO cycle. During La Niña, the increased TIW activity leads to
a warm anomaly in the cold tongue, which attenuates La Niña. Conversely, the decrease of
TIW activity during El Niño leads to a cold anomaly in the cold tongue, which also attenuates
El Niño. Because this anomalous TIW effect on ENSO is stronger during La Niña than El
Niño, TIWs act as a negative feedback onto ENSO (An (2008); Wang and McPhaden (2000,
2001); Boucharel and Jin (2020); Xue et al. (2020)), potentially explaining the ENSO cycle
asymmetry (An and Jin (2004)). Note that in terms of raw signal (not anomalies), we can
expect a weak/moderate El Niño to have a small TIW activity, which could have a positive
feedback on it. However, during a strong El Niño without TIW activity, the instability waves
will not exert any feedback on this event since they are not generated.

In particular, using an ocean reanalysis, An (2008) found that the interannual anomaly of
heat flux convergence (equivalent to NDH) due to TIWs was stronger during La Niña than El
Niño events: an increase of 1◦C in Niño 3.4 leads to TIW-induced NDH of −0.048◦C month−1,
while a decrease of 1◦C in Niño 3.4 leads to TIW-induced NDH of +0.077◦C month−1. Incor-
porating the TIW-induced NDH into the classic recharge-discharge ENSO conceptual model
(Jin (1997a)), An (2008) found that the TIW feedback could indeed partly explain the El
Niño-La Niña amplitude asymmetry, with an increase of 0.47 in the eastern Pacific SST
anomaly skewness (i.e., the third-order statistical moment).
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Using observational and reanalysis products, Xue et al. (2021a) compared the development
of the 1998/99 and 2016/17 La Niña, with a particular focus on the role of TIW activity. While
the 1998/99 La Niña is strong, the 2016/17 La Niña seems inhibited by an important TIW
activity arising from increased baroclinic instabilities triggered by a stronger than normal
meridional SST gradient in the eastern Pacific. The authors hypothesized that the long-lasting
ENSO meridional discharge of heat that occurred after the 2015/16 El Niño contributed to
the warm off-equatorial SST anomalies and thus to an enhanced meridional gradient. They
also found that the delayed 1983/84 La Niña might also have been hindered by a comparably
delayed strong TIW activity, in a similar fashion as the 2016/17 La Niña. As concluded by
the authors,

"ENSO diversity requires careful assessment of each event’s individual time evo-
lution."

Although the wide regime-spanning (Kug et al. (2009)) and irregularity (An et al. (2020))
of ENSO make it difficult to study its interaction with TIWs, the role of TIWs in the ENSO cy-
cle and in particular in the development of La Niña events requires a thorough understanding
in order to be considered in ENSO forecasts and improve predictions.

In this Chapter, the TIW-damping methodology detailed in Chapter 2 is used in a coupled
ocean-atmosphere model to investigate and quantify the complex feedbacks of TIWs onto
ENSO. To motivate the use of a coupled model and as a preliminary diagnostic, Figure 5.2
shows the relationship between the interannual anomalies of the TIW index SST ′2, and of
Niño D in both the TIW-RUN (black) and NOTIW-RUN (magenta) ocean-only simulations
(see Chapter 3 and Chapter 4).

The time series of the raw Niño D is shown in Figure 5.2a. Strong Niño and Niña events
are defined as events with a Niño D anomaly index higher (respectively lower) than 0.3oC

(respectively −0.3oC) in the TIW-RUN, during at least 3 consecutive months and indicated
respectively in orange and green shaded areas. Several interesting features are noticed: (1) the
Niño D is seasonally modulated, being stronger in the second half of the year; (2) this seasonal
cycle is different between TIW- and NOTIW-RUN, especially during the strong phase of the
cycle which corresponds to the period of active TIWs (Fig. 5.2d, and Chapter 4); (3) This
last observation is not true during the strongest El Niño events of 1983, 1987, 1997, and 2015,
during which the two signals are identical, probably due to the absence of TIWs during these
events;

The next step is to compute the interannual anomalies of Niño D, to provide a better
picture of the impact of TIW on the interannual variability. Two methods can be used to
compute the interannual anomalies:

• The first method is to consider each run as two separate worlds. The interannual
anomalies are thus computed as the deviation from each run’s monthly climatology
depicted in Figure 5.2d. The time series is shown in Figure 5.2b. In that case, strong
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Niño events are weaker in TIW- than in NOTIW-RUN, while strong Niña events are
similar.

• The second method consists in considering both runs as a part of the same world.
The interannual anomalies are computed as the deviation from a common climatology
depicted in cyan in Figure 5.2d. The time series (Fig. 5.2c) now indicates that La Niña
events are weaker in TIW- than in NOTIW-RUN, while El Niño events are similar.

As the real net effect observed in the raw Niño D signal indicates no changes during El Niño
events and weaker values during La Niña events in TIW-RUN, I chose to use the second
definition of interannual anomalies, i.e., a departure from a common climatology, because it
preserves the above-mentioned information. However, this choice may be questioned. Indeed,
we could interpret the first method as an indication that the seasonal decrease of Niño D
induced by TIWs is not stronger during La Niña events than during normal years. This
choice thus requires further considerations.

Using the second definition of interannual anomalies, the scatter plot of Niño D anomaly
versus SST ′2 anomaly (Fig. 5.3a) confirms the nonlinear relationship between the ENSO
phase and the strength of TIW activity found in previous studies (An (2008); Boucharel and
Jin (2020); Xue et al. (2020)). In particular, a stronger TIW activity is associated in both
simulations with increased values of Niño D (i.e., a strengthened SST meridional gradient)
as we saw in Figure 5.1b. The restriction of this scatter plot to either El Niño (Fig. 5.3b)
or La Niña (Fig. 5.3c) events only essentially confirms this nonlinear relationship. While no
changes in the El Niño-TIW strength relationship is evidenced between the two simulations,
the correlations between Niño D and the TIW index increases by 0.29 (going from 0.40 to
0.69) during La Niña in the absence of TIWs.

Figure 5.2: Influence of TIWs on the meridional gradient of temperature (Niño D) in the
ocean-only simulations. (a – c) Time series of (a) raw Niño D, (b) interannual anomalies
of Niño D computed from individual climatologies, and (c) interannual anomalies of Niño
D computed from a common climatology. (d) Monthly climatologies of Niño D from TIW-,
NOTIW-RUN and the common climatology to both runs, with shading indicating the ±1
interannual standard deviation. Strong Niño (Niña) events are indicated by orange (green)
shaded areas, and defined as events with a Niño D anomaly index higher (lower) than 0.3oC
(−0.3oC) in the TIW-RUN, during at least 3 consecutive months.

While such results are in line with the nonlinear asymmetrical feedback of TIWs onto
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Figure 5.3: Scatter plots of interannual anomalies of Niño D computed from a common
climatology, versus the interannual anomalies of TIW-index (SST ′2), for (a) all, (b) strong
El Niño events and (c) strong La Niña events. r indicate the Pearson correlation coefficient
between Niño D anomaly and anomalous TIW-index.

ENSO evidenced in earlier studies, using ocean-only simulations to diagnose TIW effects
onto the air-sea coupled ENSO phenomenon presents serious limitations. For instance, the
TIW imprint remains present in the atmospheric forcing (e.g., Seo et al. (2007a); Small et al.
(2009)), which evidently leads to a discrepancy between the oceanic state and the overlaying
atmosphere. Therefore, ocean-atmosphere coupled simulations are needed to fully account
for all air-sea interactions induced by the presence of TIWs. In this Chapter, the ENSO-TIW
relationship is investigated in an ensemble of ocean-atmosphere coupled simulations of the
2015-2018 ENSO cycle using the damping methodology previously described. In the First
Section, the ocean and atmosphere models are described and the simulations are validated
with respect to a multitude of observational data sets and reanalyse products. In Section 2,
the effects of TIWs on the ENSO cycle are investigated. The Last Section summarizes and
discusses our findings.

5.2 Data and Methods

This section aims at describing the ocean-atmosphere coupled simulations and their validation.

5.2.1 Models

The oceanic model - CROCO
The oceanic part is performed using the CROCO model at a spatial resolution of 1/14° with
50 vertical σ levels, and stretching parameters hcline = 200 m, θb = 2, and θs = 7. The model
domain is 185°W-70°W, 15°S-20°N. Note that the size of the domain is reduced with respect
to the previous forced ocean-only simulations, for two reasons: (1) to reduce computational
costs and (2) to better constrain ENSO events, that are present in the boundary forcing.
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It is initiated and forced at the boundaries using data derived from the Simple Ocean Data
Assimilation 5-day reanalysis (SODA 3.4.2 on a 1/4° × 1/4° grid, Carton et al. (2019)). The
K-profile parameterization (KPP; Large et al. (1994)) is used for vertical mixing of tracers
and momentum. The bathymetry is obtained from the Shuttle Radar Topography Mission
(SRTM30 plus, Becker et al., 2009). The model is spun up for 11 years starting from the
SODA v3.4.2 January 1st 2014 conditions, and forced by atmospheric fluxes derived from the
hourly Climate Forecast System Reanalysis (Saha et al. (2010, 2011)) until the kinetic energy
and tracers fields are stabilized (Fig. 5.4).

Figure 5.4: Volume averaged kinetic energy, temperature and salinity fields from the ocean
model during the 11 spinup years

The atmospheric model - Weather Research and Forecast

The atmospheric part is performed using the Weather Research and Forecast (WRF)
model version 4.2, using a single grid over the same eastern Pacific region but slightly larger
than the CROCO grid and with a horizontal spatial resolution of about ∼25 km. The model is
initialized from the atmospheric ECMWF Reanalysis v5 (ERA5, Hersbach et al. (2020), ∼25
km spatial resolution) produced by the Copernicus Climate Change Service (C3S). We used
the hybrid vertical coordinate with 50 vertical levels and the following stretching parameters
(dzstretch_u = 1.3; dzstretch_s = 1.3; dzbot = 20; max_dz = 1000; p_top_requested =
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1000), allowing us to have the first level set at 10 m over the ocean and about half of them
in the lowest 1.5 km.

Several parameterizations were tested, in particular related to the droplet concentration
and the cumulus convection scheme. Figures 5.5 – 5.7 present ocean-atmosphere simulations
from January 2014 to September 2014, that take into account or not the droplet concentration
("drop"/"nodrop" (Jousse et al. (2016)), in solid/dashed lines), and with two different con-
vective parameterization schemes ("cu11": multi-scale Kain–Fritsch convective scheme (Zheng
et al. (2016)); "cu14": scale-aware New Simplified Arakawa-Schubert scheme (Kwon and Hong
(2017)), in orange/blue lines), and their bias compared to observations. We chose the "cu11"
scheme, as the "cu14" scheme leads strong cold SST bias reaching -2◦C in the cold tongue,
which is our main region of interest. In the "cu11" simulations, the "drop" one was selected
as it reproduces a more accurate seasonal cycle in terms of SST, shortwave radiation and net
heat flux. Yet, this "cu11 drop" simulation displays a time delay of 2 month in the shortwave
radiation seasonal cycle compared to observations (Fig. 5.6).

Finally, the set of parameterizations found to be the most adequate in representing the
mean state and seasonal to interannual variability of the Eastern tropical Pacific is the fol-
lowing : the 6-class microphysics scheme Hong and Lim (2006) taking into account droplet
concentration Jousse et al. (2016), the multi-scale Kain–Fritsch convective parameterization
scheme Zheng et al. (2016), the Goddard scheme for longwave and shortwave radiations Chou
and Suarez (1999), the Noah land surface model Skamarock et al. (2008), the Revised MM5
Monin-Obukhov scheme for surface layers, and the YSU planetary boundary layer scheme
Hong et al. (2006). As we will see in the following, it seems that the horizontal resolution of
the atmospheric model may lead to bias in the stratocumulus cloud deck, that does not seem
improved after tuning the convection scheme. One solution would be to increase the spatial
resolution to explicitly resolve the convection of clouds. However, this would require a high
resolution, from the current ∼25 km to ∼2 km, which would generate a high computational
cost.

5.2.2 Coupled Experiments

Ocean-Atmosphere coupled simulations are performed using the coupler OASIS3MCT-2.5
(Craig et al. (2017)), which allows exchanging hourly-averaged of heat (net shortwave radia-
tion, net heat flux), momentum, and freshwater fluxes from WRF to CROCO and SST and
currents data from CROCO to WRF, every hour.

The control simulations (TIW-RUN) consist in an ensemble of 5 members starting from
slightly perturbed oceanic conditions. The perturbations are done by using the initial condi-
tions from the five last model time steps of the spinup. The damping of TIWs (NOTIW-RUN)
in the oceanic model is done using the nudging methodology detailed in Chapter 2 and used in
Chapter 3 and Chapter 4, although with some minor methodological differences. The merid-
ional currents are nudged at a 5-day time scale toward the monthly climatology estimated
from the 5-members ensemble. The Gaussian standard deviation used for the spatial filtering
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Figure 5.5: SST mean and seasonal biases between observations (OISST) and several ocean-
atmosphere simulations with changing droplet concentrations ("drop": solid lines, "nodrop":
dashed lines) and convection schemes ("cu11": orange lines, "cu14": blue lines), between
January 1st 2014 and September 30th 2014 (see text for details). The seasonal cycle is
obtained by averaging the SST in the Niño 3 box, shown in black lines on the maps.

Figure 5.6: Same as Fig. 5.5 for shortwave radiation (observations: CERES)

is decreased from 10◦ in the ocean-only simulation to 5◦in the coupled runs in order to reduce
potential impacts of the nudging on the propagation and amplitude of off-equatorial Rossby
Waves (see Chapter 2 for details).

The ocean and atmosphere models are forced at the boundaries by the Simple Ocean Data
Assimilation 5-day reanalysis on 1/4◦ × 1/4◦ horizontal grid (SODA v3.4.2 , Carton et al.
(2019)) in CROCO, and ERA-5 reanalyses in WRF, over the 2014-2018 period, with 2014
used as a spin-up year and discarded from the following analyses. This period includes a
strong El Niño episode, followed by two successive La Niña events. Considering the relatively
small spatial domain (185°W-70°W, 15°S-20°N), the coupled simulations are expected to be
well constrained by the reanalyses-derived open boundary conditions and thus to reproduce
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Figure 5.7: Same as Fig. 5.5 for net heat flux (observations: TROPFLUX)

the ENSO cycle rather realistically. This will be verified in the following.

5.3 Validation of the Model

A validation of the model is performed using one member of the TIW-RUN. We confront
modeled atmospheric and oceanic components to observations and reanalysis over the 2014-
2018 period.

5.3.1 Mean state and seasonal cycle

We evaluate the performance of the ocean-atmosphere coupled model with respect to both
observations and the forced ocean simulation. However, we should keep in mind that both the
spatial extent of the domain and its horizontal resolution differ slightly between the coupled
and forced simulations.

First, we show in Figure 5.8a the seasonal evolution and mean biases in SST between
observations (OISST) and both the coupled and forced simulations. Similarly, Figure 5.8b
and c show the seasonal evolution and mean biases in shortwave radiation and net surface
heat flux between observations (respectively CERES and TROPFLUX) and both the cou-
pled simulation and CFSR reanalysis product used as atmospheric forcing for the ocean-only
simulation.

Patterns of mean biases in the coupled ocean-atmosphere simulation are very distinct from
the ones found in the forced ocean model, which suggests that they originate from different
deficiencies in the simulation of the eastern tropical Pacific heat and momentum properties.

As noted previously (Chapter 3), the forced ocean-only simulation displays a warm SST
bias over the entire domain (Fig. 5.8.a.2) most likely originating from an overall overesti-
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(a) Sea Surface Temperature

(b) Shortwave radiation

(c) Net surface heat flux

Figure 5.8: Model Validation. (a) Mean SST biases between observations (OISST) and the
coupled ocean-atmosphere (a1) and forced ocean-only (a2) simulations. (a3,a4) SST seasonal
cycle averaged in (a3) Niño 3 region (black solid-line box) and (a4) TIW region (2◦– 5◦N,
160◦– 110◦W, black dashed-line box) for the observations (dotted lines), the forced (blue
lines) and coupled (red line) simulations. Shading shows the range of one standard deviation.
(b) Same as (a) for the shortwave radiation biases with CERES observations, of the coupled
ocean-atmosphere and CFSR reanalysis product. (c) Same as (a) for the net surface heat flux
biases with TROPFLUX observations, of the coupled ocean-atmosphere and CFSR reanalysis
product.

mation of shortwave radiation due to a poorly simulated cloudiness in CFSR (Dolinar et al.
(2016)). Biases in the coupled ocean-atmosphere simulation, however, exhibit a more compli-
cated spatial structure with essentially a warm bias in the cold tongue and a cold bias in the
ITCZ region (Figure 5.8.a.1). The warm bias in the cold tongue, and in particular along the
Peruvian coast, seems to arise from a too strong shortwave radiation (Figure 5.8.b.1) likely
indicating a poor representation of the stratocumulus cloud deck, which is a classic deficiency
of atmospheric models. Other parameterizations may be more adequate for this region but
would deteriorate the realism of the simulations over the equatorial region.

On the other hand, the cold SST bias in the ITCZ linked to a weak shortwave radiation
possibly originates from deficiencies in simulating the formation of towering cumulus or cu-
mulonimbus in this region characterized by a strong convective activity. These biases could
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Figure 5.9: Seasonal variations of the depth of the thermocline (diagnosed as the 20°C-
isotherm, averaged in the 1°S-1°N latitudinal band) in the coupled ocean-atmosphere ("O/A",
red line), forced ocean-only ("O", cyan line) simulations and SODA3.4.2 reanalysis ("S", black
line), over the period 2014-2018. Shadings correspond to the temperature bias in the coupled
ocean-atmosphere simulation

be reduced by changing some parameterizations, or by increasing the spatial resolution of the
atmospheric model to explicitly resolve the cloud cover. However, such a sensitivity study is
beyond the scope of the present study.

In addition to this thermodynamic origin, biases can also originate from failures in the
simulation of some dynamical processes, as indicated by the biases in the mean depth of the
thermocline simulated by the forced and coupled model (Fig. 5.9). In the forced simulation,
the thermocline is too deep in the eastern Pacific, demonstrating a weak upwelling that
potentially participates in the warm SST bias. This could arise from a poor wind stress
curl representation (Sun et al. (2021)) in CFSR, or an inaccurate equatorial wave dynamics
injected at the western boundary. Conversely, in the coupled simulation, the thermocline
position in the eastern Pacific seems in good agreement with observations in winter and
spring, but remains too deep the rest of the year. In the West, the thermocline is too deep
all year long again potentially due to biases in the open boundary conditions, or in the wind
stress.

In terms of seasonal cycles, two main points are noticeable. First, the maximum SST in
the coupled model occurs one-to-two months later than observations in the region of active
TIWs (Fig. 5.8.a.2). Second, the seasonal cycles of SST and atmospheric fluxes appear much
weaker in the coupled runs only. It is not surprising to have a more realistic forced simulation,
as it is strongly constrained at the surface and the open boundaries by reanalysis products.
Moreover, the weak seasonal cycle in the coupled model could arise from too weak large scale
atmosphere-ocean feedbacks, or from a too coarse resolution of the atmospheric component
making it unable to simulate an accurate synoptic variability.
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5.3.2 ENSO cycle

We now evaluate the ability of the model to reproduce the interannual variability in the
eastern tropical Pacific. The time series of interannual anomalies of SST averaged in the
Niño 3 box, and of the meridional temperature gradient characterized by the Niño D index
are shown in Figure 5.10 for all members of the coupled ocean-atmosphere ensemble (red
lines, ensemble of 5 members), forced ocean-only (cyan line) and observations (OISST, black
dashed line).

(a) Niño 3

(b) Niño D

Figure 5.10: Interannual anomalies of SST averaged in the (a) Niño 3 and (b) Niño D re-
gions, in the coupled ocean-atmosphere (red lines), forced ocean-only (cyan line) and OISST
observations (black dashed line)

This 2015-2018 period is characterized by a strong El Niño peaking during the 2015/16
boreal fall and winter inducing warm SST anomalies (Fig. 5.10a) and a negative anomaly of
meridional temperature gradient (Fig. 5.10b), followed a double-year La Niña, in 2016/17 and
2017/18, marked by cold SST anomalies and a positive anomaly of meridional temperature
gradient.

While the ocean-only forced simulation captures with accuracy the timing and amplitude
of interannual variations, the ocean-atmosphere coupled simulations produce a weaker and
slightly shifted ENSO cycle, with an amplitude reduced by half compared to the observations.
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Overall, the ocean-atmosphere coupled simulation produces weak seasonal and ENSO
cycles and different mean state biases compared to the forced simulation and to observations.
This could be due to flaws in the representations of large scale atmosphere-ocean feedbacks or
of local air-sea interactions potentially related to an inadequate parameterization of convection
in the ITCZ region, which remain to be investigated. Options to look into this issue in more
details include testing the dependency of the coupled model to other reanalysis products at
the boundaries; testing other convection schemes; increasing the horizontal resolution of the
atmospheric model to resolve explicitly the cloud cover. Regardless, hereafter, the coupled
simulation ensemble will be compared to a sensitivity experiment in which only the TIW
mesoscale activity is damped. The aforementioned large scale mean biases are expected to
be similar in all experiments and therefore cancel out when evaluating the specific effect of
TIWs onto the 2015 – 2018 ENSO cycle.

5.3.3 TIW representation

To study the ability of our coupled model to simulate TIWs, the variance of TIW-induced
surface meridional currents and SST is computed as v′2 and SST ′2. To specifically focus on
TIW activity, fluctuations are obtained by removing 30-day and 12◦ longitude centered run-
ning means to the raw data. In addition, a 5-day running mean is applied to the observation
(OISST) to remove small-scale variability (see Chapter 4). Note that the spatial running
mean is used only for comparison with observations.

The comparison between observed and simulated TIW variability is presented in Figure
5.11. The spatial pattern of SST ′2 is in good agreement with observations (OISST, January
2015 to December 2018). The amplitude of SST ′2 however is underestimated by 45% in the
region of strong TIW activity (black box in panels a–d), which might come from large scale
bias in the simulation of temperature and currents. The spatial pattern of v′2 is similar to
observations (GlobCurrent, January 2015 to May 2017) for the off-equatorial peak, but the
equatorial peak is different, an issue that has been discussed in the previous Chapter. While
as expected, TIW activity is strong during the 2016/17 and 2017/18 La Niña episodes and
almost nonexistent during the 2015/16 El Niño, the time series are shifted by about 2 months
compared to the observations (Fig. 5.11e–h). This shift can be attributed to the seasonal
shift in SST (see Section 5.3.1), or in the timing of ENSO feedbacks simulated by the coupled
model (see Section 5.3.2), both of which being most likely the result of the large scale mean
biases identified earlier.

5.4 TIW – ENSO interactions

In this section, preliminary results on the effects of TIW activity on the ENSO cycle are
presented. In this part, the intraseasonal anomalies related to TIWs and noted X ′ will refer
to fluctuations from a 30-day running mean only, so that the Reynolds decomposition can be
applied.
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Figure 5.11: Maps of mean TIW variance SST ′2 for (a) the ensemble averaged of the ocean-
atmosphere coupled runs and (b) OISST, from January 2015 to December 2018. (c,d) Same
as (a,b) but for the TIW variance v′2 in (c) the ensemble average of the coupled runs and (d)
GlobCurrent product, from January 2015 to May 2017. (e) Seasonal cycle of SST ′2 averaged
in the region delineated by black lines in a–d (2◦– 5◦N, 160◦– 110◦W) from January 2015 to
December 2018. (f) Same as (e) but for v′2 from January 2015 to May 2017. (g) Time series
of SST ′2. (h) Same as (g) but for v′2.
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5.4.1 A detailed ENSO cycle

First, we focus on describing the dynamics of the ENSO cycle in the TIW-RUN coupled sim-
ulations ensemble mean. To do so, we show in Figure 5.12 Hovmöller diagrams of interannual
anomalies of SST, thermocline depth, zonal wind and currents in the equatorial band (4◦S-
4◦N) to describe the air-sea feedback responsible for the temporal evolution of the 2015-2018
ENSO cycle.

Figure 5.12: Hovmöller diagrams of the TIW-RUN ensemble mean of (a) SST, (b) thermo-
cline depth (isotherm 20°C), (c) SST (shading) and zonal low-level wind (arrows) interannual
anomalies and (d) thermocline depth (shading) and surface zonal currents (arrows) interan-
nual anomalies, zonally averaged between 4°S and 4°N.

During the spring preceding the 2015/16 El Niño, positive SST anomalies emerge over
the central and western Pacific, respectively (Fig. 5.12c). In the subsequent months, the
atmospheric response is characterized by westerly wind anomalies (Fig. 5.12c) that trigger
a downwelling Kelvin wave (Fig. 5.12d) starting in the west at the very beginning of 2015,
and resulting in the deepening of the equatorial thermocline and anomalous eastward zonal
currents. This Kelvin wave propagates eastward and contributes to the anomalous warming
in the eastern Pacific in May of the same year, through thermocline and zonal advective
feedback (see Chapter 1). This kickstarts an El Niño episode peaking during the 2015/16
winter, characterized by a nearly complete disappearance of the cold tongue (Fig. 5.12a) and
a deep thermocline in the east (Fig. 5.12b).

In November 2015, an upwelling Kelvin wave crosses the basin in about 2 months and
results in a shoaling of the thermocline and anomalous westward zonal currents, accompanied
by a cold SST anomaly that reaches the eastern Pacific in July 2016. These 2016/17 La Niña
conditions persist until March 2017, when a return to neutral conditions is observed in both
the eastern Pacific temperature and thermocline depth.
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A succession of upwelling Kelvin waves and anomalous easterly winds in fall/winter of 2017
leads to the return of the 2017/18 La Niña episode with SST similar to La Niña 2016/17, but
with a shallower thermocline (20 meters shallower at 110°W).

This double-year La Niña event is composed of two successive episodes that exhibit dif-
ferent characteristics. The 2016/17 La Niña episode begins in July and lasts until January of
the following year, with cold waters reaching the central Pacific and staying there for a long
time. The 2017/18 La Niña episode begins in October and lasts until July of the following
year. As will be seen in Section 5.4.4, the dynamics of these two La Niña episodes differ most
notably in the respective contribution of the dominant ENSO feedbacks in the growth of the
cold SST anomalies.

5.4.2 TIW impacts on ENSO: Niño indices as proxy of ENSO

Figure 5.13: Effect of TIWs on interannual anomalies of SST averaged in (a) Niño 3, (b) Niño
3.4 and (c) Niño D boxes. (d) TIW-induced SST variance SST ′2 and 50-meters averaged
baroclinic (PeKe) and barotropic (KmKe) conversion rates, averaged in the same black box
as in figure 5.11. A 5-month running-mean has been applied to all variables. The interan-
nual anomalies are computed as fluctuations from a common monthly climatology from the
NOTIW-RUN and the mean of the 5 ensembles of TIW-RUN.

We now evaluate how differences in TIW activity modulate the ENSO cycle. Figure 5.13
shows different traditional Niño indices from the TIW- and NOTIW-RUN simulations. Again,
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note that we compute interannual anomalies as fluctuations from a common monthly mean
climatology obtained by averaging NOTIW-RUN with the TIW-RUN ensemble mean.

The impacts of TIWs on each Niño indices are the following,

• The Niño 3 index (Fig. 5.13a) shows no significant differences between TIW- and
NOTIW-RUN during El Niño and 2016/17 La Niña. However, the TIW-RUN members
are slightly warmer than NOTIW-RUN during the 2017/18 La Niña, with +0.2°C in
February 2018.

• The Niño 3.4 index (Fig. 5.13b) shows a different picture than the Niño 3 index. If the
El Niño still remains similar in both runs, the 2016/17 La Niña is extended in presence
of TIWs, and the 2017/18 La Niña is not significantly changed.

• The Niño D index (Fig. 5.13c), a proxy for the meridional gradient of temperature,
shows significant TIW-induced decrease of the gradient during the two La Niña episodes,
in particular during the 2017/18 La Niña with -0.53°C in February 2018.

However, those Niño indices are averaged over different areas. The Niño 3.4 box is centered
at the equator and located close to the central Pacific (5°S-5°N, 170°W-120°W). The Niño 3
box is also centered at the equator, and in the eastern Pacific (4°S-4°N, 150°W-90°W). The
Niño D index is the difference between an off-equatorial box (3°N-8°N, 150°W-110°W) and
an equatorial box (3°S-3°N, 150°W-110°W). The variety of responses of each Niño index to
TIWs indicates that the TIW-induced modifications of the SST have a complex temporal and
spatial pattern. Thus, focusing on only one Niño index to characterize the effect of TIWs on
ENSO might not be sufficient. A more in-depth process study is needed.

Overall, the Niño indices show that each La Niña episode appears to respond differently
to TIWs, which could be due to the different nature of La Niña episodes of this double-year
La Niña, and of the associated TIW bursts.

As briefly explained in the previous section, and as it will be detailed in Section 5.4.4, the
2016/17 and 2017/18 La Niña episodes differ in terms of the contribution from the different
feedbacks to the growth of the anomalies. As a response, the TIW activity during these two
episodes differ both in their timing and generating processes (Fig. 5.13d). TIWs are seen
to start early during the first half of the year and peak in November during the 2016/17
La Niña episode, while they start later in the second half of the year and peak in January
during the 2017/18 La Niña episode (green bars). Moreover, their generation process differ.
A strong baroclinic (PeKe, solid line) conversion of energy generate the first wave burst, while
a mixture of baroclinic and barotropic (KmKe, dashed line) conversion of energy generate
the second burst of 2017/18.
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Figure 5.14: Hovmöller diagrams of differences (shading) between TIW- and NOTIW-RUN
for (a) SST and (b-e) 50-meter averaged heat budget terms. The heat budget terms are
(b) the 3-dimensional TIW-induced intraseasonal NDH, (c) the vertical mixing, (d) the 3-
dimensional mean advection and (e) the forcing by the atmosphere. Contours show the mean
values in TIW-RUN. Dots indicate significant differences at 95% confidence (one sample two-
tailed student t-test on differences between NOTIW-RUN and each member of TIW-RUN,
with the null hypothesis H0 = 0)

5.4.3 TIW impacts on ENSO: an intraseasonal heat budget analysis

Figure 5.14a shows the effect of TIWs on the time evolution of the ENSO cycle (SST), as well
as the dominant thermodynamic feedbacks as Hovmöller diagrams of the differences between
TIW- and NOTIW-RUN averaged in the 4°S-4°N band. This heat budget is obtained using
daily averaged fields, and the advective terms are separated into an intraseasonal (noted x′)
and a mean (noted xm) contribution.

Red shading indicates a TIW-induced warming in the central and eastern Pacific, some-
times reaching 170◦W, occurring predominantly during the multi-year La Niña event (looking
back at Figure 5.13a, the warming during the 2016/17 was not significant probably because
of the 5-month running mean applied to the time series). As extensively explained in pre-
vious Chapters and in literature, and shown in Figure 5.14b, this warming is mainly due
to TIW-induced intraseasonal nonlinear dynamical heating (NDH, advection of anomalous
temperature by anomalous currents).

Interestingly, a TIW-induced cooling is observed in the western-to-central part of the
basin, especially during the second half of the 2016/17 La Niña. This cooling appears to
be generated through vertical mixing processes (Fig. 5.14c), with an anomalous cooling rate
occurring during each TIW burst and reaching 180°W in January-April 2017. Although
the TIW-induced mixing cooling rate occurs during both La Niña episodes, the 2016/17 is
much more pronounced. It is likely helped by the anomalous cooling rate by mean advective
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processes (an indirect, or rectified, effect due to the reduced strength of the EUC, see Chapter
3), in the center of the basin in fall 2016.

This combination of warming by intraseasonal NDH and cooling by vertical mixing during
each Niña episode explains the different variations in the Niño index seen in the previous
section : the 2016/17 La Niña is reduced by TIW-induced intraseasonal NDH, but a very
intense TIW-induced cooling through vertical mixing helps the Niña to extend a few months
more. The 2017/18 La Niña is strongly damped by TIW-induced intraseasonal NDH which
dominates over cooling through vertical mixing.

Understanding why this TIW-induced cooling through vertical mixing occurs in the west-
ern part of the basin, and why it interacts differently with intraseasonal NDH for different
successive episodes of one double-year La Niña events remain open questions. TIWs are known
to enhance vertical mixing in the upper part of the EUC (Lien et al. (2008); Moum et al.
(2009); Inoue et al. (2012); Holmes and Thomas (2015)). However, the changes in vertical
mixing observed might not only be due to TIW-scale processes (i.e., a direct effect), but
could also be due to a modification of the large scale processes reflecting a potential indirect
effect. A study of diffusion, thermocline, stratification, shear, could help understanding which
process controls this mixing rate.

- quick note on the heat budget -

At time step n, the temperature T of the TIW-RUN is

T T IW
n = T T IW

n−1 + dt ∗ ∂tT
T IW
n (5.1)

Same for NOTIW-RUN.

Thus, the difference of temperature between the TIW- and NOTIW-RUN is

∆Tn = ∆Tn−1 + dt ∗ ∆∂tTn (5.2)

where ∆ is the difference operator between the two simulations.

Hence, we can look at the contribution of each term of this heat budget to the temperature
change at a time step n. Note that this temperature change also depends on the temperature
change at time step n − 1.

5.4.4 TIW impacts on ENSO: an interannual heat budget analysis

The heat budget can also be decomposed into ENSO feedbacks, by looking this time at
interannual anomalies. The new heat budget averaged in the first 50 meters is now:
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∂tTa = −u∂xTa − v∂yTa︸ ︷︷ ︸
DD

−w∂zTa︸ ︷︷ ︸
T CF

−ua∂xT︸ ︷︷ ︸
ZAF

−va∂yT︸ ︷︷ ︸
MAF

−wa∂zT︸ ︷︷ ︸
UP W

−ua∂xTa − va∂yTa − wa∂zTa︸ ︷︷ ︸
NDH

+ ϵ︸︷︷︸
RES

(5.3)

with xa are the interannual anomalies (i.e., anomalies from the common monthly climatol-
ogy), and x are the climatological terms. The temperature tendency is the combination of
the dynamical damping or mean current effect (DD), the thermocline feedback (TCF), the
zonal advective feedback (ZAF), the meridional advective feedback (MAF), the upwelling
or Ekman feedback (UPW), the interannual nonlinear dynamical heating (NDH), and the
residual (RES). As this heat budget is computed from monthly averaged fields, the residual
contains the contribution of intraseasonal terms to the heat budget. It also contains diffusive
processes, heat fluxes and possible errors from approximations. In the literature, the DD,
TCF, ZAF and UPW are recognized as key contributors to ENSO development (Suarez and
Schopf (1988); Battisti and Hirst (1989); Jin (1997a)). The MAF is often found negligible
(Jin et al. (2006); Kim and Jin (2011)), and the interannual NDH is often low but thought
to explain in part the ENSO amplitude asymmetry (e.g., An and Jin (2004)).

To avoid large errors that occur in the computation of the heat budget close to the
coast where σ-levels are shallower, each term of the heat budget is averaged over a slightly
shorter region (4◦S – 4◦N, 150◦– 100◦W) than Niño 3 (4◦S – 4◦N, 150◦– 90◦W). Each term is
then evaluated during the development phase of each La Niña episode, defined as the period
between the phase transition (Ta becomes negative) and the beginning of the decaying phase
of La Niña (grey shaded areas in Fig. 5.15 up).

ENSO feedbacks during the multi-year La Niña

In each La Niña episode, the positive feedbacks (i.e., that leads to a decreasing temperature
tendency) are the DD, TCF, ZAF, MAF and UPW, while negative feedbacks (i.e., that
counteract the decreasing temperature tendency) are the interannual NDH and the RES.

Interesting, despite a large number of studies finding a negative contribution of the DD
feedback (e.g., Jin et al. (2006); Kim and Jin (2011); Kim et al. (2014); Boucharel et al. (2015);
Ferrett and Collins (2019)), and only a some studies finding a positive contribution (Battisti
(1988); Kang et al. (2001); Zhu and Kumar (2018)), our DD feedback makes an important
positive contribution to La Niña development, especially during the 2016/17 La Niña episode.
This might come from a different definition of the DD feedback, but a more detailed study is
needed to understand the respective contribution of each zonal and meridional term of this
feedback.
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Figure 5.15: ENSO feedbacks on the upper 50 meters over 4◦S – 4◦N, 150◦– 100◦W. (up)
time series of the temperature interannual anomaly in TIW-RUNs (black) and NOTIW-RUN
(dashed magenta), and of the TIW-index in TIW-RUN (SST ′2 as in Fig. 5.11). (down)
Contribution of each ENSO feedback to the temperature tendency during each La Niña de-
velopment phase. Errors bars in grey bars indicate the spread of the 5 members in TIW-RUN.
The development phase of each Niña episodes is indicated in shaded grey areas in (up).

In the 2016/17 La Niña episode, the dominant terms are the DD, TCF and RES. In the
2017/18 La Niña however, all terms have a similar small contribution, with a slight dominance
of the ZAF. This difference in the contribution of ENSO feedbacks for each episode of this
multi-year La Niña could come from the difference in transition phase: a strong El Niño
precedes the 2016/17 La Niña episode, while a normal state precedes the 2017/18 episode. In
the first case, a large discharge of equatorial ocean heat content most probably occurs during
the decay of the strong 2015/16 El Niño. This discharge state is partly recharged during
the 2016/17 La Niña through TCF and DD (probably through −v∂yTa). In that case, the
recharge process is expected to be much weaker during the 2017/18 La Niña. Hence, this
potential large discharge after El Niño could explain the larger contributions of TCF and DD
in the development of the 2016/17 La Niña than of the 2017/18 La Niña.

The important TCF feedback during the 2016/17 La Niña episode, and the slight dom-
inance of the ZAF feedback during the 2017/18 La Niña episode is in line with the results
of Liu et al. (rev.) in which the authors investigate the oceanic processes responsible for the
multi-year La Niña based on observations and reanalysis datasets. They found that during a
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typical multi-year La Niña, the TCF and ZAF make equal contributions during the first La
Niña episode while only the ZAF contribute to the second episode. However, they did not
investigate the contribution of other feedbacks, despite the fact that they seem to play an
important role in our results.

The potential large off-equatorial discharge of heat that precedes the development of the
2016/17 La Niña could explain the large meridional temperature gradient (Niño D, see Fig.
5.13c), and therefore the large baroclinic conversion rate that generates TIWs (Fig. 5.13d).

During the 2016/17 La Niña, the residual term has a very large contribution to the tem-
perature tendency (more than 0.3◦C month−1). Conversely, its contribution is relatively small
(less than 0.1◦C month−1). This difference might come from differences in intraseasonal NDH,
mixing, or heat fluxes between these two La Niña episodes, as inferred by the intraseasonal
heat budget (Section 5.4.3).

ENSO feedbacks modulated by TIWs

By comparing the TIW-RUNs (black) with NOTIW-RUN (magenta), the impact of TIWs on
the ENSO feedbacks during the development phase of each La Niña is assessed. This section
is a work in progress. Hence, only the most striking result will be detailed here.

One major effect of TIWs on ENSO feedback is observed in the ZAF. While this feedback
was positively contributing to the development of both La Niña in the TIW-RUNs, it becomes
a negative feedback in the NOTIW-RUN. This result indicates that TIWs are directly or indi-
rectly responsible for the strength and sign of the ZAF. This feedback is the zonal advection
of mean temperature by anomalous zonal currents (−ua∂xT ). Therefore the contribution of
each of these terms, ua and ∂xT , to the change induced by TIWs on the ZAF could shed light
on the mechanisms by which TIWs are modulating this key feedback in ENSO dynamics.

5.5 Synthesis and discussion

In this Chapter, a coupled ocean-atmosphere model is used to simulate the 2015-2018 ENSO
cycle, consisting in a strong El Niño event followed by a double-year La Niña event, and
to investigate its interaction with TIW activity. The model represents well the equatorial
dynamics, although the seasonal and ENSO cycles amplitudes are underestimated most likely
due to a too coarse resolution of the atmospheric component as well as an inadequate parame-
terization of convection in the ITCZ region and representation of the stratocumulus deck and
associated cloud formation in the eastern Pacific cold tongue. This bias could also come from
an underestimated wind response to SST forcing. The model also reproduces well TIW ac-
tivity although with a slight temporal lag compared to observations, that seems to be related
to a similar shift in the SST seasonal cycle and in the development of the La Niña episodes.
We first show that the TIW activity is increased during both La Niña episodes and triggered
by their induced large scale climate background in particular associated with a strengthened
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meridional temperature gradient and shear of currents. However, the contribution from these
two mechanisms of generation (baroclinic and barotropic energy conversion respectively) dif-
fer between the two La Niña events. In particular, a strong baroclinic conversion occurs
during the 2016/17 La Niña episode, while a more balanced combination of baroclinic and
barotropic conversions is evidenced during the 2017/18 La Niña episode. This could be linked
with the respective contribution from large scale feedbacks involved in the La Niña cold SST
anomalies growth rate.
The first 2016/17 La Niña event seems to develop through the classic Sverdrup dynamics
associated with the thermocline feedback and meridional dynamical damping, that are linked
to the strong off-equatorial heat discharge. This discharge strengthen the meridional SST gra-
dient (and baroclinic instability) in the eastern tropical Pacific, which generates TIWs. The
development of the following 2017/18 La Niña seems to be due to a combination of feedbacks,
with a dominance of the zonal advective feedback. This could could cause an increased shear
of zonal currents along with a slight strengthening of the meridional temperature gradient,
which both trigger barotropic and baroclinic instabilities.

We then used the methodology developed in Maillard et al. (2022a) (Chapter 2 and Chap-
ter 3) to properly isolate and quantify TIW effects on the ENSO cycle. More specifically, we
compare different simulations: a 5-members ensemble (TIW-RUN) in which TIWs freely de-
velop and a simulation in which they are subtly removed (NOTIW-RUN). This methodology
allows to accurately distinguish TIW effects on the ENSO cycle and coupled dynamics. A
decrease of the meridional gradient of temperature is noticed in both Niña episodes overall
reducing their strength and the ENSO cycle asymmetry. However, looking at typical Niño
index as proxy of ENSO does not seem to be sufficient to capture the complexity of the
changes induced by TIWs.

A more in-depth study has been started by looking at the heat budget of the first 50-meter
in the equatorial band. It reveals a warming of the cold tongue through non-linear dynamical
heating associated with TIWs during both La Niña episodes. Interestingly, an intense cooling
of western equatorial waters through vertical mixing is noticed during the 2016/17 La Niña
episode, resulting in a temporal extension of this episode. This cooling through vertical
mixing also occurs during the 2017/18 La Niña episode, but the NDH seems to dominate.
Moreover, an interannual heat budget revealed a important contribution of TIWs to the sign
of the zonal advective feedback, and in particular to make it a positive feedback that help the
cold anomaly to grow into a La Niña.

This case study on this double-year La Niña events tells us that there is a complex feed-
back of TIWs on La Niña which seems to depend on each episode of the double-year event.
In-depth diagnostics are needed to understand the origin of (1) the TIW-induced cooling
through mixing and (2) of the TIW-induced change of sign of the zonal advective feedback.
In particular, is the changes in the mixing cooling rate a direct or indirect effect of TIWs
? What are the involved processes explaining these changes ? Do these results hold for all
multi-year La Niña ? This last question could be answered from a similar study on a longer
period, which could also be used to evaluate the processes that differ between single-year and
multi-year La Niña.





Conclusion and Perspectives

– Conclusions –

As the tropics become increasingly populated and threatened in a changing climate, there is
an urgent need to better understand the complex processes that influence climate variability
in these tropical regions, especially regarding El Niño – Southern Oscillation (ENSO), the
most important driver of tropical interannual fluctuations which has widespread effects on
weather, climate and societies. Tropical instability waves (TIWs) represent the dominant
form of mesoscale oceanic transient activity in the tropics and have been shown to interact
with ocean temperatures and circulation over a wide range of time scales, and in particular
with ENSO. This thesis focuses on the impact of TIWs on oceanic variability in the eastern
tropical Pacific Ocean, with a number of contributions that improve our understanding of the
interactions between TIWs and the larger scale thermodynamic state and variability.

First, based on the Coastal and Regional Ocean Community (CROCO) model,
I developed a model-based tool to isolate the effects of TIWs on the eastern trop-
ical Pacific Ocean (Chapter 2). The approach consists in removing the oceanic variability
associated with TIWs in a simulation of the eastern Pacific Ocean (NOTIW-RUN), and in
comparing it to a similar control simulation (TIW-RUN) in which TIWs freely develop. In
NOTIW-RUN, removing TIWs is done online i.e., during the simulation, by nudging the
meridional velocity v toward its monthly climatology obtained from TIW-RUN. Owing to the
transient and random nature of TIWs, TIW-RUN has to be run over a period long enough
to allow estimating a monthly climatology that does not contain signatures of the waves but
retains the main characteristics of the meridional circulation, in particular related to the
equatorial Ekman divergence. Nudging the instantaneous meridional velocity to this clima-
tology at a sufficiently short 5-day time scale allows to efficiently smooth out TIWs in the
NOTIW-RUN. This technique gives robust results, and keeps Kelvin waves, an essential as-
pect of the equatorial dynamics, untouched. However, it proves difficult to avoid the alteration
of Rossby waves as they share similar characteristics with TIWs. Nevertheless, efforts have
been made throughout the thesis to reduce their alteration, in particular during the study of
TIWs-ENSO interactions in Chapter 5, by reducing the meridional extent of the region over
which the nudging is applied. Overall, this methodology damps TIWs effectively while barely
affecting other processes, thus allowing to accurately delineate their impacts on the eastern
Pacific mean thermodynamic state and variability.

Second, I used this methodology to investigate the changes induced by TIWs
on the mean thermodynamic components of the eastern Pacific, using forced eddy-
resolving (horizontal resolution of 1/12◦) ocean-only simulations over a time period of 40-year
(1980-2019), with and without TIWs (Chapter 3). Using a kinetic energy transfer diagnostic,
I first show that TIWs are involved in an inverse energy cascade, i.e., giving back kinetic
energy to larger scale features. TIWs change the upper-layer temperature spatial distribution,
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with a warming of the cold tongue and cooling of off-equatorial waters. The zonal dynamics
is also affected by TIWs, in particular with a weakening and deepening of the Equatorial
Undercurrent (EUC). A subsequent heat budget analysis allows to understand the pathways
by which TIWs modulate the upper ocean in the cold tongue. First, as a direct effect, the
waves are responsible for an advection of heat into the cold tongue, which warm its water at
a rate of 0.34◦C month−1. Second, as an indirect or rectified effect, the waves weaken the
EUC, which in turn advect less heat eastward, counterbalancing in part the direct effect of
TIWs with a cooling rate of −0.10◦C month−1.

Third, I focused on the feedbacks of TIWs on the seasonal cycle, an effect that
has been little documented (Chapter 4). In previous studies, TIWs have been shown to
be phase locked with the eastern tropical Pacific annual cycle, due to the seasonal modulation
of the barotropic and baroclinic instabilities that are responsible for the generation of TIWs.
These instabilities occur predominantly from July to February, when the cold tongue is the
coldest and the shear of zonal currents the strongest. From the same 40-year forced ocean-
only simulations described in the above paragraph, results show that TIWs induce a decrease
of 0.4◦C in the annual amplitude of the upper temperature in the cold tongue region (0◦– 3◦N,
150◦– 110◦W), by warming equatorial waters in boreal summer and fall. TIWs also modulate
the EUC seasonal cycle by stabilizing and weakening it year-round therefore preventing what
appears to be an unrealistic re-intensification found in boreal fall in some non-eddy resolving
models.

Finally, I investigated the feedbacks of TIWs onto ENSO through the case
study of the 2015-2018 ENSO cycle (Chapter 5). I used coupled ocean-atmosphere
simulations of the eastern Pacific, using CROCO and the Weather Research and Forecast
(WRF) model. Ensemble simulations with spatial resolutions of 1/14◦ in the ocean and 1/4◦

in the atmosphere are run over the period 2015-2018. During this period, an intense El Niño
(2015/16) is followed by a double-year La Niña (2016/17 and 2017/18). While El Niño events
generally end rapidly after their mature phase and exhibit an already established transition to
the cold phase by the following summer, many La Niña events tend to persist throughout the
second year and even re-intensify the following winter. Although many mechanisms have been
proposed, no consensus has yet been reached and the essential physical processes responsible
for the multi-year behavior of La Niña remain to be illustrated. Using the TIW- versus
NOTIW-RUN methodology, we aim to establish in this part of the thesis the potentially
distinct TIW effects occurring during such two consecutive episodes of a multi-year La Niña.
Preliminary results suggest a complex temporal and spatial effects of TIWs on ENSO resulting
from a combination of warming through increased intraseasonal nonlinear dynamical heating
and of cooling through increased vertical mixing in the presence of TIWs. An interannual
heat budget also revealed an implication of TIWs in the traditional ENSO feedbacks, in
particular on the zonal advective feedback. The different processes that control each episode
of the multi-year La Niña could explain the different TIW activity and TIW-induced impacts
obtained on each episode. More work is needed to fully understand the processes involved
here, and simulations on a longer period and involving several one-year and multi-year La
Niña events could help having a better picture of TIWs-ENSO interactions with statistical
results.
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– Discussion –

As explained in the Background Chapter, most CMIP5 and CMIP6 models have horizontal
ocean resolutions close to 1◦. These non eddy-resolving resolutions are not sufficient to fully
capture the sharp and narrow structures that constitute the cusps and edges of TIWs (e.g.,
Graham (2014)). We have seen in Chapter 4 that a 1◦ horizontal resolution regional ocean
model could not capture the intraseasonal NDH associated with TIWs, and lead to a cold
bias in the mean and annual cycle of the cold tongue. However, this low-resolution simulation
manages to capture – at least partially – the EUC-TIWs interactions, and in particular it
simulates an accurate seasonal cycle of the EUC, with no re-intensification in boreal autumn.
Based on these results, we can expect non eddy resolving CMIP models and GCMs in general
to capture some part of TIW dynamics and effects, while not resolving others. Therefore,
scale-aware parameterizations of TIWs are needed to properly represent non-resolved TIW
effects.

Studies of Boucharel and Jin (2020); Xue et al. (2020, sub) developed analytical formula-
tions for the modulation of TIW amplitude and associated intraseasonal NDH, by (i) ENSO,
(ii) the seasonal cycle, and (iii) nonlinear interactions between the two. These formulations
successfully reproduce the seasonally modulated TIW-induced NDH feedback onto ENSO.
These analytical formulations are based on either the Niño 3 or Niño D indices (i.e., on
the interannual anomalous temperature over these regions). As such, they cannot be imple-
mented online in climate models in which only the raw signal (and not anomalies) is known
at each time step. However, these analytical formulations could easily be incorporated into
simple conceptual models such as the 1-dimensional Recharge-Discharge Oscillator model (Jin
(1997a,b); Jin et al. (2020)) or even into intermediate complexity models such as the Zebiak
and Cane model (Cane et al. (1986); Zebiak and Cane (1987)) thanks to the spatial exten-
sion of the NDH-TIWs parameterization proposed in Xue et al. (sub). This would lead to
a substantial improvement of our understanding of ENSO dynamics, in particular related to
the multi-scale interaction in the eastern tropical Pacific and its role on ENSO amplitude
asymmetry. In this PhD work, other effects involving TIWs are evidenced, with in particular
a seasonal rectification of zonal currents not directly in phase and correlated with v′2 and
T ′2 (i.e., TIW activity). Therefore, a new formulation of the theoretical framework based on
Boucharel and Jin (2020); Xue et al. (2020, sub) is needed to better understand and determine
the TIW rectification effect on the u′v′ flux and on circulation in general. This could allow
accounting for TIW effects on the zonal advective feedback, with potential implications for a
better understanding of the dynamics of multi-year La Niña events.

Some limitations remain in the damping methodology presented in this manuscript, in
particular related to the alteration of intraseasonal (and most probably of interannual) Rossby
waves, as described in Chapter 2. These waves have an important role on the life-cycle of
ENSO events, as described in the delayed oscillator model (Suarez and Schopf (1988); Battisti
and Hirst (1989)). Within the framework of the coupled ocean-atmosphere simulation, the
methodology has been improved (Chapter 5) by reducing the latitudinal extent of the nudging
window. As tested on a forced ocean-only model, this technique reduces the impact of nudging
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on off-equatorial intraseasonal Rossby waves (Fig. 2.7). Despite our efforts, it is not trivial
to quantify how much the differences between TIW- and NOTIW-RUN originate from the
alteration of Rossby waves. A way forward could be to compare our results with those
obtained using other damping methodologies. For instance, we could implement the sponge
layer methodology described in Chapter 2. However, the increase in viscosity could artificially
change the mean zonal currents. An other way would be to smooth out TIW imprint online
using the OASIS coupler: at each time step (or several time steps), the ocean model would
send the field of interest, such as the meridional currents over the first 100 meters, to OASIS,
which would perform a zonal filter to smooth out TIW imprint (with a cut-off frequency
of approximately 12◦−1), and send it back to the ocean model to replace the original field.
However, such a methodology would need to be applied carefully in particular given that we
are using a σ-level coordinates oceanic model. First, only a zonal filtering should be done,
as a meridional filter would impact the large scale structures such as SST gradient or zonal
current shear, depending on which variable is chosen to apply the smoothing. Second, the
filter should be applied in depth (at least in the first 100 meters) to successfully filter out
TIWs. Therefore, for the deep ocean, the σ-levels should be designed to be mostly flat in
the first 100 meters and the spatial filter should be applied away from the shallow regions in
order to avoid spurious mixing along σ-levels.

– Perspectives –

Overall, this thesis work has contributed to improving our understanding of fine-scale pro-
cesses in the tropics and their interactions with the background environment and low fre-
quency climate variability. The TIW damping methodology represents an efficient tool that
can easily be implemented in high-resolution ocean models, and can help understand the
multi-scale interaction effects associated with TIWs and more generally the mesoscale activ-
ity. You will find below a non exhaustive list of ongoing and future studies in which I’m
involved and, for some of them, could benefit from this damping approach.

1. TIWs & air-sea coupling

As explained in the preamble of Chapter 5, the atmosphere impacts and is influenced back by
TIWs. Using the same set of coupled ocean-atmosphere simulations described in this Chapter,
I assessed the extent to which TIWs alter fine-scale atmospheric features and modulate large
scale atmospheric processes.

Local effects

The atmosphere is locally impacted by the TIW-induced oceanic variability, as shown by
the regression of the latent heat (LH) flux and surface wind on the first CEOF mode of
SST intraseasonal variability (Fig. 5.16). In particular, the LH flux is well correlated with
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Figure 5.16: Fluctuating fields of SST (colors), latent heat flux (a, contours) and wind at 1st
level (b, arrows) regressed on the 1st CEOF mode on SST intraseasonal anomaly (with 5-40
day band-pass, see Chapter 3 for details on the CEOF analysis).
Champs de SST (couleurs), du flux de chaleur latente (a, contours) et du vent au 1er niveau
(b, flèches) régressés sur le 1er mode CEOF sur l’anomalie intrasaisonnière de SST (avec une
bande passante de 5-40 jours) Se réferer au Chapter 3 pour les détails sur l’analyse CEOF).

the SST pattern at the TIW scale, with in particular negative values of LH flux above cold
SST anomalies (i.e., the ocean is cooling the atmosphere). This correlation was observed
in previous studies such as Thum et al. (2002) and Seo et al. (2007c) and is thought to
arise from the slow adjustment of the atmosphere to the SST gradient, which induces a
temperature difference between the ocean surface and the atmosphere (Small et al. (2008)).
The patterns of surface wind regression reveals a weakening/strengthening of trade winds
above cold/warm SST anomalies. This finding is in line with results from the observational
study by Hashizume et al. (2001), who interpret this in-phase wind-SST pattern in terms
of atmospheric mixing response. Indeed, let’s imagine a wind profile following a logarithmic
law in the planetary boundary layer. The vertical shear induced by this profile produces
atmospheric mixing. Above a warm SST anomaly, enhanced mixing weakens the wind shear,
which increases surface wind speed. The response of air temperature and moisture to surface
fluxes also modifies the atmospheric pressure, which generates pressure gradients that might
also be responsible for wind anomalies over SST anomalies (Small et al. (2008)). Chelton
et al. (2001) also noticed a linear relationship between the TIW-induced SST gradient and
the wind stress curl and divergence: (1) a positive wind stress divergence occurs when the
wind direction is parallel to the SST gradient, as the wind stress amplitude increases; (2) a
positive wind stress curl occurs when the wind direction is perpendicular to the SST gradient,
as the wind is surrounded by slower winds to its left and faster winds to its right. These air-
sea coupling processes over fronts and eddies have been shown to induce changes in cloudiness
(Deser et al. (1993); Frenger et al. (2013)).

Integrated effects

Due to the non-linearity of the interactions between TIWs and the mean state detailed in
previous chapters, TIW-induced local atmospheric effects are likely to rectify the large scale
atmospheric features in a similar fashion as the oceanic environment. Figure 5.17 shows the
integrated effect of TIWs on different climate variables on the simulated 2015-2018 period.
These maps are obtained by subtracting the 2015-2018 averaged values in NOTIW-RUN,
with the averaged values of the 5-members ensemble from TIW-RUN. Only the significant
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differences are shown, at a 95% confidence level. As explained earlier, TIWs warm and
broaden the eastern Pacific cold tongue, and cool equatorial waters to the west, and off-
equatorial waters to the north of the cold tongue (Fig. 5.17a). Changes in LH flux are
shown to follow changes in SST: more warming from the ocean to the atmosphere above the
cold tongue (reaching +10 W m−2, i.e., 11% of the value); less warming elsewhere (reaching
−8 W m−2 at 0◦N,180◦W, i.e., 8%). Around the equator, the change in shortwave radiation
also seems to follow the change in SST with stronger radiation above colder waters and weaker
radiation above warmer waters (Fig. 5.17e). This could be due to an increased convection
above warm anomalies producing more clouds and thus weaker shortwave radiation, and vice
versa. Close to the equator, the LH flux and shortwave radiations are thus reacting to SST
changes, and counterbalancing them in part. Away from the equator, between 5◦– 10◦N, the
shortwave radiation is increased, indicating a decrease of the cloud cover. This is also noticed
in the change in precipitation rate, being reduced by up to 3 mm/day (i.e., 40% of the value)
in the ITCZ from 180◦– 110◦W (Fig. 5.17d). Significant changes in the low-level wind field
are also noticed. In particular, trade winds are increased along the equator and decreased
elsewhere.

Figure 5.17: TIW-induced mean state differences for (a) SST, (b) latent heat flux, (c) low-
level wind, (d) precipitation and (e) shortwave radiation over the 2015-2018 period. Contours
show the values of the averaged 5 ensemble members of TIW-RUN. Colors show significant
differences between TIW- and NOTIW-RUN at 95% confidence.
Différences d’état moyen induits par les TIWs pour (a) la SST, (b) le flux de chaleur la-
tente, (c) le vent à basse altitude, (d) les précipitations et (e) le rayonnement à shortwave,
sur la période 2015-2018. Les contours montrent les valeurs de la moyenne des 5 membres
de l’ensemble TIW-RUN. Les couleurs indiquent les différences significatives entre TIW- et
NOTIW-RUN, à un niveau de confiance de 95 %
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These large scale changes might arise from a combination of direct TIW effects (i.e., the
integration in time of the local changes described above), and to indirect effects (i.e., large
scale modifications that induce other large scale modifications).

Such changes, in particular in the strength of the ITCZ, could trigger other TIW-induced
indirect atmospheric changes, for instance related to tropical cyclone activity in the north
eastern Pacific basin, which is the second most active basin in the world. However, a proper
assessment of TIW-induced changes in tropical cyclone genesis and intensity would require
longer simulations.

Current Feedback (CFB) and Thermal Feedback (TFB)

As shown in the literature an described in the preamble of Chapter 5, the mesoscale air-sea
coupling influences the low-level winds, the surface wind stress variability, and the turbulent
heat flux. In turn, these perturbations can alter TIW activity. On the one hand, TFB, by
inducing turbulent heat fluxes should induce a sink of potential energy from the ocean to the
atmosphere (Bishop et al. (2020)), potentially damping the TIWs. On the other hand, CFB
should have a dual effect on TIWs: (i) a damping through the eddy killing process (Renault
et al. (2016b)); and (ii) an indirect reduction of the TIW generation caused by the slow-down
of the mean circulation (Luo et al. (2005)). Mesoscale TFB and CFB may also indirectly
alter ENSO.

Based on a similar coupled ocean-atmosphere model than the one used in Chapter 5 (the
only difference being an increase in vertical levels in CROCO), Ryan Holmes (University of
Sydney) started a study that aim to disentangle TFB and CFB effects on TIWs and ENSO,
a study I had the opportunity to collaborate on during R. Holmes’s visit to LEGOS. The
strategy is similar to the one used by e.g., Renault et al. (2019b), where the authors used
the OASIS coupler to spatially smooth the SST sent to the atmospheric model. In their
study, Renault et al. (2019b) apply this strategy over a realistic tropical channel in order to
unravel the different coupling coefficients. However, the equatorial region needs to be handled
carefully as a classic isotropic filter used e.g., by Renault et al. (2019b), would smooth out
not only the TIW imprint but also the meridional temperature gradients, potentially altering
the large scale wind curl and thus the equatorial dynamics. To overcome this issue, TIW
imprint is removed by applying only a zonal filter (centered running mean of 12◦ longitude).
A set of 4 simulations are developed:

• a control simulation, which considers the full coupling

• a no mesoscale TFB, which smoothes out the mesoscale SST seen by the atmosphere

• a no mesoscale CFB, which smoothes out the mesoscale surface currents seen by the
atmosphere

• a no CFB, which does not include the CFB at all by setting the surface currents seen
by the atmosphere to zero.
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Snapshots illustrating each field sent to the atmospheric model are shown in Figure 5.18.

Figure 5.18: Snapshots (1st November 2016) of SST and oceanic currents sent to the atmo-
spheric model, in each experiment. Courtesy of R. Holmes.
Carte (1er Novembre 2016) de la SST et des courants océaniques envoyés au modèle atmo-
sphérique, dans chaque expérience. Avec l’aimable autorisation de R. Holmes.

Preliminary results reveal (1) a reduction by half of SST variance in the 2◦S – 6◦N, 150◦–
90◦W region, due to the mesoscale TFB most probably caused by turbulent heat fluxes, and
(2) a damping of meridional velocity variance due to both mesoscale (eddy killing) and large
scale (indirect of reduction of TIW generation) CFB. For the CFB damping, the relative
importance of the eddy killing vs. the reduction of TIW generation strongly depends on the
latitude. Interestingly this is usually not the case, for example for western boundary currents
where the eddy killing effect largely dominates (Renault et al. (2016a)). These results are
only preliminary, and a more thorough study will allow understanding the impact of mesoscale
TFB on heat fluxes, the detailed mechanisms responsible for the damping of TIWs in each
experiment, and the impact of each feedback on the mean ocean and atmosphere components.

2. TIWs & biogeochemical processes

Marine organisms, which act as a biological pump for carbon sequestration, play a key
role in the global biogeochemical cycle. A better understanding of their large spatial and
temporal fluctuations can lead to great improvement in marine biogeochemical predictions
(e.g., Krumhardt et al. (2020)), and therefore to a better assessment and anticipation of
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the worldwide marine fish catch. While diverse challenges still remain in particular due to
the very limited availability of biogeochemical data as well as the difficulty in assimilating
these data in numerical models (e.g., , Song et al. (2016)), large efforts have been achieved
to understand the climate connection to marine biogeochemical variability at seasonal to in-
terannual time scales. Recent studies (Yoder et al. (1994); Chavez et al. (1999); Legeckis
et al. (2004); Gorgues et al. (2005); Evans et al. (2009); Shi and Wang (2021)) suggest in
particular that TIWs strongly modulate both the productivity and the oxygen concentra-
tion of the eastern Pacific Ocean, a key region for the global carbon cycle. More recently,
modelling studies have shown that the TIW-induced chlorophyll-a can act as a negative
feedback on TIW intensity and induces changes of the large scale SST, by modulating the
incoming solar radiation that can penetrate into the mixed layer (Tian et al. (2018)), which
can ultimately feed back onto ENSO (Tian et al. (2019)). Therefore, understanding the
multi-scale interactions between physical and biogeochemical processes is of high interest.

Figure 5.19: Snapshot of the surface chloro-
phyll concentration on September 30, 2007
obtained from the coupled CROCO-BioEBUS
numerical simulation of the eastern tropical
Pacific. Courtesy of Feng Jiang.
Carte de la concentration de chlorophylle en
surface le 30 septembre 2007 obtenue à partir
de la simulation numérique couplée CROCO-
BioEBUS du Pacifique tropical Est. Avec
l’aimable autorisation de Feng Jiang.

During my thesis, I had the opportunity
to work with Feng Jiang, a PhD candidate
from the University of Information Science &
Technology in China. Based on my CROCO
configurations of the eastern tropical Pa-
cific and using my TIW damping method-
ology, she aims at understanding in particu-
lar the direct and indirect effects of TIWs on
the productivity and variability of the Oxy-
gen Minimum Zone (Paulmier and Ruiz-Pino
(2009)). To that end, she uses simulations
of CROCO coupled with the biogeochemi-
cal model BioEBUS (a simple NPZD model,
Gutknecht et al. (2013)). Again, two simula-
tions are carried out, one with TIWs and one
without TIWs, over a time-period of 20-year
(2000-2020). Figure 5.19 shows the mean-
dering of TIWs observed through the surface
chlorophyll concentration obtained from the
CROCO-BioEBUS simulation.

3. TIWs & mixing above the EUC core

Observational studies have shown that the upper EUC is most often in a state of marginal
instability (Smyth and Moum (2013)) reflecting a near-equilibrium state in which the forcing
by trade winds induces destabilisation and turbulence, and turbulence re-stabilizes the state.
To better understand this process, the sand-pile analogy was used in the poster presentation
of W.D. Smyth and J.N. Moum during the Ocean Science meeting of 2014 1: when sand is

1https://www.eposters.net/pdfs/marginal-instability-and-the-deep-cycle-of-equatorial-turbulence.
pdf

https://www.eposters.net/pdfs/marginal-instability-and-the-deep-cycle-of-equatorial-turbulence.pdf
https://www.eposters.net/pdfs/marginal-instability-and-the-deep-cycle-of-equatorial-turbulence.pdf
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poured onto a sand pile, small avalanches occur when the critical slope of the pile exceeds a
threshold, allowing the sand-pile to stay in a near-equilibrium state. In this analogy, the sand
source is equivalent to wind forcing, and avalanches to turbulence. The slope of the sand
pile is an analogy for the Richardson number Ri = N2

S2 , which is the ratio of stratification
N2 = −g

ρ∂zρ over shear S2 = (∂zu)2 + (∂zv)2. The marginal stability occurs for Ri = 1/4.
Several studies have shown that TIWs modulate the vertical mixing in the upper EUC (Lien
et al. (2008); Moum et al. (2009); Inoue et al. (2012)), and might drive the upper EUC away
from marginal stability, in a shear instability state that enhances turbulence (Holmes and
Thomas (2015)). This could have high implication on the cold tongue heat budget, and
could explain the modification of vertical mixing obtained in Chapter 3 and Chapter 5. More
work could be done on this aspect of TIWs, with a particular focus on the ability of the
chosen turbulence parameterization scheme (in this thesis, K-profile parameterization KPP)
to reproduce the observed turbulence and turbulence cycles (Holmes and Thomas (2015);
Cherian et al. (2021)).

4. TIWs & the generation of deep jets

In low latitude regions, the circulation below the thermocline is shaped by intense alternating
eastward and westward jets that have been documented only recently thanks to the Argo
float deployment in 2000. Still, the origins of these equatorial deep jets remain poorly un-
derstood. Intraseasonal variability associated with TIWs have been detected down to 2000
meters (Tuchen et al. (2018)), as they can propagate as downward Rossby and Yanai waves
(Farrar (2011); Lee et al. (2022); Delpech et al. (2020)). This TIW-induced intraseasonal
variability in depth is thought to be a major driver of equatorial deep jets (Ascani et al.
(2015); Greatbatch et al. (2018)). Using the TIW damping methodology developed in this
thesis could help highlighting potential interactions between TIWs and equatorial deep jets.

– Concluding Note –

All this thesis work is based on numerical simulations. As a young modeling scientist, I often
feel disconnected from my object of study. To reconnect with reality, here is a natural-light
photograph showing the front of a tropical instability wave (Fig. 5.20).



Conclusion and Perspectives 139

Figure 5.20: "along a front where cool and warm waters meet in the equatorial Pacific Ocean,
enhanced primary production creates a dark line. This line was visible from an altitude of
230 km to the mission STS-46 space shuttle crew, as revealed in this natural-light photograph.
(NASA photo S46-79-17)", from Nature Vol. 371, No 6499, October 20th 1994
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– Conclusions –

Alors que les tropiques sont de plus en plus peuplés et menacés par un climat changeant, il y
a un besoin urgent de mieux comprendre les processus complexes qui influencent la variabilité
climatique dans ces régions tropicales, en particulier en ce qui concerne l’Oscillation Australe
– El Niño (ENSO) qui est le moteur le plus important de la variabilité tropicale interannuelle,
et dont les effets touchent à la fois la météo, le climat et nos sociétés. Les ondes tropicales
d’instabilité (TIWs) représentent la principale activité océanique de méso-échelle dans les
tropiques, et interagissent avec les propriétés thermales et la circulation de l’océan équatorial
sur une large gamme d’échelles temporelles, en particulier avec ENSO. Cette thèse se concentre
sur l’impact qu’ont les TIWs sur la variabilité océanique de l’océan Pacifique tropical Est, avec
apporte un certain nombre de contributions améliorant notre compréhension des interactions
entre les TIWs et l’état thermodynamique et la variabilité climatique.

D’abord, à partir du modèle Coastal and Regional Ocean Community (CROCO),
j’ai développé un outil permettant d’isoler les effets des TIWs sur l’océan Paci-
fique tropical Est (Chapitre 2). L’approche consiste à supprimer la variabilité océanique
associée aux TIWs dans une simulation de l’océan Pacifique Est (NOTIW-RUN), et à la
comparer à une simulation de contrôle (TIW-RUN) dans laquelle les TIWs se développent
librement. Dans NOTIW-RUN, la suppression des TIWs est faite en ligne, c’est-à-dire au
cours de la simulation numérique, en rappelant la vitesse méridienne v vers la climatologie
mensuelle de v calculée à partir du TIW-RUN. En raison de la nature transitoire et aléatoire
des TIWs, TIW-RUN doit être exécuté sur une période suffisamment longue pour permettre
l’estimation d’une climatologie mensuelle qui ne contient pas les signatures des ondes, mais
conserve les principales caractéristiques de la circulation méridienne, en particulier celles liées
à la divergence équatoriale d’Ekman. Le rappel de la vitesse méridienne instantanée vers
cette climatologie à une fréquence suffisamment courte (5 jours) permet de lisser efficacement
les TIWs dans le NOTIW-RUN. Cette technique donne des résultats robustes, et permet
de ne pas toucher aux ondes de Kelvin, un aspect essentiel de la dynamique équatoriale.
Cependant, il s’avère difficile d’éviter l’altération des ondes de Rossby car elles partagent des
caractéristiques similaires aux TIWs. Néanmoins, des efforts ont été faits tout au long de la
thèse pour réduire leur altération, en particulier lors de l’étude des interactions TIWs-ENSO
dans le Chapitre 5, en réduisant l’étendue méridionale de la région sur laquelle le rappel est
appliqué. Dans l’ensemble, cette méthodologie permet d’atténuer efficacement les TIWs tout
en affectant relativement peu les autres processus, permettant ainsi de délimiter avec précision
leurs impacts sur l’état thermodynamique moyen et la variabilité du Pacifique Est.

Dans un second temps, j’ai utilisé cette méthodologie pour étudier les change-
ments induits par les TIWs sur les caractéristiques thermodynamiques moyennes
du Pacifique Est, en utilisant des simulations océaniques forcées au 1/12◦ sur une période
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de 40 ans (1980-2019), avec et sans TIWs (Chapitre 3). Un diagnostic de transfert d’énergie
cinétique permet de montrer que les TIWs sont impliquées dans une cascade d’énergie inverse,
redonnant de l’énergie cinétique à la plus grande échelle. Les TIWs changent la distribution
spatiale de la température de la couche de surface, en réchauffant la "cold tongue" et en
refroidissant les eaux off-equatoriales. La circulation zonale est également affectée par les
TIWs, avec en particulier un affaiblissement et approfondissement du sous-courant équatorial
(EUC). Une analyse du bilan thermique permet de comprendre les voies par lesquelles les
TIWs modulent la température de la "cold tongue". Tout d’abord, les TIWs sont respons-
ables d’une advection de chaleur dans la "cold tongue" de 0.34 ◦C mois−1. Enfin, les TIWs
affaiblissent l’EUC, qui en retour advecte moins de chaleur vers l’Est ce qui contrebalançe en
partie l’effet initial des TIWs par un refroidissement de −0.10◦C mois−1.

Je me suis ensuite concentrée sur les rétroactions des TIWs sur le cycle saison-
nier, un effet peu documenté jusque là (Chapitre 4). Lors de précédentes études, il a
été démontré que les TIWs sont synchronisées avec le cycle annuel du Pacifique tropical Est
en raison de la modulation saisonnière des instabilités barotropiques et baroclines, elles même
responsables de la génération des TIWs. Ces instabilités se produisent principalement de juil-
let à février, lorsque la "cold tongue" est la plus froide et le cisaillement des courants zonaux
le plus fort. À partir des mêmes simulations océaniques forcées sur 40 ans décrites dans le
paragraphe précédent, les TIWs semblent induire une diminution de l’amplitude annuelle du
cycle saisonnier de la température en surface de 0.4◦C dans la région de la "cold tongue" (0◦–
3◦N, 150◦– 110◦W), en réchauffant les eaux équatoriales en été et en automne boréaux. Les
TIWs modulent également le cycle saisonnier de l’EUC en le stabilisant et en l’affaiblissant
tout au long de l’année, empêchant ainsi ce qui semble être une réintensification irréaliste
trouvée en automne boréal dans certains modèles de basse résolution.

Enfin, j’ai étudié les rétroactions des TIWs sur le cycle ENSO de 2015-2018
(Chapitre 5). J’ai pour cela utilisé des simulations couplées océan-atmosphère du Pacifique
Est, obtenue avec le couplage de CROCO et du modèle Weather Research and Forecast
(WRF) par le coupler OASIS. Des simulations d’ensemble de 1/14◦ dans l’océan et 1/4◦ dans
l’atmosphère sont faites sur la période 2015-2018. Au cours de cette période, un El Niño
intense (2015/16) est suivi d’une double année de La Niña (2016/17 et 2017/18). Alors que
les événements El Niño se terminent généralement rapidement après leur phase de matu-
rité et présentent une transition déjà établie vers la phase froide l’été suivant, de nombreux
événements La Niña persistent et se réintensifient l’année suivante. Bien que de nombreux mé-
canismes aient été proposés, aucun consensus n’a encore été atteint et les processus physiques
essentiels responsables du comportement pluriannuel de La Niña restent encore à élucider.
En utilisant la méthodologie TIW- versus NOTIW-RUN, nous visons à éclaircir l’effet des
TIWs se produisant pendant ces deux épisodes consécutifs de La Niña. Des résultats prélim-
inaires suggèrent des effets temporels et spatiaux complexes des TIWs sur ENSO résultant
d’une combinaison de réchauffement par l’augmentation de l’advection intrasaisonnière non
linéaire de chaleur, et de refroidissement par l’augmentation du mélange vertical, en présence
de TIWs. Un bilan de chaleur interannuel a également révélé une implication des TIWs dans
les processus qui régissent le cycle de vie d’ENSO, en particulier sur la rétroaction advective
zonale. Les différents processus qui régissent chaque épisode d’un La Niña pluriannuel pour-
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raient expliquer les différences d’activité et d’impact des TIWs. Des travaux supplémentaires
sont nécessaires pour comprendre pleinement les processus impliqués ici, et des simulations
sur une période plus longue impliquant plusieurs événements La Niña pourraient mener à une
meilleure compréhension de l’interaction TIWs-ENSO avec des résultats statistiques.

– Discussion –

Comme expliqué dans l’Introduction, la plupart des modèles CMIP5 et CMIP6 ont des réso-
lutions océaniques horizontales de l’ordre d’1◦. Ces résolutions ne sont pas suffisantes pour
reproduire les fines structures associées aux TIWs (e.g., Graham (2014)). Nous avons vu
dans Chapitre 4 qu’un modèle océanique régional au 1◦ ne pouvait pas capturer la NDH
intrasaisonnière associée aux TIWs, conduisant à un biais froid dans la "cold tongue". Cepen-
dant, cette simulation basse résolution parvient à capturer – au moins partiellement – les
interactions EUC-TIWs, en simulant un cycle saisonnier relativement réaliste de l’EUC, sans
ré-intensification en automne boréal. Sur la base de ces résultats, nous pouvons nous attendre
à ce que les modèles CMIP de basse résolution et les GCMs en général capturent une partie
des effets des TIWs, mais n’en résolvent pas d’autres. Par conséquent, des paramétrisations
des TIWs tenant compte de la résolution sont nécessaires pour représenter correctement les
effets non résolus des TIWs.

Les études de Boucharel and Jin (2020); Xue et al. (2020, sub) ont développé des formu-
lations analytiques de la modulation de l’amplitude des TIWs et de la NDH intrasaisonnière,
par (i) ENSO, (ii) le cycle saisonnier du Pacifique tropical Est, et (iii) les interactions non
linéaires entre les deux. Ces formulations reproduisent avec succès la modulation saisonnière
du NDH induit par les TIWs, et rétro-agissant sur ENSO. Ces formulations analytiques se
basent sur les indices Niño 3 ou Niño D (i.e., sur l’anomalie interannuelle de température
dans ces régions). Ainsi, elles ne peuvent pas être implémentées directement dans les modèles
climatiques dans lesquels seul le signal brut (et non les anomalies) est connu à chaque pas
de temps. Cependant, ces formulations analytiques pourraient facilement être incorporées
dans des modèles conceptuels simples tels que le modèle unidimensionnel Recharge-Discharge
Oscillator (Jin (1997a,b); Jin et al. (2020)) ou même dans des modèles de complexité intermé-
diaire comme le modèle de Zebiak et Cane (Cane et al. (1986); Zebiak and Cane (1987)), grâce
à l’extension spatiale de la paramétrisation NDH-TIWs proposée dans Xue et al. (sub). Cela
améliorerait notre compréhension de la dynamique d’ENSO, en particulier en ce qui concerne
l’interaction multi-échelle dans le Pacifique tropical Est et son rôle sur l’asymétrie d’amplitude
d’ENSO. Dans cette thèse, d’autres effets impliquant les TIWs sont mis en évidence, avec no-
tamment une rectification saisonnière des courants zonaux qui n’est pas directement en phase
et corrélée avec v′2 et T ′2 (i.e., activité des TIWs). Par conséquent, une nouvelle formulation
analytique basée sur les travaux de Boucharel and Jin (2020); Xue et al. (2020, sub) est néces-
saire pour tenir compte de l’effet de rectification des TIWs sur la circulation. Cela pourrait
également permettre de tenir compte de l’effet des TIWs sur la rétroaction advective zonale,
et ainsi conduire à une meilleure compréhension de la dynamique des événements pluriannuels
La Niña.
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Certaines limites existent encore dans la méthodologie de suppression des TIWs présentée
dans ce manuscrit, notamment en ce qui concerne l’altération des ondes de Rossby intra-
saisonnières (et très probablement interannuelles), décrite dans le Chapitre 2. Ces ondes
jouent un rôle important dans le cycle de vie des événements ENSO, comme le décrit le
modèle d’oscillateur retardé (Suarez and Schopf (1988); Battisti and Hirst (1989)). Dans le
cadre de la simulation couplée océan-atmosphère, la méthodologie a été améliorée (Chapitre
5) en réduisant l’étendue latitudinale de la fenêtre de rappel. Testée sur un modèle océanique
forcé, cette technique réduit l’impact du rappel sur les ondes de Rossby intrasaisonnières hors
équateur (Fig. 2.7). Malgré nos efforts, il n’est pas trivial de quantifier dans quelle mesure
les différences entre TIW- et NOTIW-RUN proviennent de l’altération des ondes de Rossby.
Une piste à suivre consisterait à comparer nos résultats avec ceux obtenus par d’autres tech-
niques de suppression des TIWs. Par exemple, nous pourrions appliquer la méthodologie de la
"sponge layer" (ou "couche éponge") décrite dans le Chapitre 2. Cependant, l’augmentation de
la viscosité pourrait modifier artificiellement les courants zonaux. Une autre façon serait de
lisser les TIWs en ligne en utilisant le coupleur OASIS : à chaque pas de temps (ou plusieurs
pas de temps), le modèle océanique enverrait le champ d’intérêt, tel que les courants méridiens
sur les 100 premiers mètres, à OASIS qui effectuerait un filtre zonal pour lisser la signature des
TIWs (avec une fréquence de coupure d’environ 12◦−1), et renverrait le champ lissé au modèle
océanique pour remplacer le champ original. Cependant, une telle méthodologie devrait être
appliquée avec précaution, notamment parce que nous utilisons un modèle océanique utilisant
des coordonnées σ. Premièrement, seul un filtrage zonal devrait être effectué, car un filtre
méridional aurait un impact sur les structures méridiennent telles que le gradient de SST ou
le cisaillement des courants zonaux. Deuxièmement, le filtre doit être appliqué en profondeur
(au moins dans les 100 premiers mètres) pour réussir à filtrer les TIWs. Par conséquent, pour
l’océan profond, les niveaux σ doivent être conçus pour être principalement plats dans les
100 premiers mètres et le filtre spatial doit être appliqué loin des régions peu profondes afin
d’éviter les mélanges parasites le long des niveaux σ.

– Perspectives –

Ce travail de thèse a contribué à améliorer notre compréhension des processus de fine échelle
dans les tropiques, et de leurs interactions avec l’état océanique moyen et la variabilité clima-
tique. La méthodologie de suppression des TIWs est un outil efficace qui peut facilement être
implémenté dans des modèles océaniques de haute résolution, afin d’aider à la compréhension
des effets d’interaction multi-échelles associés aux TIWs, et plus généralement à l’activité
méso-échelle. Vous trouverez ci-dessous une liste non exhaustive d’études en cours et à venir
dans lesquelles je suis impliquée et qui, pour certaines d’entre elles, pourraient bénéficier de
cette approche de suppression des TIWs.
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1. TIWs & couplage air-mer

Comme détaillé dans le préambule du Chapitre 5, l’atmosphère affecte les TIWs, qui l’influencent
en retour. En utilisant le même ensemble de simulations couplées océan-atmosphère décrit
dans ce Chapitre, la modulation des caractéristiques atmosphériques de fine et grande échelles
est évaluée.

Effets locaux

L’atmosphère est localement affectée par la variabilité océanique induite par les TIWs, comme
le montre la régression du flux de chaleur latente (LH) et du vent de surface sur le premier
mode CEOF de la variabilité intrasaisonnière de la SST (Fig. 5.16). Le flux LH est corrélé
à la SST, avec notamment des valeurs négatives du flux LH au-dessus des anomalies SST
froides (i.e., l’océan refroidit l’atmosphère). Cette corrélation a été observée dans des études
antérieures telles que Thum et al. (2002) et Seo et al. (2007c) et serait due à l’ajustement lent
de l’atmosphère au gradient de SST induisant une différence de température entre la surface
de l’océan et l’atmosphère (Small et al. (2008)).

Les vents de surface révèlent un affaiblissement/renforcement des alizés au-dessus des
anomalies froides/chaudes de la SST. Cette constatation est en accord avec les résultats de
l’étude de Hashizume et al. (2001) basée sur des observations, qui interprète ce pattern vent-
SST en termes de réponse du mélange atmosphérique. En effet, imaginons un profil de vent
suivant une loi logarithmique dans la couche limite planétaire. Le cisaillement vertical induit
par ce profil produit un mélange atmosphérique. Au-dessus d’une anomalie de SST chaude, le
mélange accru affaiblit le cisaillement du vent, ce qui augmente la vitesse du vent de surface.
La réponse de la température et de l’humidité de l’air aux flux de surface modifie également
la pression atmosphérique, générant des gradients de pression qui pourraient également être
responsables des anomalies de vent au dessus d’anomalies de SST (Small et al. (2008)). Chel-
ton et al. (2001) a également remarqué une relation linéaire entre le gradient de SST induit
par les TIWs, et le rotationnel et la divergence du stress du vent : (1) une divergence positive
du stress du vent se produit lorsque la direction du vent est parallèle au gradient de SST,
car l’amplitude du stress du vent augmente ; (2) un rotationnel positif du stress du vent se
produit lorsque la direction du vent est perpendiculaire au gradient de SST, car le vent est
entouré de vents plus lents à sa gauche et de vents plus rapides à sa droite. Il a également
été démontré que ces processus de couplage air-mer sur les fronts et les tourbillons induisent
des changements dans la couverture nuageuse (Deser et al. (1993); Frenger et al. (2013)).

Effets Intégrés

En raison de la non-linéarité d’interaction entre les TIWs et l’état moyen détaillée dans les
chapitres précédents, les effets atmosphériques locaux induits par les TIWs sont susceptibles
de rectifier les caractéristiques atmosphériques à grande échelle de la même manière que pour
l’océan. La Figure 5.17 montre l’effet intégré des TIWs sur différentes variables climatiques
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sur la période 2015-2018. Ces cartes sont obtenues en soustrayant les valeurs moyennes de
2015-2018 dans NOTIW-RUN, avec les valeurs moyennes de l’ensemble de 5 membres de
TIW-RUN. Seules les différences significatives sont indiquées, à un niveau de confiance de
95 %. Comme nous l’avons expliqué précédemment, les TIWs réchauffent et élargissent la
"cold tongue" du Pacifique équatorial Est, et refroidissent les eaux équatoriales à l’Ouest,
ainsi que les eaux hors équateur au nord de la "cold tongue" (Fig. 5.17a). Les changements
du flux de LH suivent les changements de la SST : un réchauffement plus important de
l’océan vers l’atmosphère au-dessus de la "cold tongue" (atteignant +10 W m−2, soit 11%
de la valeur) ; un réchauffement moindre ailleurs (atteignant −8 W m−2 à 0◦N,180◦W, soit
8%). Près de l’équateur, le changement du rayonnement shortwave semble également suivre
le changement de la SST avec un rayonnement plus fort au-dessus des eaux plus froides et
un rayonnement plus faible au-dessus des eaux plus chaudes (Fig. 5.17e). Cela pourrait être
dû à une convection accrue au-dessus des anomalies chaudes produisant plus de nuages et
donc un rayonnement shortwave plus faible, et vice versa. Près de l’équateur, le flux de LH et
les radiations shortwave réagissent donc aux changements de SST, et les contrebalancent en
partie. A l’écart de l’équateur, entre 5◦– 10◦N, le rayonnement shortwave augmente, indiquant
une diminution de la couverture nuageuse. Cela se remarque également dans le changement
du taux de précipitations, qui est réduit jusqu’à 3 mm/jour (soit 40 % de la valeur totale)
dans l’ITCZ entre 180◦et 110◦W (Fig. 5.17d). Des changements significatifs dans le champ
de vent à basse altitude sont également observés. En particulier, les alizés augmentent le long
de l’équateur et diminuent ailleurs.

Ces changements de grande échelle peuvent résulter d’une combinaison d’effets directs des
TIWs (c’est-à-dire l’intégration dans le temps des changements locaux décrits ci-dessus), et
d’effets indirects (c’est-à-dire des modifications de la grande échelle qui induisent d’autres
modifications de grande échelle).

De tels changements, notamment en ce qui concerne l’ITCZ, pourraient déclencher d’autres
changements atmosphériques, par exemple liés à l’activité des cyclones tropicaux dans le
bassin Pacifique Nord Est, qui est le deuxième bassin le plus actif au monde. Cependant, une
évaluation correcte des changements induits par les TIWs dans la genèse et l’intensité des
cyclones tropicaux nécessiterait des simulations plus longues.

Current Feedback (CFB) et Thermal Feedback (TFB)

Comme le montre la littérature et comme le décrit le préambule du Chapitre 5, le couplage
air-mer de méso-échelle influence les vents de basse altitude, la variabilité du stress du vent
de surface, et le flux de chaleur turbulent. À leur tour, ces perturbations peuvent altérer
l’activité des TIWs.

D’une part, le TFB, en induisant des flux de chaleur turbulents, pourrait induire un
puits d’énergie potentielle de l’océan vers l’atmosphère (Bishop et al. (2020)), amortissant
potentiellement les TIWs. D’autre part, le CFB pourrait avoir un double effet sur les TIWs:
(i) un amortissement par "eddy-killing", i.e., destruction de la méso-échelle (Renault et al.
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(2016b)); et (ii) une réduction indirecte de la génération de TIWs causée par le ralentissement
de la circulation moyenne (Luo et al. (2005)). La TFB et CFB de méso-échelle peuvent
également modifier indirectement ENSO.

Sur la base d’un modèle couplé océan-atmosphère similaire à celui utilisé dans le Chapitre
5 (la seule différence étant une augmentation du nombre de niveaux verticaux dans CROCO),
Ryan Holmes (Université de Sydney) a lancé une étude visant à démêler les effets du TFB et
du CFB sur les TIWs et ENSO, une étude à laquelle j’ai eu l’occasion de collaborer lors de la
visite de R. Holmes au LEGOS.

Cette stratégie est similaire à celle utilisée par Renault et al. (2019b), où les auteurs ont
utilisé le coupleur OASIS pour lisser spatialement la SST envoyée au modèle atmosphérique.
Dans leur étude, Renault et al. (2019b) appliquent cette stratégie sur un canal tropical réal-
iste afin de démêler les différents coefficients de couplage. Cependant, la région équatoriale
doit être traitée avec précaution car un filtre isotrope classique, utilisé par Renault et al.
(2019b), ne lisserait pas seulement l’empreinte des TIWs mais aussi les gradients méridiens
de température, potentiellement altérant le rotationnel du vent à grande échelle, et donc la
dynamique équatoriale. Pour pallier à ce problème, l’empreinte TIWs est supprimée en appli-
quant uniquement un filtre zonal (moyenne glissante centrée de 12◦ longitude). Un ensemble
de 4 simulations est développé :

• une simulation de contrôle, comprenant le couplage air-mer complet

• une simulation sans TFB de méso-échelle, qui lisse la SST de méso-échelle vue par
l’atmosphère

• une simulation sans CFB de méso-échelle, qui lisse les courants de surface de méso-
échelle vus par l’atmosphère

• une simulation sans CFB, qui n’inclut pas du tout la CFB en fixant à zéro les courants
de surface vus par l’atmosphère.

Les snapshots illustrant chaque champ envoyé au modèle atmosphérique sont présentés
dans la Figure 5.18.

Les premiers résultats révèlent (1) une réduction de moitié de la variance de la SST dans
la région 2◦S – 6◦N, 150◦– 90◦W due au TFB de méso-échelle, très probablement causé par
les flux de chaleur turbulents, et (2) un amortissement de la variance de la vitesse méridienne
dû à la fois au CFB à méso-échelle ("eddy-killing") et à grande échelle (réduction indirecte
de la génération des TIWs). Pour l’amortissement du CFB, l’importance relative du "eddy-
killing" dépend fortement de la latitude. Il est intéressant de noter que ce n’est généralement
pas le cas, par exemple pour les courants de bord ouest où l’effet "eddy-killing" domine
largement (Renault et al. (2016a)). Ces résultats ne sont que préliminaires, et une étude
plus approfondie permettra de comprendre l’impact des TFB de méso-échelle sur les flux
de chaleur, les mécanismes détaillés responsables de l’amortissement des TIWs dans chaque
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expérience, et l’impact de chaque rétroaction sur les composantes moyennes de l’océan et de
l’atmosphère.

2. TIWs & processus biogéochimiques

Les organismes marins, qui agissent comme une pompe biologique pour la séquestration du
carbone, jouent un rôle clef dans le cycle biogéochimique global. Une meilleure compréhension
de leurs importantes fluctuations spatiales et temporelles conduirait à une grande améliora-
tion des prévisions biogéochimiques marines (e.g., Krumhardt et al. (2020)), et donc à une
meilleure évaluation et anticipation de la pêche mondiale. Bien que divers défis restent à
relever, notamment en raison de la disponibilité très limitée des données biogéochimiques et
de la difficulté à assimiler ces données dans les modèles numériques (e.g., , Song et al. (2016)),
d’importants efforts ont été réalisés pour comprendre le lien entre le climat et la variabilité
biogéochimique marine aux échelles saisonnières et interannuelles. Des études récentes (Yoder
et al. (1994); Chavez et al. (1999); Legeckis et al. (2004); Gorgues et al. (2005); Evans et al.
(2009); Shi and Wang (2021)) suggèrent notamment que les TIWs modulent fortement à la
fois la productivité et la concentration en oxygène de l’océan Pacifique Est, une région clef
pour le cycle global du carbone.

Plus récemment, des études de modélisation ont montré que la chlorophylle-a induite par
les TIWs peut agir comme une rétroaction négative sur l’intensité des TIWs et induire des
changements de la SST à grande échelle, en modulant le rayonnement solaire qui pénètre
dans la couche de mélange océanique (Tian et al. (2018)), et pouvant finalement rétroagir sur
ENSO (Tian et al. (2019)). Par conséquent, la compréhension des interactions multi-échelles
entre les processus physiques et biogéochimiques présente un grand intérêt.

Au cours de ma thèse, j’ai eu l’occasion de travailler avec Feng Jiang, doctorante de
l’Université des Sciences de l’Information & Technologie en Chine. En se basant sur mes
configurations CROCO du Pacifique tropical Est et en utilisant ma méthodologie de suppres-
sion des TIWs, F. Jiang cherche à comprendre les effets directs et indirects des TIWs sur
la productivité et la variabilité de la zone de minimum d’oxygène (Paulmier and Ruiz-Pino
(2009)). Pour cela, elle utilise des simulations de CROCO couplées au modèle biogéochimique
BioEBUS (un modèle NPZD simple, Gutknecht et al. (2013)). Là encore, deux simulations
sont effectuées, l’une avec TIWs et l’autre sans, sur une période de 20 ans (2000-2020). La
Figure 5.19 illustre les méandres des TIWs observés à travers la concentration de chlorophylle
de surface obtenue à partir de la simulation CROCO-BioEBUS.

3. TIWs & mélange au dessus du coeur de l’EUC

Des études observationnelles ont montré que la partie supérieure de l’EUC est le plus souvent
dans un état d’instabilité marginale (Smyth and Moum (2013)) reflétant un état de quasi-
équilibre dans lequel le forçage par les alizés induit une déstabilisation et de la turbulence, et la
turbulence re-stabilise l’état. Pour mieux comprendre ce processus, l’analogie du tas de sable
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a été utilisée dans le poster de W.D. Smyth et J.N. Moum lors de l’Ocean Science meeting
de 2014 2 : lorsque du sable est versé sur un tas de sable, de petites avalanches se produisent
lorsque la pente critique du tas dépasse un seuil, permettant au tas de sable de rester dans
un état de quasi-équilibre. Dans cette analogie, la source de sable est équivalente au forçage
du vent, et les avalanches à la turbulence. La pente du tas de sable est une analogie pour
le nombre de Richardson Ri = N2

S2 , qui est le rapport de la stratification N2 = −g
ρ∂zρ sur le

cisaillement S2 = (∂zu)2 +(∂zv)2. La stabilité marginale se produit pour Ri = 1/4. Plusieurs
études ont montré que les TIWs modulent le mélange vertical dans la partie supérieure de
l’EUC (Lien et al. (2008); Moum et al. (2009); Inoue et al. (2012)), et l’éloigne de la stabilité
marginale, vers un état d’instabilité de cisaillement qui renforcerait la turbulence (Holmes and
Thomas (2015)). Ceci pourrait avoir une forte implication sur le bilan thermique de la "cold
tongue", et pourrait expliquer la modification du mélange vertical obtenue dans les Chapitre 3
et Chapitre 5. Des travaux supplémentaires pourraient être effectués sur cet aspect des TIWs,
avec une attention particulière sur la capacité du schéma de parametrisation de la turbulence
choisi (dans cette thèse, parametrisation K-profile KPP) à reproduire la turbulence et les
cycles de turbulence observés (Holmes and Thomas (2015); Cherian et al. (2021)).

4. TIWs & la génération de jets profonds

Dans les régions de basse latitude, la circulation sous la thermocline est façonnée par d’intenses
jets qui n’ont été documentés que récemment grâce au déploiement du flotteur Argo en l’an
2000. Cependant, les origines de ces jets équatoriaux profonds restent mal comprises. La vari-
abilité intrasaisonnière associée aux TIWs a été détectée jusqu’à 2000 mètres de profondeur
(Tuchen et al. (2018)), car elles peuvent se propager comme des ondes de Rossby et de Yanai
descendantes (Farrar (2011); Lee et al. (2022); Delpech et al. (2020)). Cette variabilité intra-
saisonnière induite par les TIWs et détectée en profondeur pourrait être un facteur important
de la génération des jets équatoriaux profonds (Ascani et al. (2015); Greatbatch et al. (2018)).
L’utilisation de la méthodologie de suppression des TIWs développée dans cette thèse pour-
rait aider à mettre en évidence les interactions potentielles entre les TIWs et les jets profonds
équatoriaux.

– Note Finale –

Tous ces travaux de thèse sont basés sur des simulations numériques. En tant que jeune
modélisatrice, je me sens souvent déconnectée de mon objet d’étude. Pour renouer avec
la réalité, voici une photographie prise en lumière naturelle montrant le front d’une onde
tropicale d’instabilité (Fig. 5.20).

2https://www.eposters.net/pdfs/marginal-instability-and-the-deep-cycle-of-equatorial-turbulence.
pdf

https://www.eposters.net/pdfs/marginal-instability-and-the-deep-cycle-of-equatorial-turbulence.pdf
https://www.eposters.net/pdfs/marginal-instability-and-the-deep-cycle-of-equatorial-turbulence.pdf




Appendix A: Scripts (Python and
Fortran) for Nudging in CROCO

clim_u_v_nudging.py

# Author: L. Maillard
# Date: August 1st 2022

# convert a netcdf file containing monthly climatological values
# of u,v into a netcdf file readable by CROCO Fortran script for nudging
# This is the version for non XIOS outputs.

#require python 3
from __future__ import print_function
import xarray as xr
import numpy as np
from datetime import date

#####################
#### USER INPUT ###
#####################
clim_path = ’/my/clim/path/’
grid_path = ’/my/grid/path/’
clim_path = ’/my/save/path/’
fn_clm = clim_path+’filename_of_monthly_climatology_uv.nc’
fn_grd = grid_path+’filename_of_croco_grid.nc’
fn_save = save_path+’filename_of_climatology_for_nudging.nc’
#####################
## Reading data ###
#####################
ds_clm = xr.open_dataset(fn_clm)
ds_grd = xr.open_dataset(fn_grd)
#####################
##### GRID FILE #####
####################
type_file = ’CLIMATOLOGY file obtain from CROCO averaged u,v files from TIW-RUN’ ;
time_arr = np.arange(15.2188,351,30.4375) # days : middle of each month
cycle = 365.25 # length of a typical climatological year

## add time attributes
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ds_clm[’tstart’] = time_arr[0 ]
ds_clm[’tend’ ] = time_arr[-1]

## Create global attributes
today = date.today()
ds_clm.attrs[’date’] = str(today)
ds_clm.attrs[’clim_file’] = fn_clm
ds_clm.attrs[’grid_file’] = fn_grd
ds_clm.attrs[’type’] = type_file

ds_clm[’time_counter’] = time_arr
ds_clm[’v’] = ds_clm.v.rename({"time":"vclm_time"})
ds_clm[’u’] = ds_clm.u.rename({"time":"uclm_time"})

## add cycling attributes
ds_clm.u.attrs [’calendar’] = ’365.25 days in every year’
ds_clm.u.attrs [’cycle_length’] = cycle
ds_clm.v.attrs [’calendar’] = ’365.25 days in every year’
ds_clm.v.attrs [’cycle_length’] = cycle
ds_clm.vclm_time.attrs[’calendar’] = ’365.25 days in every year’
ds_clm.vclm_time.attrs[’cycle_length’] = cycle
ds_clm.uclm_time.attrs[’calendar’] = ’365.25 days in every year’
ds_clm.uclm_time.attrs[’cycle_length’] = cycle
ds_clm.time.attrs [’calendar’] = ’365.25 days in every year’
ds_clm.time.attrs [’cycle_length’] = cycle

#####################
######save netcdf####
#####################
ds_clm.to_netcdf(fn_save)
#end of script
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clim_u_v_nudging_xios.py

# Author: L. Maillard
# Date: August 1st 2022

# convert a netcdf file containing monthly climatological values
# of u,v into a netcdf file readable by CROCO Fortran script for nudging
# This is the version for XIOS outputs.

#require python 3
from __future__ import print_function
import xarray as xr
import numpy as np
from datetime import date

#####################
#### USER INPUT ###
#####################
clim_path = ’/my/clim/path/’
grid_path = ’/my/grid/path/’
clim_path = ’/my/save/path/’
fn_clm = clim_path+’filename_of_monthly_climatology_uv.nc’
fn_grd = grid_path+’filename_of_croco_grid.nc’
fn_save = save_path+’filename_of_climatology_for_nudging.nc’
#####################
## Reading data ###
#####################
ds_clm = xr.open_dataset(fn_clm)
ds_grd = xr.open_dataset(fn_grd)
#####################
##### GRID FILE #####
####################
type_file = ’CLIMATOLOGY file obtain from CROCO averaged u,v files from TIW-RUN’ ;

time_arr = np.arange(15.2188,351,30.4375) # days : middle of each month
cycle = 365.25 # length of a typical climatological year

## add time attributes
ds_clm[’tstart’] = time_arr[0 ]
ds_clm[’tend’ ] = time_arr[-1]

## Create global attributes
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today = date.today()
ds_clm.attrs[’date’] = str(today)
ds_clm.attrs[’clim_file’] = fn_clm
ds_clm.attrs[’grid_file’] = fn_grd
ds_clm.attrs[’type’] = type_file

ds_clm[’time_counter’] = time_arr
ds_clm[’v’] = ds_clm.v.rename({"time_counter":"vclm_time"})
ds_clm[’u’] = ds_clm.u.rename({"time_counter":"uclm_time"})
ds_clm[’v’] = ds_clm.v.rename({"y_v":"eta_v"})
ds_clm[’v’] = ds_clm.v.rename({"x_v":"xi_rho"})
ds_clm[’u’] = ds_clm.u.rename({"y_u":"eta_rho"})
ds_clm[’u’] = ds_clm.u.rename({"x_u":"xi_u"})
ds_clm[’lon_rho’] = ds_grd.lon_rho
ds_clm[’lat_rho’] = ds_grd.lat_rho
ds_clm[’lon_u’] = ds_grd.lon_u
ds_clm[’lat_u’] = ds_grd.lat_u
ds_clm[’lon_v’] = ds_grd.lon_v
ds_clm[’lat_v’] = ds_grd.lat_v
ds_clm = ds_clm.drop([’nav_lon_u’,’nav_lat_u’,’nav_lon_v’,’nav_lat_v’])
ds_clm = ds_clm.rename({’time_counter’:’time’})
ds_clm = ds_clm.drop([’time_centered_bounds’,’time_counter_bounds’])
ds_clm = ds_clm.drop([’time_centered’])

## add cycling attributes
ds_clm.u.attrs [’calendar’] = ’365.25 days in every year’
ds_clm.u.attrs [’cycle_length’] = cycle
ds_clm.v.attrs [’calendar’] = ’365.25 days in every year’
ds_clm.v.attrs [’cycle_length’] = cycle
ds_clm.vclm_time.attrs[’calendar’] = ’365.25 days in every year’
ds_clm.vclm_time.attrs[’cycle_length’] = cycle
ds_clm.uclm_time.attrs[’calendar’] = ’365.25 days in every year’
ds_clm.uclm_time.attrs[’cycle_length’] = cycle
ds_clm.time.attrs [’calendar’] = ’365.25 days in every year’
ds_clm.time.attrs [’cycle_length’] = cycle

## replace NaN by zeros
ds_clm.u.values = ds_clm.u.fillna(0.0)
ds_clm.v.values = ds_clm.v.fillna(0.0)

#####################
######save netcdf####
#####################
ds_clm.to_netcdf(fn_save)
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modification in CROCO: cppdefs.F

/* Configuration Name */
# define EPACIFIC
# define NUDGIN_TIWS /* Nudging toward climato to remove Tropical Inst. Waves */
# ifdef NUDGIN_TIWS
# define NUDGIN_VONLY /* Nudging toward climato of v only */
# endif

modification in CROCO: climat.h
In bold are the added lines :

[commandchars=\\\{\}]
#if defined SOLVE3D && defined M3CLIMATOLOGY
# ifdef M3NUDGING

real M3nudgcof(GLOBAL_2D_ARRAY)
common /climat_M3nudgcof/M3nudgcof

\userinput{# ifdef NUDGIN_TIWS}
\userinput{ real M3nudgcof3D(GLOBAL_2D_ARRAY,N)}
\userinput{ common /climat_M3nudgcof3D/M3nudgcof3D}
\userinput{# endif}
# endif
# ifndef ANA_M3CLIMA

real uclima(GLOBAL_2D_ARRAY,N,2)
real vclima(GLOBAL_2D_ARRAY,N,2)
common /climat_uclima/uclima /climat_vclima/vclima

# endif
#endif

modification in CROCO: set_nudgcof.F
In the variables declaration section:

# if defined NUDGIN_TIWS
real lonmax1, lonmax2, Zmax1, Zmax2
real cff,cff2,cff3,cffz,cffxy, sigma, mu
real wrk2(PRIVATE_2D_SCRATCH_ARRAY)
real wrk3(PRIVATE_2D_SCRATCH_ARRAY)

In the core of the script (in the " add configuration specific stuff" section for instance):
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# ifdef NUDGIN_TIWS
lonmax1 = 270.0 !degree east. sponge starts to decrease
lonmax2 = 275.0 !degree east. sponge is zero after
Zmax1 = 100.0 !meter. sponge starts to decrease
Zmax2 = 200.0 !meter. sponge is zero after
sigma = 10.0 !standard deviation of the gaussian
mu = 1.0 !center of the gaussian (in latitude)
tau = 5.0*24.0*60.0*60.0 !relaxation time (sec) for nudging toward climato fields
do j=max(-1,JstrR-1),JendR

do i=max(-1,IstrR-1),IendR
wrk2(i,j) =(1.0/tau)*exp(-.5*((latr(i,j)-mu)/sigma)**2)

enddo
enddo
do j=JstrR,JendR

do i=IstrR,IendR
do k=1,N

cffz = 1.0
if (abs(z_r(i,j,k)) .lt. Zmax1) then

cffz = 1.0
else if ((abs(z_r(i,j,k)) .lt. Zmax2)

& .and. (abs(z_r(i,j,k)) .ge. Zmax1)) then
cffz =

& 3.0*
& ((abs(z_r(i,j,k)) - Zmax2)/(Zmax1 -Zmax2))**2 -
& 2.0*
& ((abs(z_r(i,j,k)) - Zmax2)/(Zmax1 -Zmax2))**3

else
cffz = 0.0

end if
! compute coef for sponge in lon, lat
if (lonr(i,j) .lt. lonmax1) then

cffxy = 1.0
else if ((lonr(i,j) .lt. lonmax2)

& .and. (lonr(i,j) .ge. lonmax1)) then
cffxy =

& 3.0*((lonr(i,j) - lonmax2)/(lonmax1 - lonmax2))**2 -
& 2.0*((lonr(i,j)- lonmax2)/(lonmax1 - lonmax2))**3

else
cffxy = 0.0

end if
# ifdef M3NUDGING

! create an array M3 3D
M3nudgcof3D(i,j,k)=wrk2(i,j)*cffz*cffxy

# endif
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enddo
enddo

enddo
# endif

modification in CROCO: step3d_uv2.F
In bold are the added lines :

[commandchars=\\\{\}]
!--------------------------------------------------------------------
! Set 3D Momemtum nudging
!--------------------------------------------------------------------
!
# if defined M3NUDGING && defined M3CLIMATOLOGY

# ifdef ZONAL_NUDGING
if (iic.eq.ntstart .or. mod(iic,10).eq.0) then

call zonavg_3d(istr,iend,jstr,jend,
& u(START_2D_ARRAY,1,nnew),uzon)

call zonavg_3d(istr,iend,jstr,jend,
& v(START_2D_ARRAY,1,nnew),vzon)
endif
if (iic.eq.ntstart) then

call zonavg_3d(istr,iend,jstr,jend,
& uclm(START_2D_ARRAY,1),uclmzon)

call zonavg_3d(istr,iend,jstr,jend,
& vclm(START_2D_ARRAY,1),vclmzon)
endif

# endif /* ZONAL_NUDGING */

do k=1,N
do j=JU_RANGE

do i=IU_RANGE
u(i,j,k,nnew)=u(i,j,k,nnew)

# ifdef ZONAL_NUDGING
& +dt*M3nudgcof(i,j)*(uclmzon(j,k)-uzon(j,k))

# ifdef MASKING
& *umask(i,j)

# endif
# ifdef WET_DRY

& *umask_wet(i,j)
# endif
# else
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\userinput{# ifdef NUDGIN_TIWS}
\userinput{# if !defined NUDGIN_VONLY}
\userinput{ & +dt*M3nudgcof3D(i,j,k)*(uclm(i,j,k)-u(i,j,k,nnew))}
\userinput{# ifdef MASKING}
\userinput{ & *umask(i,j)}
\userinput{# endif}
\userinput{# ifdef WET_DRY}
\userinput{ & *umask_wet(i,j)}
\userinput{# endif}
\userinput{# endif /* NUDGIN_VONLY */}
\userinput{# else}
\userinput{ & +dt*M3nudgcof(i,j)*(uclm(i,j,k)-u(i,j,k,nnew))}
\userinput{# ifdef MASKING}
\userinput{ & *umask(i,j)}
\userinput{# endif}
\userinput{# ifdef WET_DRY}
\userinput{ & *umask_wet(i,j)}
\userinput{# endif}
\userinput{# endif /* NUDGIN_TIWS */}
# endif /* ZONAL_NUDGING */

enddo
enddo

enddo
do k=1,N

do j=JV_RANGE
do i=IV_RANGE

v(i,j,k,nnew)=v(i,j,k,nnew)+
# ifdef ZONAL_NUDGING

& dt*M3nudgcof(i,j)*(vclmzon(j,k)-vzon(j,k))
\userinput{# else}
\userinput{# ifdef NUDGIN_TIWS}
\userinput{ & dt*M3nudgcof3D(i,j,k)*(vclm(i,j,k)-v(i,j,k,nnew))}
\userinput{# else}
\userinput{ & dt*M3nudgcof(i,j)*(vclm(i,j,k)-v(i,j,k,nnew))}
\userinput{# endif /* NUDGIN_TIWS */}
# endif
# ifdef MASKING

& *vmask(i,j)
# endif
# ifdef WET_DRY

& *vmask_wet(i,j)
# endif

enddo
enddo
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enddo
# endif
!
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