
HAL Id: tel-04165259
https://theses.hal.science/tel-04165259

Submitted on 18 Jul 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Reduced Order Models and Large Eddy Simulation for
Combustion Instabilities in aeronautical Gas Turbines

Fabien Dupuy

To cite this version:
Fabien Dupuy. Reduced Order Models and Large Eddy Simulation for Combustion Instabilities in
aeronautical Gas Turbines. Physics [physics]. Institut National Polytechnique de Toulouse - INPT,
2020. English. �NNT : 2020INPT0046�. �tel-04165259�

https://theses.hal.science/tel-04165259
https://hal.archives-ouvertes.fr


En vue de l'obtention du

DOCTORAT DE L'UNIVERSITÉ DE TOULOUSE
Délivré par :

Institut National Polytechnique de Toulouse (Toulouse INP)
Discipline ou spécialité :
Energétique et Transferts

Présentée et soutenue par :
M. FABIEN DUPUY
le mardi 30 juin 2020

Titre :

Unité de recherche :

Ecole doctorale :

Reduced Order Models and Large Eddy Simulation for Combustion
Instabilities in aeronautical Gas Turbines

Mécanique, Energétique, Génie civil, Procédés (MEGeP)

Centre Européen de Recherche et Formation Avancées en Calcul Scientifique (CERFACS)
Directeur(s) de Thèse :

M. THIERRY POINSOT
M. LAURENT GICQUEL

Rapporteurs :
Mme FRANÇOISE BAILLOT, UNIVERSITE DE ROUEN

M. SÉBASTIEN DUCRUIX, CENTRALESUPELEC GIF SUR YVETTE

Membre(s) du jury :
M. ERIC SERRE, CNRS MARSEILLE, Président

M. FLORENT LACOMBE, , Invité
M. FRANCK NICOUD, UNIVERSITE DE MONTPELLIER, Membre

M. LAURENT GICQUEL, CERFACS, Membre
M. THIERRY POINSOT, CNRS TOULOUSE, Membre

M. THIERRY SCHULLER, ECOLE CENTRALE PARIS, Membre

  





Abstract

Increasingly stringent regulations as well as environmental concerns have lead gas

turbine powered engine manufacturers to develop the current generation of combustors,

which feature lower than ever fuel consumption and pollutant emissions. However,

modern combustor designs have been shown to be prone to combustion instabilities,

where the coupling between acoustics of the combustor and the flame results in large

pressure oscillations and vibrations within the combustion chamber. These instabilities

can cause structural damages to the engine or even lead to its destruction. At the

same time, considerable developments have been achieved in the numerical simulation

domain, and Computational Fluid Dynamics (CFD) has proven capable of capturing

unsteady flame dynamics and combustion instabilities for aforementioned engines. Still,

even with the current large and fast increasing computing capabilities, time remains

the key constraint for these high fidelity yet computationally intensive calculations.

Typically, covering the entire range of operating conditions for an industrial engine

is still out of reach. In that respect, low order models exist and can be efficient at

predicting the occurrence of combustion instabilities, provided an adequate modeling of

the flame/acoustics interaction as appearing in the system is available. This essential

piece of information is usually recast as the so called Flame Transfer Function (FTF)

relating heat release rate fluctuations to velocity fluctuations at a given point. One

way to obtain this transfer function is to rely on analytical models, but few exist for

turbulent swirling flames. Another way consists in performing costly experiments or

numerical simulations, negating the requested fast prediction capabilities.

This thesis therefore aims at providing fast, yet reliable methods to allow for low

order combustion instabilities modeling. In that context, understanding the underlying

mechanisms of swirling flame acoustic response is also targeted. To address this issue,

a novel hybrid approach is first proposed based on a reduced set of high fidelity simu-

lations that can be used to determine input parameters of an analytical model used to

express the FTF of premixed swirling flames. The analytical model builds on previous

works starting with a level-set description of the flame front dynamics while also ac-

counting for the acoustic-vorticity conversion through a swirler. The analysis shows that

three parameters characterize the response of a laminar V-shaped flame. These can be

obtained from a reacting simulation mean flow. Three other parameters characterizing

the swirl fluctuation amplitude and an induced delay between acoustic and vorticity

perturbations are furthermore needed and can be obtained in different ways. Combin-

ing these features yields the FTF of a swirled premixed V-flame. For such a model,

validation is obtained using reacting stationary and pulsed numerical simulations of a

laboratory scale premixed swirl stabilized flame. To this end, a robust methodology is
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defined for the parameters extraction, and it is shown that good agreement with refer-

ence data from experiments is obtained for the predicted flame response. The model

is also shown to be able to handle various perturbation amplitudes. At last, 3D high

fidelity simulations of an industrial gas turbine powered by a swirled spray flame are

performed to determine whether a combustion instability observed in experiments can

be predicted using numerical analysis. To do so, a series of forced simulations is carried

out in en effort to highlight the importance of the two-phase flow flame response evalua-

tion. In that case, sensitivity to reference velocity perturbation probing positions as well

as the amplitude and location of the acoustic perturbation source are investigated. The

analytical FTF model derived in the context of a laboratory premixed swirled burner

is furthermore gauged in this complex case. Results show that the unstable mode is

predicted by the acoustic analysis, but that the flame model proposed needs further

improvements to extend its applicability range and thus provide data relevant to actual

aero-engines.
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Résumé

Des réglementations de plus en plus strictes et un intérêt environnemental grandis-

sant ont poussé les constructeurs de moteurs aéronautiques à développer la génération

actuelle de chambres de combustion, affichant des consommations et émissions de pollu-

ants plus basses que jamais. Cependant, les phases de conception de chambres modernes

ont clairement mis en évidence que celles-ci sont plus susceptibles de développer des in-

stabilités de combustion, où le couplage entre l’acoustique de la chambre et la flamme

suscite de larges oscillations de pression ainsi que des vibrations de la structure. Ces

instabilités peuvent endommager le moteur, et potentiellement entraîner sa destruction.

Dans le même temps, de considérables avancées ont eu lieu dans le domaine de la simula-

tion numérique, et la Mécanique des Fluides Numérique (MFN) a démontré sa capacité

à reproduire la dynamique de flammes instationnaires et les instabilités de combustion

observées dans les moteurs. Pourtant, même avec le matériel informatique moderne, le

temps de calcul reste la contrainte clé de ces simulations haute-fidélité, qui demeurent

très coûteuses. Typiquement, couvrir la totalité du domaine de fonctionnement pour

un moteur industriel est encore hors de portée. Des modèles dits bas-ordre existent

également, et prédire efficacement les instabilités de combustion par leur intermédi-

aire est envisageable à la condition d’une modélisation appropriée de l’interaction entre

l’acoustique et la flamme. La méthode de modélisation la plus commune de cet élément

critique est la fonction de transfert de flamme (FTF) qui lie les fluctuations de taux de

dégagement de chaleur aux fluctuations de vitesse en un point donné. Cette fonction de

transfert peut être obtenue à partir de modèles analytiques, mais très peu existent pour

des flammes swirlées turbulentes. Une autre approche consiste à réaliser des mesures

expérimentales ou des simulations haute fidélité coûteuses, réduisant à néant la capacité

de prédiction rapide recherchée avec les méthodes bas-ordre.

Cette thèse vise donc à développer des outils bas ordre à la fois rapides et fiables

pour la modélisation des instabilités de combustion, ainsi qu’à améliorer la compréhen-

sion des mécanismes inhérents à la réponse acoustique d’une flamme swirlée. A cet

effet, une approche hybride nouvelle est proposée, où un nombre réduit de simulations

haute fidélité peut être utilisé pour déterminer les paramètres d’entrée d’un modèle an-

alytique représentatif de la fonction de transfert d’une flamme swirlée prémélangée. Le

modèle analytique s’appuie sur des travaux antérieurs traitant la flamme comme une

interface perturbée, et prend en compte la conversion acoustique-vorticité à travers un

swirler. L’analyse montre que trois paramètres caractérisent la réponse d’une flamme

en "V" laminaire, et qu’ils peuvent être obtenus à partir du champ moyen d’une simu-

lation réactive, tandis que trois autres paramètres caractérisent l’amplitude des fluc-

tuations de swirl et le délai entre les perturbations acoustiques et de vorticité qui
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se propagent dans l’injecteur. La combinaison de ces phénomènes permet de repro-

duire la FTF d’une flamme de prémélange en V swirlée. La validité du modèle est

mise à l’épreuve en déterminant les divers paramètres nécessaires associés à partir de

simulations numériques réactives stationnaires et pulsées d’une flamme prémélangée

swirlée académique. A cette occasion, une méthodologie robuste de détermination de

ces paramètres est définie, et un bon accord avec les données expérimentales de référence

est obtenu pour la réponse acoustique de la flamme. Il est également démontré que le

modèle peut prendre en compte diverses amplitudes de perturbation. Enfin, des simu-

lations haute-fidélité 3D d’une turbine à gaz industrielle alimentée par un combustible

liquide sont réalisées afin de déterminer s’il est possible de prédire numériquement un

mode d’instabilité de combustion observé lors des essais. Pour cela, un ensemble de

simulations forcées est mené à bien afin de souligner l’importance de l’acquisition de

la réponse de la flamme diphasique, en comparant les positions de référence utilisées

pour mesurer les vitesses fluctuantes ainsi que l’amplitude et l’origine de la perturbation

acoustique. L’applicabilité du modèle analytique à ce cas complexe est aussi étudiée.

Les résultats montrent que l’analyse acoustique proposée prédit bien la présence d’un

mode instable, mais que le modèle bas ordre nécessite davantage de développements

pour étendre son domaine de validité présumé.
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1.3.5 Low order models . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4 Modelling the flame in acoustic calculations . . . . . . . . . 22

1.4.1 Flame transfer functions . . . . . . . . . . . . . . . . . . . . . 22

1.4.2 Extensions of the FTF formalism . . . . . . . . . . . . . . . . 24

1.5 Swirling flame transfer functions . . . . . . . . . . . . . . . . 25

1.6 Thesis objectives and outline . . . . . . . . . . . . . . . . . . 27

1.1 Context : Aeronautical gas turbines

1.1.1 Present and upcoming challenges for civil aviation

It is now common knowledge that transportation is one of the most important sources

of both energy consumption and pollutant emissions. Figures from 2015 indicate that

transport was the second most energy consuming sector with 31% of the global con-

sumption, Fig. 1.1. In addition, this sector has been undergoing a continuous growth

that is not likely to stop over the next few decades. Among all transportation means,

the part associated to commercial aviation has tremendously developed, Fig. 1.2, as a

result of both globalization and technical improvements, making air travel accessible

for an unprecedented fraction of the world population.

This global increase of air traffic does however not come without issues. Indeed,

the vast majority if not the totality of the air fleet uses kerosene or other fossil fuel

derivatives as its main source of power. Indeed, only few prototypes of electric airplanes

have emerged since the beginning of the millennium, although historic actors of the
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1. INTRODUCTION

Figure 1.1: World total energy consumption by sector (Million Tons of Oil
Equivalent, Mtoe) from 1990 to 2015. Adapted from Internal Energy Agency
data [1].

Figure 1.2: Air traffic evolution from 1975 to 2019. Source: ICAO esti-
mates, indicators IS.AIR.PSGR and IS.AIR.GOOD.MT.K1 from the World
Bank database.

industry such as Airbus, Boeing or Safran have announced programs related to the

topic. High or medium capacity airplanes running solely on electricity, hydrogen, or

other renewable sources of energy are however still a dream, especially with current

technologies. At the same time, environmental as well as public healthcare concerns have

been raised regarding the role of civil aviation as a source of pollutant emissions, but also

greenhouse gas emissions (even though it represents merely 2% of the global production

according to the Air Transport Action Group). Figure 1.3 discloses typical emission

figures for a jet aircraft equipped with two engines for a 150 passengers one-hour flight.

Combined to a thriving market, emissions of all sorts (chemicals, noise, etc) are only

expected to increase in the future if nothing is done. For this reason, incrementally strict
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1.1 Context : Aeronautical gas turbines

Figure 1.3: Typical consumption and emission figures for a jet aircraft equipped
with two engines during a one-hour flight and with 150 passengers. Extracted
from the European Aviation Environmental Report 2019.

objectives and regulations have been enforced. At the European level, the Advisory

Council for Aeronautics Research (ACARE) set the following objectives for 2020:

• Fuel consumption and CO2 emissions should be reduced by 50%,

• Nitrogen oxides NOx emissions should be reduced by 80%,

• Global perceived noise should be reduced by 50%,

2005 being the reference year. Ambitious plans have also been set by the International

Civil Aviation Organisation (ICAO) for 2050 compared to 2000:

• CO2 emissions should be reduced by 75%,

• NOx emissions should be reduced by 90%,

• Global perceived noise should be reduced by 65%,

• Emission-free taxiing phases.

The engine is evidently one of the most important source of cited emissions. To

overcome future challenges, major progress will therefore undoubtedly have to be ac-

complished through modifications of the current propulsion system and the associated

technologies. Aircraft engine manufacturers are hence at the forefront to tackle these

issues.

1.1.2 Emission mitigation technologies for aeronautical turbines

International organizations and engine manufacturers have determined three main areas

of improvement regarding civil aviation emissions:

• Operational improvements: more efficient procedures and weight reduction mea-

sures,

3



1. INTRODUCTION

• Incremental improvements: developing and enhancing current technologies,

• Breakthrough innovations: proposing disruptive concepts that will change the

industry.

Operational improvements are already being put in place or at least being investigated

by airline companies. On the ground, pre-conditioned air and fixed electrical ground

power could eliminate the need for embarked auxiliary power units. During departure

and arrival, smarter scheduling or continuous descents (instead of successive steps) are

considered, and measures are taken to reduce weight while cruising.

On the other end of the spectrum, breakthrough innovations are longer-term solu-

tions that require substantial research and development efforts. Completely new aircraft

fuselages are investigated but the most probable improvements are expected to come

from the power source. The use of bio-fuels for future low carbon transportation is

still in its infancy and will require structures to be adapted anyhow. Low carbon fuels

such as cryogenic methane and hydrogen could provide a viable replacement to kerosene

since their energy density per unit mass is important, Fig. 1.4, but their use requires

major modifications of the aircraft structure. The most notable ones are linked to the

Figure 1.4: Energy density for various energy sources, reproduced from [2].

high pressure and low temperature storage tanks they require: these need to be strong

enough, yet light enough. The energetic density of electric batteries, while tripled in the

last two decades, is still one to two orders of magnitude lower than the one of kerosene,

Fig. 1.4. Thus, their use is for now restricted to light on the ground operations or for a

very minor portion of propulsion through micro-hybridation. Note also that in parallel

to the above-mentioned possibilities, new combustion technologies are being investi-

gated, among which constant volume combustion [3] and rotating detonation engines

[4] are the most promising ones.
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1.1 Context : Aeronautical gas turbines

Finally, incremental evolution is the current concern for aircraft engine manufactur-

ers that try to improve efficiency by building up on current technologies. Nowadays,

most civil aircraft use double-flux gas turbines where the air entering the upfront fan

is split into two separate fluxes, Fig. 1.5. In an effort to optimize the thermodynamic

cycle, the primary air flux pressure is increased by going through low and high-pressure

compressor stages. The compressed air then enters the combustion chamber where it

mixes with the injected kerosene and burns, producing hot gases with a lower density

and a higher velocity. The majority of the generated kinetic energy is transferred to

turbines stages, before the flux exits the engine through a nozzle. The turbine in turn

drives the compressor and upfront fan, increasing the momentum of the secondary flux.

With this design, the major part of the engine thrust is produced by this secondary flux

being ejected at a higher velocity compared to its original intake state.

Figure 1.5: Schematic representation of a low bypass double flux gas turbine
engine.

Regarding the engine, incremental improvements can be decomposed into improve-

ments of the propulsive efficiency and of the engine core efficiency. Propulsive efficiency

is to first order controlled by the ByPass Ratio (BPR) relating the secondary flux mass

flow rate ṁs to the primary flux mass flow rate ṁp, Fig. 1.5. For the same thrust

level, increased BPR allows for lower fuel consumption and hence, reduced pollutant

emissions. For example the CFM LEAP engine operates with a 11:1 BPR compared to

a 6:1 ratio for the best previous generation model (CFM 56). Increasing the BPR can

however become detrimental as it requires larger and heavier engine casings producing

more drag. Regarding the engine core efficiency, i.e. the primary flux, it is governed by

the Overall Pressure Ratio (OPR) between the intake air pressure P0 and the pressure

at the compressor exit P2, just before the combustion chamber. Increasing the OPR im-
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1. INTRODUCTION

proves the overall engine efficiency by increasing the total useful work produced by the

turbine thanks to a standard Brayton cycle. Although these new architectures decrease

CO2 emission levels, the method also comes with its drawbacks: increasing the com-

bustion chamber pressure leads to higher temperature gas products which favour the

creation of nitrogen oxides NOx. Figure 1.6 shows that there is an optimum combustion

temperature when considering carbon monoxide CO produced for high temperatures or

when the combustion process is incomplete.

Figure 1.6: CO and NOx production evolution with combustion zone temper-
ature, reproduced from [5].

With such observations in mind, and recalling that turbine blades cannot withstand

very high temperatures, solutions have been developed to decrease the overall combustor

temperature while maintaining an efficient combustion process. Among these technolo-

gies, one can cite Lean Direct Injection (LDI) [6], Lean Premixed Pre-vaporized (LPP)

[7], Rich-Quench-Lean combustors (RQL) [8], Multipoint Injection Systems (MIS) [9],

other examples being described in [10, 11]. Most of these technological solutions rely on

the use of lean (or low equivalence ratio) mixtures to reduce the final chamber temper-

ature while ensuring a good combustion efficiency. As a consequence, the technology is

pushed close to the lean blow out limit at which point the flame simply extinguishes.

Operating close to this limit makes the combustor prone to the development of non

desired oscillations known as combustion or thermoacoustic instabilities [12].
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1.2 Combustion instabilities

1.2 Combustion instabilities

In gas turbines, complex technological systems like multi-perforated liners and dilution

holes are combined with a precise control of the fuel injection to ensure that the high

power flame remains in its intended place and delivers the required power for all flight

regimes. The flame itself is a source of strong heat release, creating high density gradi-

ents across the flame front. If the heat release rate fluctuates over time, the flame will

act as a source of sound through time evolving density variations [13]. The generated

acoustic waves will then propagate in the combustion chamber, potentially reflecting on

the enclosing walls, inlets, or outlets, and impacting again the flame surface, thereby

generating additional heat release rate fluctuations. When this interaction is construc-

tive, acoustics and combustion get strongly coupled and the cycle enters a feedback

loop where the burner operates on a non-desired oscillating state called combustion or

thermoacoustic instability. A simple schematic representation of this feedback loop is

presented in Fig. 1.7.

Figure 1.7: Schematic diagram of a combustion instability with acoustic cou-
pling feedback.

Combustion instabilities have been known for more than a century and the pioneer-

ing works of Rijke [14] and Rayleigh [15] on the sound produced by flames enclosed in

ducts. Lord Rayleigh proposed a first qualitative criterion for combustion instabilities,

stating that a resonant coupling occurs when pressure and heat release rate oscillations

are in phase. This criterion can be expressed as:∫
Vc

∫ τ

0
p′q′dtdV > 0 (1.1)

where p′ and q′ are pressure and volumetric heat release rate perturbations, Vc is the

combustor volume and τ the oscillation period respectively. Thus, coupling should

occur only when the flame response provides energy back to the acoustic field. When

considering losses at boundaries due to non-ideal reflections for the acoustic energy

balance, the criterion becomes [13]:
γ − 1

γp

∫
Vc

∫ τ

0
p′q′dtdV −

∫
Ac

∫ τ

0
p′u′dtdAc > 0 (1.2)
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1. INTRODUCTION

with Ac the combustor surface, u′ the acoustic velocity and γ the gas heat capacity

ratio. A more detailed analysis taking into account entropy fluctuations can also be

considered and is available in [16].

Pressure fluctuations generate unsteady heat release through three distinct mechan-

ims [17]:

• Direct flame surface variations: acoustic pressure fluctuations are always related to

velocity fluctuations that locally modify the flame surface and hence heat release.

• Indirect flame surface variations: variations of strain rate caused for instance by

flame-vortex interactions issued from the response of the injector to the modulated

acoustic field.

• Equivalence ratio: when fuel and oxidizer lines are separated (non-premixed com-

bustion) or for multipoint injection systems, different feeding line responses lead

to fluctuations of equivalence ratio and thus heat release variations.

For high power flames, unsteady movements of the flame and density variations in the

fresh gases also become important factors. It is worth noting that when triggered, a

thermoacoustic limit cycle usually appears after going through a specific transient.

A typical combustion instability cycle can be decomposed into three parts, Fig. 1.8.

In a first phase, called the linear regime and corresponding to the first oscillation cy-

Figure 1.8: Pressure signal growth during a combustion instability, extracted
from [13].

cles, heat release and acoustic fluctuations are proportional and grow in time with an

exponential rate. In a second phase, called the nonlinear transition, saturation and

acoustic dissipation due to viscous effects gradually counterbalance the acoustic energy

generated by the flame. This leads to an overshoot of both pressure and heat release
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1.2 Combustion instabilities

followed by a decrease of the oscillation amplitude. In a final phase, corresponding to

a limit cycle, the instability growth rate and the global damping rate cancel each other

so that the oscillation amplitude remains constant.

A combustion instability is thus characterized by its frequency f , its growth rate

corresponding to the exponential phase of Fig. 1.8, and its spatial shape. It is often

chosen to describe the instability using a complex valued frequency, in which case the

imaginary part corresponds to the growth rate. In this work, the e−iωt time convention

is chosen, so that positive growth rates, =(ω) > 0, are associated to exponential growth

of the instability (unstable thermoacoustic mode), while negative ones, =(ω) < 0, cor-

respond to an exponential decay (stable thermoacoustic mode).

A first consequence of combustion instabilities is the generation of high amplitude

pressure oscillations. In the context of industrial gas turbines, these oscillations jeop-

ardize the engine structural integrity as it is not designed to endure such sustained

abnormal mechanical stress. Other consequences are linked to the flame response to

the acoustic excitation that may trigger extinction, blow-off, flash-back or large heat

fluxes at walls. These non desired processes can indeed damage the engine or even lead

to its complete destruction in worst cases, Fig. 1.9. Major thermoacoustic instabilities

(a) (b)
(c)

Figure 1.9: Multipoint swirled injector before (a) and after (b) a combustion
instability melted the chamber multi-perforated backplane. Extracted from
[18]. (c) Rocket engine from the 1957 US rocket program destroyed after a
combustion instability [12].

issues were first observed in liquid rocket engines [19, 20, 21] but more recent develop-

ments have seen the rise of this same phenomena in aircraft engines, especially for LPP

systems [12, 22, 23].

Avoiding these instabilities is therefore a major concern for engine manufacturers

which have to validate the combustor stability for a wide range of operating conditions.

Minor modifications of the injection system are sometimes sufficient to supress the

instability [24] and passive systems such as Helmholtz resonators [25] or multi-perforated

inlets [26] can be used to introduce acoustic damping, although limited to a narrow
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frequency range. In the case of annular combustors, the apparition of instabilities

can also be prevented by introducing several types of burners in a symmetry breaking

attempt [27, 28]. Another solution consists in tuning fuel and air injection laws to avoid

combustion instabilities during transient regimes. Active control, although difficult, has

also been investigated [29] but is rarely used in industrial systems due to the extra cost

of not only the system itself but also its certification for the whole operating range. The

reader is referred to the literature for further details regarding fundamental aspects of

thermoacoustic instabilities [21, 30], or for the current status for real engines [12].

Ultimately, each of the mitigation technologies previously mentioned needs to be

validated. In the previous decades, this has mainly been achieved thanks to experimen-

tal testing, which can be both arduous and expensive. Alternatives (or complementary

validations) to assess the stability of a specific combustor during its design process make

use of numerical methods and tools as detailed hereafter.

1.3 Prediction of combustion instabilities

1.3.1 General overview

As for every crucial issue observed in industry, the prediction of combustion instabili-

ties is a very active research field involving laboratories [30] as well as multiple actors

linked to the industry [12]. Historically, gas turbine engines were designed through

incremental evolutions of previous designs. The full characterization of a combustion

chamber stability was achieved with experimental validation campaigns which required

to build engine prototypes for almost every new design. Significant advancements have

since been made in both computational power/resources and numerical methods over

the last three decades. As a result, predicting combustion instabilities using numerical

simulations is now not only possible but also accurate and a potential cost-effective

solution that can complement experiments in the context of design.

When it comes to numerical approaches, one may distinguish two categories of

tools: high fidelity Computational Fluid Dynamics (CFD) based simulations with a

complete description of the flow and acoustics [31], generating a large amount of data

and requiring considerable computational resources; and reduced order tools devised

for fast and cheap predictions [32, 33, 34]. The first category necessitates accurate

chemistry models and high order numerical schemes but yields a complete description

of the instability and all flow variables. In particular, it provides the structure and

evolution of the instability at any location, contrary to the limited set of probes used

during engine test sessions. In contrast, cheap numerical tools retain only the core

acoustics description, sometimes mean flow description [35, 36], and further rely on

models to achieve fast predictions [37]. Such methods are well adapted in the context
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1.3 Prediction of combustion instabilities

of engine design where numerous modifications have to be tested: burner position,

chamber length, fuel mass flow rate, etc. They also allow for sensitivity analyses where

the impact of the modification of a baseline parameter can be gauged [38]. Figure 1.10

presents a visualization of the full spectrum of numerical tools accessible today for the

modelling and prediction of combustion instabilities. Modelling strategies range from

Figure 1.10: List of numerical methods for the prediction of thermoacoustic
instabilities, with increasing accuracy and computational cost. Illustrations
extracted from (left to right): [32], [39], [34], [40], [41].

analytical models providing a very simplified description of the flame and acoustics, to

high fidelity simulations such as Large Eddy Simulations (LES) or Direct Numerical

Simulation (DNS). The computational time needed and resulting accuracy are of course

extremely different, and the proper tool must be chosen for the appropriate situation.

Addressing combustion instability predictions using reduced order tools can either

be done in the time domain or in the frequency domain, both approaches having ad-

vantages and drawbacks. Time domain simulations follow the evolution of oscillations

over time and cover the full development of the instability presented in Fig. 1.8. They

are therefore easier to comprehend for the "non-initiated" and describe the full instabil-

ity development from triggering to the limit cycle (provided the adequate modelling).

Yet, they do not provide a straightforward understanding for cases where several modes

appear at the same time, and one dominates the others [42]. Moreover, most flame

representations and acoustic boundary conditions are usually derived in the frequency

domain [43]. Frequency domain simulations assume all fluctuations to be periodic and

provide information regarding all modes of the system at once: mode shapes, frequen-

cies, growth rate, stability, etc. Finally, it should be emphasized that such simulations
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are limited to the linear regime in the majority of cases, although successfull attempts

to retrieve the full instability cycle exist [44, 45, 46].

1.3.2 High fidelity simulations

High fidelity numerical flow simulations constitute the most accurate description of the

interaction between acoustics and flames. They rely on the full set of Navier-Stokes

equations: mass, momentum and energy, which are provided in Appendix A. Nonlinear

terms in the equations prevent their analytical resolution so far, hence three distinct

strategies have emerged to solve them numerically:

• Direct Numerical Simulation (DNS): All turbulent scales from the integral

length scale lt to the Kolmogorov scale lκ are resolved [47, 48]. Results are there-

fore accurate, but achieving such a fine description requires a very fine spatial

discretization. In a typical combustor, the smallest scales are of the order of few

dozen microns while the total volume of one combustion chamber sector of an aero-

jet engine is of the order of 10−6 m-3. Resolving even a single sector of an annular

gas turbine would hence necessitate an extremely large number of cells (≈ 1014)

which simply cannot be done even with the current most powerful supercomputer.

• Large Eddy Simulations (LES): Turbulent scales are resolved up to a cut-off

length scale k∆ while the smallest eddies are modelled. In practice the filter size ∆

is often equal to the grid cell size ∆x, which bounds the quality of the LES to the

mesh resolution. LES has become a valuable and usable tool for turbulent flow

and combustion studies [49, 50]. With a very fine discretization, DNS is obtained,

in all other cases, it constitutes a trade-off between accuracy and computational

time and models need to be used for turbulent fluxes as well as for the flame

description.

• Reynolds Averaged Navier Stokes (RANS): Only the Reynolds or Favre

averaged balance equations are solved [13, 48]. The averaged equations require

closure rules for turbulent fluxes and combustion processes. RANS was histori-

cally the first developed approach as explicitly computing a turbulent flow with

the available computational resources was simply impossible at the time. It only

provides averaged quantities and is hence of limited interest for the study of un-

steady phenomena such as combustion instabilities.

Choosing the adequate CFD approach is therefore crucial, especially in an industrial

context. By construction, RANS simulations cannot capture transient and dynamics

features of a flow and are not adapted to the prediction of combustion instabilities,
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although some studies have been performed using the Unsteady RANS (URANS) for-

malism [51]. DNS has been applied with some success on academic cases but is still

out of reach for complex industrial configurations and is mainly used in laminar flow

configurations to decipher physical mechanisms (see for example [52, 53]). On the other

hand, LES has proven its capabilities for the prediction of thermoacoustic instabilities

for both academic configurations [54, 55, 56, 57, 58] and industrial gas turbines [12, 59],

including full annular combustors [41]. It furthermore provides a direct insight on the

interactions between the flame and acoustics and is not limited to instability predic-

tions. In the context of thermoacoustics, LES has also been used to study the influence

of fuel mixing [60], heat transfer [61, 62] and many other aspects. For these reasons,

high fidelity simulations described in the remaining of this manuscript will only refer to

LES.

Mathematical derivation of the governing equations usually relies on decomposing

a variable X into a mean part X and a turbulent fluctuating part X ′, X = X +X ′ as

typically done for the RANS approach. Similarly, LES decomposes any variable X into

a filtered part and an unfiltered one that needs to be modelled. Figure 1.11 presents

typical temporal signals of any variable X with DNS, LES and RANS approaches while

Fig. 1.12 summarizes the corresponding resolved and modelled turbulent scales. Note

Figure 1.11: Time evolution of variable X = X + X′ with DNS, RANS, or LES
formulations.

that the LES filtering procedure can be performed either in spectral or in physical space.

If performed in space, the filtered quantity X results from a convolution of the function

X(x) with the LES filter kernel F∆:

X(x) =

∫
X(y)F∆(x− y)dy, (1.3)

13



1. INTRODUCTION

Figure 1.12: Turbulence energy spectrum as a function of the wave number k,
with indications corresponding to the resolved and modelled ranges for DNS,
RANS and LES. k∆ is the LES cut-off wave number.

where ∆ is the filter width, often chosen as the cell size in practical computations.

For variable density flows, mass weighted Favre filtering is usually preferred [13]. The

filtered quantity X̃ is then defined by;

ρX̃(x) =

∫
ρ(y)X(y)F∆(x− y)dy (1.4)

Such low-pass filtering results in smoother temporal signals, but also introduces addi-

tional difficulties compared to a simple time average as done for RANS. Indeed, contrary

to RANS, the filtered value of a LES perturbation is not exactly null: X̃ ′ 6= 0 for ar-

bitraty filter kernels. Single and double filtering are also not equivalent: X̃ 6= ˜̃X.

Arguably, the biggest issue lies in the fact that the filtering operator F∆ and derivative

operators do not commute. Nonetheless, LES codes rely on filtered equations and usu-

ally assume the commutativity of operators. Implications are investigated by Ghosal

and Moin in [63], but in the general case, the corresponding uncertainties are domi-

nated by the uncertainty of models used for the unfiltered quantities [13]. Applied to

the Navier-Stokes equations, the filtering procedure yields:

• Filtered mass conservation

∂ρ

∂t
+

∂

∂xj
(ρũj) = 0, (1.5)

where ρ is the mixture density and uj is the jth velocity component.

• Filtered species conservation

∂ρỸk
∂t

+
∂ρỸkũj
∂xj

= − ∂

∂xj

(
J j,k + J

t
j,k

)
+ ω̇k, for k = 1, nspec, (1.6)

14



1.3 Prediction of combustion instabilities

where Yk is the mass fraction for species k, Jj,k is the species diffusive flux and ω̇k
is the chemical source term for species k. The superscript t indicates the matrix

transpose.

• Filtered momentum conservation

∂ρũi
∂t

+
∂ρũj ũi
∂xj

= − ∂

∂xj

(
Pδij − τ ij − τ tij

)
, for i = 1, 2, 3, (1.7)

where P is the pressure tensor, and τij is the viscous stress tensor.

• Filtered energy conservation

∂ρẼ

∂t
+

∂

∂xj

(
ρẼũj

)
= − ∂

∂xj

(
ui (Pδij − τij) + qj + qtj

)
+ ω̇T , (1.8)

where E it the total non chemical energy, qj is the energy flux and ω̇T is the

volumetric heat release rate.

This set of equations presents several unclosed quantities that need to be modelled:

Reynolds subgrid stresses (ũiuj − ũiũj), subgrid scalar fluxes
(
ũiYk − ũiỸk

)
, subgrid

enthalpy fluxes
(
ũihs − ũih̃s

)
with hs the sensible enthalpy. A wide variety of closure

models is available in the literature. These are not detailed here for the sake of brevity

but details can be found in [48] for turbulent stresses closures and in [13] for chemical

reaction rate modelling. Note also that in the context of combustion instabilities, recent

studies have shown that the acoustic response of a flame can be affected by the modelling

choice for the subgrid stresses [34], underlining the difficulty of the present modelling

context.

Although overall reliable in their reproduction of flame dynamics from flame/acoustics

interactions (see however [64]), LES remain quite computationally intensive for practical

application during design stages where a large number of potential designs and operat-

ing points has to be tested. Consequently, a variety of faster and cheaper solutions has

been developed by simplifying the flame/acoustics problem, as detailed below.

1.3.3 Linearized Navier-Stokes/Euler equations

A straightforward way to simplify the analysis is to decouple acoustics and the flame

response, before linearizing the basic set of equations, whether it be Navier-Stokes

or Euler equations. In this view, chemical processes are discarded and the flame is

described as a volumetric thermal source term as will be discussed in Sec. 1.4. A

direct consequence is that Eq. (1.6) for species conservation is discarded and a unique

molecular weight and heat capacity are usually considered. All quantities are then
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linearized around a mean state, with the additional assumption that perturbations are

harmonic waves for which spatial and temporal variations are decoupled:

X(x, t) = X(x) + <
(
X̂(x)e−iωt

)
(1.9)

where < designates the real part of a complex number, i2 = −1 and X̂ is a complex

valued quantity corresponding to the Fourier component for an angular frequency ω =

2πf . The mean value is here noted X for the sake of simplicity but should not be

confused with LES filtered quantities defined in the previous section, that will not be

further utilized in the following. The fluctuation amplitude is then assumed to be much

smaller than the mean value, |X̂| � X. This notation simplifies the description of

periodic acoustic waves and allows to differentiate the frequency <(f) and growth rate

=(f) of an acoustic mode. It is recalled that with the time convention used in this work

(e−iωt), a positive growth rate is associated to linearly increasing fluctuations while

negative ones indicate a progressive damping.

Linearizing the Navier-Stokes Equations (LNSE) and keeping only first order terms,

one gets the new set of equations presented here in the frequency space:

• Linearized mass conservation

−iωρ̂+
∂

∂xi
(uiρ̂+ ρûi) = 0 (1.10)

• Linearized momentum conservation

−iωρûi +
∂

∂xj
(ρuj ûi) +

∂ui
∂xj

(ρûj + uj ρ̂) = − ∂p̂

∂xi
+
∂τ̂ij
∂xj

(1.11)

• Linearized energy conservation

In that case, the conservation of entropy s is generally preferred and is formally

equivalent [35]:

−iωŝ+ ui
∂ŝ

∂xi
+ ûi

∂s

∂xi
=
r

p

[(
ˆ̇ωT −

p̂

p
ω̇T

)
+

(
τ ij

(
∂ûi
∂xj
− p̂

p

∂ui
∂xj

))
+ τ̂ij

∂ui
∂xj

]
(1.12)

with r the specific gas constant. For an ideal gas, entropy fluctuations are related

to pressure and density fluctuations by:

ŝ =
r

γ − 1

p̂

p
+

γr

γ − 1

ρ̂

ρ
(1.13)

where γ is the heat capacity ratio.

For acoustics studies, viscous effects are usually neglected and linearized Euler Equa-

tions (LEE) are used instead of LNSE. The RHS of Eq 1.11 and 1.12 is in this case

further simplified by discarding all terms related to the viscous stress tensor τij .
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Equations 1.10 to 1.13 are solved for fluctuations p̂, ûi, ρ̂, ŝ assuming the mean

reference quantities to be known. These latter are typically determined from RANS

or LES computations averaged over time. The resolution of such a problem is only

possible when closed using an acoustic model for the fluctuating heat release source

term ˆ̇ωT . Such models are discussed in Sec. 1.4. When these linearized equations are

used (LNSE or LEE), the mean flow has to be provided as said previously, but the

actual resolution of the linearized problem can be performed on much coarser grids

than the ones typically used in CFD computations. Indeed, the limiting factor for

meshing is not the characteristic length of the flow anymore, but rather the acoustic

wavelength λ, which is generally much larger, or Mλ if entropic waves are considered,

M being the Mach number of the flow. This allows a considerable reduction of the

computational power needed, or equivalently, to obtain results much faster with the

same computational power compared to LES.

By construction, LNSE and LEE describe the propagation of vorticity, acoustic

and entropy waves by a turbulent mean flow. As such, conversion of acoustic waves

into entropy waves (through a choked nozzle for instance [65]) is retrieved. LNSE also

accounts for the conversion of acoustics into vorticity at sharp edges [66]. Note however

that the simplification induced by the harmonic decomposition of Eq. (1.9) does not

distinguish turbulent fluctuations from acoustic ones. In that respect, very few studies

make use of a triple decomposition (mean, coherent, stochastic parts) as proposed in

[67] to include this missing effect. These approaches are however limited to non reactive

studies as of now [68, 69]. Despite this limitation, LNSE have been shown to provide

satisfactory results for academic configurations such as a 2D tube with a flame [36] or

a 3D swirled burner [70]. Blanchard et al. [71] were able to reproduce the FTF of a

laminar flame with a LNSE solver with reasonable agreement compared to experiments.

LEE applications to the prediction of combustion instabilities are scarce and mainly

focus on theoretical issues such as the influence of the mean flow on stability and non-

normal interactions [35, 72]. In addition, numerical stability constraints require the use

of artificial viscosity [40] which severely limits the interest of the method. Consequently,

to this day and to the author’s knowledge, the use of linearized equations for industrial

geometries has never been done.

1.3.4 Helmholtz solvers

In numerous combustion applications, the mean flow velocity u is low compared to

the mean sound speed c. Further simplification of the LEE can thus be achieved by

assuming a null Mach number M = u/c = 0. In this specific limit, the classical linear

acoustics equations in the frequency domain are obtained. These are:
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• Zero Mach number linearized mass conservation

−iωρ̂+ ûi
∂ρ

∂xi
+ ρ

∂ûi
∂xi

= 0 (1.14)

• Zero Mach number linearized momentum conservation

−iωûi = −1

ρ

∂p̂

∂xi
(1.15)

• Zero Mach number linearized energy conservation

The mean entropy conservation simplifies to:

∂s

∂t
=
rω̇T
p

= 0 (1.16)

Inserting Eq. (1.16) into Eq. (1.12) yields:

−iωŝ+ ûi
∂s

∂xi
=
r ˆ̇ωT
p

(1.17)

Noting that the mean momentum conservation equation reads:

ρ
∂ui
∂t

= − ∂p

∂xi
= 0, (1.18)

and reintroducing it in the differential formulation of entropy for an ideal gas:

ds =
r

γ − 1

dp

p
− γr

γ − 1

dρ

ρ
, (1.19)

one gets:
∂s

∂xi
= − γr

(γ − 1) ρ

∂ρ

∂xi
. (1.20)

Finally, combining Eq. (1.13), Eq. (1.17) and Eq. (1.20) gives the more traditional

energy conservation for zero Mach number flows:

ûi
∂ρ

∂xi
= − ˆ̇ωT

ρ (γ − 1)

γp
− iω

(
p̂

c2 − ρ̂
)
. (1.21)

Conservation equations of mass (Eq. (1.14)) and energy (Eq. (1.21)) can then be

joined to yield:

−iω p̂

γp
+
∂ûi
∂xi

=
γ − 1

γp
ˆ̇ωT . (1.22)

Finally, taking the time derivative of Eq. (1.22) and subtracting the spatial derivative

of the momentum conservation equation, Eq. (1.15), provides the so-called Helmholtz

equation for pressure:

∂

∂xi

(
1

ρ

∂p̂

∂xi

)
+ ω2 p̂

γp
= iω

γ − 1

γp
ˆ̇ωT . (1.23)
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The Helmholtz equation is the equivalent of the classical wave equation in the frequency

domain without mean flow. It describes the propagation of acoustic waves without

mean flow effects and in the absence of viscous dissipation. Helmholtz solvers solve a

discretized version of this equation on multi-dimensional grids. Just like for LNSE or

LEE, coarser grids can be used compared to LES, with the additional advantage of a

single equation to be solved instead of a set of coupled ones. Moreover, only fields of

mean density ρ and heat capacity ratio γ (or equivalently for a perfect gas mixture

the mean sound speed c) are needed as input. Note however that when combustion is

considered, an additional model for the unsteady heat release source term ˆ̇ωT appearing

in Eq. (1.23) is required.

The term on the RHS of Eq. (1.23) vanishes when no combustion is considered.

In that case, and if only simple boundary conditions are used (zero acoustic pressure

p̂ = 0 or normal velocity û=0), discretizing Eq. (1.23) leads to a linear sparse eigenvalue

problem. The resolution of such problems can be performed with known algorithms [73,

74, 75] that can be massively parallelized on multi-processor systems. When combustion

is considered, or when more complex boundary conditions are used, the eigenproblem

is not linear anymore with respect to frequency and needs to be solved using more

advanced techniques. Using fixed point algorithms [43] is probably the most intuitive

approach.

Helmholtz solvers have been successfully employed using a linear modelling of the

acoustic flame response for the prediction of combustion instability on academic cases

[43, 76, 77] as well as for complex industrial configurations [41]. Few works have even

included a nonlinear description of the flame in an effort to reproduce limit cycle oscil-

lation amplitudes [44, 45, 46].

These reduced order codes are also convenient for their robust handling of boundary

conditions through the use of complex impedances, Z, defined by:

Z =
p̂

ρcû.n
, (1.24)

where n is the boundary normal. These impedances can be used to reintroduce back

some of the information lost when linearizing the equations. For example, the acoustic

damping created by conversion into vorticity through perforated plates [78], or even

mean flow effects due to the propagation of both acoustic and entropy waves [79, 80].

1.3.5 Low order models

Helmholtz solvers make use of finite elements or finite volumes method to solve a spa-

tially discretized version of the acoustic problem. Computational costs associated to

these computations can still be prohibitive for parametric design studies due to the large

number of degrees of freedom considered. In an effort to circumvent this issue, numerous
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groups have developed Low Order Models (LOM) to allow for very cheap combustion

instability studies. LOM aim at providing a framework where a limited number of de-

grees of freedom is used, allowing to quickly perform geometrical or physical parameter

modifications. They can also be used to gain insight on results obtained with LES or

experiments. Successful applications of LOM include highly intensive Monte-Carlo com-

putations for uncertainty quantifications [27, 81], sensitivity analyses [38], and shape

optimization for passive control [82]. Thermoacoustic LOM can be organized in two

main categories;

• Acoustic networks: geometries are split into a set of one-dimensional acoustic

elements where mean properties (density, heat capacity ratio, sound speed, mean

flow velocity) are constant. Here, the acoustic pressure fluctuation in the temporal

domain is noted p′. In each element, the wave equation hence reads:(
∂

∂t
+ u.

∂

∂x

)2

p′ − c2∂
2p′

∂x2
= 0, (1.25)

the solution being the sum of two planar waves A+ and A− travelling in opposite

directions with speeds c + u and c − u respectively. In the zero Mach number

limit, acoustic pressure p′ and velocity u′ are then written as:

p′(x, t) = A+(t− x/c) +A−(t− x/c) (1.26)

u′(x, t) =
1

ρc

[
A+(t− x/c)−A−(t− x/c)

]
(1.27)

Elements are then connected together using jump conditions for acoustic pres-

sure and velocity [13] describing the mean field changes, section changes, or the

presence of a flame (modelled as a velocity source term between two elements).

Together with boundary conditions, the system of Neq equations can be recast into

matrix form. The eigenfrequencies are then determined by finding values of an-

gular frequencies ω for which the corresponding determinant is nullified. Acoustic

mode shapes are then retrieved by solving the linear system.

Network methods have been successfully applied either in the frequency domain

assuming a linear flame response [83, 84, 85] as well as in time with a nonlinear

flame description [86, 87, 88], with few examples for a swirled combustor [89].

Some codes such as the Oscilos LOM from Imperical College London are even

open source [90]. The one-dimensional approach has also been generalized to

more complex geometries such as industrial annular combustors [83], or a plenum-

burners-chamber complex system [85, 91]. By construction, acoustic networks are

very fast but cannot describe acoustic modes involving three-dimensional features.
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1.3 Prediction of combustion instabilities

• Galerkin based methods: This type of method solves the wave equation with

a source term in the temporal domain or in the frequency domain (just like

Helmholtz solvers), here written under the zero Mach number assumption:

∇2p′ − 1

c2

∂2p′

∂t2
= (γ − 1)

∂ω̇′T
∂t

, (1.28)

along with complex boundary conditions of the general form:

∇p′.n = −f, (1.29)

where f is any general function of time and space. This approach further relies

on a modal expansion of the acoustic pressure and velocity fields on a family of

known orthogonal acoustic modes Ψk(x) solution of Eq. (1.28) with no RHS;

p′(x, t) =

N∑
k=1

Γk(t)Ψk(x), (1.30)

where Γk(t) are the complex valued and time dependent coefficients of the modal

expansion. Classically these modes also verify Eq. (1.29) with f = 0 or f = jωa

with a a real number. Inserting Eq. (1.30) in Eq. (1.28) and Eq. (1.29) and

integrating over the volume yields a system of second order differential equations

not shown here for the sake of brevity but presented in [92] for instance. These

allow the resolution of the problem. Once again, when a flame is considered in

one of the sub-domains, an appropriate modelling is needed for the combustion

source term ω̇′T .

First examples of modal expansion in the field of thermoacoustics were dedicated

to the study of combustion instabilities in liquid rocket engines [93, 94]. Further

studies were then conducted on canonical configurations [95, 96], annular com-

bustors [86, 97], and even chamber-plenum geometries [98, 99, 100]. Standard

modal expansions make use of acoustic modes with rigid-wall (null normal ve-

locity), which may require a large number of modes to converge when boundary

conditions are not close to this state (opening to the atmosphere for example)

[21]. Recent works [92] show that using overcomplete frames with appropriate

numerical techniques may help circumventing this issue. Contrarily to acoustic

networks, Galerkin methods are more general and can be used to describe complex

3D configurations. One drawback however lies in the fact that large modal bases

may be necessary and have to be computed using Helmholtz solvers for instance

for three-dimensional problems.

Note finally that Galerkin and acoustic network methods can be combined to retain

the best of each strategy. In this view, simple one-dimensional acoustic propagation
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1. INTRODUCTION

can be modelled using Riemann invariants A+ and A− while modal expansion can be

used in more complex geometries. Whenever applicable, each decomposition can be

applied to the system sub-domain of interest, the total number of degrees of freedom

being limited and the full three-dimensional description still being used only in key

areas. This method was successfully employed in [101] to model an annular chamber

with multiple burners that may not all be equivalent, or in [102, 103] where acoustics

in a plenum and a combustion chamber are resolved using a Galerkin expansion while

acoustic propagation in burners is assumed to be fully one-dimensional.

1.4 Modelling the flame in acoustic calculations

1.4.1 Flame transfer functions

In the remaining of the manuscript, the term "Reduced Order Model" (ROM) is used

to qualify the concatenation of LNSE/LEE, Helmholtz solver and LOM approaches,

signifying that such methods feature reduced orders of accuracy compared to LES. In

LES, the heat release from the flame is determined thanks to models describing the

chemical reactions taking place inside and outside the flame front. All ROM have in

common that the fluctuating heat release source term ω̇′T (Eq. (1.28)) or equivalently

in the frequency domain ˆ̇ωT (Eq. (1.13) and (1.23)) is not resolved, but modelled. Heat

release rate perturbations are the driving source of combustion instabilities and cannot

simply be neglected. Modelling the flame as an acoustic element allows to completely

discard the complexity of chemical kinetics while still considering unsteady effects. This

step is essential to produce accurate and relevant predictions by use of ROM.

The classical modelling element employed to describe the flame response to pertur-

bations is the Flame Transfer Function (FTF) which links incoming perturbations to

resulting global heat release rate fluctuations Q̂ defined as Q̂ =
∫
Vf

Λˆ̇ωTdV where Λ is a

multiplication factor depending on the exact equation to be solved. For a perturbation

of a given quantity, noted hereafter a (velocity, pressure, equivalence ratio, etc), the

transfer function is defined in the frequency domain as:

F(ω) =
Q̂

Q
.
a

â
(1.31)

When it comes to thermoacoustic studies, the perturbing variables are generally the

velocity u, or the equivalence ratio φ for non fully premixed flames. The most simple

and widespread FTF model is the one proposed by Crocco [37], formally known as

the ’n − τ ’ model. The idea of Crocco was simple: a velocity perturbation at a given

location xref propagates at the sound speed c and takes a time τ (which also potentially

accounts for a chemical time or a vortex formation time for instance) to reach the flame

and burn, generating an unsteady heat release amplified by a factor n with respect to the
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1.4 Modelling the flame in acoustic calculations

original velocity fluctuation amplitude, Fig. 1.13. The original model of Crocco assumed

Figure 1.13: Schematic diagram of the Crocco n − τ model principle. The
velocity perturbation at xref takes a time τ to reach the flame front at position
xf and burn with an amplification factor n.

a compact flame, that is a flame with geometrical extension Lf much smaller than the

acoustic wavenumber k = ω/c and a constant time delay across the whole frequency

range. In the generalized version of the n − τ model, the FTF is often expressed in

terms of a frequency dependent gain G(ω) and a phase ϕ(ω) (or time delay τ(ω)) [17]:

F(ω) = G(ω)eiϕ(ω) = G(ω)eiωτ(ω). (1.32)

A first option to determine the gain and phase of a FTF is to perform experimental

studies. Examples can be found in the literature for laminar flames [104], laboratory

scale swirling flames [105, 106, 107, 108], and more rarely for full annular combustors

[100]. In real engines however, there is limited if no optical access, and sensors cannot

be placed close to the high power flames.

As an alternative, numerical simulations can be used to predict the forced flame

response, and thus FTF. Few examples rely on unsteady RANS simulations [109, 110],

and the majority on LES [111, 112, 113, 114]. In some cases, a broadband forcing com-

bined with system identification techniques [115] can be used to retrieve the FTF using

a limited set of LES. In the general case however, and especially for turbulent flames

in complex geometries as encountered in gas turbines, a significant number of single

frequency forced simulations has to be performed if one wants to cover the frequency

range of interest. As a direct consequence, performing high fidelity simulations to feed

ROM essentially moves the numerical cost issue from one perspective to another.

Reducing the overhead cost associated to numerical simulations to predict com-

bustion instabilities is the critical element for application to real engine design. Less
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computationally intensive approaches have thus been explored, such as a level-set track-

ing of the flame front [71, 116, 117, 118]. Semi-analytical models can even be obtained

when starting from a level-set description and adding a few simplifying assumptions.

Such analytical models will be detailed in Chap. 2. These constitute the only substan-

tial option that does not compromise the objective of fast computations required to

enable parametric studies of engine thermoacoustic stability. Analytical FTF models

are therefore the main object of interest in this manuscript.

1.4.2 Extensions of the FTF formalism

A FTF characterizes the flame frequency response to vanishingly small acoustic per-

turbations. This modelling allows to predict the linear stability of modes (see Fig. 1.8)

but cannot capture the limit cycle appearing in the nonlinear regime. To circumvent

this issue, the FTF method can be extended to the Flame Describing Function (FDF)

formalism [119], which introduces the amplitude of the incoming perturbation as an

additional parameter:

F(ω, |û/u|) = G(ω, |û/u|) exp (iϕ(ω, |û/u|)) (1.33)

As a result, a FDF is essentially a collection of FTF obtained for different acoustic

perturbation amplitudes. Coupled to Helmholtz computations, the FDF description

was shown to retrieve experimentally observed limit cycle behaviours for fully premixed

swirled flames [44], partially premixed swirled flames [120] and an annular combustor

with multiple injectors[46].

Another acoustic model for flames, is the Flame Transfer Matrix (FTM). This ap-

proach assimilates the flame to a compact interface with jump conditions relating pres-

sure and velocity on its upstream (noted |u) and downstream (noted |d) sides:[
p̂|d

(ρcû) |d

]
= Tflame

[
p̂|u

(ρcû) |u

]
(1.34)

with T the flame transfer matrix. As for the FTF, the FTM can be measured with

experiments or numerical simulations [121]. It is especially well adapted to longitudinal

configurations. Note that FTF and FTM methods are formally equivalent when the

FTF reference location is chosen close enough to the flame [122]. See also [123] for an

extension of these concepts to include the forcing level.

Finally, it is worth mentioning that with the rise of artificial intelligence/machine

learning based modelling, a neural network representation of the flame acoustic response

could be considered in a near future, as already done for the prediction of subgrid scale

reaction rates for LES [124].
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1.5 Swirling flame transfer functions

1.5 Swirling flame transfer functions

In industrial gas turbines, flames are highly turbulent and stabilized by a swirling flow.

The injector imparts a rotating motion to the fresh gases so that combustion occurs

around an inner hot gas recirculation zone that helps anchoring the flame in the vicinity

of the injection feed. If the flame is confined, outer recirculation zones also appear on

the outskirts of the flame branches, Fig. 1.14a. The swirl number S is generally used

to characterize the rate of rotation of the flow and is defined as the ratio between the

angular momentum flux Gθ and the axial momentum flux Gx projections along the axial

direction. Neglecting the pressure term contribution, as often done in the literature, it

reads [125, 126]:

S =
Gθ
R0Gx

=
1

R0

∫ R0

0 ρuxuθr
2dr∫ R0

0 ρu2
xrdr

, (1.35)

where ux and uθ are the axial and tangential velocities in cylindrical coordinates and R0

is a characteristic dimension, usually the outer radius of the injection device. When the

swirl number is increased, the increased tangential momentum flux produces a wider

IRZ, Fig. 1.14b. The rotating motion is generally imposed either by forcing the flow

(a)
(b)

Figure 1.14: (a) Schematic representation of a swirling flame with inner and
outer recirculation zones (b) LES mean temperature fields and streamline pat-
terns for two different swirl numbers, reproduced from [125].

through tilted blades (axial swirler), or by changing its direction and guiding it through

radial channels (radial swirler).

Examples of laminar and swirling V-shaped flames as visualized during experiments

are presented in Fig. 1.15. The addition of swirl modifies the frequency dependency of

the flame response to acoustics, as shown in Fig. 1.16 for inverted conical (or V-shaped)

flames. The typical FDF gain of a laminar non-swirling V-shaped flame presents above
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(a)

(b)

Figure 1.15: (a) Typical laminar V-shaped flame, reproduced from [127] and
(b) typical swirling V-shaped flame, reproduced from [128].

unity values for a large low frequency range and generally behaves as a low-pass filter

for higher frequencies [127]. The corresponding FDF phase is linear. Contrarily, the

FDF of a swirling flame anchored on a bluff-body (Fig. 1.16b) presents local minima

in between maximum gains [89, 106]. In addition, the phase curves exhibit inflection

points around frequencies corresponding to the local gain minima.

(a) (b)

Figure 1.16: (a) Experimental FDF of a fully premixed non-swirling laminar
V-shaped flame, extracted from [127] and (b) experimental FDF of a fully
premixed swirling flame, extracted from [89]. Both flames are anchored on a
bluff-body.

Differences between the response of swirling and non-swirling flames stem from

fundamental mechanisms associated to acoustics/vorticity conversion through swirlers
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and flame/vortex interactions [51, 126, 129]. These aspects will be further discussed

in Chap. 2. Lastly, note that the behaviour of both swirling/non-swirling flames is

modified when increasing the acoustic perturbation amplitude, with a decrease of the

global gain levels. Interestingly, phase curves remain unchanged with stronger forcing

amplitudes.

FTF/FDF of swirling flames have been determined experimentally [105, 106, 107]

as well as with numerical simulations [112, 113, 114, 130, 131]. While the effects of

swirl are inherently accounted for in experiments or LES, they need special treatment

to be accounted for in cheaper alternatives such as analytical formulations. This point

is addressed in details in Chap. 2.

1.6 Thesis objectives and outline

Achieving accurate, yet fast combustor stability predictions constitutes the next step

for numerical methods to be effectively used in a conception context for lean combustion

technological solutions. In regard of existing modelling strategies, a stability mapping

of a given engine can only be obtained using ROM. This means that accuracy will rely

on the acoustic description of the flame, often chosen to be recast into a FTF or a FDF

formalism. In any case, obtaining FTF/FDF data from experiments or costly CFD

simulations does not cope with the fast prediction requirements and hence, there is an

essential need for fast qualitative modelling.

In this context, this PhD thesis funded by Safran Aircraft Engines has the long-

term objective of creating fast and reliable combustion instability predicting tools for

the design of the next generation of low emission aeronautical gas turbines. This the-

sis therefore establishes a first step towards this goal and focuses on the derivation

and application of semi-analytical FTF models based on a concise description of key

mechanisms responsible for the flame response. In particular, the response of premixed

V-shaped swirling flames is investigated both from a theoretical point of view and using

numerical simulations. Accordingly, three main objectives are as follows:

• Propose analytical formulations for the FTF of swirling flames as encountered in

real gas turbines. Although a few derivations exist for laminar flames, the case of

turbulent swirling flames is still insufficiently documented.

• Assess the capabilities and range of application for the proposed models. These

should ideally be robust and cover a range of injector/burner geometries. Other

questions also need to be answered: can the model reproduce nonlinear features

? could it be extended to two-phase flow flames ?
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• Confirm the ability of the acoustic modelling chain, with a FTF determined from

forced LES coupled to Helmholtz computations, to predict combustion instabili-

ties. To do so, the AVBP LES solver and the AVSP Helmholtz solver are used in

a joint study.

The manuscript is organized as follows. Chapter 2 details the current state in

regard to analytical FTF models for premixed flames, with emphasis on swirling flows.

Building upon a previous work from Palies et al. [128], an analytical model for V-shaped

premixed swirling flames is then proposed. This model, denoted as the SFTF model,

depends on six parameters, three of which describe the laminar flame response, while

the three remaining ones take into account the effect of swirl.

The proposed methodology is applied to a laboratory scale premixed swirl stabilized

flame exhibiting features representative of real aero-engines in Chap. 3. The discussion

then focuses on an efficient procedure to evaluate these parameters based on a reduced

set of LES. For this case, cold and reactive flow LES are performed, and three distinct

approaches of increasing complexity are presented for the determination of the SFTF

model parameters. A first estimation of the flame acoustic response is obtained by

evaluating parameters from a single unperturbed flame simulation. Flame dynamics and

swirl related parameters are then determined from a series of robust treatments applied

on pulsed simulation data to improve the model accuracy. Overall, a good qualitative

agreement is obtained compared to reference data, and the modelling strategy is shown

to naturally handle different perturbation levels. Thanks to the obtained database, the

complex swirling flow and flame dynamics are investigated for frequencies corresponding

to local minimum and maximum FTF gains (Fig. 1.16b).

Finally, LES and Helmholtz computations are performed on a real annular industrial

combustor in Chap. 4 in order to determine its thermoacoustic stability. All aspects of

the modelling chain detailed previously are investigated to determine the best strategies

for a reliable FTF appraisal when carrying out LES. The applicability of the SFTF

model is also gauged and indicates that further modelling is needed to handle features

out of the scope of the initial model derivation. Despite this natural limit, the LES

acquired FTF is used as an input to Helmholtz computations. An unstable mode at a

frequency close to the one observed during engine test sessions is retrieved.

28



Chapter 2

Premixed swirling V-shaped flames
acoustic response modeling
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2.1 FTF of laminar V-shaped premixed flames

2.1.1 Early studies

The flame response to acoustic waves is often characterized by the FTF presented in

Eq. (1.32). This "black-box" modelling does not a priori indicate what the phenomena

responsible for the flame unsteady heat release fluctuations precisely are. Studies on

laminar flames have demonstrated the FTF dependency on several aspects:

• burner/injector geometry [132],

• mean flow properties (mean velocity, mean density jump across the flame sheet

for instance) [133],

• heat transfer [52],

• flame shape [134],

• acoustic modulation amplitude [134, 135],
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to name the most obvious ones. In a turbulent flame, all these features can interact with

each other, making the underlying physical mechanisms harder to identify. Despite this

observation, first attempts to parametrize a FTF as a function of a small set of input

parameters were historically derived for liquid-fueled rocket engines [37, 136], as there

was an essential need to mitigate combustion instabilities observed in such devices at

the time. The semi-empirical nature of the derived transfer functions and the large set

of parameters used restrain their use to designs close to the one they were originally

developed for. In particular, the accuracy of predicted FTF gain and phase is highly

conditioned by the choice of quantities identified to be "representative of the system".

From then on, laminar flames have been a subject of choice for the understanding

of flame/acoustics coupling in general and the derivation of analytical formulations

for FTF. Theoretical attempts to derive non-empirical FTF gains and time delays are

numerous for laminar conical flames [104, 137, 138]. The case of inverted conical flames,

that will be denoted as V-shaped flames in the following, is slightly less documented. In

[139], Marble and Candel study the unsteady behaviour of a V-shaped flame stabilized

by a flame holder at the center of a long two-dimensional duct, and submitted to

a uniform velocity perturbation, Fig. 2.1. Their analytical analysis considers both

Figure 2.1: Geometry of the ducted V-shaped flame considered by Marble and
Candel, reproduced from [139].

upstream and downstream acoustic waves, and the problem is treated using an integral

technique for separated cold and hot sides with a matching condition at the thin flame

front interface assumed to be infinitely thin. They conclude that very large responses

of the flame are observed for particular frequencies corresponding to well-defined values

of a dimensionless parameter ωLf/v, Lf being the characteristic flame length. They

attribute this preferential response to vorticity shed from the distorted flame inducing

a convective wave propagating along the flame front. This convective wave was also

observed when applying a low-frequency modulation to laboratory premixed flames,

Fig. 2.2a. In the case of non-ducted flames, vorticity generation at the edges of the

burner rim was also shown to perturb the flame surface, Fig. 2.2b. This work was then

extended in [141] by considering an incompressible flow upstream of the flame.

Later, Bloxsidge et al. [142] conducted a series of experiments to study the same

ducted flame response. The general trends observed in the experiments were used to

30



2.1 FTF of laminar V-shaped premixed flames

(a) (b)

Figure 2.2: (a) Tomographic cut of a premixed laminar V-shaped flame forced
with amplitude v̂/v = 9% at f = 22.6 Hz, extracted from [140] (b) Instantaneous
unsteady vorticity field and flame front location of a forced laminar premixed
flame, v̂/v = 8%, f = 150 Hz, from [127].

derive an empirical FTF model, which matched the experimental result for the few

configurations considered. As noted by Dowling [135], in the low frequency range, the

empirical FTF reduces to a simple low pass filter:

F(ω) =
1

1 + iωτ1
(2.1)

where

τ1 =
2πa

v
(2.2)

with a the radius of the central bluff-body piece and v the mean velocity in the incoming

flow at the gutter. Arguably, one drawback of such a model is the need for experiments

to calibrate it outside of the low frequency range, with a priori no further indication

that the resulting FTF could be transposed to different geometries.

2.1.2 G-equation description of flame wrinkling

Here we introduce the standard geometry for a premixed laminar V-shaped flame an-

chored on a central bluff-body piece. A complete schematic overview of the configuration

is displayed in Fig. 2.3. The flame is assumed to be perfectly axisymmetric, anchored

on a central bluff-body at radial position x = a and extending to a radial position

x = b so that the mean flame radius is Rf = b − a. The half-flame opening angle

with respect to the vertical axis y is noted α. A second reference coordinates frame is

defined from the mean flame front position with axes X and Y . In this new frame, the

projected velocity components are noted (U, V ). Local flame wrinkling is assumed to
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Figure 2.3: Schematic of the studied laminar premixed V-shaped flame config-
uration. Reference frame axes are noted x and y while a second frame directly
linked to the steady flame has axes X and Y, see [143]. The steady flame is
aligned on the X axis, is anchored on a rod at position a and extends to a radial
abscissa x = b which may not be a wall. Definitions of the flame length Lf ,
flame height Hf and flame radius Rf are provided on the right

occur around this mean position which does not change when acoustic forcing is ap-

plied, which translates for a premixed flame to only considering linear acoustics [144].

The unsteady displacement of the flame around its mean position is noted ξ, and can

conveniently be parametrized in each of the reference frame to ease calculations (see

[143]).

In the following, all theoretical derivations make use of a level-set description of the

flame known as the G-equation to track the perturbed flame front surface. In this view,

the flame front is represented as an infinitely thin interface separating fresh and burnt

gases, with a scalar G so that G(x, t) = 0 effectively describes its position [145, 146].

The G-equation for a premixed laminar flame is here expressed as:

∂G

∂t
+ v.∇G = Sd|∇G| (2.3)

where Sd is the flame displacement speed that is asssumed to correspond to the laminar

burning velocity Sl, and the velocity field v can be decomposed as the sum of a uniform

mean axial component and acoustic perturbations:

v(x, t) = u′(x, t)ex + (v + v′(x, t))ey. (2.4)

Equivalently, the velocity field in the frame attached to the steady flame front is:

V(X, t) =
[
U + U ′(X, t)

]
eX +

[
V + V ′(X, t)

]
eY (2.5)
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with U = v cosα the mean flow velocity component tangential to the flame front, and

V = v sinα its normal counterpart. In the frame linked to the steady flame position,

the unsteady flame displacement can easily be linked to the scalar G:

G = Y − ξ(X, t) (2.6)

The constant flame speed assumption then allows to reduce Eq. (2.3) to a simple ex-

pression:

∂ξ

∂t
+ U

∂ξ

∂X
= V ′(X, t) (2.7)

with ξ(X, t) = ξ̂(X)e−iωt the harmonic flame front perturbation in the normal direction

with respect to the steady flame front. The general solution of this equation can be

found using the characteristics method, or can conveniently be expressed by a telegraph

integral as proposed in [140]:

ξ(X, t) =
1

U

∫ X

0
V ′
(
X ′, t− X −X ′

U

)
dX ′ + ξ

(
0, t− X

U

)
(2.8)

The first term on the RHS of Eq. (2.8) corresponds to a forcing term describing the

convection of the perturbation at the mean tangential flow speed U along the flame

front, while the second term describes the displacement at the base of the flame. Since

in this work the flame is assumed to remain anchored on a bluff-body, this second term

vanishes, and the equation is recast in the frequency domain:

ξ̂ =
ei
ω
U
X

U

∫ X

0
V̂ (X ′)e−i

ω
U
X′dX ′ (2.9)

The unsteady flame displacement ξ̂ constitutes the basis of all G-equation based ana-

lytical formulations for laminar premixed flames transfer functions. Indeed, under the

flamelet assumption, the heat release rate per unit volume Q is expressed as:

Q = ρSlAfQf (2.10)

with Af the specific flame flame surface area, ρ the unburnt mixture density and Qf

the heat of reaction per unit mass of reactant. Linearizing this equation for vanishingly

small perturbations, one gets:

Q̂

Q
=
ρ̂

ρ
+
Ŝl

Sl
+
Âf

Af
+
Q̂f

Qf
(2.11)

The first term on the RHS, ρ̂/ρ, takes small values for low acoustic perturbation am-

plitudes. The G-equation is derived here for a constant flame speed Sl so that the

second term is not considered. Finally, for a fully premixed mixture, the term Q̂f/Qf

further vanishes. Hence, under these assumptions, fluctuations of heat release rate Q̂
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are directly tied to flame surface variations Âf . The FTF from Eq. (1.31) is then recast

as:

F(ω) =
Q̂

Q

v

v̂
=
Âf

Af

v

v̂
(2.12)

Therefore, obtaining an analytical FTF model is conditioned by the determination of

the unsteady flame surface Âf . For a V-shaped flame and noting d̂l the instantaneous

flame element along the X axis, the instantaneous flame surface differential element

is dÂf = 2πxdl̂ = 2πxdξ̂/ tanα. The total unsteady flame surface is retrieved by

integration:

Âf =
2π

tanα

∫ b

a
x
∂ξ̂

∂x
dx (2.13)

Integrating Eq. (2.13) by part, and noting that the flame is anchored at position a,

ξ̂(a) = 0, it becomes:

Âf =
2π

tanα
bξ̂(R)−

∫ R

0
ξ̂(x′)dx′. (2.14)

The steady axisymmetric flame surface area Af is given by:

Af = π
b2 − a2

sinα
(2.15)

Ultimately, Âf and thus the analytical FTF can be fully characterized provided that

an analytical expression is available for ξ̂ as defined in Eq. (2.9). One must therefore

provide an expression for the perturbed velocity field (u′(x, t), v′(x, t)), or equivalently

in the steady flame reference frame, for (U ′(X, t), V ′(X, t)).

2.1.3 G-equation based FTF models

The vast majority of analytical FTF rely on the G-equation formalism presented in the

previous paragraph. Fleifil et al. [147] were the first to introduce its use to describe

the unsteady response of an elongated conical flame attached to walls in a duct. They

considered a uniform harmonic velocity perturbation, û = 0 and v̂ = v1 as well as a

radially non uniform one v̂ = v1(x). The same procedure was later adapted by Dowling

et al. [148] to extend the modelling to an axisymmetric turbulent V-shaped flame

stabilized on a centre-body. After some calculus and assuming a small uniform axial

disturbance, the FTF is shown to depend on a single parameter ω∗ defined by:

ω∗ =
ω(b− a)

Sl (1− Sl/v)1/2
(2.16)

In the low frequency limit, the analytical FTF of Dowling et al. [148] resumes to a

second order low pass filter:

F(ω∗) =
1

1 + iω∗τ2∗ + (iω∗)2τ2∗τ3∗
(2.17)
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where

τ2∗ =
(2b+ a)

3(b+ a)
(2.18)

τ3∗ = τ2∗
7b2 + 4ab+ a2

4(2b+ a)2
(2.19)

with Sl the flame speed. Note that for small ω∗τ2∗, Eq. (2.17) reduces to the first order

law of Eq. (2.1). With the notations of Fig. 2.3, and introducing the characteristic

dimension R = b− a, Eq. (2.16) can be rewritten as:

ω∗ =
ωR

Sl cosα
=

ωR

v sinα cosα
(2.20)

Interestingly, the same parameter ω∗ was also shown to control the response of

laminar conical flames submitted to a uniform velocity modulation in [104], which sug-

gests that this unique parameter describes the dynamics of both conical, and V-shaped

flames [143]. The ratio ω∗/ω corresponds to a convection time at the mean flow velocity

U = v cosα along the steady front from the base of the flame (x = a) to the end of the

flame branch (x = b), i.e. over the distance Lf , see Fig. 2.3. This simplified approach is

shown to be in good agreement with experimental data in the original article. For large

amplitude oscillations, propagation upstream of the flame holder and reattachment are

observed in [148], but the characteristic wrinkling of flame branches shown in Fig. 2.2a

is not retrieved. Moreover, the model is limited by construction to low frequencies

and significant differences are observed between experiments and predictions when the

reduced frequency ω∗ is increased [104].

Baillot et al. [149, 150] conducted experiments on a laminar conical flame and iden-

tified that deformations of the flame front originate from two progressive waves. The

first one corresponds to a convection in the axial direction and in the fresh reactants at a

velocity v. The second one characterizes the convection of disturbances along the flame

front starting from the flame base at a velocity v cosα. These observations indicate

that a single parameter ω∗ as obtained when considering a uniform harmonic velocity

perturbation is not sufficient to describe the perturbed flame dynamics. To comply with

these findings and overcome the limitations observed with a uniform velocity pertur-

bation, Schuller et al. [143] chose to impose a convective velocity perturbation at the

flame base:

u′(y, t) = 0 (2.21)

v′(y, t) = v1 exp (iky − iωt) (2.22)

with k = ω/v the axial convective wavenumber and v1 the amplitude of the velocity

excitation. Substituting Eq. (2.22) in Eq. (2.9), yields the unsteady flame displacement:

ξ̂(x) =
v1

v

R

iω∗ cosα

1

1− cos2 α

[
eiω∗

x
R − eiω∗ xR cos2 α

]
(2.23)
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which can in turn be reintroduced in Eq. (2.14) first, before obtaining the analytical

FTF for a V-shaped flame with Eq. (2.12). The final expression obtained in [143] is

recalled here:

Fv(ω, α, a, b) =
2

ω2
∗

1

1− cos2 α

b− a
b+ a

[
eiω∗ − 1− eiω∗ cos2 α − 1

cos2 α

]

+
2i

ω∗

1

1− cos2 α

b

b+ a

[
eiω∗ cos2 α − eiω∗

] (2.24)

This time, the FTF is parametrized not only by the reduced pulsation ω∗ but also by the

half flame angle α, and by the characteristic radius R = b− a. In many configurations,

but not always, flames are stabilized on a narrow bluff-body, so that a� b. In this case

Eq. (2.24) reduces to:

Fv(ω∗, α) =
2

ω2
∗

1

1− cos2 α

[
eiω∗ − 1− eiω∗ cos2 α − 1

cos2 α

]
+

2i

ω∗

1

1− cos2 α

[
eiω∗ cos2 α − eiω∗

]
(2.25)

The corresponding FTF gain and phase lag curves obtained in [143] are presented in

Fig. 2.4b while Fig .2.4a displays the FTF obtained when considering a uniform velocity

perturbation as done by Dowling et al. [148], Eq. (2.17). Both analytical FTF model

(a) (b)

Figure 2.4: Comparison between analytical FTF and simulations results using a
G-equation solver with two different perturbation levels v̂/v = 0.02 (circles) and
v̂/v = 0.1 (triangles) using a uniform velocity perturbation (a) and a convective
perturbation (b). Parameters are Sl = 0.39 m.s-1, v = 1.30 m.s-1, a = 3 mm,
b = 11 mm and α = 17◦. Reproduced from [143].

perfectly match numerical solutions of the G-equation for low amplitude modulations.

36



2.1 FTF of laminar V-shaped premixed flames

Uniform velocity fluctuations lead to a standard low-pass filter behaviour as expected

from theory, and the flame response is shown to be insensitive to the amplitude of the

fluctuation v̂/v at the burner outlet. The FTF gain obtained with convective velocity

perturbations exhibits a strong sensitivity when the fluctuation amplitude is increased,

which is in line with experiments [134]. However, it features a gain overshoot that

was not present when using a uniform perturbation. This overshoot is also observed

when assessing FTF using experiments [127], proving that some additional information

is gained with this more complete description. Note that some authors such as You

et al. [151] also explored the influence of radial dependency of the mean velocity v, and

a description of the flame as a succession of constant angle portions in their attempt to

propose a unified approach accounting for all possible sources of disturbances. These

derivations yield limited improvements and are of limited practical use since they re-

quire a numerical integration of the unsteady flame displacement ξ, thus, they are not

considered here.

The FTF of Eq. (2.25) was derived considering a uniform mean flow. As such, it

solely depends on mean flow and geometrical quantities, which is not surprising in the

context of laminar flame it was originally developed for but raises questions for turbulent

flames where dynamics and flame sheet wrinkling due to local vorticity effects are likely

to play an important role. As discussed by Preetham et al. in [152], a limitation of this

model stems from the fact that the convective velocity behind Eq. (2.22) assumes that

perturbations travel along the flame front at the mean flow velocity U = v cosα. In

reality these perturbations (that we will assimilate to vortical perturbations to simplify

the analysis) travel in the outer shear layer in the case of a V-shaped flame at a velocity

Uc−v that can be very different from v. For example, Durox et al. [127] measured

the local velocity in the vicinity of the flame sheet to be half of the bulk velocity at

the injector exit. The flame surface can be affected by large scale structures being

shed from the burner rim which induce local vorticity and thus wrinkling, as illustrated

in Fig. 2.5. In general, the total disturbance field can hence have both acoustic and

vortical components, with relative magnitude determined by the injector shear layer

dynamics. According to [152], it originates from two mechanisms: flow non-uniformities

and boundary conditions at the flame root. The physical interpretation of these effects

can be easily devised. Flow non uniformities result in fluctuating velocity gradients at

the burner rim which periodically generate vorticity. This effect is further amplified in

the case of swirling flames as will be discussed in Sec. 2.2. On the other hand, flow

disturbances impacting the flame base will propagate along the whole flame branch.

Preetham et al. [152] therefore introduced the true to mean velocity ratio K = v/Uc−v,
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Figure 2.5: Schematic representation of a bluff-body anchored V-shaped flame
wrinkled by vorticity disturbances generated at the injector exit edges when
an acoustic modulation is applied.

which modifies Eq. (2.25) in a straightforward manner:

Fv(ω∗, α) =
2

ω2
∗

1

1−K cos2 α

[
eiω∗ − 1− eiω∗K cos2 α − 1

K cos2 α

]
+

2i

ω∗

1

1−K cos2 α

[
eiω∗K cos2 α − eiω∗

]
(2.26)

K is merely a correction factor intended to describe the convection of disturbance waves

at the actual velocity Uc−v. Choosing K = 1 yields the FTF model obtained by Schuller

et al. [143], Eq. (2.25). As shown in Fig. 2.6a, parameter K has a strong influence

on both predicted FTF gain and phase lag. It directly controls the magnitude and

frequency for which an above unity gain peak is observed, as well as the general slope

of the phase curve. These drastic modifications with the chosen value for K underline

(a) (b)

Figure 2.6: FTF gain and phase from the model of Eq. (2.26) for various values
of the correction factor K. η = Kcosα and St2 = ω∗ , reproduced from [152].
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the need for its precise identification.

A potential drawback for the FTF model of Eq. (2.26), especially for wide flame

angles (when α → π/2), is that it may result in large gain values for high frequen-

cies which are not observed in experiments for this type of flames [134]. In [116], PIV

measurements are performed in the fresh gases and show that the velocity perturbation

amplitude decreases with the axial distance to the burner exit plane, with a frequency

dependent decay rate. The authors also point out that this feature is needed to retrieve

the FTF obtained experimentally when using a model derived from a G-equation (see

[116]). Birbaud et al. [153] performed further studies on the fresh reactant side and

found velocity perturbations to have an exponential decay rate which increases with

frequency. By construction, the FTF model Fv only considers one-dimensional propa-

gation without any decay, which may be true in a narrow injection system but may not

hold as the perturbation enters the larger combustion chamber enclosure. To take this

feature into account, the spatial component v̂ of the convective velocity v′ = v̂eiωt in

Eq. (2.22) can again be modified following the formulation proposed in [154] for conical

flames:

v̂ = v1 exp

(
i
Kω

v
y

)
exp

(
−βKω

v
y

)
= v1 exp

(
i
K(1 + iβ)ω

v
y

)
(2.27)

which effectively comes down to introducing a new complex velocity correction factor

K ′ = K(1 + iβ) instead of a real-valued quantity. In this case, the corresponding decay

rate −βKω/v increases with frequency which complies with experimental findings. This

means that Eq. (2.26) retains the same form, and in the latter, the parameter K is always

assumed to be complex for conciseness purposes.

2.1.4 About the time domain representation of FTF

FTF correspond to a frequency domain description of the flame response and are often

preferred to a time domain description since LOM such as Helmholtz solvers also use a

frequency domain description of acoustics. Their time domain equivalent is the impulse

response (IR), which can be obtained by performing an inverse Laplace transform of the

FTF. Over the last decade, several advancements have been made in the thermoacoustic

research community so that time domain simulations have gained in popularity. No-

tably, time domain simulations allow to retrieve limit cycle oscillations and can include

damping/saturation effects. They can also be used to explain some of the features seen

in analytical FTF gain and phase lag curves.

A study by Blumental et al. [155] investigated the impulse response of premixed

laminar flames to velocity perturbations in the time domain and obtained analytical

formulas for the corresponding FTF. In the particular case of a V-shaped flame, their

time domain IR is formally equivalent to Eq. (2.26) of the previous section. Their work
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provides additional valuable insights on phenomena observed in [104, 143, 152]. From

the analytical impulse response, two time scales corresponding to (1) flame anchoring

and restoration and (2) convective flame displacement due to forcing are identified.

These time scales are said to correspond to the two non dimensional quantities already

observed: ω∗ and cosα. The relative importance and time delay difference between

these two times scales is then used to explain physical phenomena such as low or high

FTF gains for specific frequencies.

Figures 2.4b and 2.6a show that the modelled FTF gain features undulations for

which a series of cutoff-frequencies corresponding to local gain minima are observed.

Ducruix et al. [104] noted that the cut-off frequency of the FTF of a conical flame

perturbed by a uniform velocity modulation corresponds exactly to ω∗ = 2π. This is

attributed to the fact that for this value, the convective wavelength λc = v cosα/f

is exactly equal to the flame length Lf so that positive and negative flame displace-

ment cancel each other. Blumenthal et al. [155] argue that according to Eq. (2.14),

this is not exactly true since a weighting term is present when integrating the flame

displacement along the flame length. For a V-shaped flame, this weight is simply the

radial coordinate x: the flame perimeter associated to higher radii is bigger, as such,

its overall contribution is stronger. The authors show that from the impulse response

perspective and in the limiting case of small flame angles α, ie when convective effects

are prominent, the interval of strong flame response is defined by the difference of the

two time scales identified. Cut-off frequencies then correspond to a situation where

this zone of importance (higher radii: towards the end of flame branches) contains an

integer number of periods, thus leading to cancellation. Hence, cut-off frequencies ωjco
are defined by:

ωjco =
2πj

sin2 α
(2.28)

The reader is referred to [155] for further information. They also attribute the above

unity gain observed for V-flames FTF gain (Fig. 2.4b) to the difference of time scales:

when the length of the region of importance can fit exactly one half-period, the relative

flame displacement and hence heat release is maximal.

Several further studies propose various extensions based on a more complete de-

scription of the flow field [156] or the use of distributed time delays instead of simple

dirac functions for the IR [157]. These are not discussed here for the sake of brevity.

2.2 Dynamics of forced swirling flames

As first shown in Fig. 1.16, the frequency response of premixed swirled V-shaped flames

differs from the one of non swirling V-shaped flames that were considered in the previous

section. In this section, the specific dynamics of premixed swirling flames and the
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associated processes responsible for unsteady heat release are discussed. Comprehensive

reviews on the topic can be found in [11, 126, 158]. According to the literature, the

FTF of swirling flames is influenced by two distinct mechanisms: flame tip roll-up and

swirl number fluctuations [126]. Figure 2.8 presents a general overview of how incident

acoustic waves finally lead to the two aforementioned processes. Flame tip roll-up is

Figure 2.7: Block diagram representation of mechanisms generating heat re-
lease rate fluctuations in swirling flows. Reproduced from [126].

essentially the same process that was presented in the previous section for non-swirling

flame and shown in Fig. 2.5. Vortical structures are created at the burner outlet under

the influence of the acoustic modulation, travel in shear layers and roll up along the

flame branches up to their tip. Swirl number fluctuations are however evidently specific

to swirling flames. Interactions of the flame with hydrodynamic structures such as

the Precessing Vortex Core (PVC) [159] are not considered in this work. The reader

is referred to [160] for conditions leading to nonlinear interactions between PVC and

acoustic disturbances.

2.2.1 Acoustic-vorticity conversion through a swirler

Before any further investigation is made on swirling flames, it is worth describing the

interaction between an acoustic wave and a swirler unit. Such an interaction can be

modelled by considering that the swirler acts as a blade row, and using an actuator

disk theory [129]. The swirler is then simply viewed as a series of jump conditions

relating upstream and downstream variables, as shown by Cumpsty and Marble in [161]

for a finite Mach number flow. In most cases, this assumption is justified since the

characteristic swirler length is much smaller than the acoustic wavelength considered:

the swirler is a compact element.

When an acoustic modulation is imposed in the injection unit, the generated acoustic

wave propagates and reaches the upstream side of the swirler. A fraction of the wave
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is reflected, while another is transmitted. In the low Mach number limit, the one-

dimensional velocity fluctuation upstream of the swirler thus reads:

v′1 =
A

ρc
exp

[
iω
(y
c
− t
)]
− ARc

ρc
exp

[
iω
(
−y
c
− t
)]

(2.29)

with A the amplitude of the incident wave, Rc the reflection coefficient and y the

axial coordinate. On the downstream side, the acoustic wave is partially transmitted,

yielding a velocity v′2, but an additional velocity component resulting from a vorticity

wave generated at the swirler trailing edge also appears [106]:

v′2 =
TcA

ρc
exp

[
iω
(y
c
− t
)]

(2.30)

u′θ = B exp

[
iω

(
y

v2
− t
)]

, (2.31)

with Tc the transmission coefficient andB the transverse velocity disturbance amplitude.

A visualization of all generated disturbances and waves assuming a compact swirler

following the actuator disk theory is available in Fig. 2.8. The theoretical work of Palies

Figure 2.8: Representation of a swirler as a discontinuity between upstream
and downstream flows. The acoustic wave v′1 impinges on the swirler and
creates a transmitted acoustic wave v′2 as well as a vorticity wave represented
by a transverse velocity fluctuation u′θ convected by the flow. Adapted from
[126].

et al. in [106] makes use of these low Mach jump conditions and show that further

assuming the equality of mean pressure and density on the two sides of the swirler

yields Rc = 0, Tc = 1: the acoustic waves are fully transmitted. Applying a Kutta

condition at the trailing edge of the swirler, the amplitude B of the transverse velocity

is shown to be:

u′θ =
A

ρc
tan θ2 exp

[
iω

(
x

v2
− t
)]

(2.32)

where θ2 is the angle made by a swirler blade with respect to the axial direction. The

linearized jump conditions assume that the vorticity wave generated across the swirler is
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convected at the downstream mean flow velocity v2. Experimental studies yet show that

this is not always the case [51, 162]. This point is further addressed in Sec. 3.5.1, but

general conclusions discussed in the following apply nonetheless. This result indicates

that in a swirling flow, axial acoustic and tangential convective perturbations have the

same order of magnitude, and can thus both affect the flame response. This theoretical

vorticity generation was then confirmed with unsteady RANS simulations in [51], DNS of

a blade row submitted to an acoustic modulation [129] and experiments on a cylindrical

channel equipped with an axial swirler [129].

2.2.2 Swirl fluctuations impact on the flame response

In the linear regime and in Fourier space, swirl number fluctuations Ŝ can be expressed

as [129]:
Ŝ

S
=
ûθ
uθ
− v̂

v
(2.33)

Hence, axial and tangential velocity fluctuations generated across the swirler give rise

to swirl number fluctuations. Since the first ones travel at the sound speed c while the

other ones travel at a convection speed uc close to the mean flow velocity, their relative

phase is directly controlled by the distance between the swirler exit and the location

where they impact the flame.

In this matter, Komarek et al. [51] designed an experiment where the axial position

of a swirler located upstream of a combustion chamber could be varied. The objective

of the experiment was to confirm that the phase difference (or equivalently time delay)

between axial and tangential velocity had an impact on the FTF. Figure 2.9 discloses

the results obtained in this study for three swirler axial positions. From this data, it

is evident that the impact on the FTF is important. The swirling flame FTF is char-

acterized by a series of local minimum and maximum gain values as already examined

in Sec. 1.5. When the swirler to combustion chamber distance is increased, and thus

the time delay for convective perturbations, the first local minimum frequency is shifted

to lower frequencies. In the case where the swirler is located close to the combustion

chamber with ∆x = 30 mm, this first FTF gain minimum is not visible for the consid-

ered frequency range but one can devise that it would be present at a higher frequency.

A similar result is obtained in [106] by varying the bulk flow velocity.

A first interpretation of this effect was proposed in [106]. In this article, the high

and low FTF gains observed in experiments are said to arise from constructive or de-

structive interferences of axial and tangential velocity perturbations giving rise to swirl

fluctuations at the injector exit plane. The authors performed experiments on a labo-

ratory scale swirl burner where a V-shaped flame is stabilized on a central bluff-body.

They split the flame into an upper windows and a lower window to assess flame tip
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Figure 2.9: FTF gain and phase for various swirler exit to combustion chamber
backplane distances ∆x, reproduced from [51].

and flame base response respectively. Then, they examined their relative contribution

to heat release rate fluctuations and phasing. They found heat release rate signals to

be out of phase at the FTF minimum gain frequency. On the contrary, for a frequency

corresponding to a local FTF gain maximum, the same signals were found to be nearly

in phase. The authors followed up with a numerical analysis on a similar configuration

in [163]. It was observed that when swirl number fluctuations were large, the flame

response was weak. On the contrary, for low fluctuations, maximum heat release rate

oscillations were seen. According to Palies et al. [163], this behaviour originates from

the flame opening angle oscillations resulting from interaction with the local flow struc-

ture at the base of the flame. Indeed, flame angle oscillations lead in turn to more or

less intense vorticity generation at the flame base that will roll-up along flame branches.

Bunce et al. [164] used the same two windows flame division procedure and per-

formed a series of experiments on a similar configuration but did not retrieve a construc-

tive interference between the upper and lower part of the flame at the FTF maximum

gain frequency regardless of the considered windows. They however found that when

applying forcing at frequencies corresponding to minimum local FTF gains, the mean

flame position envelope at the flame base was rather large. This is indicative of swirl

fluctuations. In contrast, at frequencies corresponding to local FTF gain maxima, the

flame base fluctuations were very low, which could indicate an absence of swirl fluc-

tuations at the flame base. Following the diagram of Fig. 2.8, this means that in this
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case, only flame tip roll-up is responsible for the creation of unsteady flame surface and

hence, heat release.

The observations made in [163] and [164] regarding the role of swirl fluctuations

on preferential low or high FTF gains are investigated from a new perspective in

Sec. 3.4.3.2.

2.3 Modelling of premixed swirling FTF

2.3.1 A baseline model for swirling flames FTF

To this point, only laminar V-shaped flames FTF have been developed, without any

consideration regarding swirl or any azimuthal velocity component. The effect of flame

tip roll-up can be accounted for through the mean velocity correction parameter K

described in Sec. 2.1 and appearing in the expression of the laminar premixed V-shaped

flame FTF Fv from Eq. (2.26). Yet, there is no indication on how to consider azimuthal

velocity or swirl fluctuations which have been identified as a crucial element for the

response of swirling flames.

Analytical expressions for the frequency response of perturbed swirling flames are

much more scarce than for standard laminar flames. One particularly compelling work

in this regard is the one of Palies et al. [128]. These authors start from the description of

a turbulent flame using a G-equation. In this matter, the turbulent version of Eq. (2.3)

is:
∂G′

∂t
+
(
v + Stn

)
.∇G′ =

[
v′.n− S′t

St
v.n

]
|∇G| (2.34)

This expression relates the perturbed flame motion to both axial flow velocity perturba-

tions v′ but also turbulent flame speed perturbations S′t. The two types of perturbations

act in a similar fashion. Accordingly, for linear acoustics, the heat release rate response

can be linked to the standard laminar transfer function of a V-flame Fv:

Q̂

Q
= Fv(ω)

[
v̂

v
− Ŝt

St

]
(2.35)

In the remaining of this work, Fv is defined from the convectively perturbed analytical

FTF of Eq. (2.26). The global flame transfer function of a swirling flame Fs is then

defined by:

Fs = Fv

[
1− Ŝt/St

v̂/v

]
(2.36)

This expression is of no practical use unless an additional modeling for the turbulent

flame speed ratio Ŝt/St is proposed. Noting that the turbulent flame speed St is essen-

tially a function of the swirl number [165], it is therefore legitimate to express this ratio

as a modified version of Eq. (2.33) for linearized swirl fluctuations. Hence, turbulent
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velocity fluctuations are assumed to be linked to the normalized velocity fluctuations in

a linear fashion using two real valued model parameters χ and ζ so that [128]:

Ŝt

St
= χ

ûθ
uθ

+ ζ
v̂

v
(2.37)

At the burner outlet, the axial and azimuthal velocity disturbances are then assumed

to be related by:
ûθ
uθ

=
v̂

v
eiφûθ−v̂ (2.38)

This means that the normalized velocity fluctuations are essentially the same, but with

a phase shift φûθ−v̂ between the axial and the azimuthal components. Reintroducing

Eq. (2.37) and (2.38) in Eq. (2.36) finally yields the FTF for a swirling V-shaped flame:

Fs = Fv

[
1−

(
ζ + χeiφûθ−v̂

)]
(2.39)

which depends on a set of six parameters: ω∗, α, K, χ, ζ and φûθ−v̂. The three first

parameters correspond to the modeling of the laminar premixed flame response while

the three remaining ones aim at providing swirling flow features. Note that at this

point, parameters χ and ζ defined in Eq. (2.37) and related to turbulent flame speed

fluctuations are rather hard to interpret.

Palies et al. [128] assessed the validity of the model of Eq. (2.39) on a confined

methane/air swirled V-shaped flame with a swirl number S = 0.55 and for two operating

conditions corresponding to two imposed bulk velocity values in the injection unit:

Ub = 2.67 m.s-1 and Ub = 4.13 m.s-1. In their experiment, the flame was anchored on

a 6 mm wide cylindrical rod. In Eq. (2.39), the laminar FTF Fv was chosen to be the

convective model of Eq. (2.25), hence the flame was assumed to be anchored at the

center of the rod and no correction factor K was applied. The phase φûθ−v̂ between

axial and tangential velocity perturbation was evaluated at the base of the flame for

several forcing frequencies and a linear fit was determined. Parameters χ and ζ are

set to χ = −0.4 and ζ = 0.4 according to a trial and error process. The comparison

between the swirling FTF model and the experiment is shown in Fig. 2.10. For the two

considered operating points, the experimental FTF gain exhibits the classical alternation

of local minima and extrema observed for such swirling flames. The model is shown to

qualitatively match experimental data and to reproduce the undulating behaviour of the

FTF gain curve. In particular, local maximum and minimum gain values are reproduced

at frequencies close to the ones observed in the experiment. The general behaviour of

the FTF phase lag is also retrieved although some discrepancies are observed for the

case with Ub = 2.67 m.s-1. Note also that with the set of parameters used, the low

frequency limit value of the FTF gain is lower than unity for both investigated cases.

The swirled FTF model has later been used with some success in [166] to gain insight

on the dynamics of stratified swirling flames.
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(a) (b)

Figure 2.10: Comparisons of experimental and modelled FTF of Eq. (2.39) for
two V-shaped flames: (a) bulk velocity Ub = 2.67 m.s-1, φûθ−v̂ = 12×10−3ω−1,
(b) bulk velocity Ub = 4.13 m.s-1, φûθ−v̂ = 8.5×10−3ω−1.5. In both cases φûθ−v̂

is obtained from a linear fit of experimental data. Reproduced from [128].

2.3.2 The SFTF model

In the original work of Palies et al [128], no additional constraint is present. One can

however point out that according to theory, the FTF gain of a premixed flame submitted

to flowrate disturbances in the zero frequency limit should always be unity [167]. Setting

φûθ−v̂ = ωτ where τ is a characteristic time delay between axial acoustic and tangential

convective velocity perturbations imposes χ = −ζ. The other solution χ = 2 − ζ is

discarded as it yields non physical results. This simplistic assumption does however not

hold when confronted to the experimental findings from [106] for instance. Indeed, in

this work, the phase φûθ−v̂ measured experimentally at the base of the flame is not null

in the low frequency limit. In the present work, we introduce a more general framework

by setting φûθ−v̂ = ωτ + φ0, and enforcing the low frequency limit unity gain, yielding:

∣∣∣1− (ζ + χeiφ0
)∣∣∣ = 1 (2.40)

where | · | stand for the modulus of a complex number. It results a second order equation

relating χ and ζ:

ζ2 + 2ζ (χ cosφ0 − 1) + χ2 − 2χ cosφ0 = 0 (2.41)

Assuming χ and φ0 to be known, solutions of this equation are:

ζ1 = 1− χ cosφ0 +
(
1− χ2 sin2 φ0

)1/2 (2.42)

ζ2 = 1− χ cosφ0 −
(
1− χ2 sin2 φ0

)1/2 (2.43)
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Then, assuming |χ| ≤ 1, which is the case for values used in [106], ζ1 and ζ2 take real

values. Since both a new model parameter φ0 and the supplementary constraint of

Eq. (2.40) are introduced at the same time, the total number of degrees of freedom

remains unchanged. Without any data to compare the model results, and depending on

parameters values, it is difficult to choose between one root or another. As previously

mentioned, experiments for V-shaped flames FTF have shown that such flames exhibit

an increase in gain in the low frequency limit [134]. Starting from Eq. (2.39) and

inserting Eq. (2.42) or (2.43), one can show after some calculus that to first order, the

low frequency derivative for the swirled FTF gain reads:

lim
ω→0

∂|Fs|
∂ω

= τ sinφ0

[
χ2 cosφ0 ± χ

(
1− χ2 sin2 φ0

) 1
2

]
(2.44)

Therefore, the value ensuring a positive derivative of the FTF gain in the low frequency

limit is chosen depending on values for χ, τ and φ0.

Equation (2.39) along with Eq. (2.42) or (2.43) constitute the parametrization of

a V-shaped premixed Swirling Flame Transfer Function that will be referred to as the

SFTF model throughout the remaining of this manuscript. This model relies on a set of

six independent parameters, three of which describe the premixed flame response (ω∗,

α and K) while the three remaining ones account for the effect of the swirling motion

(χ, τ , and φ0). The SFTF model is a combination of several previous works, namely:

• an analytical expression for the FTF of a V-shaped laminar flame Fv from [143],

recalled in Eq. (2.25),

• the introduction of a correction factor for the speed of disturbances acting on the

flame from [152], K = v/Uv−v, yielding the new analytical FTF of Eq. (2.26),

• the addition of a spatial decay for velocity disturbances amplitudes inspired by

[154], by adding a complex component to parameter K, Eq. (2.27),

• the concept of swirling flame FTF [128], with the baseline expression for a swirling

V-shaped flame FTF Fs recalled in Eq. (2.39).

To the author’s knowledge, such works have never been combined in an effort to yield a

complete description of a swirling flame FTF. The main novelty of this work in regard

to FTF modelling alone resides in the addition of the unity FTF gain condition along

with the extra modelling parameter φ0.

Palies et al. [128] used a series of experimental measurements to characterize input

parameters for their analytical model. In this work, it is proposed to make use of high

fidelity numerical simulations instead of experiments, with the expectation of discerning

the best strategies to extract model parameters. Among said parameters, ω∗, α and
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K are related to the steady flame and thus do not require flow forcing techniques to

be assessed, thus a single LES should be sufficient. Other parameters however are

linked to the forced swirled flame dynamics and should be determined with forced flow

simulations. At this point, the exact number of simulations necessary to capture the

swirling flame FTF is unknown.

While the SFTF model is limited to premixed V-shaped flames, it could handle

various flow injection conditions and fuels through parameters ω∗ and α while various

swirler designs would affect parameters τ , φ0 and χ. Although the SFTF model was

derived from linear acoustics theory, it will be shown in Chap. 3 that probing the decay

rate of velocity disturbances β = =(K)/<(K) with LES for various forcing amplitudes

can provide a good estimation of some nonlinear effects.
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Chapter 3

Large Eddy Simulation of a
turbulent swirling premixed flame:
the NoiseDyn burner
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3.1 Objectives

This chapter is dedicated to the study of a turbulent premixed swirling flame in a

laboratory scale single injection burner. FTF modeling strategies for this type of flame

were described in Chap. 2. The objective here is to define a robust methodology for

the determination of SFTF model parameters presented in Sec. 2.3, and to assess the

model ability to correctly capture the acoustic flame response in terms of both gain and
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phase. Besides, high fidelity simulations are performed to analyse the root mechanisms

responsible for changes in the flame acoustic response when a swirling motion is imposed.

The selected configuration includes some of industrial engines most prominent features

with a turbulent swirling flow and a confined flame operating with a lean mixture. At

the same time, its geometry is easy to model and allows for a much simpler identification

of flame dynamic features than in complex industrial configurations.

The experimental rig and the associated numerical setup are first presented in

Sec. 3.2 and 3.3, and the numerical pipeline is validated against experimental data

for cold and reacting flows in Sec. 3.4. Based on acoustically forced simulation data,

the crucial role of preferential vortical structures formation at the injector edge is iden-

tified as the driving mechanism for the swirling flame response in Sec. 3.4.3. SFTF

model parameters are then extracted from simulation data and results are compared

to reference experimental data for the considered operating point in Sec. 3.5. It is

shown that an increasing agreement is obtained when enhancing the amount and ac-

curacy of LES input data used for the analytical model. Finally, to further validate

the model application range, additional studies are performed in Sec. 3.6, with various

acoustic perturbation amplitudes and a modified configuration where the injector has

been shortened.

3.2 Experimental set-up

The experimental configuration studied in this work is a variation of the NoiseDyn

setup originally designed for project ANR-14-CE35-0025-01. It is highly modular and

has been used for the study of laminar conical flames [168], swirling flame dynamics and

acoustic response [39, 108, 169], as well as for combustion noise [170, 171]. Numerous

details regarding the burner itself and the experimental setup can be found in the PhD

thesis manuscripts of R. Gaudron [172] and M. Gatti [162] from EM2C laboratory,

Université Paris Saclay. The rig is composed of an injection system, a swirler unit and

a combustion chamber ending with a short exhaust tube. The main component of this

configuration is schematically presented in Fig. 3.1. A view of the real burner and fluid

volume used for CFD computations is also available in Fig. 3.2

Gaseous methane and air supplied mass flow rates are controlled by a mass flow

controller and mixed at ambient temperature T0 = 293 K and pressure P0 = 1 atm in a

mixing box upstream of the burner. In all studied configurations, the injected air and

methane mass flow rates are ṁair = 2.28× 10−3 kg.s-1 and ṁCH4 = 1.10× 10−4 kg.s-1

respectively, yielding a flame thermal Power Pth = 5.44 kW. The premixed mixture

with equivalence ratio φ = 0.82 is injected through the bottom of the device from

two diametrically opposed injection channels and enters a cylindrical section of 65 mm
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Figure 3.1: Sketch of the NoiseDyn burner from EM2C laboratory, dimensions
in mm. δ is the distance between the combustion chamber backplane and the
top of the swirler channels exit. Only the shaded domain is resolved in the
LES, starting 8 mm under the hot wire position (HW).

diameter. It then passes through a multi-perforated grid and a honeycomb layer to

homogenize the flow and break large turbulent eddies before reaching a convergent

section ending with a Din = 22 mm diameter. This section is equipped with a hot wire

anemometer probe used to inquire the local velocity in the central region of the obtained

top hat velocity profile with bulk velocity Ub = 5.44 m.s-1. The bulk temperature of

the flow in that section is equal to 293 K. The flow is then guided through a radial

swirler using six cylindrical injection channels of diameter dSw = 6 mm forming a 33◦

angle with respect to the radial direction, Fig. 3.3, creating a strong rotating motion

with a swirl number S = 0.8 measured at the burner outlet. The mixture leaves the

swirler through a 22 mm wide section which length δ1 can be adjusted from 1 to 16

mm with 5 mm increments, Fig. 3.4, and then through a smaller tube with outer radius

R0 = 10 mm. The total distance between the swirler channels exit and the combustion

chamber backplane is δ = 50 mm when all incremental pieces are used. The flame can

be stabilized either using a bluff-body as shown in Fig. 3.4a, or fully aerodynamically

as in Fig. 3.4b. In the first case, the injector includes a stainless steel rod of diameter

drod = 6 mm topped by a 10 mm high truncated cone ending with a circular section of

diameter DC = 10 mm. The cone itself is protruding with an adjustable distance δ2 in
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Figure 3.2: Front view of the Noisedyn burner (left) and associated 3D fluid
volume used for CFD computations (right).

Figure 3.3: Top view sketch of the swirler used in this work (left), real swirler
geometry (middle) and 3D rendering of the swirler as used in numerical simu-
lations (right).

the chamber. In the absence of bluff-body, the main injector diameter is dropped down

to 12 mm to favour the flame anchoring, with a 15◦ opening angle at the injector exit
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edges. Regardless of the injector geometry, a water cooling loop is used to maintain the

injector temperature as close to ambient values as possible. The combustion chamber

Figure 3.4: View and details of the injector for (a) the bluff-body stabilized
flame, (b) the aerodynamically stabilized flame. Dimensions are in mm.

is 150 mm long and has a square cross-section of Lch = 82 mm width. The enclosure

is made of four 8 mm thick quartz windows which are kept in position using stainless

steel rods at each corner, providing a tight seal for the flow and allowing a direct

visualization of the flame, see Fig. 3.1 and 3.2. A convergent exhaust unit gradually

changes the section from a square to a circle in order to guide the high temperature

burnt gases to the outlet opened to the atmosphere.

The baseline configuration studied in this work corresponds to the injector shown in

Fig. 3.4a and features a V-shaped flame anchored few millimeters above the bluff-body

protruding δ2 = 1.5 mm in the chamber. The distance δ1 can be tweaked by adding

or removing a set of three 5 mm thick spacers, in the present case δ1 = 16 mm. This

academic burner is not as complex as injectors used in real engines, yet it includes some

of their most prominent features such as a turbulent swirling flow and a confined flame

operating at lean premixed conditions. This academic configuration allows for an easier

interpretation of LES results and for a better understanding of flame dynamics.

A wide selection of diagnostics has been employed by Gatti et al. [162, 169], pro-

viding a considerable results database for the present study. Among those, let us cite :

• A constant temperature anemometer Hot Wire (HW) to acquire reference velocity

data for FTF, see HW in Fig. 3.1.

• A photomultiplier equipped with an OH* filter to record the flame light emission

and evaluate the global heat release.
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• An intensified CCD camera with an UV objective and an OH* filter used for flame

imaging.

• Particle Image Velocimetry (PIV) to characterize the axial, radial and azimuthal

velocity components in different planes within the combustor under both unper-

turbed and acoustically forced conditions.

• Laser Doppler Velocimetry (LDV) to characterize the unforced axial, radial and

azimuthal velocity components near the injector exit.

• K-type thermocouples in the burnt gases close to the combustor backplane (TC1)

and along the chamber wall for temperature measurements (TC2 and TC3),

Fig. 3.5.

• A microphone in front of the hot wire to acquire pressure data and determine the

acoustic impedance at this position.

Figure 3.5: (a) Position of K-type thermocouples for temperature measure-
ments and (b) temporal evolution of temperature for the three probing loca-
tions, from [162].

3.3 Numerical modelling

3.3.1 Numerical setup

In order to save computational time, the domain is restricted to the shaded area in

Fig. 3.1 and covers a region starting 8 mm upstream of the hot wire position all the

way to the exit of the exhaust tube. Minor geometric modifications of the fluid volume

were made in order to ease the meshing process :
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• The swirler fixation bolt which comprises numerous small sharp edges has its edges

smoothened.

• The convergent exhaust area transition from a squared to a circle cross section is

simplified.

• The quartz windows mounting brackets are removed.

The final geometry used throughout this chapter is shown under various viewpoints in

Fig. 3.6.

Figure 3.6: (a) Side, view of the fluid volume used for LES, (b) cut on a
transverse plane of the fluid volume and (c) front view of the LES domain.

LES of the NoiseDyn configuration were performed using the AVBP solver devel-

oped by CERFACS (www.cerfacs.fr/avbp7x ) [173], which solves the three-dimensional

filtered compressible multi-species Navier-Stokes equations on unstructured grids. For

all simulations, the TTGC centered spatial scheme [174] was used, featuring a third

order accuracy in both space and time. Navier Stokes Characteristic Boundary Condi-

tions (NSCBC) [175] were used for both inlet and outlet boundary conditions, ensuring

a proper treatment of waves. For cold flow simulations, all other boundary conditions

were set to adiabatic no slip walls. For reacting simulations, boundaries above the in-

jection unit were changed to heat losing walls for which a reference temperature and

thermal resistance were prescribed. Doing so, the heat flux at walls naturally adapts
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according to the local flow temperature. Regarding reference temperature, data after

thermalization was used, corresponding to the steady state shown in Fig. 3.5. Hence,

the exhaust tube walls and main chamber walls are set to heat losing boundaries with

an outside temperature of 863 K and 540 K respectively. Since the thermocouple TC1

exact position in the burnt gases recirculation zone was not known precisely, a hyper-

bolic tangent profile varying from 300 K in the central watercooled region to 700 K near

the chamber walls was prescribed. Thermal conductivities for quartz glass λquartz = 1.4

W.m-1.K-1 and stainless steel λsteel = 26 W.m-1.K-1 were used.

Considering the bluff-body tip mean diameter Dcm = 8 mm, the injector diameter

D0 = 20 mm(Fig. 3.7), and using mass conservation to evaluate the bulk velocity on an

equivalent section Ub1 = 7.7 m.s-1, the mean Reynolds number around the bluff-body

top portion is Re = Ub1 (Dcm −D0) /ν = 5.7 × 103. The Sieder and Tate empirical

correlation [176] is used to evaluate the Nusselt number along the injector. Assuming a

Prandtl number Pr = 0.7 and considering the bluff-body tip length Lc = 10 mm, one

gets Nu = 0.027Re0.8Pr1/3 = 24.14. Then, the convection coefficient of the bluff-body

tip hbb is evaluated as hbb = Nuλair/Lc = 56.1 W.m-2.K-1. A spatial dependant unitary

heat resistance Rbb was derived for the tip of the bluff body from the steel fin theory :

Rbb(x) =
sinh(mLc)

λsteelm cosh (m[x− x0])
(3.1)

where x0 is the abscissa of the bluff body conical section base andm = 2 (hbb/λsteelDcm)1/2 =

32.85 m-1 is the steel fin parameter. The heat resistance is minimal at the top of the

bluff-body, Rbb = tanh(mLc)/(λsteelm), and should allow the flame to stabilize few

millimeters above the bluff body as observed in experiments.

Figure 3.7: (a) Schematic view of the bluff body main dimensions and (b)
associated heat resistance.

In the absence of acoustic modulation, a top hat velocity profile with bulk velocity

Ub = 5.44 m.s-1 was imposed at the inlet, and in all cases the outlet pressure was set
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to Pout = 1 atm. The SIGMA model [177] was used to handle subgrid stresses. For

reacting cases, the flame/turbulence interaction was handled using the Dynamically

Thickened Flame Model (DTFLES [178]) and a two-step BFER chemistry [179] vali-

dated for atmospheric conditions. The thickening relied on the constant version of the

Charlette efficiency model [180] with an efficiency constant E = 0.5, and used a laminar

flame thickness δf = 4.14×10−3 m and a laminar flame speed sl = 0.284 m.s-1 obtained

with one-dimensional premixed flames simulations.

3.3.2 Meshing strategy

For meshing, the mesh adaptation strategy proposed by Daviller et al. in [181] was

employed to ensure a correct representation of the pressure drop across the swirler and

injection channels. It has already been employed with success in [182]. To proceed, a

baseline tetrahedra unstructured meshM1 was first created, with refined regions around

the swirler, the injection system and the supposed flame zone. The time averaged viscous

dissipation defined by:

Φ = (µ+ µt)

(
∂ui
∂xj

+
∂uj
∂xi

)2

(3.2)

where µ and µt are the laminar and turbulent dynamic viscosities respectively was

then extracted from the associated LES predictions. A rough analysis of Eq. (3.2)

shows that large values of Φ identify regions where the turbulent viscosity is high, or

where velocity gradients are important, which typically correspond to zones that are

not resolved enough. This quantity is then normalized following :

Φ̃ = 1− Φ−min(Φ)

max(Φ)−min(Φ)
(3.3)

and used as a metric for an automatic refinement process using an implementation of

the MMG3D remeshing software [183, 184]. Regions where the metric is unity remain

unchanged while regions where it falls below unity are refined accordingly. For instance a

region where the metric equals 0.5 should be refined so that its characteristic dimension

is half of the original one. It results a mesh M2, where the swirler vanes and exit

have been refined compared to M1. The automatic refinement process is iterated once

again with a geometrical constraint on Φ̃ to only flag the injection and flame regions,

yielding mesh M3. The metric field and changes between meshes M2 to M3 can be

seen in Fig. 3.8. The non-dimensional metric flags critical flow areas that one may have

suspected to need refinement: the injector edges where flow separation occurs, and

more generally high velocity gradient zones. As a result, the nodal volume, and thus

the local characteristic cell size ∆x of this regions decreases after the remeshing process.

The resulting characteristic dimensions for meshes M1, M2 and M3 are summarized
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Figure 3.8: (a) Cut view of the metric field used for the second iteration of the
automatic refinement process. (b) Nodal volume for the original mesh M2 and
after refinement M3.

in Tab. 3.9b for the different mesh zones. One observes that the transition from M1

to M2 mainly affected the swirler region (zone A), while the transition from M2 to

M3 affected the injector and flame region (zone B and C). Zone D corresponding to

the downstream region is of no particular interest for the present study and remains

unaffected, with a progressive coarsening towards the outlet. Note that a fourth mesh

(a)

Mesh id. M1 M2 M3 M4

Ncells (Millions) 15.5 16.2 19.1 55.8

∆x (A) (mm) 0.31 0.25 0.25 0.16

∆x (B) (mm) 0.38 0.33 0.29 0.2

∆x (C) (mm) 0.52 0.50 0.48 0.26

∆x (D) (mm) 1.0 1.0 1.0 1.0

(b)

Figure 3.9: Cut of mesh M1 with main topologic regions, and associated
characteristic cell sizes in each zone for all meshes.

M4 was also created in order to assess mesh invariance for reactive simulations. For
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that purpose, characteristic cell sizes in zones A, B and C have been divided by two

compared to mesh M1. This means that while the characteristic cell size in each zone

has been lowered compared to M3, the latter may still feature a higher local refinement

in regions of interest. As a result and despite an increase in the computing power needed

to achieve the same physical time, only minor differences were observed between mesh

M3 andM4. The reader is referred to appendix B for further details. As a consequence

and unless told so, all results presented in the following are obtained with simulations

based on mesh M3.

This refinement methodology not only allows the mesh to reach acceptable values of

normalized wall distance y+, but also greatly improves pressure loss predictions across

the swirler. As a result a 2% error on the swirler pressure loss is obtained with M3

when compared to experiments, Tab. 3.1.

Case ∆P [Pa]
∆P−∆Pexp.

∆Pexp.
[%] y+

M1 465.0 38.8 16
M2 364.0 8.7 10
M3 341.3 1.9 7
Exp. 335.0 NA NA

Table 3.1: Mean pressure loss obtained with meshes M1, M2, M3, and in
experiments. The average y+ data for injector walls is also disclosed.

This is of particular importance in the context of combustion instabilities where

pressure losses are known to play a role in the damping rate of incoming acoustic per-

turbations [185, 186]. The most known examples are multi-perforated plates used to

create a cold air flow to isolate the combustion chamber casing from the high temper-

ature combustion gas [59]. The acoustic velocity is converted into vortical structures

through the apertures, that are carried away along the plate and induce both pressures

losses and acoustic damping [187, 188]. The same phenomena is observed for swirl in-

jectors [129, 186]. Figure 3.10 shows the mean pressure along the rig and confirms that

most of the pressure drop occurs through the swirler passage vanes.
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Figure 3.10: Integrated pressure along the vertical axis of the configuration.
The swirler area is grayed out. The pressure drop ∆P is defined as the differ-
ence between the hot wire and outlet integrated pressures.

62



3.4 Validation and flame dynamics

3.4 Validation and flame dynamics

3.4.1 Non-reacting flow

In the following, LES results based on mesh M3 are first compared to experimental

data in non reacting conditions to assess the reliability of the numerical setup with-

out any combustion. As already shown in the last section, pressure losses across the

swirler are in very good agreement with experiments. Fig. 3.11 shows the mean field

velocity components obtained after 137 ms of stationary simulation, which corresponds

to approximately 8.6 inlet to injector backplane flow through times. Note that data is

furthermore averaged in the azimuthal direction since the injector diameter to cham-

ber width ratio is low, resulting in a quasi axisymmetric flow. The classic Inner (IRZ)

and Outer (ORZ) Recirculation Zones observed for swirling flows are retrieved, and are

identified with the axial velocity isocontour ux = 0. The IRZ starts with an elongated

shape after the bluff-body tip, only widens downstream of the injection and expands

close to the quartz enclosure before closing itself at about one third of the exhaust

tube due to the converging flow. LDV measurements available from experiments over

Figure 3.11: View of mean cylindrical velocity components on a transverse
cut. Results have been temporally averaged over 137 ms and in the azimuthal
direction. Recirculation zones are identified with the isocontour ux=0 m.s-1

(plain blue line).

a line located 3 mm above the chamber backplane are used to gauge the numerical

prediction. It is worth noting that measurements were obtained without the enclosing
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chamber walls, while simulations are always fully enclosed. A slight overestimation of
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Figure 3.12: Comparison of velocity fields under cold flow conditions measured
with LDV (o) and obtained in LES ( ), 3 mm above the chamber back plane.
(a), (b) and (c) : mean values, (d), (e) and (f) : RMS values of axial (left),
radial (middle), and azimuthal (right) velocity components. The axial distance
is normalized by the injector radius R0 = 10 mm.

the axial velocity peaks is present, as well as minor discrepancies when x/R0 > 1 for

radial and azimuthal velocities, R0 = 10 mm being the injector radius. RMS velocity

components, Fig. 3.12d-f, are also in good agreement in the central region where the

first series of peak is captured by LES. Again, discrepancies are visible in the outer shear

layer (x/R0 > 1) where only the RMS of axial velocity is observed to properly match

the experiment. The estimated swirl number from LDV measurements is S = 0.8 while

the LES yields S = 0.73 using the definition of Eq. (1.35). All these minor differences

can be attributed to the unconfined experimental measurements versus confined simula-

tions. Another possible explanation lies in the fact that LDV measurements are known

to introduce a small bias for turbulent flows [189], and the discrepancies observed here

are localized in the outer shear layer of the turbulent swirled jet.

Cold flow PIV data is also available on a vertical plane starting 2 mm above the

bluff body tip, that is 3.5 mm above the combustion chamber backplane. Comparisons

with simulation results, Fig. 3.13, show again good agreement for both mean and RMS

velocity profiles. Additional verifications on several axial locations not shown here for

the sake of brevity confirm that the overall excellent agreement still holds when moving

away from the chamber backplane. The LES capability to accurately represent the
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(a) (b)

(c) (d)

Figure 3.13: Comparison of non reactive flow mean axial (a), mean radial (b),
RMS axial (c) and RMS radial (d) velocity profiles for LES (left) and PIV
(right) on a vertical plane.

swirling flow is thus proven for the non reactive setting, allowing to proceed to the

reacting conditions with confidence.

3.4.2 Stable reacting flow

The stable flame is studied before applying any acoustic forcing in order to validate the

adopted modelling strategy. In the analytical FTF framework introduced in Sec. 2.3,

flame characteristic dimensions are directly used to evaluate parameters ω∗ and α of the

SFTF model. An accurate prediction of the steady-state flame location and anchoring

is hence mandatory.

Downstream of the injector, the flow structure is of course modified by the presence

of the flame in comparison to cold flow conditions, Fig. 3.14. The expansion of the burnt

gas increases the flow velocity near the flame, pushing the flow outer recirculation zones
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downwards while the inner recirculation zone expands in the radial direction. As a

result, the flow angle at the injector exit increases

Figure 3.14: Non-reactive (left) and reactive (right) axial velocity pseudo-
streamlines on a transverse cut plane.

The flame shape is inspected using the normalized mean heat release rate Q from

the LES and compared to an Abel transform of OH* signals issued by a photomultiplier

in Fig. 3.15. This chemical radical has been widely used as a marker of the volumetric

heat release rate for premixed flames [190]. In the steady state reacting regime, LES as

well as experimental observations indicate that the flame has a classical V shape and is

stabilized few millimeters above the bluff-body tip. The flame opening angle and main

dimensions are reproduced, though a minor difference in flame height can be observed.

This could influence the evaluation of the convection time ω∗/ω used for the SFTF

model. This difference may possibly be explained by the limited thermal data available

for the LES to match experiments, as well as by the fact that two different quantities

of interest are used for comparisons (OH* and Q). Indeed, in experiments the flame

exhibits a larger lift-off distance than in LES, which may imply that the bluff-body

tip temperature is lower than the value estimated from simulations. The high velocity

swirling flow near the injector exit plane issues a turbulent flame as can be observed on

a transverse cut plane for four different times in Fig. 3.16. The V-shaped structure can

be decomposed into two main central branches and two lesser outer secondary branches

that can either extend or almost disappear over time, leading to an intermittent release

of hot gases pockets as seen on the top-left image of Fig. 3.16.
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Figure 3.15: Comparison of steady flame shapes. On the left, LES volumetric
heat release rate averaged over 80 ms (5 flow-through times). On the right,
Abel transform of OH* signals from the CCD camera with a narrowband filter
centered around 310 nm averaged over 100 samples.

Figure 3.16: Visualization of the instantaneous volumetric heat release rate Q

on a transverse cut for four distinct instants as obtained from reacting LES.
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A validation study of the reactive LES is carried out by making use of PIV reference

data obtained from experiments on an axial plane starting 3.5 mm above the bluff-

body tip (5 mm above the combustion chamber backplane). In this case, PIV data was

extracted in presence of the flame and with the quartz/metal enclosure. Fig. 3.17 shows

a qualitative comparison between PIV and numerical results while Fig. 3.18 compares

axial and radial velocities for various axial positions. Mean velocity profiles are in

(a) (b)

(c) (d)

Figure 3.17: Comparison of reactive flow mean axial (a), mean radial (b), RMS
axial (c) and RMS radial (d) velocity profiles for LES (left) and PIV (right)
on a vertical plane.

excellent agreement with the experiment for all axial positions. For RMS velocities,

a good agreement is observed. The simulation misses some of the fluctuations in the

lower part of the IRZ (x/R = 0 to x/R = 0.8) but catches the correct local peak

values. Overall, LES is able to capture the stable flame reactive flow features with good

accuracy, allowing to move on with confidence to acoustically pulsed simulations
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Figure 3.18: Comparison of reactive flow mean axial (a), mean radial (b), RMS
axial (c) and RMS radial (d) velocity profiles for various axial locations. Exp.
in grey dots(o) and LES in solid black line . x/R0 = 0 corresponds to the
bottom of PIV data, that is 5 mm above the combustion chamber back plane.
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3.4.3 Acoustically pulsed flows

3.4.3.1 Forced flame response

Building up on both stable reacting and non reacting cases, CFD simulations are now

submitted to a uniform acoustic modulation at the inlet of the domain. In experiments,

this is achieved by replacing the bottom part of the injection device by a loudspeaker and

manually adjusting the feeding signal frequency content and amplitude. For LES, the

inlet boundary condition is modified by adding a 30% RMS amplitude uniform velocity

modulation, corresponding to 2.3 m.s-1 variations at the HW location, Fig. 3.1, with

a unique frequency in the range 80-200 Hz. NSCBC relaxation coefficients are set low

enough so that the target mass flow rate does not drift and spurious acoustic reflections

are avoided [191]. Doing so, the amplitude of pressure fluctuations obtained at the HW

position in the simulations cannot be perfectly controlled. As a result, these are slightly

overestimated compared to experimental levels observed from the microphone in front

of the HW. This aspect should however have a limited influence for the present study.

Before any actual analysis of the forced dynamics, it is interesting to note that the

acoustic time delay τIN−SW between the reference section (Hot wire position) and the

injector exit is negligible, τIN−SW = 0.10 ms. This represents only 2% of the lowest

pulsation period investigated corresponding to f = 200 Hz. Reactive forced simulations

are carried out for a set of eight frequencies between 80 and 200 Hz. For a given

frequency f , the corresponding period will be denoted as τf = 1/f in the remaining of

the manuscript.

For each forcing frequency, the flame is forced for a minimum of seven clean peri-

ods, ie seven periods after the initial transient necessary to establish the forced flow,

Fig. 3.19. Global heat release signals are obtained by integrating the volumetric heat

Figure 3.19: Global heat release rate temporal signal as obtained with LES
with a forcing amplitude ûref/uref = 30% at f = 180 Hz. The grayed out
zone corresponding to a transient regime is discarded for FTF measurements.
τf = 1/f is the forcing period.
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release rate over the complete fluid volume for each time step. In all cases, the reference

velocity denoted as uref corresponds to the axial velocity ux probed at the hot wire

position, right in the center of the circular cross-section. The mean velocity for this

centerline position is uref = 5.44 m.s-1. The flame response is evaluated by means of

a Fourier analysis of the global heat release rate Q integrated over the domain, and of

the velocity reference signal. The gain nFTF and phase φFTF of the FTF at the forcing

frequency are computed as :

nFTF =

∣∣∣∣∣Q̂Q.urefûref

∣∣∣∣∣ , (3.4)

φFTF = arg
(
Q̂
)
− arg (ûref ) , (3.5)

withQ = Pth = 5.44 kW. Examples of velocity and heat release signals used are available

in Fig. 3.20 for f = 120 Hz and f = 180 Hz. Heat release signals are marked by the

Figure 3.20: Reference velocity (axial velocity at the hot wire position, left)
and heat release (right) signals for f = 120 Hz and f = 180 Hz. The flame power
is Pth = 5.44 kW.

forcing frequency and are not perfect sine waves since the swirling flame is turbulent.

One can immediately see that for the same excitation amplitude, the flame response in

terms of heat release is stronger for f = 180 Hz, which will translate into a higher gain

for this particular frequency. The flame response time delay varies with frequency, thus

heat release signals for the two frequencies are in phase quadrature. Global simulation

results are compared to experimental data in terms of FTF gain and phase in Fig. 3.21.

A very good agreement is obtained for both FTF gain and phase for the eight tested

frequencies. In particular, the characteristic high and low gain regions of a swirled

V-shaped flame anchored on a bluff-body are well retrieved. The phase shift around

f1 = 120 Hz is also captured, though a minor difference between the LES at f = 80 Hz

and the reference data is seen.
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Figure 3.21: Flame transfer function of the NoiseDyn burner: gain (left) and
phase (right). Single frequency pulsed LES data (grey circles) is compared to
experimental measurements (black crosses). Bulk velocity uref = 5.44 m.s-1,
ûref/uref = 30%.

From these data it is confirmed that contrarily to conical laminar flames, the FTF

gain of such flames is not quasi monotonous [143]. One may now explore the physical

mechanisms responsible for the low FTF gain at f1 = 120 Hz and the high gain for

f2 = 180 Hz. In configurations like the one studied here, vortices are shed from the

edge of the injector exit and travel along the shear layer, affecting the velocity field near

the flame and its response to acoustic modulation. As already mentioned in Sec. 2.2.2,

and according to Palies et al. [106], the difference between low and high gains regions

of the FTF can be explained by different flame dynamics behaviours :

• in the high gain regions, the flame base angle remains unaffected so that vortices

have more time to travel along the flame,

• in the low gain regions, the flame base angle exhibits variations so that vortices

are quickly "destroyed" by the flame flapping movements

These authors performed experiments [106] as well as numerical simulations [163] to

specifically address this issue and showed that low swirl number fluctuations were asso-

ciated to high gains while high fluctuations coincided with low gains. In this latter case,

the flame base angle was modified, enhancing or preventing the development of vortices

that would interact with the flame downstream. One major difference with the current

setup however is that the forced flame entered the injector for some forcing frequencies,

which is never the case in the present study. Bunce et al. [164] hinted that the presence

of local FTF gain extrema was the result of an interaction between the flame and a

Kelvin-Helmoltz instability in the mixing layer of their partially premixed configura-

tion. Since the case studied here is fully premixed, one cannot use this argument. In

recent works, Gatti et al. [162, 169] showed that preferential vortex shedding for certain
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frequencies occurs even in the absence of a flame for high swirl levels, possibly pointing

out that the flame is not the only or even the main driver of the preferential acoustic

response. Based on this new finding, an extended analysis at two forcing frequencies f1

Hz and f2 Hz is carried out thanks to the current predictions to confirm or invalidate

the reported statements.

In terms of flame dynamics and as reported experimentally, the flame response is

different between f1 and f2 as shown by phase averaged images in Fig. 3.22 and 3.23,

where five phases covering a complete forcing cycle are used. The phase ϕ is defined

from the velocity signal at the hot wire position (see Fig. 3.1): ϕ = 0 correspond to

null acoustic velocity while ϕ = π/2 corresponds to a maximum. Experimental phase

Figure 3.22: Abel transform of phase averaged OH* chemiluminescence pic-
tures from experiments (left parts) and phase averaged field of normalized
heat release rate from LES (right parts) for a forcing frequency f = 120 Hz.

averaged images (left part of each picture) have been built using 100 snapshots with a 40

µs exposure time while LES phase averaged images (right part) have been built using

the azimuthally averaged heat release rate with ten phases over twelve periods, and

normalized using the common maximum value for the two frequencies. Note that the

experimental configuration used to obtain these images is slightly different from the one

studied in this section, with a bluff-body tip protruding 1 mm higher in the chamber.

Still, almost no difference was observed for the final measured FTF and conclusions

should hold at least from a qualitative point of view. The flame motion itself does not

differ for the two forcing frequencies, but it is more pronounced for f2 corresponding to

a high FTF gain. During the first phase of the forcing cycle (ϕ = 0 and ϕ = 2π/5) the

flame branch is elongated and the most energetic zone is displaced from the flame base
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Figure 3.23: Abel transform of phase averaged OH* chemiluminescence pic-
tures from experiments (left parts) and phase averaged field of normalized
heat release rate from LES (right parts) for a forcing frequency f = 180 Hz.

to a higher axial location. In a second step (ϕ = 4π/5 and ϕ = 6π/5), the tip of the

flame rolls up on itself, thus increasing the reacting surface, while the base of the flame

is pushed further downstream. In the final step (ϕ = 8π/5), the flame progressively goes

back to its original anchoring position as large pockets of burnt gases have detached

from the flame extremities. For f2, one observes a stronger rolling motion of the main

flame branch for this frequency compared to f1. Also, relative levels of heat release rate

indicate that the flame releases more heat at f2: in agreement with the higher FTF

gain. Coming back to the original statement of Palies et al. [106], while experiments

may show slightly larger flame base angle variations for f1, LES does not exhibit a

significant difference between f1 and f2. Still, LES obtained FTF gain and phase for

these two frequencies match the reference, which tends to indicate that the flame base

angle variation is not the main driver of the preferential acoustic response, at least for

the present configuration, which is different from the one of Palies et al. [106].

3.4.3.2 Preferential frequency response of the swirling injector

Further investigation is carried out regarding the roll-up motion of the forced flame

tips, by taking a deeper look at the shape of the inner recirculation zones and the paths

followed by vortical structures shed from the injector exit rim. Figures 3.24 and 3.25

present such an evolution of vortical structures for f1 and f2 respectively. On these

figures, the inner recirculation zone is identified by the isocontour ux = 0 m.s-1 and

further emphasized by the isocontour ux = −2.5 m.s-1. For visualization purposes, a
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Figure 3.24: Azimuthally and phased averaged fields for f = 120 Hz, the phase
reference is at the hot wire. The inner recirculation zone is marked with the
black line. The plain red line illustrates the flame position if it was assumed
to be infinitely thin. Vortices shed from the injector lip and bluff body edges
are visualized with a Q-criterion isocontour (blue lines).

Figure 3.25: Azimuthally and phased averaged fields for sf = 180 Hz, the phase
reference is at the hot wire. The inner recirculation zone is marked with the
black line. The plain red line illustrates the flame position if it was assumed
to be infinitely thin. Vortices shed from the injector lip and bluff body edges
are visualized with an isocontour of the Q-criterion (blue lines).

red line representing the potential compact flame surface is shown. It was obtained by

taking the maximum heat release rate for a collection of axial positions xi only if it was

superior to half of the maximum value. Note that this criterion is purely qualitative as

it does not allow to precisely recover the flame roll-up motion at the tip. It is however

sufficient for comprehension purposes. Shed vortices are then tracked using a Q-criterion

[192] isocontour with an adequate threshold value Qcrit = 106 s-2. The first noticeable

effect of forcing is that the inner recirculation zone undergoes different variations during

an oscillation cycle depending on the forcing frequency. For f1 = 120 Hz, the isocontour
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ux = 0 m.s-1 indicates that the upper half of the IRZ withstands important width

variations during a cycle, while for f2 = 180 Hz it is essentially elongated in the axial

direction. Considering the isocontour ux = −2.5 m.s-1 further reveals that the IRZ

core region is always shorter for f1 compared to f2. The origin of these motions is

directly linked to velocity profiles at the injectors exit plane shown in Fig. 3.26. For

both frequencies, the maximum velocity is observed near the outer wall of the injection

channel, at r/R0 = 0.95. At this specific radial position, the axial velocity amplitude

over an oscillation cycle is ∆umax = 6.3 m.s-1 for f = 120 Hz, but reaches ∆umax =

8.5 m.s-1 for f = 180 Hz. For the latter frequency, higher temporal variations of the

maximum axial velocity may indicate that strong vortical structures are generated by

the stronger shear stress at the injector exit rim, and are able to travel in the outer

shear layer, as observed in Fig 3.25. These structures then distort the flame sheet and

stretch the IRZ in the axial direction.

Figure 3.26: Axial velocity profiles at the injector exit plane for different phases
of the forcing cycle for (a) f = 120 Hz and (b) f = 180 Hz .

To validate this assumption, a supplementary study is carried out using integrated

data at the injector exit plane. The evolution of the fluctuating swirl number is com-

puted from velocity profiles for both frequencies, with results shown in Fig. 3.27. It

is recalled that ϕ = 0 corresponds to ûx = 0 m.s-1 at the hot wire position. For

f = 120 Hz, fluctuations have a sine profile while for f = 180 Hz the profile is not

symmetric and shows a lower first local extremum but then a higher one for the second

local extremum. The amplitude from a positive to a negative peak value is the same

for both frequencies. An analysis of swirl number fluctuations is therefore not sufficient

to draw conclusions on the occurrence of low or high FTF gain. The swirl number is

defined as the ratio of the axial momentum flux Gx and the angular momentum flux

Gθ, Eq. 1.35. It is therefore also worth analysing these momentum flux, Fig.3.28 and

3.29. In addition to the total fluxes on the surface, and noting ri, ro the inner and

outer radii of the injection channel, the distinction is made between the contribution of

the inner region noted "in" and corresponding to ri ≤ r ≤ (ri + ro)/2, and the outer
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Figure 3.27: Swirl fluctuations at the injector exit during a forcing cycle for
f = 120 Hz and f = 180 Hz.

region noted "out" for which (ri + ro)/2 ≤ r ≤ ro. LES results show that the total

axial momentum flux is similar and in phase for both frequencies. However, the balance

between inner and outer injector regions contributions differs significantly depending on

the forcing frequency. The outer region contribution is higher for f = 180 Hz than for

f = 120 Hz. Regarding the angular momentum, the total flux is higher for f = 180 Hz

than for f = 120 Hz, and the contribution of the inner injector zone is low. Total and

outer regions Gθ signals are thus similar. Note that this time, a π/5 phase is observed

between angular momentum fluxes signals at f = 120 Hz and f = 180 Hz. From these

observations, one can state that both axial and angular momentum fluxes are stronger

for f = 180 Hz in the region of interest, that is the outer portion of the injector sec-

tion. Consequently, the circulation strength of vortices generated at the outer rim of

the injector exit is higher, wich corroborates LES observations of Fig. 3.24 and 3.25.

A particular attention is drawn to the instant where detachment occurs. The latter

is identified as the instant for which the ratio of the vortex "tail" width WQ to axial

length LQ is minimum, provided that the circulation computed inside the Qcrit contour

is at least half of its maximum value during a cycle, see Fig. 3.30. From Fig. 3.24

one finds that a vortex is shed from the injector lip for phase ϕ = 8π/5 for frequency

f = 120 Hz, and from 3.25 that this vortex shedding is delayed to ϕ = 0 for frequency

f = 180 Hz. Making the link with data of Fig. 3.28 and 3.29, in the first case the vortex

detaches from the wall when fluctuations of both axial and angular momentum flux are

high. The high rotation rate forces the IRZ to move downwards and opens up the flame

base angle. The vortex created is quickly torn apart and is not able to effectively modify

the flame surface. In contrast, for f = 180 Hz, an annular vortex ring is shed later in

the oscillation cycle, when momentum flux fluctuations are minimal. Consequently, the
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(a) (b)

Figure 3.28: Axial momentum flux fluctuations at the injector exit for f = 120

Hz and f = 180 Hz. (a) total flux (b) flux in the central region (noted in,
ri ≤ r ≤ (ri + ro)/2) and in the near wall region (noted out, (ri + ro)/2 ≤ r ≤ ro).

(a) (b)

Figure 3.29: Angular momentum flux fluctuations at the injector exit for f =

120 Hz and f = 180 Hz. (a) total flux (b) flux in the central region (noted in,
ri ≤ r ≤ (ri + ro)/2) and in the near wall region (noted out, (ri + ro)/2 ≤ r ≤ ro).

Figure 3.30: Schematic representation of the vortex dimensions used to identify
the shedding instant.

IRZ has time to move upwards again and the flame base angle is smaller than in the
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f = 120 Hz case. The vortical structure is thus not only strong, but also able to roll up

along the flame front and thus, generate unsteady heat release by wrinkling the flame

surface. This behaviour was already observed in [163] where the preferential dissipation

of vortical structures was attributed to the flame: supposedly, vortices are dissipated

when the flame opening angle is large. In the present study as well as in [162], it is

shown that this phenomena does not depend on the flame as the same conclusions can

be drawn from a non-reacting study. Figure. 3.31 discloses vortices as identified from a

binarization procedure under non-reacting conditions: a vorticity threshold is chosen,

the Q-criterion is then multiplied by 1 if the local vorticity is above the chosen value, or 0

else, yielding a new binarized field Qbin. The observation is once again made that for f1,

Figure 3.31: Phase averaged images of binarized Q-criterion Qbin for f = 120 Hz
(left) and f = 180 Hz (right), non-reacting LES.

vortical structures are created at the injector exit edges but are quickly torn apart into

smaller ones during the cycle. On the contrary, large vortices are formed at f2 = 180

Hz and are able to travel a non-negligible distance along the shear layer before being

broken down. This confirms that the swirling flow induces a mechanism enhancing the

generation vortices at certain frequencies, that will in turn be able to perturb positively

or negatively the flame surface and hence the associated unsteady heat release. This

mechanism is directly controlled by the response of the injector, Fig. 3.26, as annular

vortices are shed at different instants in the forcing cycle depending on the momentum

fluxes balance at the injector lip. In the present case, not only are generated vortices

weaker for f = 120 Hz, but also since the shedding process occurs at an instant where

the angular momentum is large, the IRZ is pushed downwards and breaks the annular
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structure. For f = 180 Hz, vortices are both stronger and released when the fluctuating

angular momentum flux is low.

It is concluded that the preferential vortex roll-up cannot be explained solely by

global quantities such as swirl fluctuations and should instead be determined from an

analysis of the unsteady rotating flowfield at the injector exit edge. This frequency de-

pendent response of the injector will in turn affect the premixed flame acoustic response

as shown in the FTF gain curve of Fig. 3.21.

3.5 SFTF model application

3.5.1 Model parameters from stationary data

In a first attempt to characterize the FTF of a V-shaped swirled flame, parameters of the

SFTF model detailed in Sec. 2.3.2 are determined from a single simulation corresponding

to the stationary flame situation. Although it would be unlikely for the SFTF model

to already be able to accurately represent the FTF without any forced flame dynamics

data, characterizing the role of each of the model parameter and how it contributes to

a good estimation is important.

LES results are used to probe geometrical quantities of interest needed to determine

the reduced frequency ω∗ = ωL2
f/(uxHf ) from Eq. (2.20) as well as the half flame angle

α. Note that in this expression, the flame displacement speed is not used because it

is difficult to determine for a swirling flame. It has been replaced by quantities that

are easier to determine from experiments or numerical simulations namely Hf and Lf
defined in Fig. 3.32. A wide variety of flame dimension definitions is available in the

literature, the most common ones rely on isolevels of a variable representative of the

flame front (typically the heat release rate or a progress variable computed from temper-

ature or species mass fractions) in the case of numerical simulations. In this document,

dimensions are defined from the location of the center of mass of the volumetric heat

release rate Q field obtained from time and azimuthally averaged solutions [193]. This

robust definition does not leave any place for an arbitrary choice and can be easily

applied to various flame shapes. Given N , the number of nodes in the solution, the

centroid coordinates (xc, yc) of the heat release rate distribution in a vertical plane are

given by:

xC =

∑N
k=1Qk xk yk∑N
k=1 yk Qk

and yC =

∑N
k=1Qk yk yk∑N
k=1 yk Qk

(3.6)

Coordinates for the flame anchoring point are much less sensitive to its definition. It

is here defined as the lowest point in the axial direction where Q is at least superior

to 1% of its maximum value. Figure 3.32 shows the position of the retrieved centroid
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of heat release rate distribution and the associated flame dimensions. Even though the

flame features secondary branches, its most energetic region is located in the center of

the main branch. For the specific configuration of this section, one gets : Rf/R0 = 1.0,

Figure 3.32: Schematic of the flame and associated quantities of interest : α,
Lf , Hf , Rf , R0. The position of the Q center of mass (xc,yc) is shown.

Lf/R0 = 1.75, Hf/R0 = 1.44 and α = 34.8◦. The mean axial velocity at the injector

exit plane U0 = 8.78 m.s-1 is measured from the stationary unperturbed LES to complete

the analysis, yielding ω∗/ω = 2.43 ms.

The next critical step in the SFTF construction is to determine the axial convec-

tion velocity Uc−v of vortical structures along the outer shear layer of the swirling jet

exhausting the injector. For V-shaped flames like the present one, these structures are

responsible for large surface area perturbations and thus, in the case of a premixed flame,

for the major part of the unsteady heat release [127, 144]. One possibility to assess the

real speed of these disturbances is to use a tracking algorithm [194]. While theoretically

appealing, this method has some limitations in a turbulent LES framework and requires

acoustically pulsed simulations. Another possibility arising for highly swirling flows is

to use properties coming from solid mechanics theory. For solid bodies, the norm of the

second principal invariant of the deviatoric stress tensor is used as a measure of shear. In

the present case, swirl is strong enough (and possibly the injection tube narrow enough)

so that the angular momentum flux prevails, resulting in a fully developed turbulent

pipe flow in solid body rotation. A similar criterion [195] resembling the classical λ2

criterion for vortex identification is therefore used, that is the second invariant I2 of the
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strain rate tensor S, which is in practice computed as:

I2 =
1

2
(SiiSjj − SijSji) (3.7)

Negative values of I2 indicate high shear regions. Applied to the mean steady reacting

field issued by LES, maximum negative values of I2 identify a collection of abscissa

starting from the injector exit up to the distance Hf associated to the height of the

centroid of heat release rate distribution. This yields a curve assigned as the outer shear

layer trajectory shown in Fig. 3.33. Note that other criteria could be used to identify

the shear layer, such as the norm of the strain rate tensor, removing the potential high

swirl limitation of the method. The I2 criterion was however shown to be particularly

robust for the high swirling flows studied. Along this path, the local axial velocity at a

given x abscissa is retrieved and thereafter noted ul(x). The axial velocity component

Figure 3.33: Identification of the outer shear layer using the I2 criterion for the
reactive case. Each white dot represent the local maximum at a given height
x/R0.

of vortical structures Uc−v is then evaluated by averaging the axial velocity along the

shear layer path over the distance Hf , that is :

Uc−v =
1

Hf

∫ Hf

0
ul(x)dx (3.8)

where Hf is the flame height (Fig. 3.32). Using the available average LES fields yields

Uc−v = 6.46 m.s-1. The real part of the correction factor K for the SFTF model

therefore equals K = U0/Uc−v = 1.36.
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In the absence of pulsed LES data, one can estimate the time delay τ between axial

and azimuthal velocity perturbations at the burner outlet by assuming that acoustic

perturbations travel at the sound speed c while azimuthal perturbations are convected

at the local flow speed uc over the distance δ = 50 mm between the swirler vanes

exit where acoustic/vorticity conversion occurs [129] and the injector exit plane (see

Fig. 3.1):

τ = δ

(
1

uc
− 1

c

)
(3.9)

As a first approximation, the phase φ0 in the zero frequency limit is simply nullified.

By doing so, the low frequency gain limit condition from Eq. (2.40) reduces to χ = −ζ
and the FTF phase is evidently forced to a null value in the zero frequency limit. The

choice of the convective velocity uc is still subject to discussions in the community.

It has been observed experimentally [196] and while trying to reproduce FTF from

models [51] that the actual value may be 40 to 50% larger than the bulk velocity in the

injection device. The issue was discussed by Gatti in [162], where cold flow simulations

were used to determine the value of uc compared to mean and maximum velocities

along the injection device for the same variation of the NoiseDyn configuration. Results

showed that for the studied frequencies, the mean value of uc along the injector was

somewhere in between the maximum and the mean velocities, and closer to the bulk

velocity at the base of the flame. Recently, Albayrak et al. [197] have proposed an

analytical expression for this quantity in the low axial wavenumber limit based on a

modal decomposition of the linearized Euler equations which resumes to:

uc = U0 (1 + 2κ/λ0) , (3.10)

where κ is the circulation strength of the swirling flow and λ0 is the first eigenvalue of

a characteristic equation:

J1(Aro)Y1(Ari)− J1(Ari)Y1(Aro) = 0, (3.11)

where ri and ro are the inner and outer radii of the cylindrical channel, and J1, Y1,

are Bessel functions of the first and second kind respectively. Applied to the current

configuration, the above expression yields uc = 1.55U0 with κ = 1145 s-1 and λ0 = 470,

resulting in a time delay τ = 3.51 ms which does not comply with the time delay found

in the LES as will be presented in Sec. 3.5.2. For this reason, it was chosen to use

uc = U0, yielding τ = 5.55 m.s-1. No information is yet available for the determination

of the swirl fluctuation intensity parameter χ. A value comparable to those found in

[128, 166] is used: χ = −0.33 for this preliminary study.

Parameters obtained from the single stationary LES are summarized in Tab. 3.2. To

the exception of χ, all SFTF parameters have been roughly estimated from a stationary
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Table 3.2: SFTF parameters as determined from a single reacting stationary
LES (SFTF1)

Case ω∗/ω[ms] α [deg.] K χ τ [ms] φ0 [rad]
SFTF1 2.43 34.8 1.36 −0.33 5.55 0.0

reactive simulation without any acoustic modulation. From the set of estimated param-

eters, one can obtain a first estimation of the flame acoustic response, that is denoted

as SFTF1 and is shown in Fig. 3.34 . With only a single stationary flame simulation,

Figure 3.34: SFTF1 model results with parameters estimated from a single
stationary unperturbed LES : ω∗/ω = 2.43 ms, α = 34.8◦, K = 1.36, χ = −0.33,
τ = 5.55 ms, φ0 = 0 rad.

the model is able to depict the FTF gain and phase tendencies over the frequency range

of interest. In particular, correct phase tendencies are already retrieved without the

introduction of unsteady perturbations, and values match the experiment for f ≥ 150

Hz. The frequency of the first local FTF gain minimum is however not retrieved using

SFTF1, which also shows in the phase curve where the phase shift region is not well

predicted. The position of this first minimum is fully controlled by parameters τ and

φ0 used to represent the phase shift φûθ−ûx introduced in Eq. (2.38). Consequently, the

mismatch between the current SFTF model results and experiments can be explained

by either one of these parameters (or even both at the same time). The missing piece

of the puzzle may lie in the fact that only global quantities have been considered: nulli-

fying φ0 is equivalent to considering uniform velocity profiles at the injector exit, which

is not the case as shown in Fig. 3.26. The gain around f = 180 Hz is also overestimated

by the model, which was expected since no spatial decay of acoustic perturbations is

accounted for at this point.

84



3.5 SFTF model application

3.5.2 Model parameters from pulsed LES

3.5.2.1 Enhancing the model using reactive forced simulations

Building upon results obtained with SFTF1, this section aims at proving that a few

additional simulations are sufficient to improve the accuracy of model predictions. By

doing so, one avoids performing numerous single frequency forced simulations [114, 131]

or the need for other identification techniques [112, 115] that can show their limit for

highly turbulent flows. Acoustically pulsed simulations are used to obtain parameters

φ0, χ and β since they are related to dynamic features: the phase lag between acoustic

and convective perturbations, the amplitude of swirl fluctuations and axial velocity

disturbances decay.

It was shown in the previous section that a rough estimation of the phase φûθ−ûx
is not sufficient to capture the frequency of the change in the FTF phase slope. As

an alternative, this phase can be determined from a set of pulsed flow simulations.

Such a study would of course defeat the initial purpose of using an analytical model

which should avoid running several costly computations, but the study is performed

as another validation step here. The phase between Fourier coefficients of axial and

azimuthal unsteady velocity signals integrated on the injector exit plane is computed

for the eight frequencies that have been simulated; as presented in Fig. 3.35, a linear

fit can properly represent the data. The time delay τ = 5.54 ms and phase at the

Figure 3.35: Phase between axial acoustic (ûx) and azimuthal convective (ûθ)
velocity perturbations at the injector exit plane from surface averaged data for
different pulsed LES frequencies.

low frequency limit φ0 = 0.03 corresponding to the linear regression law are very close

to those obtained using the simple one-dimensional propagation model from Eq. (3.9)

leading to τ = 5.55 ms.
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This result may however not be satisfactory since the first local FTF gain minimum

lies around f = 120 Hz and the maximum gain deviation is attained when swirl fluctu-

ations are maximum, that is for φûθ−ûx = π according to the swirl number definition.

In that case, using Eq. (3.9) shows that a value close to τ = π/ω = 1/(2f) = 4.17 ms

would be expected. In [128], φûθ−ûx was evaluated experimentally at the base of the

flame for different bulk velocities, reporting values of −1 and −1.5 rad for φ0 with

forcing frequencies going as low as 30 Hz. It is then important to notice that velocity

profiles plotted in Fig. 3.26 are not flat at the injector outlet, and that considering only

bulk quantities may not be satisfactory. Indeed, swirl fluctuations should be considered

where they preponderantly affect the flame. In the particular case of the NoiseDyn

confined swirled V-flame, this region is the edge of the injector wall where large vortical

structures are created, travel along the shear layer and perturb the flame surface. Ac-

cordingly, one can see φ0 as a phase lag between the bulk oscillation signals and signals

obtained at a particular radial location close to the wall, here chosen as a point 0.5 mm

away from the injector wall on the injector exit plane, see Fig. 3.36 and 3.37. A maxi-

Figure 3.36: (a) Sketch of the burner with the position of the integration
surface height marked as xinj and the probe near the outer wall represented by
a black cross, located 0.5 mm away from the wall. (b) Axial velocity profiles at
axial position xinj for different phases of the forcing cycle (ϕ = π/2 corresponds
to a maximum velocity at the hot wire position) for f = 180 Hz.

mum deviation of less than 10% in φ0 is obtained when the probe position changes by

0.3 mm. Larger deviations are seen when using locations closer to the wall, depending

on the local mesh size. The phase φ0 is hence evaluated as:

φ0 = φûθ−ûx(xinj , 0.95R0)− 1

Se

∫
Se

φûθ−ûx(xinj , r)dSe (3.12)

Or equivalently:

φ0 = φûθ−ûx(xinj , 0.95R0)− ωτ (3.13)
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where Se designates the cross section area at the burner outlet with axial position xinj .

Using data from forced LES, one gets the results of Tab. 3.3 which tend to validate the

assumption that φ0 is almost frequency independent in the studied pulsation range. This

Table 3.3: Phase φ0 as obtained from LES data for different frequencies using
Eq. (3.12).

f [Hz] 100 120 150 180
φ0 [rad] -0.832 -0.905 -0.887 -0.874

means that this quantity can be obtained using only a single pulsed simulation. Signals

used to obtain these values are shown in Fig. 3.37, with φ0 computed as φ0 = φp − φb
using the figure notations.

Figure 3.37: Normalized axial and tangential velocity signals on the injector
exit plane (bulk, solid line) and on a probe 0.5 mm away from the outer injector
wall (dashed line with markers) for (a) f = 120 Hz and (b) f = 180 Hz. These
signals correspond to φ0 = −0.905 rad and φ0 = −0.874 rad respectively, with
φ0 = φp − φb.

In the present case, it is observed that ûx and ûθ signals measured for the probe at

the injector exit rim (r/R0 = 0.95) are in phase opposition at the minimum FTF gain

frequency. The same behaviour is observed with a shorter injector as will be shown in

Sec. 3.6.2. It is therefore argued that injecting φûθ−ûx = π in Eq. (3.13) [128] yields an

evaluation of the frequency f1 corresponding to the FTF minimum gain:

f1 =
1

2τ
− φ0

2πτ
(3.14)

This criteria should be verified on other configurations in future studies. For f = 120

Hz and f = 180 Hz respectively, Eq. (3.14) yields f1 = 115 Hz and f1 = 116 Hz, which

agrees well with the frequency range 110 Hz ≤ f1 ≤ 120 Hz obtained in the experiment,

Fig. 3.21.
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Pulsed reactive LES are in turn used to evaluate the swirl intensity parameter χ

introduced to characterize swirl fluctuations amplitude in Eq. (2.37). Although its effect

on the model is quite straightforward, it is still unclear how to directly measure it using

either experiments or LES. In previous works in the literature, it was always optimized

on a case by case basis to fit the experimental data, which does not comply with the goal

of this study where experimental data may not exist at all. To remedy this situation,

and since at least one acoustically forced reacting LES has to be performed to retrieve

other model parameters dealing with the system dynamics, it is proposed to perform

a pointwise optimization on both the FTF gain and phase at a particular frequency

to determine a suitable value for χ. Best agreement can only be achieved when using

frequencies corresponding to local extrema of the FTF gain. Since the first local gain

minimum frequency is fully characterized by τ and φ0 obtained from the previous steps,

one can perform a forced LES at this particular frequency and use the obtained value

of gain and phase as a target for optimization. The outcome of the pulsed LES at

f = 120 Hz is used to determine the best value for the SFTF model to match the

FTF gain and phase as obtained from LES at this particular frequency. The value

χ = −0.368 is obtained as the optimal one.

With the addition of φ0 and the optimization process on χ, the SFTF model reaches

a higher level of complexity, here denoted as SFTF2, with parameters summarized in

Tab. 3.4. Corresponding results in terms of FTF gain and phase are shown in Fig. 3.38.

Table 3.4: SFTF parameters as determined from: a single reacting stationary
LES + 1 pulsed LES to determine the FTF gain minimum frequency f = 120 Hz
+ 1 reacting pulsed LES at f = 120 Hz (SFTF2)

Case ω∗/ω [ms] α [deg.] K χ τ [ms] φ0[rad]
SFTF2 2.43 34.8 1.36 −0.368 5.55 −0.905

As expected, introducing the appropriate value for φûθ−ûx allows the SFTF model to

match the frequency f1 for which the FTF gain reaches a minimal value and the FTF

phase slope changes. The optimization technique for χ, while not ideal, is fully auto-

mated and only requires a single pulsed LES at frequency f1. If unknown, this frequency

can be determined by gauging φ0 from a pulsed simulation at any frequency and using

Eq. (3.14). Results show that this optimized value allows the first low FTF gain region

to be matched, which constitutes an improvement over SFTF1. This is however not

fully satisfactory yet since the gain for frequency higher than 160 Hz is overpredicted

with the current state of the model. The FTF phase is very well reproduced at this

point, and one may argue that most of the time (intrinsic thermoacoustic modes [198]

are not considered in the present study), the phase is the dominating factor governing

the stability of acoustic modes as obtained from reduced order models.
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Figure 3.38: SFTF2 model results with parameters : ω∗/ω = 2.43 ms, α = 34.8◦,
K = 1.36, χ = −0.368, τ = 5.55 ms, φ0 = −0.905 rad.

3.5.2.2 Accounting for the acoustic spatial decay

Finally, the spatial decay rate of the axial velocity perturbation amplitude β introduced

in Eq. (2.27) can be evaluated by means of a single pulsed cold flow simulation. In the

present case, it is evaluated for the same forcing amplitude ûref/uref = 30% as in the

reactive case presented in the previous section. It is recalled that this decay can be

embedded in the correction factor K, so that β = =(K)/<(K) = Uc−v/U0 × =(K).

The FTF model derivation was done assuming a clear separation between fresh and hot

gases, which is obviously not the case for a confined swirl burner where outer recircu-

lation zones contain hot gases. For this reason cold flow simulations were preferred to

determine β. Once again, focus is made on frequencies f1 = 120 Hz and f2 = 180 Hz

corresponding to the identified local minimum and maximum amplitudes of the FTF

gain. Velocity disturbances amplitudes are probed on a vertical line at r/R0 = 0.75

which corresponds to the central line between the injector outer wall and the conical

bluff body top as shown in Fig. 3.39a. Figure 3.39b shows that LES predicts a decrease

of the amplitude as expected from experiments. Post-processing the LES data leads

to β = 0.184 for f = 120 Hz and 0.188 for f = 180 Hz. These specific values were

obtained following Eq. (2.27) by fitting an exponential function of the form Ae−γx so

that β = γ Uc−vω where Uc−v|cold = 3.83 m.s-1 comes from the technique described in

section (3.5) for the unperturbed cold LES fields. Embedding the decay rate in the

SFTF model should allow for better gain prediction at relatively high frequencies. In

the following it is chosen to proceed with the value obtained for f = 120 Hz as this par-

ticular frequency was already used for reacting conditions. The optimization procedure

for χ is iterated once again with the new value of K featuring an imaginary component

U0β/Uc−v. The obtained optimal value is of course not the same with the spatial decay

component addition, χ = −0.336.
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Figure 3.39: (a) Schematic of the central line located at r/R0 = 0.75 used for
the amplitude decay evaluation. (b) Acoustic velocity amplitudes on the same
line, starting from the injector exit plane. Dotted lines show the best fit for
each frequency in the form Ae−γx.

This new methodology requiring an additional non-reactive pulsed simulation for

the decay rate determination is here denoted as SFTF3, with parameters summarized

in Tab. 3.5. Corresponding results in terms of FTF gain and phase are shown in

Table 3.5: SFTF parameters as determined from : a single reacting stationary
LES + 2 non-reacting/reacting pulsed LES at f = 120 Hz (SFTF3)

Case ω∗/ω [ms] α[deg.] K χ τ [ms] φ0[rad]
SFTF3 2.43 34.8 1.36 + 0.25i −0.336 5.55 −0.905

Fig. 3.40. By stepping up to SFTF3 with a total of four necessary simulations, the

Figure 3.40: SFTF3 model results with parameters : ω∗/ω = 2.43 ms, α = 34.8◦,
K = 1.36 + 0.25i, χ = −0.336, τ = 5.55 ms, φ0 = −0.905 rad.

FTF gain for frequencies f ≥ 160 Hz matches reference data due to the fact that

the spatial/high frequency acoustic velocity perturbation decay is taken into account.

The phase curve in Fig. 3.40 is only marginally modified compared to results from
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SFTF2 shown in Fig. 3.38, and remains in very good agreement with the experiments.

A possible limitation of the current model lies in the low frequency limit where no

experimental data is available for this particular configuration and set of operating

conditions. For slightly different operating conditions the FTF gain was observed to

reach values around 1.5 around 50 Hz. By imposing the unity gain limit for the SFTF

model (see Eq.(2.40)), the evolution of the gain in the low frequencies as obtained from

the SFTF model is constrained. For this reason, Fig. 3.40 shows different trends for low

frequencies for the model and the reference data.

3.5.3 SFTF methodology summary

It was demonstrated that the SFTF strategy constitutes a modular semi-analytical

FTF model for a premixed swirled V-flame, featuring different accuracy levels depend-

ing on the number of simulations the user can afford. In any case, it remains less

computationally intensive than performing several single frequency forced simulations

as usually needed to reconstruct the whole FTF. A methodology to assess model param-

eters has been proposed, based on robust criteria that can be easily transposed to other

swirler/injector geometries. In this view, the final SFTF model can reach three accuracy

levels SFTF1, SFTF2, SFTF3, depending on the way parameters are assessed and on

the available computational resources. The design of these models can be abstracted as

follows :

• A first LES of the stationary flame is performed. Geometric quantities are ex-

tracted and parameters ω∗/ω, α, K and τ are appraised. The first accuracy level

SFTF1 is reached.

• A pulsed LES is performed over a few periods to evaluate the phase lag φûθ−ux
between azimuthal and axial velocity disturbances at the injector exit rim, where

large vortical structures are created. Alternately, this phase lag can be computed

by adding a constant phase φ0 to the phase lag of bulk signals. The frequency of

the first local gain minimum f1 is then assessed from Eq. (3.14).

• Another pulsed LES is performed at frequency f1, the FTF gain and phase are

evaluated at this particular frequency.

• The swirl amplitude parameter χ is obtained from a pointwise optimization pro-

cess using LES estimated FTF gain and phase at f1. The second accuracy level

SFTF2 is reached.

• An additional cold pulsed LES at any frequency is performed and the velocity

disturbances decay rate β is assessed. The final fidelity level SFTF3 is attained
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Figure 3.41: Schematic diagram representation of the SFTF methodology. Pa-
rameter estimations methods are recalled for the three increasing levels of
complexity SFTF1, SFTF2 and SFTF3.

The diagram presented in Fig.3.41 summarizes this procedure. Applied to the cur-

rent variation of the NoiseDyn burner, the methodology is shown to provide increasing

accuracy levels in regard of the reference FTF gain and phase data, that are summa-

rized in Tab. 3.6. The equivalent computational cost in terms of numbers of Single

Frequency Forcing (SFF) reacting LES is also disclosed for comparison purposes. The

computational advantage of the SFTF methodology is evident.

In particular the FTF phase curve is already quite well predicted with SFTF2, which
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Table 3.6: Overview of the FTF reproduction accuracy using an increasingly
complex evaluation of SFTF model parameters. The equivalent number of
Single Frequency Forced (SFF) LES is also presented for comparison purposes.

Case nb. of LES
SFF LES

equivalence
agreement
on gain

agreement
on phase

(a) SFTF1 1 stationary 0.5 moderate moderate

(b) SFTF2
1 stationary

+2 reacting pulsed 2.5 moderate good

(c) SFTF3
1 stationary

+2 reacting pulsed
+ 1 non reacting pulsed

3.3 good good

merely relies on three numerical simulations. Depending on the available computational

resources, one can choose whether a single simulation is sufficient (SFTF1), or if accu-

racy is sought, if it is preferable to run additional forced simulations to obtain a better

representation of the FTF gain and phase (SFTF2 and SFTF3). Assessing the spatial

decay rates of velocity disturbances, SFTF3, yields a complete description of the flame

acoustic response at the cost of an additional non reactive pulsed simulation at any

frequency.

3.6 Improving the SFTF model: extension to other geome-
tries and forcing amplitudes

3.6.1 Effect of the perturbation amplitude on the FTF

All analyses of the previous section have been made for a fixed RMS perturbation level

û/u = 30%. It is well known that in the linear regime, that is for acoustic perturbations

of small amplitude, the acoustic response of flames remains the same, while for larger

amplitudes, nonlinear phenomena modify the response. The flame describing function

formalism [119] aims at introducing back the role of the forcing amplitude in the acoustic

response modelling. Various forcing levels have been studied experimentally by M. Gatti

[162] for the present version of the NoiseDyn configuration, yielding the FDF curves

of Fig. 3.42. Note that the higher the forcing level is, the harder it gets to obtain

experimental measurements of the FTF as the flame undergoes large vertical motions

and may enter the injector. Another limitation is that the loudspeaker installed in

the bottom of the test-rig could only reach the desired pulsation levels over a limited

frequency ranges that narrows as the velocity level increases. For these reasons, data

are quite scarce for RMS forcing levels û/u = 55% and û/u = 72%. The first peak

in the FTF gain decreases with increasing forcing amplitude and is heavily affected by
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Figure 3.42: Flame describing function of the NoiseDyn burner as obtained
from experiments for various forcing levels (RMS). Reproduced from [162].

nonlinear phenomena as expected for this low frequency range. In contrast, the second

peak around f = 180 Hz remains almost unchanged for RMS amplitudes û/u up to

28%. For higher forcing amplitudes, the gain for frequencies f ≥ 120 Hz regularly

decreases. The local gain extrema for f1 = 120 Hz is not affected by the forcing level.

Phase curves for all studied forcing levels are superimposed, confirming that the time

delay τ and phase φ0 are not affected by the modulation amplitude. Hence, in regard

of the SFTF model, the two remaining parameters which could potentially represent

the frequency dependency of the FTF curve depending on amplitude are β and χ. On

one hand, the SFTF model itself derived in Sec. 2.3 is only valid for small perturbation

amplitudes and should therefore not be suitable for higher forcing levels where nonlinear

interactions affect the FTF. On the other hand, model parameters are determined from

LES which solve the full Navier-Stokes equations and are intrinsically nonlinear. The

question arises to know whether the semi-analytical model is able to handle different

forcing amplitudes and if so, to which extent.

Three forcing levels are chosen with RMS amplitude levels û/u =10%, û/u =30%

and û/u =55% respectively for the inlet acoustic modulation. The goal here is to per-

form three pulsed non reactive LES, one for each forcing level, and to assess the spatial

decay of axial velocity perturbations β in each case. Since the effect of nonlinearities is

more prominent around f = 180 Hz, this frequency is chosen for the three simulations.

Note that in Sec. 3.5.2.2, decay rates β were found to be very close for both f = 120 Hz

and f = 180 Hz for û/u = 30%.

It is first checked that the three modulation amplitudes are indeed retrieved in the

LES at the hot wire position, Fig. 3.43. After a short transient period, the forced signals

indeed have the correct amplitude compared to the imposed value, which confirms that
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Figure 3.43: Axial velocity signals at the hot wire position for f = 180 Hz while
applying forcing for amplitudes û/u =10%, 30% and 55% respectively (left) and
associated FFT (right). Dotted line show the target value for each amplitude.

no spurious reflections are generated at the inlet of the domain. Simulations are run

for nine periods and the extraction procedure of sec. 3.5.2.2 for velocity disturbances

amplitudes is applied: the latter are probed on a vertical line at r/R0 = 0.75 which

corresponds to the central line between the injector outer wall radius and the conical

bluff body top radius. The obtained decaying curves are then fitted with and expo-

nential function of the form Ae−γx so that β = γ Uc−vω with Uc−v|cold = 3.83 m.s-1.

Corresponding results are plotted in Fig. 3.44. The hierarchy is respected with higher

Figure 3.44: (a) Schematic of the central line located at r/R0 = 0.75 used
for the amplitude decay evaluation. (b) Acoustic velocity amplitudes on the
same line, starting from the injector exit plane for û/u =10%, 30% and 55%
at f = 180 Hz. Dotted lines show the best fit for each amplitude in the form
Ae−γx.

amplitudes at the injector exit for higher forcing levels. A good representation of the
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decaying curve is obtained using an exponential function fit for all studied amplitudes.

The three curves yield β = 0.148, β = 0.188 and β = 0.37 for amplitudes u′/u =10%,

30% and 55% respectively. Equivalently, the imaginary part of the correction factor

=(K) = U0β/Uc−v is =(K) = 0.20, =(K) = 0.25 and =(K) = 0.50 for amplitudes

u′/u =10%, 30% and 55% respectively.

The last remaining parameter that needs to be updated for each forcing amplitude

is the swirl fluctuations intensity parameter χ. Following what was done in sec. 3.5 for

û/u = 30%, χ is obtained from an optimization process for f = 120 Hz using values of

the FTF gain and phase as target values for all forcing levels. Here for û/u =10% and

55% no LES simulation is performed but experimental values are used instead. This

does not change anything about the procedure, and provided that the LES are accurate

enough as they were for a 30% amplitude (Fig. 3.21), end results will be the same. The

optimization yields χ = −0.365, χ = −0.336 and χ = 0.307 for û/u =10%, 30% and

55% respectively. When the forcing amplitude increases, so does β, and the optimization

procedure at the minimum gain frequency needs to compensate by adjusting χ. The

value of χ thus decreases with the forcing amplitude. All results are summarized in

Tab. 3.7 for the sake of clarity.

Table 3.7: SFTF parameters as determined from SFTF3 procedure using spa-
tial decays measured for f = 180 Hz and f = 120 Hz as a target for forcing
levels û/u =10%, 30% and 55%

Case ω∗/ω [ms] α [deg.] K χ τ [ms] φ0[rad]
û/u = 10% 2.43 34.8 1.36 + 0.20i −0.365 5.55 −0.905

û/u = 30% 2.43 34.8 1.36 + 0.25i −0.336 5.55 −0.905

û/u = 50% 2.43 34.8 1.36 + 0.50i −0.307 5.55 −0.905

Finally, SFTF results are disclosed and compared to experimental FTF data in

Fig. 3.45. Figure 3.45a confirms that the SFTF model fails at capturing the initial peak

in the FTF gain for low frequencies, as a result of the strong unity gain constraint in

the low frequency limit. This underlines the trade-off nature of this assumption which

removes a degree of freedom but does not allow for an important first FTF gain peak

as observed for such swirling V-shaped flames. Still, this assumption facilitates the

flame response parametrization and thermoacoustic instabilities observed on similar

NoiseDyn configurations are not encountered for such low frequencies [170]. SFTF

modelled transfer functions for 10% and 30% amplitudes are almost identical, which

was expected since experimental curves themselves are not very different. For both

amplitudes, modelled and experimentally measured gains are in good agreement with

reference data for f ≥ 120 Hz but are underpredicted for lower frequencies as described

earlier. Phase curves are essentially the same and are both in very good agreement
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Figure 3.45: SFTF model results for (a) û/u = 10%, (b) û/u = 30% and (c)
û/u = 55% with corresponding parameters from 3.7 and reference experimental
data for each case. β is obtained for f = 180 Hz and χ is optimized for f =

120 Hz.

with reference data. For the highest forcing level, few datapoints are available but the

incorporation of a new value for β allows to retrieve the correct trend for the gain curve,

while slightly overpredicting its value for the peak at f = 180 Hz. The overall agreement

is still good, for both gain and phase.

One may note that the phase inflection is less strong for û/u = 55% compared to

weaker forcing levels. This feature is partially retrieved when using the SFTF model and

is a direct consequence of the lower value of χ obtained for this forcing amplitude. Still,

the regular decrease for higher frequencies observed in experimental flame describing

functions can be reproduced to a certain extent by the SFTF model by considering the
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appropriate value of the decay rate parameter. For this reason, it is stated that the

SFTF model works for any finite amplitude forcing and is not limited to vanishingly

small perturbations unlike system identification based techniques.

3.6.2 Impact of minor geometrical modifications on the FTF

3.6.2.1 Shorter injection case overview and setup

In order to assess the SFTF model validity, and to fully characterize its possible range

of applications, modified versions of the NoiseDyn configuration presented in Sec. 3.2

are submitted to the same parameter extraction procedure. Two configurations are

hereafter explored:

• A variation of the reference configuration where the injector has been shortened

down to δ = 40 mm, compared to δ = 50 mm in the previous study.

• A variation of the reference configuration without the central bluff-body piece,

where the flame is aerodynamically stabilized.

Only the first configuration will be considered in this section for the sake of brevity.

The reader is referred to Appendix. C for the study of the aerodynamically stabilized

case, which yields a moderate agreement overall. The considered configuration is very

similar to the one presented in Sec. 3.2. The only major difference lies in the distance

δ1 presented in Fig. 3.4a, which has been reduced to δ1 = 6 mm by removing two

metallic spacers. As a consequence, the injection device is 10 mm shorter. Another

minor difference is the modification of the bluff-body protruding distance δ2 which is

increased to δ2 = 2.5 mm up from 1.5 mm. This is achieved by elongating the central

cylindrical piece while the conical bluff-body top remains unchanged. The latter change

is only expected to have a marginal impact on the flame response. Figure 3.46 provides

a direct comparison of these geometrical changes. Operating conditions remain the

same as described in sec. 3.3 with a premixed methane/air mixture with equivalence

ratio φ = 0.82. In particular, the same thermal conditions at boundaries are kept.

Experimental signals of OH* from a CCD camera for the original and modified setups

indicate that the stationary flame shape is not altered by the modification of the injector

length, Fig. 3.47. On the contrary, the FTF changes when varying δ since the time

delay between acoustic axial and convective tangential velocity perturbations is directly

affected by this length. Figure 3.48 presents experimental FTF measurements for the

two aforementioned configurations and confirms this behaviour. The overall shape of

gain and phase curves do not change when δ varies. The gain curve is shifted towards

higher frequencies and the frequency of the first local minimum increases from 120 to

140 Hz. This frequency also corresponds to the inflexion point of the FTF phase curve.
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Figure 3.46: Comparison of the original (δ = 50 mm) and modified NoiseDyn
geometry (δ = 40 mm). Dimensions are in mm.

Figure 3.47: Mean flame visualization as obtained from an Abel transform of
OH* signals from a CCD camera with a narrowband filter centered around 310
nm for injector lengths δ = 50 mm (original) and δ = 40 mm (modified). From
[162].

For meshing, the methodology based on the LIKE criterion presented in sec. 3.3.2

is used to automatically refine the mesh twice in regions of interest. A baseline full

tetrahedra mesh Md1 is generated with refined regions around the swirler, injector

and supposed flame regions. After running a first cold flow stationary LES, Md1 is

adapted near the injector exit yielding mesh Md2, then adapted a second time in the

swirler zone, yieldingMd3. For reacting numerical simulations, igniting the mixture and

waiting long enough for the flow to reach thermal equilibrium everywhere in the chamber

can necessitate numerous CPU hours. To save computational time, LES solutions of the
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Figure 3.48: FTF of the Noisedyn burner for injector lengths δ1 = 40 mm and
δ1 = 50 mm for a RMS forcing level û/u = 30%, u=5.44 m.s-1. From [162].

case for which δ = 50 mm can be interpolated onto the new mesh since only the injector

has been modified. However, interpolations are known to create numerical errors that

generate undesired spurious acoustic waves if donor and receiver meshes are different,

or if the receiver mesh is not fine enough. This potential issue is minimized by applying

a supplemental refinement based on reactive flow LES using Md3, this time using the

mean normalized volumetric heat release rate as a metric, Fig. 3.49, yielding mesh

Md4 where the flame region has been further refined. An overview of characteristic

Figure 3.49: Cut view of the metric used for the automatic mesh adaptation of
Md3 (a). Nodal volume for the original mesh Md3 and after refinement Md4.

dimensions for meshes Md1, Md2 and Md3 is available in Fig. 3.9 for the different

mesh zones. All results presented in the following have been obtained using mesh Md3

when referring to cold flow simulations and with mesh Md4 for reactive conditions.
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(a)

Mesh id. Md1 Md2 Md3 Md4

Ncells (Millions) 15.1 15.8 17.9 25.0

∆x (A) (mm) 0.31 0.31 0.26 0.26

∆x (B) (mm) 0.31 0.25 0.23 0.23

∆x (C) (mm) 0.51 0.46 0.45 0.25

∆x (D) (mm) 1.0 1.0 1.0 1.0

(b)

Figure 3.50: Cut of mesh Md4 with main topological regions, and associated
characteristic cell sizes in each zone for all meshes.

3.6.2.2 Stationary flame and FTF

The mean pressure drop observed with this new geometry is ∆P = 343 Pa, which is

approximately the same as the one ∆P = 341Pa obtained with δ = 50 mm. This

indicates that the major part of the pressure loss occurs when the flow goes through the

swirler passage vanes. The steady flame shape obtained from LES is found to be very

close to the one obtained with a longer injector as expected from experimental findings,

Fig. 3.51. Both stationary flames are V-shaped with an intermittent apparition of

secondary branches visible in the outer region of the injector exit. The latter seem to

be more developed with the shorter injector, as a result of the modified flow interaction

with the heat losing walls. In a second step, pulsed simulations were run for three

frequencies corresponding to local FTF gain extrema f0 = 60 Hz, f1 = 140 Hz and

f2 = 230 Hz, see Fig. 3.48, with a pulsing amplitude û/u = 30% RMS. Temporal

signals of the volume integrated heat release rate and velocity at the hot wire position

were used to determine the FTF gain and phase for these frequencies. Once the initial

transient period is finished, eight forcing periods were used in each case. LES results

are compared to experiments in Fig. 3.52 and are overall in fair agreement. When it

comes to the first local gain maximum at f = 60 Hz, the gain is slightly underestimated

while the phase is in reasonable agreement with reference data. The second local gain

maximum for f = 230 Hz is well predicted but the phase is overpredicted. The last

frequency f = 140 Hz corresponds to the first local gain minimum and is not well

predicted by the LES with a value 50% higher than the one obtained from experiments

that cannot simply be attributed by uncertainties on both experiments and simulations.

This result is quite unexpected since the methodology employed in Sec. 3.3.2 leads to

fairly good results with a longer injection channel. One possible explanation lies in
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Figure 3.51: Comparison of steady flame shapes from LES for δ = 40 mm and
δ = 50 mm using the normalized heat release rate.

Figure 3.52: FTF of the Noisedyn configuration with δ1 = 40 mm as obtained
from pulsed LES and experiments.

the fact that thermal conditions used for these calculations come from the case with

δ2 = 2.5 mm whereas in the present case δ2 = 1.5 mm. The stabilization of intermittent

secondary branches on the outer skirt of the flame is very much affected by thermal

conditions on the chamber backplane, which may be different depending on δ2 since the

flame distance to the chamber backplane is directly linked to this quantity. Another

possibility is that the mesh is not refined enough near the injector exit plane outer edge,

so that in conjunction with a smaller distance, the computed flow cannot fully develop in

the outer part of the channel and thus cannot accurately represent the vortical activity

at the injector exit edges. The latter point is still under investigation.
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3.6.2.3 SFTF model application

The SFTF methodology is applied following the same procedure that was used in Sec. 3.5

Firstly, parameters ω∗, α and K representative of the non-swirled flame response are

extracted from the stationary reacting LES. The methodology described in Sec. 3.5.1

is applied once again to extract the main flame dimensions using the heat release rate

center of mass. Normalized dimensions are found to be : Lf/R0 = 1.75, Hf/R0 = 1.43,

Rf/R0 = 1.01, while the mean half-flame angle is α = 35.1◦. Since the bluff-body has

been slightly moved upwards in the chamber, the cross-section at the injector exit plane

has been increased, yielding a bulk axial velocity U0 = 8.25 m.s-1 compared to U0 =

8.78 m.s-1 with the longer injector. Combining these quantities yields ω∗/ω = 2.59 ms.

Similarly, the mean axial velocity Uc−v in the outer shear layer is probed from LES data

using the procedure already presented in Sec. 3.5.1, yielding Uc−v = 5.8 m.s-1 and thus

K = U0/Uc−v = 1.42. The time delay τ = 4.73 ms between bulk oscillations of acoustic

and convective disturbances is computed from Eq. (3.9) with the new injector length

δ = 40 mm. As previously mentioned, this parameter is expected to be the main driver

of the shift of the FTF gain extrema observed in the experiments when changing the

injector length.

The next step consists in determining φ0, the phase between bulk and edge velocities

at the injector exit plane. The particular frequency f = 140 Hz corresponding to the

first local FTF gain minimum is used. Using phase averaged data for f = 140 Hz, as

presented in Fig. 3.53 yields φ0 = −0.96 rad. This corresponds to a 7% increase for

Figure 3.53: Normalized axial and tangential velocity signals on the injector
exit plane (bulk, solid line) and a probe 0.5 mm away from the outer injector
wall (dashed line with markers) for f = 140 Hz, φ0 = −0.96 rad. φ0 = φp − φb.

φ0 compared to the value observed for δ = 50 mm. Inserting back φ0 in Eq. (3.14) for

verification purposes yields a predicted minimum gain frequency f1 = 138 Hz, which is
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very close to the value observed in experiments. Note that if the frequency f = 230 Hz

is used, one gets φ0 = −1.13 rad, yielding f1 = 144 Hz, also in good agreement with

the expected value.

Finally, a cold flow pulsed simulation for f = 140 Hz is performed in order to extract

the decay rate of axial velocity disturbances β, Fig. 3.54. From the LES data, β = 0.41,

Figure 3.54: (a) Schematic of the central line located at r/R0 = 0.75 used for the
amplitude decay evaluation. (b) Acoustic velocity amplitudes for f = 140 Hz
on the same line, starting from the injector exit plane. Dotted lines show the
best fit for each frequency in the form Ae−γx.

which is similar to the value obtained for a 55% forcing amplitude in sec. 3.5.2.2 with a

25% longer injector. Such a high level was not expected. Using a simple optimization

algorithm on both β and χ, the optimal decay rate value is found to be β = 0.22 which

is closer to the value obtained in the case of the longer injector (β = 0.18). This may

be explained by the fact that the exponential fitting presented in Fig. 3.54 does not

fit very well the data for 0.5 ≤ (x − xinj)/R0 ≤ 1.5, and is quite sensitive to small

variations. Another explanation may be that the LES is not precise enough to correctly

capture this decay, but the simulation probed value is used anyway in order to verify the

subsequent modelled FTF response. Since the FTF gain and phase estimated from LES

for f = 140 Hz are not in good agreement with the experiment, the experimental values

of gain and phase for this forcing frequency are used for the optimization procedure

on χ instead of LES ones, which are not representative of real pulsed flame dynamics.

Table 3.8 presents parameters as obtained from the three fidelity levels SFTF1, SFTF2

and SFTF3 for the current NoiseDyn configuration with δ = 40 mm. The associated

FTF predictions are shown in Fig. 3.55 for the three SFTF levels. With SFTF1, the

alternating low and high gain regions are retrieved, as well as the phase curve inflection.

However, the frequency of the phase inflection point, corresponding to the first FTF

gain minimum is not well predicted.

104



3.6 Improving the SFTF model: extension to other geometries and forcing
amplitudes

Table 3.8: SFTF parameters for δ = 40 mm as determined from accuracy levels
SFTF1, SFTF2 and SFTF3. β is probed for f = 140 Hz. For SFTF2 and SFTF3,
χ was determined from an optimization on the experimental FTF value.

Case ω∗/ω[ms] α [deg] K χ τ [ms] φ0[rad]
(a) SFTF1 2.59 35.1 1.42 −0.33 4.73 0.0

(b) SFTF2 2.59 35.1 1.42 −0.39 4.73 −0.96

(c) SFTF3 2.59 35.1 1.42 + 0.58i −0.30 4.73 −0.96

Going further with SFTF2, this frequency is matched, which greatly improves the

agreement with the reference curves, especially for the phase. Still, the gain is largely

overpredicted for f ≥ 160 Hz. Introducing a spatial decay with SFTF3, the overall gain

is reduced and high frequency FTF gains are much closer to the experimental reference.

Doing so, the predicted gain for low frequencies is slightly deteriorated. Unlike what

was observed for the longer injector in Sec 3.5.2, the phase is altered with a non null β

value, leading to a smoother transition around f = 140 Hz which does not comply with

the experimental observations. The limited improvement going from SFTF2 to SFTF3

Figure 3.55: SFTF model results on the δ = 40mm case with parameters pre-
sented in Tab. 3.8 for the three levels of accuracy SFTF1, SFTF2 and SFTF3.

can be explained by the large value of β measured for f = 140 Hz, which is not in line

with values observed for a longer injector channel. Indeed, the decay rate of velocity

disturbances measured for cold flow forcing in the chamber should be mainly dictated

by the chamber geometry itself. Instead the value obtained for the same forcing RMS

amplitude û/u = 30% for δ = 40 mm is more than twice higher than for δ = 50 mm.

Still, the FTF phase is well predicted by the analytical model and thus, mode stability

as predicted from low order codes or Helmholtz solvers should be correct.
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3.6.3 Sensitivity of the SFTF model

The validation of the SFTF model on various geometrical variations of the NoiseDyn

burner as done in previous sections is a good starting point for the assessment of the

generality of the methodology. In the context of numerical simulation, another major

aspect for further validation is to characterize how the model can be impacted by uncer-

tainties on its input parameters. Indeed for turbulent complex flows, small modifications

of the numerical setup or even user made choices (total average time, number of forcing

periods for FTF data extraction, etc) are likely to affect the evaluation of the SFTF

model parameters. The same comment also applies to experimental data for which

measurements are always associated with an interval corresponding to uncertainties on

the probed values.

In this section, the impact of uncertainties on model parameters is assessed on case

with the longer injector (δ = 50 mm) to illustrate the robustness of the methodology.

The surface response method is used to explore the field of possibilities by assuming

a maximum uncertainty ε. For each uncertain parameter P, the continuous spectrum

of possibilities is discretized using nt = 2 × ne + 1 values so that the array of values

effectively used VP reads:

VP = P

(
1− ε× ne − i

ne

)
i=0,...,ne

∪ P

(
1 + ε× ne − i

ne

)
i=0,...,ne−1

, (3.15)

with ne ≥ 1. The modelled FTF response is then evaluated for each combination of

arrays VP for the chosen number of varying parameters np. Assuming that ns levels of

uncertainties ε are tested on np parameters, the total number of possible combinations

Nc is :

Nc = ns × nnpt (3.16)

In a first attempt, uncertainties on all model parameters (ω∗, α, K, χ, τ , φ0 and β) are

considered. In the case of parameter χ which is obtained from a pointwise optimization

on FTF gain and phase values, the uncertainty is directly applied to targeted gain and

phase values. Note also that the value assigned to χ after optimization depends on

other parameters such as K and β. Still, this study is representative of a worst case

scenario. Four levels of maximum deviation ε are used : 1%, 3%, 5% and 10 %; while

ne is set to ne = 7 to keep the computational cost within reasonable limits. The total

number of explored combinations is Nc = 3 294 172.

For each uncertainty level ε, one can define an envelope marking the area between the

minimum and maximum computed FTF values for each frequency. Figure 3.56 presents

such uncertainty envelopes for the four studied deviations. Increasing the maximum

uncertainty ε of course broadens the FTF gain and phase uncertainty envelopes. One
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Figure 3.56: SFTF model results with uncertainties on all parameters (ω∗, α,
K, χ, τ , φ0 and β) for various maximum deviation levels ε.

observes that the combination of small uncertainties on all parameters can result in

considerable variations of the predicted FTF gain and phase for frequencies f ≥ 60

Hz. Minimum FTF gain deviations are observed in the low frequency limit because

of the imposed unity gain condition, and around local extrema as a consequence of

the optimization of χ for f = 120 Hz. For the maximum tested deviation ε = 10%,

maximum variations of about 40% compared to the reference data are obtained in the

frequency range 120 Hz≤ f ≤ 180 Hz. These area correspond to regions where the

optimization of χ has the smaller influence. Regarding the phase curve, the relative

variation for each level ε is almost the same for all frequencies and ranges from 2.5% for

ε = 1% to about 25% for ε = 10%. This data shows that even minimal errors on each

parameter can have an impact on the FTF prediction when combined.

Parameters extracted from pulsed LES are more likely to be a subject to uncer-

tainties during their determination. Indeed, even with a correct reproduction of the

stationary flame, forced flame dynamics may not be well reproduced and variability is

introduced when choosing the number of forcing periods for instance. In a second step,

uncertainties are considered only for parameters χ, φ0 and β probed from pulsed sim-

ulations. The following levels of maximum deviation ε are considered: 5%, 10%, 25%

and 50,%. Each parametric array is discretized using ne = 21 for a total of 43 values

explored. The resulting total number of explored combinations is Nc = 37 044.

Figure. 3.57 presents the uncertainty envelopes obtained in this case. The FTF

gain is directly affected by χ and β and as such, the FTF gain curve show increasing

deviations to the reference for increasing uncertainty levels ε. Yet, for limited levels

of uncertainty ε ≤ 25% the maximum observed deviation on gain remains under 15%.

This time, the largest discrepancies compared to the reference values are obtained on

local extrema frequencies. This is the result of the fixed time delay τ and variability
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Figure 3.57: SFTF model results with uncertainties on parameters χ, φ0 and
β for various maximum deviation levels ε.

allowed on target FTF gain and phase used for the determination of χ. Compared to

Fig 3.56, the phase curve general slope is almost unaffected when increasing ε, proving

that parameters from stationary simulations (ω∗, α and K) are the ones governing this

feature. One however notes that the FTF phase inflexion around f = 120 Hz increases

with the uncertainty level ε, as a result of the variation of the swirl intensity parameter

χ. A more thorough discussion on the deviations linked to each parameter is available

in Appendix D.

Even with a high deviation ε = 50%, the maximum FTF phase deviation is limited

to ∆φFTF = 33%. In terms of thermoacoustic instability predictions, this means that

the stability of modes will not be much affected by potential errors on pulsed simula-

tions determined parameters, except in the FTF phase inflexion region. In contrast,

FTF gains predicted by the analytical SFTF model can be considerably influenced by

moderate mispredictions/miscalculations of few parameters. Among those, the param-

eter χ has been identified as the most important one. It is recalled that this quantity

is obtained from an optimization on LES probed FTF gain and phase for a frequency

corresponding to a minimum gain. Gain predictions capabilities are hence directly tied

to the quality of the LES in the low gain region.

Since the prediction of thermoacoustic modes growth rates from low order codes

relies on the FTF gain, discrepancies are to be expected even with minor changes in

the simulation gauged parameters.

3.7 Concluding remarks

Numerical simulations of a premixed swirled V-shaped methane/air flame have been

performed to validate an analytical model for the FTF of premixed swirling flames.
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The numerical setup was handled with care to reproduce experimental data for the

pressure drop, velocity profiles and flame response (FTF). An excellent agreement is

obtained for all of these elements.

An analysis of the flow and flame dynamics at two frequencies corresponding to a

minimum FTF gain and a maximum FTF gain respectively was carried out in Sec. 3.4.3.

It is shown that the frequency dependent response of the flame is controlled by the

preferential response of the injection channel, and more specifically by the repartition

of momentum fluxes at its exit, in the vicinity of the flame anchoring position.

Then, the SFTF methodology introduced in Sec. 2.3.2 has been validated by de-

termining model parameters using a robust process that could easily be transposed to

other configurations/geometries. The model was applied in Sec. 3.5 and good agree-

ment was obtained with reference experimental data, especially for the FTF phase lag

which directly controls the stability of acoustic modes when introduced in a ROM. A

distinction is made between three accuracy levels SFTF1, SFTF2, SFTF3, for which

the total number of simulations is increased to yield a finer description of the swirling

flame response.

Further studies conducted for various acoustic forcing amplitudes show that some

of the characteristics of nonlinear swirling flames response can be reproduced using the

SFTF methodology by accounting for the spatial decay of axial velocity disturbances,

Sec 3.6.1. Compared to a reconstruction based on system identification techniques [112,

115], the method developed in this work is therefore not restricted to vanishingly small

perturbation levels and can be used to determine the frequency response of premixed

swirled flames submitted to flow rate modulations of any finite arbitrary amplitude.

In Sec. 3.6.2, a shorter injection channel was considered and SFTF was applied

once again to validate the parameter extraction strategy, yielding good agreement with

reference data. In particular, the FTF phase lag is well retrieved by the model. Finally,

a qualitative sensitivity study was performed in Sec 3.6.3 to evidence which modelling

parameters are likely to influence the FTF prediction. It is emphasized that the quality

of the SFTF model is tied to the quality of the LES, and more specifically to an accurate

representation of the swirling flame response for frequencies where the FTF gain is low.

These results obtained on an academic configuration are a first step towards the

modelling of swirled flames as encountered in real aero-engines combustion chambers.

In the following chapter, a joint numerical analysis relying on LES and Helmholtz

computations is employed to characterize the stability of an industrial engine. At this

occasion, the SFTF modelling strategy is also gauged.
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4.1 Objectives

This chapter focuses on the prediction of thermoacoustic instabilities in real engines

or gas turbines. While few studies have been performed on industrial configurations

using LES [31, 41, 199], most applications still rely on a reduced order modelling [83,

85, 200]. The FTF is the key element to predict the acoustic stability of a given

combustor design with ROM codes. Yet, studies regarding the FTF of real industrial

engines are scarce and often carried out with one particular type of acoustic excitation.

Although the equivalence between an upstream and a downstream forcing has been
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proven for academic burners when the reference location is close to the flame [39], there

are presumptions that it may not hold for complex non-zero Mach numbers flows. In

addition, in real combustors acoustics can interact with the mean flow through various

mechanisms at different places: bypass channels, dilution holes, perforated liners, the

high pressure distributor nozzle or swirling spray injection systems to name a few.

The objective of this chapter is to provide an extended analysis for the determi-

nation of a complex configuration FTF and to discuss the potential advantages and

shortcomings of using a combination of LES and a Helmholtz solver to predict its

acoustic stability for a given operating point. The applicability of the hybrid swirling

flame FTF modelling strategy first presented in Chap. 2 is also discussed for the real

engine considered.

The chapter is structured as follows. In Sec. 4.2 the geometry of the chosen combus-

tor and the acoustic mode of interest are presented. Section 4.3 details the numerical

setup as well as all the CFD diagnostics put in place for the determination of the flame

response to acoustic modulations. In Section 4.4, numerical results for various forcing

conditions are detailed and crucial modelling elements are identified in an effort to ob-

tain a reliable flame transfer function. The applicability of the SFTF model for the

considered industrial gas turbine is tested in Sec. 4.5. Finally, the acoustic stability of

the combustor as predicted when using a 3D Helmholtz solver is examined in Sec. 4.6.

4.2 Description of the industrial combustor

4.2.1 Geometry

The industrial combustor considered in this study is an annular engine developed by

SAFRAN Aircraft Engines and hereafter denoted as the SAFRAN combustor. Exact

geometrical details as well as precise operating conditions will not be provided in this

manuscript for confidentiality reasons. A global view of the full annular configuration is

presented in Fig. 4.1. It is composed of Nsec identical sectors of angle αsec = 360/Nsec

Figure 4.1: SAFRAN annular combustor geometry, rear (left), side (middle)
and front (right) views.
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degrees, Nsec being a confidential integer number. Each sector features its own injection

device and thus flame. The only periodicity breaking elements are the spark plugs placed

unevenly around the chamber circumference. These are not considered in this study.

The global design of a single sector is disclosed in Fig. 4.2.

Figure 4.2: Single sector geometry of the SAFRAN combustor. Some geomet-
rical details, including the outlet nozzle are hidden for confidentiality reasons,
dimensions have been modified.

The high velocity discharge air coming from the compressor goes through a diffuser

and is first slowed down. The flow is then split into a primary stream and a secondary

stream. The primary stream goes through a two stage swirler unit and is injected in

the combustion chamber where it mixes with kerosene injected in the form of a conical

liquid spray. The fuel quickly evaporates and burns, forming a rich swirling flame

attached in the vicinity of the injection device walls thanks to a strong hot gas central

recirculation zone. Note that the chamber is inclined with an angle βc with respect

to the horizontal axis. At the same time, the secondary stream is guided through an

inner and an outer bypass channels complex. A fraction of this air stream enters the

chamber through the multi-perforated chamber enclosure as well as through a series of

primary and dilution holes while the rest continues towards the later stages of the engine.

Primary holes are used to quench the flame while dilution holes produce additional

lean burning flames to consume the remaining unburnt fuel and reduce the overall

temperature of the flow entering the turbine stages. This staged combustion technology

is described as the Rich Quench Lean (RQL) method and has been increasingly used

for its stability and low nitrogen oxides emission performances [8]. After combustion,

these hot exhaust gases leave through a high pressure distributor leading to the turbine

stages. For numerical simulations, the high pressure distributor is not modelled and the
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outlet is either longitudinally extended, or simply cut at the chamber exit as presented

in Fig. 4.2. The entire combustion chamber casing is composed of plates pierced by a

multitude of holes allowing the creation of a cold air cooling film along the chamber walls,

protecting the chamber integrity. Note that these multi-perforated plates also induce

acoustic dissipation by converting part of the acoustic energy into vorticity [185, 201],

as will be discussed in Sec. 4.6.

The SAFRAN combustor has some of the features already studied in the NoiseDyn

configuration of Chap. 3: a swirl-attached flame in a closed chamber, an overall lean

equivalence ratio, etc. However it also includes substantial differences: no bluff-body,

secondary diffusion flames, a two stage swirler, liquid fuel injection, etc. It is therefore

worth appraising what can be done and what is left to do compared to laboratory scale

burners in the context of combustion instability prediction and control.

4.2.2 Combustion instability of interest

An instability at frequency fi = 500 Hz was observed for the considered operating point

when engine tests were carried out by SAFRAN Aircraft Engines. Pressure sensors sig-

nals from two diametrically opposed positions were measured as out of phase, indicating

that the mode has an azimuthal component as frequently observed under various forms

in annular combustors [202, 203, 204]. In regards to the data from previous experi-

ments, the instability was identified as a combustion instability mode. Figure 4.3 shows

the most energetic frequencies over time during one of the engine test sessions. A clear

activity is observed around fi for an extended period of time. The exact nature and

spatial shape of the mode are not a priori known and need to be investigated using

numerical simulations. Since the instability involves an azimuthal component, single

sector LES will not be able to capture it. LES of the annular geometry would be a

worthy option and has been done few times in the literature [199], but they remain

computationally intensive. The flame response can however be computed for a single

sector, and used in a full annular configuration for low order acoustic computations by

applying the same FTF for all the flames. This strategy is valid when a given flame

does not interact with the neighbouring ones, that is, if the flame dimensions are smaller

than the distance between two consecutive burners. These interactions are neglected in

this work.

4.3 Numerical setup

4.3.1 Mesh and boundary conditions

Reactive flow CFD simulations are carried out on the single sector configuration of

Fig. 4.2 with axi-symmetric periodic boundary conditions and an artificially elongated
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Figure 4.3: Frequency over time (FOTI) diagram, showing the most energetic
frequencies during the engine testing session. The sound pressure level (SPL)
is normalized for confidentiality reasons.

section towards the outlet to guide the hot exhaust gas. A view of a transverse cut of

the mesh is presented in Fig. 4.4. The grid is refined near multi-perforated walls, as well

Figure 4.4: Transverse cut of the mesh used for the SAFRAN combustor sim-
ulations. Highlights on dilution holes and liquid injection regions.
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as in the swirler and injection regions. It is composed of about 45 million tetrahedral

cells with a minimum cell size ∆x = 32 µm. For all dilution and primary holes, it is

ensured that at least 20 cells are used for one passage diameter. A gradual coarsening

is applied towards the outlet of the domain to save computational time. Note that

the mesh is obtained following the up to date meshing guidelines for SAFRAN real

engine simulations. It does not allow for the resolution of all turbulent structures or

to operate without any combustion model but constitutes a good trade-off between a

good accuracy and a reasonable computational return time.

A characteristic inlet condition is used to inject air with a mass flow rate and a

temperature set according to conditions where the instability described in Sec. 4.2.2

is occurring. Smaller streams of air also inject a small amount of mass through non-

characteristic boundaries located on part of the swirler and on film inlets. The multi-

perforated chamber casing is divided into six inner and six outer pairs of suction/injection

surfaces using the homogeneous multiperforation model of [205] with the adequate

porosity. The outlet is set to be characteristic, with an imposed mean pressure Pout.

All remaining walls are treated as adiabatic and use a no slip velocity condition. Fi-

nally, the entire left and right surfaces of the single sector domain are set as a pair of

axi-symmetric periodic boundary conditions where scalars are set to match from one

side to another and vector quantities are rotated by the sector angle αsec before being

injected on the corresponding side.

Chemistry is handled with a reduced two-step 2S_KERO_BFER mechanism for

premixed kerosene/air mixtures validated for the range of fresh gas temperature, pres-

sure and equivalence ratio considered in this study [206]. The global mechanism consists

in a first oxidation reaction where the complex fuel is treated as a single specie, and a

CO-CO2 equilibrium reaction. The dynamic thickened flame DTFLES [178] combus-

tion model is used to allow the flame front to adapt to the local mesh size with five

imposed resolution points in the flame thickness. Since the flame does not only burn

in a premixed regime, a look-up table is used to retrieve the local flame speed and its

thickness based on the local equivalence ratio value. This specific reference informa-

tion is obtained using one-dimensional premixed flames with the following discretization

values:

• Equivalence ratio φ: 11 values ranging from 0.5 to 1.5,

• Fresh gas temperature Tf : 6 values ranging from 300 to 800 K,

• Pressure P : 8 values ranging from 1 to 30 atm,

for a total of 528 table entries. Local estimated flame properties are then used to apply

the appropriate thickening to the flame front.

116



4.3 Numerical setup

During the real engine operation, liquid fuel is injected through an orifice located

just before the swirler channels exits in the form of a conical spray, producing droplets of

Sauter mean diameter d3,2 undisclosed here for confidentiality reasons. For the numer-

ical simulations, the liquid phase is modelled as a dispersed continuous phase governed

by a similar set of filtered Navier-Stokes equation as the gas phase [207]. This Eulerian-

Eulerian approach is chosen over Lagrangian particle tracking as it is the standard

procedure for SAFRAN engineers at the time. In this formalism, the gas and liquid

phase equations are coupled using two source terms: an evaporation source term de-

scribing the conversion of mass from one phase to another, and a two-way drag force

describing the kinetic energy transfer. Droplet evaporation is handled by a simplified

Abramzon-Sirignano model [208]. The Stokes drag is approximated using a charac-

teristic relaxation time computed thanks to an empirical correlation depending on the

particle Reynolds number [209]. In the LES, the liquid fuel is injected as a hollow

cone using an half spray angle αinj and geometrical parameters following the approach

of [210]. Boundary conditions for the dispersed phase are composed of characteristic

inlets and slip walls. LES are performed using the AVBP solver with a two-step Taylor-

Galerkin TTGC scheme [174] accurate to third order in time and space, and the SIGMA

subgrid model [177].

4.3.2 Acoustic forcing and reference probes for FTF extraction

The flame transfer function formalism implies the choice of a reference location from

which velocity fluctuations will be used to compute a gain and a time delay for the global

heat release rate signal. For simple configurations this choice is both rather simple (the

geometry itself is simpler) and not of crucial importance (the flow structure is often

very directional). In the general case however, relying solely on a fluctuating velocity u′

instead of considering both u′ and p′ for the FTF may not be sufficient if the probing

location is located too far from the flame [122]. Four sets of probing positions have

been defined in order to verify whether their placement is indeed of crucial importance

or if it does not affect the FTF evaluation. Note that the two stage swirler features

a periodic symmetry, allowing the use of multiple probes at once which should ideally

be acoustically equivalent. The validity of this assumption will be assessed in the next

sections. The four probing locations retained are :

• VI : halfway through the internal swirler stage channels,

• VIS : at the exit of the internal swirler stage channels,

• VE : halfway through the external swirler stage channels,

• VES : at the exit of the external swirler stage channels.
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Probing locations V I and V IS are composed of Ni equally distributed probes in the

first swirler stage while locations V E and V ES are composed of Ne equally distributed

probes in the second swirler stage. Figure 4.5 displays a schematic side and front

visualization of the probe locations. The use of reference surfaces instead of pointwise

(a)
(b)

Figure 4.5: (a) Schematic view of the two stage swirler and position of probe
series VI, VIS, VE and VES. (b) Schematic view of a longitudinal cut in one
of the swirler stages and position of probes in the swirler vanes, and at their
exits. The number of swirler blades shown and geometrical details have been
changed for confidentiality reasons.

locations has also been considered but was not retained in the present work as it presents

several drawbacks: surfaces can be quite hazardous to define for complex geometries

and evaluated gains may vary significantly depending on their location [211].

One should also note that the FTF methodology assumes the flame acoustic response

to remain in the linear regime, which effectively translates into keeping the forcing

amplitude low. Consequently, a legitimate question that arises is: how to define "low" ?

Another concern lies in the location of the acoustic excitation source: the flow can

be perturbed using an upstream or downstream forcing in regard to the flame. The

equivalence of both forcing methods has been proven for academic geometries [39] but

there is no data for complex cases. Three main acoustic forcing strategies are defined

to tackle those issues, summarized in Tab. 4.1. The first two cases O08 and O25

Case Type of forcing Forcing amplitude
O08 outlet 0.83% Pout

O25 outlet 2.5% Pout

I10 inlet 10% uin

Table 4.1: Acoustic forcing conditions used for forced LES studies of the
SAFRAN combustor.

correspond to an acoustic modulation of 0.83% and 2.5% of the imposed mean outlet
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pressure respectively. For the latter case, the high modulation amplitude is likely to

give rise to nonlinearities in the heat release signal. This aspect will be specifically

discussed in Sec. 4.4.3. The remaining case I10 corresponds to a forcing of the main

air inlet with a uniform velocity sine wave of amplitude ûin/uin = 10% with uin the

bulk main inlet velocity. For all forcing cases, the goal is to capture the acoustic flame

response in the absence of spurious acoustic reflections. Low relaxation coefficients are

therefore applied in the LES on all inlets and outlets to avoid undesired reflections.

4.4 Determination of the real engine FTF

4.4.1 Stationary reactive flow and flame

The configuration is first studied for reacting conditions but in the absence of acoustic

forcing. Figure 4.6 shows the mean velocity projected on the injection axis (inclined

by an angle βc from the horizontal axis) obtained after time averaging the LES fields

over tav = 19 ms, which corresponds to roughly five swirler exit to chamber exit plane

convection times. The injected air stream splits between bypass channels and the swirler

where it enters the combustion chamber with a high velocity. Several recirculation

zones are observed in addition to the classical Inner recirculation zone (IRZ) and outter

recirculation zones (ORZ) at the swirler exit. The largest one is observed in the air

cavity located behind the injection device, while smaller ones establish downstream of

the dilution holes. One can clearly identify the two central dilution holes high velocity

Figure 4.6: Mean velocity projected on the injection axis un on a transverse
cut of the SAFRAN combustor. Recirculation zones can be identified from the
un = 0 isocontour in blue. The averaging time is tav = 19 ms.

streams in Fig. 4.6 and the acceleration of the flow with the progressive reduction of
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the chamber section towards its exit. The area surrounding the swirler exit is nearly

azimuthally symmetric, allowing the investigation of velocities in a local reference frame

tied to the injection axis. In that matter, Fig. 4.7 shows the three cylindrical velocity

components for a temporally and azimuthally averaged cut in the injection reference

frame. The kerosene/air mixture exits the swirler with a strong axial velocity component

Figure 4.7: Mean axial (a), radial (b) and tangential (c) velocity components
in the injector reference frame on an azimuthally and temporally averaged cut.

un forming a large IRZ as previously mentioned. Other velocity components are also

strong, resulting in a swirl number S = 0.67 at the exit of the first swirler stage. Note

also that further downstream, traces of the primary and dilution holes streams are

visible on the radial velocity component even though an azimuthal average has been

applied, Fig. 4.7b. The strong radial component at the exit of the first swirler stage is

quickly mitigated when crossing the second swirler stage exit.

Regarding the combustion process, the high velocities and the temperature difference

of few hundred degrees between the injected liquid fuel and the air stream result in a

very quick evaporation of droplets. This is illustrated in Fig. 4.8a where the local liquid

volume fraction αl = Vl/Vg, where Vl and Vg stand for the liquid and gaseous volumes,

quickly drops when progressing towards the chamber main section. For this reason, the

main rich flame burns almost fully in a gaseous regime and no thickening of the liquid

phase is needed in the LES. The average flame is stabilized between the swirler exit and

the IRZ, Fig. 4.8b. It has a classical M-shape, with core branches in the central region

and secondary branches located in the outer part of the second swirler stage wake. The

latter are attached to the swirler walls in the LES as a result of the adiabatic boundary

conditions used. In reality, the main flame is very unlikely to be attached since the

chamber back plane is cooled. From Fig. 4.8b one observes that the most reactive areas
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are the central root of the flame and the inner zone of secondary branches. Note that

the combustion process is weakened at the chamber backplane axial location for the

central flame root. This is a result of the high velocity air stream exiting the second

swirler stage. Besides, the trace of less energetic diffusion flames near multi-perforated

walls can also be spotted on the azimuthal average.

(a) (b)

Figure 4.8: (a) Mean liquid volume fraction αl and (b) mean heat release rate
Q in the injector reference frame on an azimuthally and temporally averaged
cut. For αl the scale is logarithmic.

4.4.2 Importance of the FTF reference location

In this section, the importance of the FTF reference location is specifically studied

for the forcing case O08 for which an acoustic forcing of amplitude p̂/Pout = 0.83% is

applied at the outlet of the LES domain. The flame transfer function is then determined

using probing locations VI, VIS, VE and VES as described in Sec.4.3.2 using at least

six clean forcing periods for several frequencies f ranging from 300 to 700 Hz. For each

forcing frequency, the global heat release signal is determined by integrating the heat

release rate over the complete domain. This means that no distinction is made between

the response of the main flame and the response of low power diffusion flames. Examples

of raw heat release signals are shown in Fig. 4.9, with τf = 1/f the forcing period. The

transient part of the signal is also removed. For example, for the signal at f = 500 Hz

shown in Fig. 4.9b, the three first periods are not considered when performing the FTF

gain and phase evaluation.

The reference velocity signal un,p for each probe p is computed from the projection

of the velocity components on the mean flow direction, that is:

un,p = up
up
||V || + vp

vp
||V || + wp

wp
||V || (4.1)
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Figure 4.9: Global fluctuating heat release rate signals and associated FFT
for (a) f = 400 Hz, (b) f = 500 Hz and (c) f = 600 Hz, for case O08 with an
amplitude p̂/Pout = 0.83%. Note that all signals are normalized by the mean
heat release rate.

with ||V || =
(
up

2 + vp
2 + wp

2
) 1

2 the mean velocity norm. For each probing location, a

total of Ns probes is used where Ns is inferior or equal to the number of channels in

the corresponding swirler stage: probes yielding erroneous data are discarded, that is

probes with a high noise level or for which the forcing frequency is not visible enough.

The final reference velocity signal un is then computed as:

un =
1

Ns

Ns∑
k=1

un,p (4.2)

Final reference velocity signals are presented in Fig. 4.10 for frequencies f = 400 Hz,

f = 500 Hz and f = 600 Hz. Fourier transforms of these signals indicate that probing

locations VI and VIS associated to the first swirler stage consistently provide data

with more spectral content, and notably higher levels of harmonics. On the contrary,

reference velocities from probing locations VE and VES provide normalized reference

velocity signals closer to sine waves. For f = 400 Hz, the amplitude of normalized

fluctuations is comparable for all probing locations. Moving to higher frequencies, and
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Figure 4.10: Normalized reference velocity signals and associated FFT for (a)
f = 400 Hz, (b) f = 500Hz and (c) f = 600 Hz, for case O08 with an amplitude
p̂/Pout = 0.83%.

especially for f = 600 Hz, the amplitude of ûn/un remains comparable for VE and

VES but differences are seen with VI and VIS. These observations tend to favour the

use of probing locations VE and VES rather than VI and VIS. Note also that reference

velocity fluctuations are overall slightly higher for f = 600 Hz. To complement the

analysis, the modulus of characteristic acoustic impedances Z(ω) = p̂/ (ρcû) measured

at the exit of the swirler for probes of location VES is shown in Tab. 4.2 for the studied

frequencies. Notably, a lower value is obtained for f = 600 Hz, which means that even

though the same pressure modulation is used for all frequencies, the resulting reference

velocity amplitude depends on the frequency response of the swirler itself, as seen in

Fig. 4.10. This is not an issue as long as the flame response remains in the linear regime

and as long as the reference points are chosen close enough to the flame base. The latter

assumption may however not hold for probes VI and VIS from the first swirler stage

and a double input FTF using both perturbed velocity and pressure may need to be

used in such cases.

Another way to evaluate the quality of each probing location is to assess the Fourier
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f [Hz] |Z| [-]
300 0.31
400 0.31
500 0.29
550 0.28
600 0.26
700 0.30

Table 4.2: Modulus of the characteristic impedance obtained from probing
location VES (exit of the second swirler stage) for a forcing amplitude p̂/Pout =

0.83%.

velocity component ûn,p at the forcing frequency f for each series of probes. Figure 4.11

discloses such Fourier coefficients ûn,p for each probe reference velocity, and all prob-

ing locations for f = 500 Hz. Reference velocity Fourier components are much more

clustered in the complex plane for locations VE and VES than for VI and VIS, even

though erroneous probes have been discarded. Worst results are obtained using loca-

tion VIS, for which the values of Fourier coefficients are scattered around the mean due

both amplitude and phase dispersion. On the contrary, results obtained from location

VES are concentrated in a single region of the complex plane. Relative differences for

the value of the FTF gain depending on the probing location can directly be guessed

from Fig. 4.11 for f = 500 Hz. Indeed, the distance between the red dashed marked

circle indicating the amplitude of ûn and the black square representing Q̂ changes when

using VI, VIS, VE or VES. As previously observed, amplitudes are similar for most

locations except VI for which the resulting interaction index will be lower. Exploring

the temporal data, it is interesting to evaluate the standard deviation σ (ûn/un) with

respect to the mean projected velocity for all probes un, that is:

σ (ûn/un) =
1

Ns

Ns∑
p=0

(
û2
n

un2 −
û2
n,p

un,p2

)1/2

, (4.3)

with Ns the number of probes retained for the analysis on a given location (VI, VIS, VE,

or VES). Figure 4.12 shows the temporal evolution of the standard deviation σ (ûn/un)

obtained for f = 500 Hz. One observes that it is consistently lower when using probing

location VES compared to VI. This once again confirms that data from probing location

VES is more reliable than data from probing location VI.

In light of these observations, one needs to find a reason for the differences between

results obtained using reference locations VI or VES for instance. A first potential

explanation focuses on a difference in local mesh size in the first and second swirler

stage channels that would yield a more resolved near-wall flow for one of the locations.

This origin is however discarded since the local wall normalized distance y+ is the

124



4.4 Determination of the real engine FTF

(a) (b)

(c) (d)

Figure 4.11: Fourier coefficients of normalized reference velocity signals ûn,p

for probing location (a) VI, (b), VIS, (c) VE and (d) VES in the complex
plane for f = 500 Hz and p̂/Pout = 0.83%. The black square indicates the
Fourier coefficient of heat release Q̂. The red dashed marked circle radius
identifies the amplitude of the probe series mean velocity coefficient ûn, while
the red line indicates its phase angle.

same for both regions with the mesh used in this study (a few dozen units). Although

each swirler stage presents a periodic symmetry, the main air stream entering the swirler

channel does not since the injection fuel line lies in the wake of the diffuser (see Fig. 4.2).

As a result, probes located directly in the wake of the injection line can be expected

to be subject to stronger turbulent fluctuations. When progressing further towards the

second swirler stage, the air stream establishes and local turbulence levels decrease.

Hence, probes VE and VES should be less affected. One finally notes that the first

swirler stage flow is affected by the liquid fuel injection crossing the stream exiting each

channel.

To finish, the different FTF derived from each of the tested reference locations are
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Figure 4.12: Standard deviation σ (ûn/un) with respect to the mean projected
velocity for all probes un for various points in a forcing cycle, f = 500 Hz and
p̂/Pout = 0.83%.

shown in Fig. 4.13. FTF gain curves, Fig. 4.13a, produce different profiles depending on

Figure 4.13: FTF gain (a) and phase (b) as obtained from forced LES for
probing locations VI, VIS, VE and VES for forcing case O08 with amplitude
p̂/Pout = 0.83%.

whether probes VI/VIS or VE/VES are considered. For the first swirler stage reference

locations, a local gain maximum is observed while a monotonous increasing tendency

is seen for second swirler stage reference locations. For the latter, the reliability behind

the use of locations VE and VES is confirmed since corresponding curves are almost

superimposed. On the contrary, using VI yields overall lower FTF gains. FTF phase

curves, Fig. 4.13b, all share the same profile with a slight slope change depending on the

reference location considered. This behaviour is expected since the FTF time delay τFTF
is the sum of two components: an acoustic convection delay τc connecting the probing

position to the flame and the intrinsic flame response delay τfl, τFTF = τc + τfl. In

the present case, LES obtained time delays range from τFTF = 0.2 ms to τFTF = 0.8
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ms. The distance of probes located furthest from the flame base is few millimeters

and the local sound speed is of the order of few hundreds meters per second. The

acoustic convection time delay τc is therefore one order of magnitude lower than the

flame time delay τfl. Simply put, τc is small but non negligible and since the FTF phase

is computed as ϕFTF = ωτFTF , probes further away from the flame base should yield

the highest FTF delays. The hierarchy is respected here since the probes further away

from the flame (VI) show greater time delays and thus FTF phase, while probes closer

to the flame (VES) have the smallest phase values.

In most cases, the stability of a mode is tied to the FTF time delay, or equivalently its

phase. The only exception to this rule are the so called Intrinsic ThermoAcoustic (ITA)

modes that have been recently observed in academic cases using anechoic chambers

[198] as well as in DNS studies [53]. The stability of ITA modes indeed depends on

both the FTF gain and phase. Such modes are not considered in the present study since

the combustion chamber boundaries are far from anechoic. The previous observations

made on FTF time delay thus indicate that predicted mode stability using ROM codes

is likely to be the same regardless of the chosen velocity reference location. However,

quantitative predictions of flame induced mode frequency shifts and associated growth

rates will be affected since the input FTF gain varies with the reference choice. For

this reason, only reference locations VE and VES will be considered in the rest of this

study, as these were shown to be the most reliable ones.

4.4.3 Effect of the forcing amplitude on the FTF

4.4.3.1 Forced signals analysis

In this section, an investigation is carried out on the effects of the acoustic forcing

amplitude for cases O08 and O25 from Tab. 4.1. These correspond to an outlet forcing

with an amplitude A1 = p̂/Pout = 0.83% and A2 = p̂/Pout = 2.5% respectively (A2 =

3A1). The forcing methodology described in Sec. 4.4.2 is used for both cases, and

comparisons are made using a reference signal computed from Ns probes distributed

on a circle located at the second swirler stage exit (VES). For case O25, the high

forcing amplitude results in a nonlinear flame response regime, the FTF formalism is

therefore not particularly well adapted. Markers of nonlinearities are distinctly seen for

low frequency forcing, as shown from the heat release signal in Fig. 4.14 for the specific

case f = 150 Hz. Indeed, large overshoots of heat release are seen, making the signal

far from the sine wave expected from the linear acoustics theory on which the standard

FTF formalism relies. The associated FFT confirms the presence of several harmonics

of the main forcing frequency in non negligible proportions. For instance, the amplitude
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Figure 4.14: Integrated fluctuating heat release signal and associated FFT for
f = 150 Hz, p̂/Pout = 2.5% (O25). Several harmonics of the forcing frequency
are visible.

of the first harmonic of heat release rate at f = 150 Hz reaches 35% of the amplitude

of the fundamental forcing frequency.

As a first verification, reference velocity signals un at probing position VES are

compared for the two considered cases, with examples illustrated for f = 400 Hz, f =

500 Hz and f = 600 Hz in Fig. 4.15. The ratio of reference velocity signals amplitudes

Aun between case O08 and case O25 is computed from Fourier coefficients amplitude as

Aun = |ûn|O25/|ûn|O08, yielding Aun = 2.84 for f = 400 Hz, Aun = 3.0 for f = 500 Hz

and Aun = 2.51 for f = 600 Hz respectively. This data shows that controlling the

fluctuation level at the outlet of the domain is not always sufficient to retrieve the exact

expected ratio Aun = 3 at VES probes. Still, the imposed forcing amplitude difference

is reasonably respected and comparisons are made on this basis. A second verification

then consists in evaluating the ratio between heat release rate amplitudes for the two

considered forcing amplitudes AQ = |Q̂|O25/|Q̂|O08. Corresponding heat release signals

are disclosed in Fig. 4.16 for frequencies f = 400 Hz, f = 500 Hz and f = 600 Hz. For

the higher amplitude forcing, O25, temporal evolution of heat release varies from one

frequency to another. For f = 400 Hz, an overshoot is first observed, followed by an

undershoot, finally ending in a stabilized amplitude fluctuation. Note that only this last

phase is used when evaluating FTF gains and phases. For f = 500 Hz and f = 600 Hz,

a period of growth is first observed before reaching a stabilized amplitude. Amplitude

ratios are then evaluated as AQ = 3.32 for f = 400 Hz, AQ = 3.53 for f = 500 Hz and

AQ = 2.12 for f = 600 Hz. If both forcing amplitudes were to remain in the linear flame

response regime, the same scaling AQ = Aun = 3 should be expected. This assumption

is invalidated by LES data, thus indicating the nonlinear characteristics of at least one

of the two forcing levels.
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Figure 4.15: Normalized reference velocity signals and associated FFT for (a)
f = 400 Hz, (b) f = 500 Hz and (c) f = 600 Hz for forcing amplitudes p̂/Pout =

0.83% (O08) and p̂/Pout = 2.5% (O25).

4.4.3.2 Forcing amplitude and flame dynamics

Up to this point, all observations regarding nonlinearities have been made from global

data, it is thus interesting to get a deeper insight on the underlying physical mechanisms

responsible for these different flame responses. For that purpose, phase averaged fields

of volumetric heat release rate Q and fuel mass fraction Ykero for a forcing frequency f =

500 Hz are compared for cases O08 and O25. This frequency was chosen as it provides

the most enhanced differences but the general conclusion applies to all frequencies.

Figures 4.17 and 4.18 provide a visualization of the heat release rate field for four

different phases of the forcing cycle for cases O08 and 025 respectively. The phase φc

is here defined with respect to the pressure signal in the chamber, so that φc = π/2

corresponds to a maximal chamber pressure while φc = 3π/2 corresponds to a minimal

chamber pressure. For both forcing amplitudes, the flame has an oscillating motion

along the injection axis (tilted by an angle βc with respect to the horizontal axis).

When the chamber pressure is high, φc = π/2, the flame is pushed towards the injector as
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Figure 4.16: Integrated fluctuating heat release signals and associated FFT
for (a) f = 400 Hz, (b) f = 500 Hz and (c) f = 600 Hz for forcing amplitudes
p̂/Pout = 0.83% (O08) and p̂/Pout = 2.5% (O25). All signals are normalized by
the mean heat release Q.

indicated by the narrow angle high energetic region in the near swirler exit zone. On the

contrary, when the chamber pressure drops, φc = 3π/2, the flame moves downstream,

and the flame root is pushed towards the middle of the chamber. Global forced flame

dynamics are very different depending on the forcing amplitude. In the low forcing

amplitude case O08, the flame motion is essentially one-dimensional and the regions of

maximum flame wrinkling identified by high local heat release rate levels roll from the

flame root towards the end of the flame branches. Diffusion flames are always present

during the forcing cycle near the dilution holes. The flame dynamics for the high

amplitude forcing case O25 do not exhibit the same behaviour. The strong oscillating

motion almost extinguishes the flame as seen in Fig. 4.18 for φc = 3π/2. It is yet

able to sustain itself and to fully redevelop later in the cycle by further expanding and

recreating secondary flame branches.

Phase averaged fuel mass fraction fields for both forcing cases are shown in Figs. 4.19

and 4.20. When the chamber pressure increases, liquid fuel droplets are maintained in
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Figure 4.17: Phase averaged field of volumetric heat release rate Q for different
phases φc of the forcing cycle at f = 500 Hz for case O08, 8 forcing periods
are used. The phase is here defined with respect to the pressure signal in the
chamber: φc = π/2 corresponds to a maximal chamber pressure while φc = 3π/2

corresponds to a minimal chamber pressure.

the swirler exit/injection area where they are trapped in a recirculation zone and are not

able to burn (φc = π/2). Later in the cycle, the chamber pressure drops and pockets

of droplets are released into the burning area (φc = π and φc = 3π/2). In the low

forcing amplitude case, O08, these liquid pockets are small and penetrate the chamber

when the chamber pressure is minimal, φc = 3π/2. They quickly evaporate and burn

so that the majority of the unsteady heat release occurs at φc = 0 and is localized at

the flame branches tips. On the contrary for case 025, the pockets of liquid droplets are

large enough so that only their outer surface is able to directly burn at phase φc = 0,

generating intense rich burning regions at the flame tips. The gaseous remainder of

these pockets is later partially trapped in the IRZ and burns while the rest of these

burns in a lean diffusion regime in the wake of the dilution holes at phase φc = π/2.

From a flame transfer function perspective, this indicates that computing a single
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Figure 4.18: Phase averaged field of volumetric heat release rate Q for different
phases φc of the forcing cycle at f = 500 Hz for case O25, 8 forcing periods
are used. The phase is here defined with respect to the pressure signal in the
chamber: φc = π/2 corresponds to a maximal chamber pressure while φc = 3π/2

corresponds to a minimal chamber pressure.

valued global FTF is not fully correct [212]: the main rich flame may not be the main

driver of the acoustic response. Transfer functions are still computed using the global

heat release Q for both forcing levels in an effort to demonstrate final differences, with

results presented in Fig. 4.21. Major differences are observed for the FTF gain, with

higher predicted gains for forcing case O25 for f ≤ 600 Hz and lower predicted gain

for higher frequencies. The highest FTF gain is obtained for f = 500 Hz, which is

the frequency of the combustion instability mode observed during engine test sessions.

FTF phase curves share the same tendency for both cases, with a mean additional flame

response time delay τfl = 0.12 ms for the higher forcing amplitude. This supplementary

time delay may induce changes on predicted modes stability obtained from acoustic

solvers.
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Figure 4.19: Phase averaged field of kerosene mass fraction Ykero for different
phases φc of the forcing cycle at f = 500 Hz for case O08, 8 forcing periods
are used. The phase is here defined with respect to the pressure signal in the
chamber: φc = π/2 corresponds to a maximal chamber pressure while φc = 3π/2

corresponds to a minimal chamber pressure. The brown liquid volume fraction
isocontour αl = 6× 10−5 identifies the liquid core region.

4.4.3.3 FTF/FDF

Finally, it is worth noticing that an accurate numerical estimation of the FTF necessi-

tates two contradictory conditions:

• C1: the forcing amplitude should be low enough to guarantee that the flame

response remains in the linear regime.

• C2: the forcing amplitude should be high enough so that the signal to noise ratio

is sufficient for a good spectral analysis of reference signals. In addition, only the

limit cycle of the instability is looked for here.

The ideal forcing level is therefore a trade-off between the two conditions. It was

previously shown that the high amplitude forcing case O25 interferes with the first
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Figure 4.20: Phase averaged field of kerosene mass fraction Ykero for different
phases φ of the forcing cycle at f = 500 Hz for case O08, 8 forcing periods are
used. The phase is here defined by the pressure signal in the chamber: φc = π/2

corresponds to a maximal chamber pressure while φc = 3π/2 corresponds to
a minimal chamber pressure. The brown isocontour identifies αl = 6 × 10−5

identifies the liquid core region

Figure 4.21: FTF gain and phase curves as obtained from forced LES for
acoustic forcing levels p̂/Pout = 0.83% (O08) and p̂/Pout = 2.5% (O25).
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condition. An investigation is therefore pursued for frequencies f = 400 Hz and f = 500

Hz using a collection of forcing amplitudes in an effort to determine the amplitude

corresponding to the "sweet spot". The chosen forcing amplitudes are 0.5%, 0.83%,

1.25%, 1.67% and 2.5% of the mean imposed outlet pressure. In every case, LES

are performed and the FTF is evaluated from a Fourier analysis of heat release and

reference velocity signals after removing the initial transient, and for a minimum of six

clean forcing periods.

First, the power spectral density (PSD) distribution of heat release is assessed for

all cases, Tab 4.3. For comprehension purposes, this data is also plotted in Fig. 4.22.

p̂/Pout

[%]
PSD

f = f0 [%]
PSD

f = 2f0 [%]
PSD

f = 3f0 [%]
remainder

[%]
0.50 76.5 1.3 0.3 21.9
0.83 86.1 8.1 0.5 5.3
1.25 82.7 11.0 0.4 5.9
1.67 80.3 14.7 1.4 3.7
2.50 85.5 8.4 0.8 5.2

p̂/Pout

[%]
PSD

f = f0 [%]
PSD

f = 2f0 [%]
PSD

f = 3f0 [%]
remainder

[%]
0.50 83.4 2.6 0.3 13.6
0.83 92.9 3.7 0.1 3.2
1.25 91.7 5.4 1.0 1.8
1.67 88.2 6.7 1.0 4.1
2.50 95.5 0.5 0.5 3.6

Table 4.3: Power spectral density distribution of heat release rate for frequen-
cies f = 400 Hz (top) and f = 500 Hz (bottom) for several downstream forcing
amplitudes.

Distinction is made between the fundamental frequency, its first two harmonics and the

remaining spectral content. When using a low forcing level such as p̂/Pout = 0.5%, the

heat release signal features high noise levels, with respectively 21.9% (f = 400 Hz) and

13.6% (f = 500 Hz) of the total PSD energy contained in this background signal. This

data therefore underlines the fact that both simulations do not comply with condition

C2. When gradually increasing the forcing amplitude from 0.83% to 1.67%, the propor-

tion of the PSD energy tied to the first two harmonics increases, indicating a progressive

rise of nonlinear effects. It is also worth noting that for the highest forcing amplitude

p̂/Pout = 2.5%, the proportion of PSD energy linked to the harmonics diminishes, and

is even the lowest for f = 500 Hz. However, as previously demonstrated, such a high

forcing level drastically modifies both the main flame and secondary diffusion flames dy-

namics, which may require further modelling for the Helmholtz solver. In future works,
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Figure 4.22: Power spectral density distribution of heat release rate for fre-
quencies f = 400 Hz and f = 500 Hz for various downstream acoustic forcing
amplitudes. The fundamental frequency and its first two harmonics are con-
sidered in each case.

it would be valuable to assess the contribution of each type of flames on the global FTF

for the various forcing amplitudes. Likewise, the evaluation of the FTF corresponding

to each flame region could be valuable.

From Tab. 4.3, the C1 and C2 requirements indicate that the forcing level p̂/Pout =

0.83% is the most suitable candidate for a reliable determination of the FTF for this

SAFRAN combustor. FTF gain and time delays can nonetheless be extracted for all

simulations, Fig. 4.23. Comparing the results for the gain, Fig. 4.23a,c and phase

Fig. 4.23b,d, clear tendencies are visible for both f = 400 Hz and f = 500 Hz. FTF

gain and phase both increase when increasing the forcing amplitude. The only notable

exception to this rule is the gain obtained for f = 500 Hz and p̂/Pout = 1.67%. This

may be explained by the occurrence of several undershoots in the heat release signal

peaks. This underlines the limitations of the current FTF formalism and the need

for a more complete descriptions such as the one proposed with the FDF formalism

[119]. For a classical acoustic solver relying solely on a FTF input and as shown above,

the quality and accuracy of stability predictions depend on the amplitude for which

the FTF is obtained. Contrarily to academic configurations, real combustors rely on

complex subsystems and a highly turbulent flow, for which defining a "linear regime" can

be quite arduous. For these reasons and considering the computational power needed,

investigating forced flame dynamics and FTF by means of numerical simulations should
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Figure 4.23: FTF gain and time delays obtained for several downstream forcing
amplitudes for f = 400 Hz (a,b) and f = 500 Hz (c,d).

be done with conditions C1 and C2 in mind. Note furthermore that damping effects

also need to be precisely measured for ROM to provide a reliable prediction.

4.4.4 Comparison of upstream and downstream forcing

4.4.4.1 Forced signals analysis

In this section the differences between upstream and downstream forcing on the SAFRAN

combustor are investigated. Several studies in the literature make use of either upstream

forcing [213, 214], downstream forcing [215] or more scarcely both [39, 216] for academic

configurations. In [39], Gaudron et al. show that for a swirled academic flame, upstream

and downstream acoustic forcing are equivalent as long as the reference point is close

enough to the flame. They also show that conversely, using reference locations upstream

of the swirler or further in the combustion chamber does not yield the same transfer

functions for a given forcing level depending on the forcing type. This behaviour is

attributed to the fact that the upstream and downstream acoustic boundary conditions

differ depending on the type of forcing leading in turn to differences in the acoustic

pressure drop across the swirler. While for simple one-dimensional geometries one can

directly quantify the equivalence between upstream and downstream forcing by use of

tranfer matrices, such a thing cannot be done easily for three-dimensional cases [211].

Another major difference between the present configuration and the case of [39] lies
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in the fact that academic swirlers are often fully transmitting when considering acoustic

waves [129]. In the present case, the swirler has two stages and the frequency range

of interest is larger than for typical laboratory flames since the combustion chamber

features a large variety of characteristic dimensions. In [158], Wang et al. show that

the admittance (defined as the inverse of the impedance Z) of a two stage swirler

submitted to an upstream acoustic modulation depends on the forcing frequency, in

agreement with results obtained for the downstream forcing of Tab.4.2. In this work,

reference locations have been chosen to be close to the flame, but the equivalence or

non equivalence in regard to the forcing type needs to be assessed. In the eventuality of

a frequency dependent swirler impedance Z, matching reference signals for a particular

frequency f for both upstream and downstream forcing does not guarantee equivalent

reference velocity amplitudes at other frequencies.

In the context of numerical simulations, several strategies can therefore be defined to

match reference signals for both forcing types. Since focus is made on f = 500 Hz, it is

chosen in the following to modify the inlet forcing amplitude until the reference velocity

signal un at probing location VES matches its downstream forced counterpart of case

O08 at this frequency. A trial and error process is therefore performed until a reasonable

difference is obtained on the reference velocity signal amplitude. Note that only the main

air inlet is subject to an acoustic modulation, the fuel injection is kept unchanged. The

amplitude ratio of the obtained reference velocity signals for upstream and downstream

forcing simulations is then investigated and noted Aun = |ûn|I10/|ûn|O08. It is found

that for f = 500 Hz, downstream forcing with amplitude p̂/Pout = 0.83% (case O08) is

almost equivalent to upstream forcing with amplitude ûin/uin = 10% (case I10) where

uin is the main inlet bulk velocity. Corresponding data is shown in Fig. 4.24, with

Aun = 0.96. With the same upstream forcing conditions, Aun = 0.7 for f = 400 Hz and

Aun = 1.14 for f = 600 Hz.

Specific impedances Z are probed using average data of probes from reference loca-

tion VES at the exit of the swirler. With the limited number of periods available, one

obtains |Z| = 0.113 for f = 400 Hz, |Z| = 0.116 , for f = 500 Hz and |Z| = 0.119 for

f = 600 Hz. These values are clearly lower than their downstream forced counterparts

(see Tab. 4.2). This phenomenon is expected: for the same level of acoustic velocity

at the second swirler stage exit ûn, acoustic pressure levels p̂n are lower with upstream

forcing, due to the acoustic pressure drop across the swirler. These results confirm the

analysis of [39] stating that the two types of forcing are not symmetrical because of the

swirler pressure drop. One should also note that the frequency dependency of the swirler

specific impedance obtained when applying an upstream forcing is very limited in the

studied frequency range. This was not the case when applying downstream forcing,

which explains the difference in the velocity signals amplitude from Fig. 4.24. Another
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Figure 4.24: Normalized reference velocity signals and associated FFT for (a)
f = 400 Hz, (b) f = 500 Hz and (c) f = 600 Hz cases O08 and I10.

difference between upstream and downstream forcing is the response of the first swirler

stage. When applying an upstream modulation, the acoustic pressure drop between the

inlet acoustic pressure p̂in and the first swirler stage exit p̂V IS is p̂in− p̂V IS = 0.01Pout.

In contrast, when applying a downstream forcing, the acoustic pressure drop p̂in− p̂V IS
is close to zero. As a result, pressure oscillations near the liquid-fuel injection are not

the same depending on the forcing type.

Corresponding heat release signals are plotted in Fig. 4.25. For f = 400 Hz, data

shows that upstream forcing yields much lower heat release oscillation levels, AQ =

0.3, an observation that is not simply explained by the difference in reference signal

amplitude. The same behaviour applies to the data obtained for f = 500 Hz, i.e.

AQ = 0.55 although the reference velocity signals share the same amplitude whenever

produced from a downstream or upstream forcing. Even more surprising, a similar

heat release rate oscillation amplitude is obtained regardless of the forcing type for

f = 600 Hz. One should however take into account the fact that heat release signals

obtained using an upstream modulation are quite noisy and further from the expected

sine wave. These observations translate into different measured levels of FTF gain as
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Figure 4.25: Normalized reference heat release signals and associated FFT for
(a) f = 400 Hz, (b) f = 500 Hz and (c) f = 600 Hz for cases O08 and I10.

shown by Fig. 4.26 where gains from upstream forcing are consistently lower than for

a downstream forcing. The FTF phases are also slightly lower when measured with

I10 forcing, with a mean time delay advance of 0.1 ms. These results prove that the

Figure 4.26: FTF gain and phase curves as obtained from forced LES for
acoustic forcing levels O08 (p̂/Pout = 0.83%) and I10 (û/Uin = 10%).

equivalence between upstream and downstream forcing does not hold for the considered

operating point of the SAFRAN combustor.
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4.4.4.2 Forced flame dynamics

The equivalence of forcing techniques was proven for fully premixed gaseous flames

whereas the current study focuses on a two-phase flow non premixed case. Studies in

the literature report a higher sensibility of the latter to acoustic pressure through the

response of droplets dynamics for instance [217]. This effect is not considered in the

FTF formulation of the current work. The combustion chamber is furthermore more

complex and has several dilution holes, a multi-perforated enclosure and it is surrounded

by two bypass channels. The role of the latter component is investigated by gauging the

fluctuating pressure in both bypass channels over several oscillation cycles at f = 500 Hz

for cases O08 and I10. Results disclosed in Fig. 4.27 show two majors differences when

forcing from one end of the combustor or the other. First, the amplitude of pressure

(a) (b)

Figure 4.27: Fluctuating pressure in the upper (a) and lower (b) bypass chan-
nels for upstream forcing I10 and downstream forcing O08 for a forcing fre-
quency f = 500 Hz. Measurements are taken from a collection of probes located
in between two dilution holes rows.

fluctuations in both channels is much more important when imposing an upstream

modulation. One can also note that while fluctuations are similar in amplitude for

case O08 in both the upper and the lower bypass channels, for case I10, they are 1.5

times higher in the upper part compared to the lower part. This phenomenon is due

to the position of the main air inlet which is closer to the upper channel so that the

only obstacle for the flow to reach this position is the fuel injection line. In the case

of the lower bypass channel, the flow has to recirculate for a longer time in the back

chamber cavity (see Fig. 4.2) before reaching the annular passage. When the acoustic

modulation is imposed from the chamber outlet, acoustic waves travel mainly in one

direction opposite to the flow direction in the combustor and then perpendicularly to the

flow direction in the bypass channels. These cavities are hence only marginally affected

by acoustic waves. On the contrary when the modulation is imposed from the main air

inlet, the acoustic perturbation direction is only marginally different from the bypass

channel flow directions. Second, the phase of bypass channels pressure fluctuations
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differs depending on the type of forcing. This means that the contribution of secondary

diffusion flames to the global FTF may differ depending on the type of forcing used since

the Rayleigh criterion defined by the pressure/heat release rate product integral will be

different. Pressure signals alone are however not sufficient to predict the response of

secondary flames. Indeed, another criteria of primary importance is the forced dynamics

of the main upstream located flame which will discharge different quantities of fuel

during a cycle.

In that respect, it is worth investigating whether flame dynamics are the same when

upstream or downstream forcing are applied. To do so, phase averaged images of the

heat release rate are compared for cases I10 and O08 for f = 500 Hz. In that case,

the flame is identified as the isosurface Q = 109 W.m-3 for different phases of the

cycle in Fig. 4.28. Comparisons of the two cases show that the main swirl attached

Figure 4.28: Flame surface as identified by the volumetric heat release rate
isocontour Q = 109 W.m-3 obtained from phase averaging over 6 periods, and
coloured by temperature for different phases of a forcing cycle at f = 500 Hz for
upstream and downstream forcing. The phase is here defined by the pressure
signal in the chamber: φc = π/2 corresponds to a maximal chamber pressure
while φc = 3π/2 corresponds to a minimal chamber pressure.

flame dynamics do not appear to change and consist in an alternation between flame

elongation and flame contraction depending on the phase. A first rough visual analysis

of the main flame extremal positions does not allow to identify whether one of the forcing

type yields stronger unsteady motions. However, the primary flame surface appears to

be the largest for φc = π/2 when upstream forcing is applied, while the same occurs for

φc = 0 when downstream forcing is considered.
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The global heat release being the sum of two contributions: from the main flame

and from secondary diffusion flames, these contributions may interact in a positive

or negative manner depending on their relative phase. To better understand these

interactions, a decomposition of the heat release is performed based on the geometrical

regions identified from the mean primary and secondary flame positions for f = 500 Hz.

On this basis, corresponding signals are shown in Fig. 4.29. Two observations can be

Figure 4.29: Normalized unsteady heat release contribution of each flame for
downstream forcing O08 (a) and upstream forcing I10 (b), f = 500 Hz. The
normalization factor is the mean global heat release Q. Chamber pressure is
also plotted on a secondary axis.

drawn from this decomposition. First, the main and secondary heat release signals are in

phase for case O08 while they are in phase quadrature for case I10. The global unsteady

heat release Q is hence enhanced in the first case while it is not in the latter, confirming

previous observations. However, while the amplitude of secondary flame heat release

is about the same for both investigated cases, the main flame unsteady heat release is

much lower when applying an upstream acoustic modulation. The diffusion flames are

therefore not the only factor responsible for the diminished fluctuations of global heat

release when forcing the flow using an inlet modulation. In fact, the phase between the

chamber pressure and the total heat release varies from one forcing type to another:

signals are in phase for case I10 and in phase quadrature for case O08. Fig. 4.30

indicates that for the I10 case, liquid fuel pockets enter the chamber at an early phase

of the pressure cycle compared to O08 (Fig. 4.19), but that this state corresponds to

approximately the same phase of reference velocity signals, Fig. 4.24c. The differences

observed in the levels of primary heat release are thus not attributed to a different

response of the liquid spray but solely to differences in the chamber pressure. This

consideration is further emphasized when comparing chamber pressures for f = 500 Hz

and f = 600 Hz as done in Fig. 4.31. Indeed, for the latter frequency, pressure signals

are in phase for both forcing locations and yield much closer FTF gains (see the FTF

gain and phase curves of Fig. 4.26).
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Figure 4.30: Phase averaged field of kerosene mass fraction Ykero for different
phases φc of the forcing cycle at f = 500 Hz for case O08. The phase is
here defined with respect to the pressure signal in the chamber: φc = π/2

corresponds to a maximal chamber pressure while φc = 3π/2 corresponds to
a minimal chamber pressure. The brown liquid volume fraction isocontour
αl = 6× 10−5 identifies the liquid core region.

It is concluded that the acoustic response of complex real engine swirled flames de-

pends on the choice of the forcing source location. In particular, the FTF gain may

largely differ for certain frequencies due to the directionality of the swirler unit or equiv-

alently the difference of pressure fluctuations in the chamber. This will affect acoustic

modes growth rates predicted from reduced order codes. A solution to overcome this

issue would be to consider a FTF accounting for both velocity and pressure fluctuations

at a reference position. This method however presents a serious drawback in terms of

computational power needed: it necessitates two independent LES for the system to be

fully characterized [122], either with different amplitudes in the linear regime, or relying

on both downstream and upstream forcing. Moreover, ROM codes need to be adapted

to handle this double input formalism. This was not done in the present study and
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(a) (b)

Figure 4.31: Chamber pressure from a series of probes in the middle of the
combustion chamber for upstream forcing (I10) and downstream forcing (O08),
f = 500 Hz (left) and f = 600 Hz (right).

may be investigated in the future. Another possibility would be to choose a reference

position "very close to the flame base", which is impossible in practice for industrial

swirling flames that undergo large oscillations during a forcing cycle. In this work ref-

erence locations were chosen at the swirler channels exit, very close to the flame, but

not sufficiently according to the reported differences in predicted FTF. While acoustic

fluctuations are imposed in numerical simulations, in reality they can originate from

either the upstream main air feed, the fuel supply line (leading to differences in droplet

radii which was not investigated here) or from elements downstream of the combustion

chamber such as turbine stages. In most cases, the identification of the exact perturba-

tion source remains difficult if not impossible. For lack of a better strategy, the worse

case scenario should be considered from a numerical simulation standpoint of view. As

a consequence, the FTF obtained from downstream forcing will be considered in the

present case as it presents the highest levels of gain for the studied frequency range and

due to the limited differences observed on time delays if compared to do the upstream

forcing (see Fig. 4.26). Also and in future studies, the exact contribution of each flame

should be characterized with a single FTF for each flame. In the case of the SAFRAN

combustor, this would mean additional FTF for each of the upper and lower diffusion

flames in the wake of dilution holes. The difficulty would then be linked to the choice

of the technique or algorithm used to precisely identify each flame zone.

4.5 Applicability of the SFTF model to a real combustor

The objective of this section is to assess the analytical FTF model for swirling V-shaped

premixed flames (SFTF) proposed in Sec. 2.3 whenever applied to the SAFRAN com-

bustor. The primary reason behind such an evaluation is to qualify this computationally
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efficient approach to evaluate the flame response. Note however that several assump-

tions and flow characteristics are not verified for this case. Typically:

• The fuel is not injected in a gaseous state, and is not fully premixed,

• Several flame zones are present, and the global flame may not be reduced to a

single V-shaped flame. Indeed, the mean primary flame appears to be closer to

an M-shape,

• The chamber walls are multi-perforated,

• The swirler includes two stages that will generate different vorticity perturbations.

Although there is a priori little chance to achieve an excellent match with the reference

data, it is still worth investigating what is missing in terms of physics in an effort to

further improve or adapt the analytical model for future studies.

4.5.1 Extracting SFTF model parameters

The methodology to obtain the SFTF model parameters first presented for the NoiseDyn

swirl burner in Chap. 3 is again used here. First, a time and azimuthally averaged

mean flow solution is used to identify the flame dimensions from the heat release rate

center of mass with coordinates (xc, yc) as defined by Eq. (3.6). In this case, the mean

flame opening angle is not constant along the direction of the injector axis. As shown in

Fig. 4.32, theQ centroid is located in the outer branches of the main flame, the anchoring

point of the flame being identified as the lowest point along the axial direction and for

which Q is at least 1% of its maximum value. It is located in between the first and

second swirler stage channel exits. For practical purposes, all geometric quantities will

be expressed as a fraction of the radius R0 corresponding to the cross section starting

6.5 mm away from the fuel injector tip and undisclosed here for confidentiality reasons.

Using the LES data, one gets the following flame dimensions: Rf/R0 = 3.97, Lf/R0 =

7.03, Hf/R0 = 5.8, resulting in a flame opening angle α = 34.4◦. The reduced frequency

ratio ω∗/ω = ωL2
f/(U0Hf ) is consequently computed as ω∗/ω = 8.84 × 10−1 ms with

U0 = 41 m.s-1 the bulk velocity at the base of the flame.

The second step consists in the determination of the axial convection velocity Uc−v of

vortical disturbances along the shear layer of the swirling jet. Contrary to the NoiseDyn

case, the definition of this shear layer is subject to interpretation since the two stage

swirler produces two shear layers. The first one denoted Inner Shear Layer (ISL), is

located on the outskirts of the swirling core and impacts inner flame branches. The

second one, denoted Outer Shear Layer (OSL), lies in the wake of the second swirler

stage and impacts the inner part of the secondary flame branches. For the downstream
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Figure 4.32: Schematic of the SAFRAN combustor mean flame volumetric
heat release rate field and associated flame dimensions. The position of the
heat release rate center of mass coordinates (xc,yc) is shown.

modulation case O08, phase images of the heat release rate, Fig. 4.17, show that the roll-

up motion is mostly located around the flame inner branches. For this reason, the ISL

is chosen for the evaluation of Uc−v. Since the swirl number of the configuration is high,

S = 0.67, the I2 criterion defined by Eq. 3.7 is used to mark the ISL, Fig. 4.33, before

computing Uc−v following Eq. 3.8. Finally, one obtains Uc−v = 25.2 m/s, leading to a

real valued correction factor K = 1.63 for the SFTF model. This value is comparable

to the one obtained for the NoiseDyn configuration (K = 1.41).

The third and fourth estimated parameters of the SFTF model correspond to the

delay τ between the axial acoustic and the azimuthal vortical perturbations comple-

mented by the associated phase at the origin φ0. In the following, the axial velocity

perturbation ûx and the azimuthal velocity perturbation ûθ are defined in the cylindri-

cal frame with the injector axis as the main axis and are obtained by projecting the

cartesian grid aligned velocity components on the new frame. For simple geometries,

one can easily derive an approximation for parameter τ based on the difference between

acoustic and convective propagation speeds, Eq. (3.9). In the present case, the flow

cannot be considered as one-dimensional and the sound speed field varies considerably

near the injection point due to the temperature difference between the cold fuel and

the mildly hot surrounding air stream. Since the focus is only on the assessment of the

SFTF capabilities for an industrial burner, it is chosen here to directly evaluate τ and

φ0 from the forced LES data of case O08 corresponding to a downstream modulation
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Figure 4.33: Identification of the shear layer of interest for the SAFRAN com-
bustor using the I2 criterion. Each white dot represents the local maximum at
a given height x/R0. The red isocontour Q = 109 W.m-3 is used to identify the
mean flame position.

with amplitude p̂/Pout = 0.83%. To do so, velocity signals from six probes equally

distributed on a circle of radius Rp = 3 mm located 1 mm below the flame root position

in the axial direction are averaged. This position is chosen as it is very close to the

flame, yet it is outside of the recirculation zone generated at the fuel injector tip by the

conical liquid injection, Fig. 4.34a. It also corresponds to one of the first radial location

of the shear layer identified using the I2 criterion, so that the phase at origin φ0 can be

directly assessed. A linear regression of the data obtained for forcing frequencies rang-

Figure 4.34: (a) Probing locations used for the evaluation of τ and φ0 (yellow
crosses) and distance to the mean flame base. Dimensions have been tweaked
for confidentiality reasons. (b) Phase between axial and azimuthal velocity per-
turbations gauged from probes for several frequencies when applying a down-
stream modulation with amplitude p̂/Pout = 0.83%.
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ing from 300 to 700 Hz is then performed, yielding τ = 0.18 ms and φ0 = −0.12 rad,

Fig. 4.34b. Considering the axial distance from the injector tip to the probing plane

∆xc, and assuming a mean sound speed c0 = 420 m.s-1, Eq. (3.9) yields τ = 0.147 ms,

which is of the correct order of magnitude. This rough estimation will nonetheless not

be considered and the LES probed value will be used instead.

The estimation of the axial velocity disturbance decay rate parameter β on a series

of lines starting from the plane at the flame base does not show the expected exponential

decay and will not be considered for the current validation process. Finally, the last

remaining model parameter is the swirling flow strength parameter χ. In this study

the reference FTF is looked for. For this reason, instead of doing a single frequency

optimization as done in Sec. 3.5.2, χ is optimized using the entire set of frequencies for

which the FTF gain and phase were obtained for the O08 forced LES case. With this

approach, the obtained value is χ = 0.78, which is positive unlike all values obtained

for the NoiseDyn configuration. Table 4.4 summarizes all the SFTF model parameters

obtained from numerical simulations.

ω∗/ω [ms] α [deg.] K χ τ [ms] φ0 [rad]
8.84e−1 34.4 1.63 0.78 0.18 −0.12

Table 4.4: SFTF model parameters as determined from LES for the SAFRAN
combustor.

4.5.2 SFTF model application

The resulting SFTF model FTF prediction is compared to the reference LES data of

the downstream forcing case O08 in Fig. 4.35. Large discrepancies are obtained between

Figure 4.35: FTF gain and phase as obtained from single frequency downstream
forcing with amplitude p̂/Pout = 0.83%, using the analytical SFTF model with
parameters of Tab. 4.4, and with optimized parameters.

the FTF obtained from LES and the SFTF model results. Indeed, the SFTF predicted

gain rapidly increases to large values resulting in a clear overestimation. While both
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FTF phase curves show a linear tendency for the studied range of frequencies, the SFTF

phase is shifted upwards compared to the LES data and its phase at origin is close to

null when a linear regression of LES points yields a phase close to −π/2 instead.

A complementary study was also performed by using a bayesian optimization algo-

rithm [218] to obtain the best set of parameters for the SFTF model to match FTF gain

and phase as obtained from LES. The only imposed constraint is in this case τ ≤ 5 ms

to avoid erroneous matching results due to aliasing. This assumption is very reasonable

in regard to the combustion chamber dimensions and high flow velocity encountered in

the flame area. The obtained best fit parameters are presented in Tab. 4.5.

ω∗/ω [ms] α [deg.] K χ τ [ms] φ0 [rad]
8.46e−1 81.9 1.53 0.46 0.94 −1.01

Table 4.5: SFTF model parameters as determined from an optimization pro-
cedure to match the LES gauged FTF for the SAFRAN combustor.

From these results, one observes that parameters ω∗ and K do not differ very much

from the LES values. This brute-force optimization however ends up providing an ex-

tremely large value of the flame angle α that will be qualified as non-physical. Likewise,

the time delay τ obtained is five times larger than the LES obtained value which means

that either the LES probing method is incorrect or more likely that something is missing

in the analytical model description. The associated best fit FTF is plotted in Fig. 4.35.

Although the optimization provides a good match with the few reference data points,

the steep decrease of the FTF gain in the low frequency range is unlikely and has not

been observed in the literature to the author’s knowledge.

These results confirm that the analytical model in its current state cannot be used

to produce the transfer function of the present industrial engine flame. As previously

stated, such a result could be expected since the model derivation is done with much

simpler cases as a target. Some limitations may however potentially be removed, for

instance a double G-equation could be used when building the base laminar FTF Fv

to track both sides of the M-shaped flame. Still, the role of other phenomena such

as the fuel droplets evaporation or the heat release repartition between the main rich

flame and secondary diffusion flames needs to be incorporated if one wants to achieve a

proper modelling. Few attempts have been made in the literature to include two-phase

flow features for RQL combustors FTF [219] (droplet dispersion, spray flame transfer

function, etc) but they do no allow for quantitative results. Arguably, one critical

missing feature may not lie in the model itself but rather in the decomposition of the heat

release into a flame transfer function for each identified flame in the present combustor.

In any case, this study underlines the need for further analytical developments under

assumptions that could better cope with real high power non-premixed flames. It should
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therefore be seen as first rough attempt providing some insight on additional physics to

consider and/or assumptions to relax to reproduce real engine FTF.

4.6 Thermoacoustic stability analysis using a Helmholtz
solver

Following the determination of the SAFRAN combustor FTF from the previous sections,

the AVSP Helmholtz solver is used in the following to determine the acoustic modes of

the configuration as well as their linear stability. Starting from the cavity modes, the

complexity of the acoustic modeling is increased step by step by adding active flames

and multi-perforations. The stated goal is to verify the linear stability of the unstable

mode at f = 500 Hz observed during the real engine test session. The stability of

all obtained acoustic modes is assessed and conclusions are drawn on the prediction

capabilities of the FTF extraction and Helmholtz solver modelling chain.

4.6.1 Numerical setup

The AVSP Helmholtz solver developped at CERFACS [43] is used to compute the

acoustic modes of the SAFRAN combustor. The code solves the Helmholtz equation

on three-dimensional unstructured grids and can account for active flames [44], acoustic

damping through multiperforations [78, 220] and complex impedances [79, 221].

The geometry considered for Helmholtz computations is presented in Fig. 4.2 with

the air cavity behind the air inlet (which was removed for LES) and the exit of the com-

bustion chamber as the main outlet. Acoustic modes encountered in annular chambers

often present an azimuthal component that compels the use of the full annular geometry

or special treatments using Bloch waves for acoustic studies [200]. In the present case

the chamber characteristic length is a few dozen centimetres, which allows to use large

mesh cells for acoustic calculations so that the needed computational power remains

very reasonable. A single sector mesh is first conceived, with much fewer cells that

its counterpart used in the previous section for LES computations. This mesh is then

duplicated Nsec − 1 times (Nsec being the total number of sectors) to produce the full

annular geometry. The final grid comprises 9 million tetrahedral cells with a maximum

cell size ∆x = 10 mm guaranteeing a sufficient wavelength resolution for the frequency

range of interest.

Classical acoustic boundary conditions are first considered by applying a null normal

acoustic velocity on all boundaries, û.n = 0. Apart from walls, this includes the main

air inlet and the chamber outlet. Regarding the inlet, a very stiff high velocity profile is

imposed for the considered operating point, thus assuming û.n = 0 on the corresponding

surface is justified. For the outlet, the discussion is more open. Ideally one should use

151



4. THERMOACOUSTIC STUDY OF AN INDUSTRIAL ENGINE

the appropriate impedance representing the reflection of acoustic waves on the turbine

stages. Such data is however not available in the present case. For the real industrial

geometry, the hot gas flow exits through a converging nozzle on the high pressure turbine

which can be considered as a wall to first order, thus legitimating a zero normal velocity.

Note that results obtained with a zero pressure fluctuation boundary condition at the

outlet are available in Appendix E for completeness.

Helmholtz solvers use mean fields of heat capacity ratio γ, density ρ and sound

speed c as inputs. In the present case, these mean fields are directly provided by a

20 ms average solution of the unforced single sector LES interpolated on the AVSP

mesh and replicated to cover the 360◦ geometry. Baseline mean fields are shown in

Fig.4.36. The maximum Mach number is M = 0.28 and is reached in local regions

(a)

(b) (c)

Figure 4.36: Mean flow quantities used for Helmholtz computations of the
SAFRAN combustor: (a) density, (b) sound speed, (c) heat capacity ratio.

around the swirler channels exits or near dilution holes. Non zero Mach number effects

are not accounted for in AVSP unless specific impedance boundary conditions are used

[79]. These effects should nonetheless remain minor and standard acoustic boundary

conditions are kept.

For the analysis and clearer understanding, complex elements are progressively in-

cluded in the computations so that three distinct cases are identified, Tab. 4.6. In

case R1, only density and sound speed non uniformities are considered, yielding the

so called passive modes of the configuration. Case R2 adds the modelling of the flame

response or FTF, and finally, case R3 features a more accurate representation of the
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Case Sound speed field Flame model Multi-perforated plates
R1 non uniform no unsteady flame zero normal velocity
R2 non uniform active flame, FTF from LES zero normal velocity
R3 non uniform active flame, FTF from LES Howe uniform model

Table 4.6: Summary of Helmholtz computations cases performed.

multi-perforated chamber liners. The two latter cases result in a nonlinear eigenvalue

problem which is solved using a fixed point algorithm with a relaxation method [43] for

one frequency at a time, using an initial guess for a given complex frequency.

4.6.2 Helmholtz computations of the SAFRAN combustor

4.6.2.1 Passive modes

As a first step, a baseline computation of the linear eigenvalue problem of case R1 is

performed with the input mean flow fields of Fig. 4.36. A list of the first 10 eigen-

mode frequencies obtained is provided in Tab. 4.7. Since only null velocity boundary

Mode Re(f) Im(f) Mode structure
M0 0.04 9.7× 10−1 NA
M1 308.0 −1.0× 10−6 1A
M2 308.0 9.5× 10−8 1A
M3 389.3 6.6× 10−6 1L
M4 497.5 1.8× 10−7 1A1L
M5 497.5 1.9× 10−6 1A1L
M6 550.5 −1.6× 10−7 2A
M7 550.5 −9.2× 10−7 2A
M8 661.7 1.8× 10−5 2L
M9 714.7 2.8× 10−5 2A1L

Table 4.7: List of the first 10 eigenmode frequencies Re(f) and growth rates
Im(f) obtained for case R1 (passive flame and null normal velocity on all bound-
aries). The mode structure is also specified: for instance mode 1A corresponds
to the first azimuthal mode and mode 1A1L corresponds to a first mixed az-
imuthal/longitudinal mode.

conditions are used, the 0 frequency mode is a trivial solution of the problem (mode

M0). All modes featuring an azimuthal component (mode structure denoted with "A"

in Tab. 4.7) are found as a pair of degenerate eigenvalues. For each pair, the two modes

share the same azimuthal mode shape but are orthogonal: one can be reconstructed

from the other by applying a rotation of angle θ = π/2m where m is the azimuthal

wavenumber. Also, note that in the absence of complex boundary condition or active
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acoustic element, all modes have an almost zero growth rate, in agreement with the-

ory. Modes M4 and M5 with a frequency f = 497.5 Hz are very close to the potential

thermoacoustic instability frequency (f1 = 500 Hz) observed during engine test ses-

sions. The structure of these modes is one longitudinal and one azimuthal (1A1L), as

displayed in Fig. 4.37. The pressure mode shape features a phase which is constant by

Figure 4.37: Structure of modes M4/M5 for case R1. The front view faces the
compressor stages, the back view faces the combustion chamber outlet. The
transverse cut is extracted on the antinodal line for which |p̂| is maximum.

part in the azimuthal direction, indicating the standing nature of the mode.

4.6.2.2 Active flame modes

In a second step, active flames are incorporated in the R2 Helmholtz computations. The

flame shape is identified using the mean LES fields by isovolumes of volumetric heat

release rate using a threshold value Q = 109 W.m-3, Fig. 4.38. The flame is of course

replicated Ns−1 times to cope with the annular geometry. The flame acoustic response

is modelled in the frequency domain with a FTF, here chosen as the one obtained with

LES for downstream forcing with an amplitude p̂/Pout = 0.83% and reference locations

VE and VES (see Fig. 4.13). Uniform gain and time delays are used for the FTF

determination, and the same is done in the Helmholtz solver. The adimensionalized FTF

gain N3 obtained from LES using Eq. (3.5) is converted to its dimensional counterpart

N2 = N3u/Q. Finally the volumetric gain n is equally distributed within the identified

flame volume Vf , so that:

N2 =

∫
Vf

ndV (4.4)
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Figure 4.38: Flame zone identified by the isocontour Q = 109 W.m-3 and used
for Helmholtz computations. Dimensions have been modified.

Similarly, a constant time delay is applied on all flame points. Note that the Helmholtz

solver representation of the FTF relies on a single reference point per injector while

collections of probes were used in the LES. In that respect, a study is performed in

Appendix F by using diametrically opposed probes of a given probing location. Com-

putations yield less than 0.5% difference on the predicted mode frequencies and less

than 10% difference for the growth rates, thus proving their acoustic equivalence for

the Helmholtz solver. In the following, all computations are performed using a single

reference point located in the upper part of the swirler exit.

For this new series of computations, acoustic eigenmodes M3, M4, M6 and M8 of

Tab. 4.7 are used as initial guess one at a time for the resolution of the nonlinear

active flame eigenvalue problem. Eigenfrequencies obtained for the present case (R2)

are presented in Tab. 4.8 for the FTF obtained using reference probes VE and VES.

Similar trends are seen between the two tested reference locations for modes M3, M4 and

M6, but higher growth rates and deviations compared to the initial guessed frequencies

are seen when using VE probes. Such discrepancies cannot be explained by the limited

differences in FTF gain between VE and VES. This difference is instead related to the

difference in the reference velocity fluctuation amplitudes computed by the Helmholtz

solver which are higher for all modes in the swirler channels (corresponding to probe

VE). The notable exception is mode M8 which is predicted as stable using reference

probe VE and unstable using reference probe VES. The exact reason of this difference

is not yet fully understood. Note that when starting from the passive flame mode

structure using VES as a reference, for this mode, the computation converged on mode

M9 with a 2A1L structure and a frequency f = 722 Hz. A new input frequency was

therefore chosen: f = 661.7 + 20i Hz to retrieve the 2L mode. Such a behaviour is a
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Mode Passive mode Active mode growth Frequency Linear
frequency (R1) [Hz] frequency (R2) [Hz] rate [s-1] shift [%] stability

M3 389.3 430.5 39.4 10.6 unstable
M4 497.5 514.1 27.3 3.3 unstable
M6 550.5 563.1 -25.7 2.3 stable
M8 661.7 675.7 -75.9 2.1 stable

Mode Passive mode Active mode growth Frequency Linear
frequency (R1) [Hz] frequency (R2) [Hz] rate [s-1] shift [%] stability

M3 389.3 407.2 20.3 4.7 unstable
M4 497.5 500.1 13.2 0.7 unstable
M6 550.5 553.1 -8.7 0.5 stable
M8 661.7 631.4 48.8 4.6 unstable

Table 4.8: Non exhaustive list of eigenmodes of the SAFRAN combustor ob-
tained using AVSP with an active flame (case R2) and FTF parameters of case
O08 derived with reference probes VE (top) and VES (bottom). The linear
stability criterion is simply derived from the sign of the growth rate: a positive
value corresponds to a linearly stable mode.

known drawback of fixed point methods, especially for complex valued problems: the

evaluated function may not be locally contracting so that the converged value may

heavily depend on the initial guess. One possibility to achieve a full coverage of the

frequency spectrum is to perform several computations using initial guesses distributed

along the real and imaginary axes. All the analyses presented in the remainder of this

document will refer to results obtained using the VES reference location.

For all modes, the frequency shift, defined as the relative difference between fre-

quencies of the active case R2 with frequencies of the passive case remains under 5%.

The pressure mode shape of the specific mode of interest, M4 for case R2, is displayed

in Fig. 4.39. The addition of active flames does not modify the mode structure but it

is found to be of spinning nature whereas it was found to be standing in the passive

flame case: the pressure modulus is constant for a given axial plane but its phase varies

linearly with the azimuthal angle θ. The exact reason of this change of the mode nature

is yet to be determined. One explanation could be the fact that the flames introduced

in R2 computations are not perfectly symmetric , which may influence convergence to-

wards a spinning state. While the frequency of mode M4 is only marginally modified,

adding an active flame yields a positive growth rate σ4 = 13.2 s-1 indicative of an unsta-

ble mode. Ideally, this mode should be identified as the only one unstable since it is the

only one observed during experiments. However, the linear stability of a mode may not

be sufficient as nonlinear effects and sources of acoustic damping are neglected. In the

present study, the mode M3 is also identified as unstable with a growth rate σ3 = 20.3s-1

≥ σ4. This latter was however not reported experimentally.

156



4.6 Thermoacoustic stability analysis using a Helmholtz solver

Figure 4.39: Structure of mode M4 for case R2. Front view faces the compres-
sor stages, back view faces the combustion chamber outlet. The transverse cut
is extracted on the antinodal line for which |p̂| is maximum.

4.6.2.3 Active flame and multi-perforations

Before drawing any conclusion, a last case R3 is studied. For this case, acoustic damping

introduced by the multi-perforated liners is added to the modelling. As already men-

tioned, such devices were originally introduced to cool the combustion chamber walls,

but were also observed to introduce acoustic dissipation by introducing a pressure dis-

contuity. They have been subject to numerous experimental [185, 222, 223, 224] as well

numerical studies of various types [205, 225]. Notably, it was shown that acoustic en-

ergy is converted into vorticity in the unstable shear layer at the edge of a hole through

viscous effects. Meshing the tiny holes of each liner is already a challenge in itself for

standard CFD, but it is even more prohibitive in the context of low order models and

Helmholtz solvers which have been specifically designed to cope with coarse meshes.

For this reason, homogeneous boundary conditions based on Howe’s model [185] have

been developed and used in acoustic solvers [78] like the present one. Howe’s model

provides a convenient approximation for the Rayleigh conductivity KR characterizing

the pressure discontinuity through an orifice [201], so that:

KR =
iρωd2

hû.n

|p̂+ − p̂−| (4.5)

where û is the acoustic velocity on both sides of the plate and dh is the distance between

the center of two orifices as presented in Fig. 4.40. The model assumes uniformly

distributed orifices with a circular cross section and a flow-through direction normal to
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Figure 4.40: Schematic representation of uniformly distributed multi-
perforations on a plate as considered in Howe’s model.

the plate surface. Using notations of the figure, the Rayleigh conductivity is expressed

as:

KR = 2ah (ΓSt − i∆St) (4.6)

where ΓSt and ∆St are two real valued functions of the Strouhal number St = ωah/Ubias.

These are defined by:

ΓSt − i∆St = 1 +
π
2 I1(St)e−St − iK1(St) sinh(St)

St
(
π
2 I1(St)e−St + iK1(St) cosh(St)

) (4.7)

where I1 and K1 are modified Bessel functions of the first and second kind respec-

tively. The evolution of these functions with increasing Strouhal number is plotted in

Fig 4.41. In the low Strouhal number limit, liners behave like rigid walls, while in the

Figure 4.41: Evolution of the real part ∆St and imaginary part ΓSt of the
Rayleigh conductivity lKR using the definition of Eq. (4.7).

high Strouhal number limit the model yields the theoretical value first proposed by

Rayleigh: KR = 2ah.
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The boundary condition implemented in the AVSP version is a modified version of

the model by Jing and Sun [226] which also takes into account the thickness of the

multi-perforated plate h:

KR = 2ah

(
1

ΓR − i∆R
+

2h

πah

)−1

(4.8)

As a result, multi-perforations are modelled using four quantities:

• ah: the radius of holes.

• dh: the average distance between holes.

• Ubias: the mean bias flow speed through each aperture.

• h: the plate thickness.

In the case of the SAFRAN combustor, multi-perforations have a radius rpf and are

not straight but tilted by an angle αpf undisclosed here for confidentiality reasons. The

parameter h therefore does not correspond to the plate thickness but rather to the

distance between the center of a hole on one side of the plate to the other so that, if e

is the thickness of the plate (including thermal coating layers):

h =
e

cosαpf
. (4.9)

If one notes Spf the surface of multi-perforations, and Sp the surface of the full plate,

the associated porosity reads ε = Spf/Sp. The bias flow is thus computed as:

Ubias =
ṁ cosα

ρSpf
=
ṁ cosα

ρεSp
, (4.10)

where ṁ corresponds to the mass flow rate used in LES computations and the mean

density ρ is taken from an LES average solution upstream of holes, in the bypass channel.

Finally, the average distance between holes dh is calculated as:

dh =

(
πa2

h cosα

ε

) 1
2

(4.11)

These properties are not uniform along the length of both inner and outer lin-

ers. Each liner is hence subdivided into 6 zones with constant properties as shown

in Fig. 4.42. The mean resulting Strouhal number for all multi-perforated plate is

St = 0.02, which means that they should behave almost like rigid walls according to

Fig. 4.41. Accordingly, the expected changes with case R3 will be small and only a small

decrease of the eigenmodes growth rates is expected. Results of case R3 presented in

Tab. 4.9 indeed confirm this behaviour when compared to results of case R2 shown in

Tab. 4.8. For all studied modes, a small reduction of the growth rate is observed, with
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Figure 4.42: Visualization of the perforated plate patches used for Helmholtz
computations. Each coloured patch has different properties. Dimensions have
been modified.

Mode Passive mode Active mode growth Frequency Linear
frequency (R1) [Hz] frequency (R2) [Hz] rate [s-1] shift [%] stability

M3 389.3 406.7 20.0 4.5 unstable
M4 497.5 500.0 13.1 0.5 unstable
M6 550.5 553.6 -10.0 0.6 stable
M8 661.7 631.2 47.9 4.6 unstable

Table 4.9: Non exhaustive list of eigenmodes of the SAFRAN combustor ob-
tained using AVSP with an active flame and multi-perforations modelling (case
R3). FTF parameters of case O08 derived with reference probes VES are used.

higher decrease for higher frequencies linked to a higher Strouhal number. Pressure

mode shapes are only marginally modified and are thus not shown here. This means

that the mode of interest at f = 500 Hz is still not the only one predicted as unstable

by the Helmholtz solver results. Indeed modes M3, M4 and M8 have a positive growth

rate even when the damping from multi-perforations is taken into account.

Finally a study is performed to assess the evolution of predicted mode frequencies

and growth rates when increasing the level of the forcing perturbation. This effectively

comes down to providing a different FTF as an input. To do so, additional Helmholtz

computations are performed on the base of case R2, that is with an active flame, but with

a FTF obtained with case O25, corresponding to a forcing amplitude p̂/Pout = 2.5%.

Multi-perforations are not modelled since their effect is minor and does not change final

conclusions. Figure 4.43 shows the evolution of modes frequencies and growth rates

with increasing forcing amplitudes. The stability of considered modes is not altered

when increasing the forcing level. With the higher forcing level FTF, a larger frequency

shift with respect to the passive mode frequency is obtained for the first three modes,

since the FTF gain and phase are higher for case O25 than for case O08 for f ≤ 550 Hz

(Fig. 4.21). On the contrary, the FTF gain is decreased around f = 660 Hz when
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Figure 4.43: Evolution of modes frequencies and growth rates with increasing
acoustic perturbation amplitude for downstream forcing p′/Pout. Acoustic liners
are not modelled here

increasing the perturbation level, yielding a slightly lower frequency shift.

From this analysis, one concludes that an unstable thermoacoustic mode at f =

500 Hz is indeed found for the SAFRAN combustor at the particular studied operating

point. However the low order analysis predicts several modes to be unstable and there-

fore does not permit to conclude on the dominance of the mode observed during test

sessions. This result underlines the need for adequate boundary conditions at the do-

main outlet [80], as well as for a precise characterization of damping mechanisms in the

chamber that will affect the final limit cycle observed in the engine. Indeed, the modal

stability of a given combustor is governed by an energy balance between acoustic energy

generated by the flame and acoustic damping across the chamber. A corollary to this

is the need for a flame acoustic modelling taking into account the excitation amplitude

such as the FDF formalism, which was already used with success in Helmholtz solvers

[44] while only two excitation amplitudes have been considered in the present work.

4.7 Conclusions

The response of a high power swirling flame to an acoustic modulation has been investi-

gated on a real engine configuration by means of a joint two-phase flow LES - Helmholtz

solver analysis. The steady reacting regime has first been briefly analysed to identify the

characteristic features of the flow, and the unperturbed flame structure. The swirling

flow produces typical inner and outer recirculation zones that help anchoring the M-

shaped flame in the vicinity of the liquid fuel injection feed. A comprehensive analysis

of the pulsed flow dynamics has then be conducted. The specific roles of the reference
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position for the FTF evaluation, the forcing amplitude, and the location of the forcing

source have been studied using LES.

Regarding the reference position, four sets of probes equally distributed around the

burner axis have been used, located directly in the first and second swirler stages, as well

as at their respective exits. The comparison shows that the FTF time delay is correctly

captured regardless of the probing location, since differences in final values are simply

linked to the distance from the probing location to the flame base. It is also shown that

FTF gains assessed from reference probes in the second swirler stage are comparable,

while discrepancies appear when considering the first swirler stage references.

A second investigation focused on forced flames dynamics when submitted to various

acoustic modulation amplitudes. Numerical simulations reveal that in the case of high

amplitude forcing, the flame response is governed by the intermittent release of large

pockets of liquid fuel in the chamber, which alter the flame surface in a major way during

a forcing cycle. The FTF gain and time delays are shown to increase with the forcing

amplitude for the two tested frequencies, a feature that is not observed for academic

swirled flames such as the one presented in Fig. 3.42.

The non equivalence of upstream and downstream forcing for this industrial config-

uration was demonstrated. Such a study had never been done thoroughly on a complex

industrial geometry. The contribution of diffusion flames was shown to remain similar

regardless of the forcing type. On the contrary, the primary flame heat release differed

depending on whether upstream or downstream forcing was applied. The origin of such

differences was found to be the phase of the chamber pressure with respect to the refer-

ence velocity signal. This result suggests that a FTF accounting for both pressure and

velocity fluctuations close to the flame may be necessary to fully characterize the flame

response.

When combined, all these analyses underline the difficulty to evaluate the transfer

function of swirling flames as encountered in real gas turbines, as well as the multitude

of factors affecting their response. This work however provides insights and guidelines

for the numerical evaluation of the FTF using LES.

In another section, the SFTF methodology was applied on the complex two phase

flow configuration. Model parameters were extracted thanks to the methodology defined

for the academic NoiseDyn burner. The model was derived under assumptions that are

inherently false for such a complex case, and the predicted FTF does therefore not

match the reference LES data. It is concluded that further modelling is needed, and

in light of LES findings, it is underlined that separating the response from the primary

flame and the one from lean diffusion flames could be a determining limit.

Finally, Helmholtz computations were performed using the FTF obtained from

forced LES. The damping associated to multi-perforated liners is shown to be negli-
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gible in the frequency range of interest. An unstable mode with structure 1A1L is

identified from the analysis, with a frequency close to the one observed during engine

test sessions. The analysis however also predicts other modes to be unstable while these

were not observed during experiments.
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Chapter 5

General conclusions

Over the last two decades, aircraft engines manufacturers have focused their efforts on

lean combustion technologies to reduce pollutant emissions and meet the increasingly

stringent targets imposed by international regulation agencies. However, improvements

on emission levels cannot be met without issues, and such engines are prone to the devel-

opment of unwanted oscillations known as combustion instabilities. These instabilities

result from a coupling between flames and acoustics in confined environments and are

still a very active field of research for both academics and aeronautical gas turbines

manufacturers. As of today, and even considering recent advancements in computing

hardware, the only viable solution to predict the stability map of a given engine relies

on the joint use of reduced order models and flame response models such as the flame

transfer function.

In this thesis, numerical simulations are used to provide insights on forced swirling

flame dynamics and a procedure is proposed to characterize the response of premixed

swirling flames, with the intent of investigating combustion instabilities prediction and

control. Typically, a hybrid model was developed based on previous works on laminar

V-shaped Flame Transfer Functions and building upon the work of Palies et al. on the

modeling of swirling flames. At the same time, the predictive capabilities of Large Eddy

Simulations in the context of thermoacoustics were demonstrated, and several aspects

were investigated. In the following, general conclusions are drawn and perspectives for

improvements are discussed.

• About the modelling of swirling flame transfer functions:

A novel approach was proposed for the determination of the transfer function of

premixed V-shaped swirling flames with a reduced number of high fidelity simu-

lations. The methodology, denoted as SFTF is qualified as "hybrid" in the sense

that it combines a simple analytical formulation and the extraction of key param-

eters using high fidelity numerical simulations. The main objective is to provide

a reliable evaluation of the FTF, which also decreases the total computational

time necessary to characterize the flame response to acoustics. Six parameters are

identified from the analytical derivation, three of which describe the laminar flame

response while the remaining ones account for the effects of swirl. A robust step

by step methodology is proposed to extract these parameters from a reduced set of

LES, depending on the available computational resources. The procedure proved
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satisfactory in retrieving the FTF of an academic premixed swirling flame at a

reduced computational cost compared to standard methods. A complementary

study on a configuration featuring a shorter injector also yielded good agreement

with experimental data. Moreover, the model was shown to be able to handle

non vanishingly small perturbation amplitudes through one of the SFTF model

parameter accounting for the decay rate of axial velocity disturbances. Applied

to an industrial two-phase flow swirling flame, the model was however not able to

deliver satisfactory results, as a result of flow characteristics in contradiction with

the original scope of the SFTF derivation. Although the present work focuses on

premixed V-shaped flames, it would valuable to extend the formulation to comply

with other standard swirling flames shapes, notably M-shaped ones. This could

be achieved using a double G-equation with matching conditions at the flame tips.

• Regarding the characteristics of forced premixed swirling flames:

LES have been employed to analyse the dynamics of an academic turbulent V-

shaped swirling flame submitted to an acoustic modulation in Chap. 3. The

numerical simulations were shown to remarkably reproduce the reference experi-

mental data under non reacting, reacting, and pulsed flow conditions. In particular

the local high and low gain regions of the FTF were correctly captured, and the

inflexion of the phase curve at the minimum gain frequency was reproduced. The

analysis was then pursued by considering the phenomena occurring in the vicinity

of the injector exit rim. Notably, it was shown that the flame response is bound to

the preferential frequency response of the injector, generating vortical structures

that can be affected by the inner recirculation zone. When these structures are

able to roll up along the flame, they wrinkle its surface and thus, a high FTF gain

is obtained. Conversely, when weak vortices are released, they are torn apart by

the inner recirculation zone movement and can only marginally affect the flame

surface, leading to a low FTF gain. These mechanisms were also observed in the

absence of combustion, indicating that this behaviour is not linked to flame/vortex

interactions. As for perspectives, this work mainly focused on bluff-body stabi-

lized swirling flames. The case of fully aerodynamically stabilized flame, that

do not present local low and high FTF gain regions, was only partially studied,

Appendix C. Making use of LES to identify the different injector flow properties

leading to a different forced response would surely be of interest.

• On the flame transfer function of an industrial combustor

A series of forced LES of an industrial combustor from SAFRAN featuring a two-

phase flow swirling flame has been conducted in Chap. 4. Particular attention was

drawn to the effects of various parameters on the FTF evaluation: the position of
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the reference velocity probes, the amplitude of the forcing signal, and the effect

of downstream/upstream forcing. From a signal processing standpoint, probes

located at the exit of the swirler channels are found to be the most reliable for the

FTF assessment. The preponderant role of liquid droplet clusters formation in the

increase of FTF gain with increasing forcing levels was demonstrated, albeit only

for a narrow frequency range. The non equivalence of upstream and downstream

forcing on this industrial case was shown to originate from the difference of the

fluctuating pressure state within the combustor. In this matter, it is concluded

that it would be of great interest to compute a transfer function relying on both

fluctuating pressure and velocity at a reference location. In this work, an Eulerian-

Eulerian approach was adopted. Another compelling study would be to quantify

the benefits of using a Lagrangian formulation for the liquid phase, if they exist.

A final study was dedicated to the joint use of LES to determine the FTF of

the industrial combustor swirling flame, and of a Helmholtz solver to predict

unstable thermoacoustic eigenmodes. While an unstable mode was identified at

a frequency close to the one observed during the engine test session, the analysis

also determined other modes to be unstable. In Helmholtz computations the only

sources of acoustic dissipation that have been accounted for were the perforated

liners, that were shown to have a negligible impact in the frequency range of

interest. Swirlers, and large orifices such as dilution holes are known to introduce

acoustic damping and could be included in Helmholtz computations.
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Appendix A

Navier-Stokes equations for
reacting flows

Navier-Stokes equations for multi-species reacting flows are here recalled. The index

notation and Einstein’s rule of summation are used. Indices i and j are reserved for

spatial variables while index k is reserved for species. Equations are presented for an

ideal gas mixture composed of k = 1, ..., N species.

Conservation of mass

The global mass balance is:

∂ρ

∂t
+

∂

∂xi
ρui = 0 (A.1)

with ρ the density and ui the ith velocity component. It is obtained by summation of

mass conservation equations for each species k:

∂

∂t
ρYk +

∂

∂xi
ρYkui = − ∂

∂xi
Jik + ω̇k (A.2)

with Yk the mass fraction of species k, Jik the species diffusive flux and ω̇k the source

term for species k. The species diffusion flux Jik is modelled with the Hirschfelder

Curtis approximation:

Jik = −ρ
(
Dk

Wk

W

∂Xk

∂xi
− YkV c

i

)
(A.3)

where Dk is the diffusivity of species k, Wk its molecular weight, and Xk = YkW/Wk

its molar fraction. The mean molecular weight is W defined by:

1

W
=

N∑
k=1

Yk
Wk

(A.4)

The correction velocity V c
i ensures mass conservation:

V c
i =

n∑
k=1

Dk
Wk

W

∂Xk

∂xi
(A.5)

Species source terms ω̇k appearing in the RHS of Eq. (A.2) need to be modelled. In

CFD simulations, these source terms are provided by chemical schemes made of series of

elementary (or global) reactions, calibrated with appropriate reaction rates depending
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A. NAVIER-STOKES EQUATIONS FOR REACTING FLOWS

on temperature and/or pressure using standard Arrhenius laws. Further details regard-

ing chemistry modelling can be found in [13]. One may use either detailed chemistry,

globally reduced chemistry or analytically reduced chemistry depending on the accu-

racy sought and the available computational resources. A review of chemical schemes

is available in [227].

Conservation of momentum

The momentum conservation equation reads:

∂

∂t
ρuj +

∂

∂xi
ρuiuj = − ∂p

∂xj
+
∂τij
∂xi

+ ρfj (A.6)

with p the pressure, fj the volume force acting in direction j and τij the viscous stress

tensor defined for a newtonian fluid using Stokes’ hypothesis by:

τij = −2

3
µ
∂ul
∂xl

δi,j + µ

(
∂ui
∂xj

+
∂uj
∂xi

)
(A.7)

where µ is the dynamic viscosity and δij is the Kronecker symbol: δij = 1 if i = j, 0

otherwise.

Conservation of energy

Multiple forms of energy equations can be written from different quantities. Here the

total non chemical energy E, defined as the sum of sensible and kinetic energy is used,

with volume forces neglected:

∂

∂t
ρE +

∂

∂xi
ρuiE = ω̇T −

∂qi
∂xi
− ∂

∂xj
ui (pδij − τij) + Q̇ (A.8)

with Q̇ the external heat source term (energy provided by an electric spark, a laser or

a radiative flux for example) and qi the energy flux defined by:

qi = −λ ∂

∂xT
xi + ρ

N∑
k=1

Ji,khs,k (A.9)

For a given species k, the associated specific enthalpy is noted hk, its specific sensible

enthalpy is noted hs,k and its formation enthalpy is noted ∆h0
f,k. The energy flux is the

sum of a heat diffusion term modelled by Fourier’s law and a diffusion term for species.

Finally, ω̇T is the heat release source term generated by combustion defined as the sum

of chemical mass reaction rates ω̇k:

ω̇T = −
N∑
k=1

∆h0
f,kω̇k (A.10)

194



Appendix B

NoiseDyn configuration mesh
convergence study

A study was performed to assess mesh invariance based on meshesM3 andM4 presented

in section 3.3 in the core manuscript. Main geometric dimensions of the two meshes are

reminded in Fig. B.1.

(a)

Mesh id. M3 M4

Ncells (Millions) 19.1 55.8

∆x (A) (mm) 0.25 0.16

∆x (B) (mm) 0.29 0.2

∆x (C) (mm) 0.48 0.26

∆x (D) (mm) 1.0 1.0

(b)

Figure B.1: Main topologic regions, and associated characteristic cell sizes in
each zone meshes M3 and M4.

The goal here was to compare the automatic mesh refinement process used to obtain

M3 to what a more traditional "human made" refinement of the original meshM1 would

provide. Characteristic cell sizes in the swirler, injector and flames regions were therefore

divided by 2 compared to the baseline mesh M1. Compared to M3, M4 is overall more

refined in the swirler, injector, and especially flame regions, Fig. B.2. However, it is

worth noting that the automatic refinement yielded comparable or smaller cell sizes in

specific regions of the mesh like around the injector exit edges or in the swirler passage

vanes. A total of 80 ms and 54 ms have been simulated for M3 and M4 respectively.

Small improvements regarding dimensionless wall distances y+ are observed, Fig. B.3

which could potentially yield different flow fields and need investigation. The probed

pressure drop is ∆P = 367.3 Pa, which yields a 9.6% error compared to the experiment,

a higher value than when usingM3 (2%). This puts emphasis on how the pressure drop
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B. NOISEDYN CONFIGURATION MESH CONVERGENCE STUDY

Figure B.2: Comparison of meshes M3 and M4 nodal volumes

across the swirler is conditioned by local small zones like the swirler passage vanes,

which have been identified as critical and refined when creating mesh M3. Velocity

(a) (b)

Figure B.3: Repartition of dimensionless distance y+ for zones A (left) and B
(right) as presented in B.1.

profiles for meshes M3 and M4 are compared to PIV data for various axial positions

in Fig. B.4. There is almost no distinguishable difference between the two meshes for
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mean axial and radial velocities close to the injector. For higher axial positions, only

minor differences are observed around r/R0 = 2, with higher velocities for M4. For

RMS velocities, M3 yields higher local peaks compared to M4 but the overall profiles

remain very similar.

(a) (b)

(c) (d)

Figure B.4: Comparison of reactive flow mean axial (a), mean radial (b), RMS
axial (c) and RMS radial (d) velocity profiles for various axial locations ( (o)
is Exp., M3, is M4). x/R0 = 0 corresponds to the bottom of PIV data,
that is 3.5 mm above the combustion chamber backplane.

These minor differences can also be seen on the flame position (Fig. B.5). The

repartition of the volumetric heat release rate obtained on the refined mesh is more

homogeneous. Still, flame shapes and the opening angle are similar. Secondary branches

are present in both cases. These observations are a result of the change in the flame

thickening that is directly linked to the reduction of the characteristic cell size ∆x in the

flame zone. Dividing ∆x by two results in half of the thickening obtained on M3. As

a result, the flame brush differs between the two meshes since thickened flames are less

sensitive to local wrinkling phenomena. This is further emphasized by looking at heat

release rate profiles for various axial locations B.6. While the flame brush at the base

of the flame is larger for M4, it becomes thinner than M3 for higher axial positions.

The mean flame barycenter has been slightly moved upwards, but not in a meaningful

manner. This could be expected when using DTFLES and overall, profiles for M3 and

M4 are once again very similar. Finally, when compared toM3, the computational time

needed to achieve the same simulated physical time on M4 is multiplied by 2.5, while

the flow field and the flame do not differ significantly. From all these observations, is it
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B. NOISEDYN CONFIGURATION MESH CONVERGENCE STUDY

Figure B.5: Visualization of the mean flame for meshes M3 and M4 from an az-
imuthal average of the normalized volumetric heat release rate. Normalization
is performed using the maximum obtained on mesh M4.

s

Figure B.6: Comparison of heat release rate profiles for various axial locations
( (o) is Exp., is M3, is M4). x/R0 = 0 corresponds to the bottom of PIV
data, that is 3.5 mm above the combustion chamber backplane.

is concluded that mesh convergence had not been fully reached but that the remaining

possible differences are too minor to be meaningful.
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Appendix C

Study of the Noisedyn
aerodynamically swirled stabilized
flame

Following studies made on bluff-body stabilized flames for the Noisedyn injector, an ad-

ditional study is performed on a configuration where the bluff-body has been removed

so that the flame is aerodynamically stabilized, Fig. 3.4b. This configuration was in-

vestigated by Gatti et al. in [108] All metallic spacers are used so that δ1 = 16 mm.

for a total injector length δ = 50 mm. Without the stabilizing rod, the flame is harder

to stabilize and more prone to flame flashback for high acoustic forcing as its vertical

motion is more pronounced during a forcing cycle. The injector diameter is dropped

down to 12 mm, with a 15◦ opening angle at the injector exit edges to facilitate the

anchoring process. Doing so, the flame is anchored few millimeters above the chamber

backplane and still has a classical V shape as illustrated in Fig. C.2a with an Abel

transform of OH* signals from a photomultiplier applied on the left and right sides of

flame images.

The geometrical changes led to the conception of a new mesh ML1 refined in the

swirler and injector regions, and with a wider refined flame zone compared to the pre-

vious cases since the flame is expected to be higher/larger according to Fig. C.2a.

This mesh was subjected to an automatic mesh refinement using the LIKE criterion

of Eq. (3.3), which ended up refining the shear layer in the wake of the injector exit

walls, Fig. C.1. The final mesh ML2 is used for all results presented in the following

section. The numerical setup is almost identical to the ones described in Sec.3.3.1 . In

particular, temperature profiles have not been altered although they may be different

due to the new flame dimensions. Wall temperatures are extremely important when

it comes to the flame stabilization mechanisms as stated in [61] for a similar confined

swirl burner. A brief study of the impact of the chamber wall heat resistance Rcw and

chamber backplane heat resistance Rcb was performed, by allowing a variation to the

real value denoted as Rrefx . Resulting flame shapes shown in Fig. C.2 indicate that the

flame stabilization position is indeed very dependent on the imposed thermal conditions.

When high thermal resistances are applied to the chamber walls, the flame is not able

to exchange a lot of heat with its surrounding so that even regions close to the cold
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C. STUDY OF THE NOISEDYN AERODYNAMICALLY SWIRLED
STABILIZED FLAME

(a)

Mesh id. ML1 ML2

Ncells (Millions) 18.0 19.8

∆x (A) (mm) 0.31 0.30

∆x (B) (mm) 0.40 0.33

∆x (C) (mm) 0.52 0.51

∆x (D) (mm) 1.0 1.0

(b)

Figure C.1: Cut of mesh ML1 with main topological regions, and associated
characteristic cell sizes in each zone for all meshes.

Figure C.2: (a) Flame visualization as obtained from an Abel transform of
OH* signals from a CCD camera with a narrowband filter centered around
310 nm for the aerodynamically stabilized case [108]. LES stabilized flame
heat release rate obtained from time and azimuthal average for Rcw/R

ref
cw = 10,

Rcb/R
ref
cb = 10 (b), Rcw/R

ref
cw = 5, Rcb/R

ref
cb = 5 (c), Rcw/R

ref
cw = 10, R5/R

ref
cb = 1

(d) and Rcw/R
ref
cw = 1, Rcb/R

ref
cb = 1 (e).

injection feed are quickly heated up by the burnt gas. As a result the flame stabilizes

close to the chamber backplane. If perfectly adiabatic walls were used, the flame would

be attached to the chamber backplane wall. Reducing these resistances, the flame loses

more heat and gradually elevates in the axial direction, while the flame angle α dimin-

ishes. When using the real values, Fig. C.2 (e), the mean flame is stabilized high in

the chamber. Noting R0 = 7.6 mm the injector radius at its exit plane, the distance
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(a)

(b)

Figure C.3: (a) Visualization of the PVC at f = 1000 Hz using an isocontour
of pressure at P = 0.95Patm in blue, along with an isocontour of heat release
rate Q = 108 W.m-3 coloured by temperature. (b) FFT of pressure for a probe
in the middle of the injector exit plane for both non-reacting/reacting cases.

from the core heat release location to the chamber backplane is δlift = 4.26R0. Note

that lowering only Rcw from 5 × Rrefcw to Rrefcw has the most notable influence on the

flame stabilization region because the outer recirculation zones are heavily affected by

the burnt gas ability to cool the quartz enclosing walls. In all considered numerical sim-

ulations, the stable flame has non negligible secondary branches, making it M-shaped

instead of the expected V-shape. This may be explained by the lack of verified tem-

perature data on the wall. Also, the two-step chemistry used here may not be able to

accurately represent the response of the flame to high strain rates and force secondary

branches to appear in the low strain region [228]. Considering the mean experimental

flame position, it was decided to stick with Rcw/R
ref
cw = 5 and Rcb/R

ref
cb = 5 since these

conditions led to the flame stabilization region closest to the experiment.

Under cold flow conditions, the measured pressure drop is ∆P = 742 Pa, a value

very close to the 720 Pa measured in the experiments. The swirler still is the radial one

presented in Fig. 3.3, and hence, the LES measured swirl number remains unchanged:

S = 0.73. Compared to previous geometries, the removal of the bluff-body is respon-

sible for the apparition of a strong Precessing Vortex Core (PVC) with a frequency

fPV C = 1000 Hz, as often observed for such swirling flows [159]. This robust helical

structure is observed for both non-reacting and reacting flows. Its frequency is only

marginally affected by the presence of the flame, while its strength is reduced under

reacting conditions as indicated by the pressure FFT on a probe in the middle of the

injection exit plane, Fig. C.3b. A dynamic mode decomposition analysis on the 3D pres-

sure field also confirms that fPV C = 1000 Hz and identifies the hydrodynamic helical

mode’s origin as the last quarter part of the injection channel.
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C. STUDY OF THE NOISEDYN AERODYNAMICALLY SWIRLED
STABILIZED FLAME

Reacting pulsed simulations are run for frequencies f1 = 120 Hz and f2 = 180 Hz

corresponding to local FTF gain minima for the bluff-body stabilized flame presented

in sec. 3.4.3. Once again the goal here is to validate the LES capability to represent

pulsed flame dynamics and to extract parameters used as inputs for the SFTF model.

After eight forcing periods, the gain and phase are evaluated for the two frequencies,

yielding results presented in Fig. C.4. The experimental FTF reveals that the forced

Figure C.4: FTF of the Noisedyn configuration without bluff-body as obtained
from pulsed LES and experiments.

flame response is very different from the ones presented in Fig 3.48 for which the flame is

stabilized on a metallic rod. When removing this central piece, the classical gain curve

of a laminar V-shaped flame is retrieved with an initial increase of the gain followed by

a gradual decay for high frequencies. There are no alternating regions of low and high

FTF gain. Besides, the FTF phase is fully linear for the studied frequency range, with

no inflection as seen previously. The agreement between experiments and LES data is

moderate at best for the two studied frequencies. In particular, the gain obtained from

LES for f = 180 Hz largely overestimates the real value. The phase slope predicted from

the two evaluated phase is also off from the expected value. This can be attributed to

the uncertainties on thermal boundary conditions and as such on the flame stabilization

mechanism.

Still, LES are used to extract SFTF model parameters in an attempt to judge how

simulation results translate for the semi-analytical model when predictions are not in

full agreement with reality (experiments here). Note also that as pointed out in [108],

the flame leading edge point undergoes a large axial movement during a forcing cycle

and is not fixed as it was assumed for the SFTF model derivation.

LES of the unforced flame are ran for a total of 90 ms which corresponds to ap-

proximately 10.5 inlet to injector backplane flow through times. Flame dimensions are

then determined from temporal and azimuthally averaged fields using Eq. (3.6) and the
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lowest point in the axial direction where the heat release rate Q is superior to at least

1% of its maximum value.

For the specific configuration of this section, one gets : Rf/R0 = 2.02, Lf/R0 = 3.69,

Hf/R0 = 3.09 with R0 = 7.6 mm the radius of the injection exit plane cross-section.

The resulting half flame angle is α = 33.2◦. The mean axial velocity at the injector exit

plane U0 = 11.4 m.s-1 is measured from the stationary unperturbed LES to complete

the analysis and corresponds to the expected bulk velocity from mass conservation.

Combining the obtained flame dimensions and bulk velocity yields the reduced frequency

ω∗/ω = 2.94 ms.

The velocity of vortical disturbances is evaluated using the I2 criterion from Eq .(3.7)

and probed as Uc−v = 3.63 m.s-1 which is much lower than the value obtained when a

bluff-body is used to stabilize the flame (Uc−v = 6.46). This yields K = U0/Uc−v =

3.14. The time delay between acoustic and convective perturbations is computed from

Eq. (3.9) as τ = 4.24 ms.

The SFTF methodology is applied once again to determine φ0, the phase between

bulk and edge velocities at the injector exit plane. Using phase averaged data for

f = 180 Hz and Eq. (3.13) yields φ0 = −0.11 rad. The corresponding signals are plotted

in Fig. 3.53. Note that the level of noise for the probe signals are quite high in this

aerodynamically stabilized simulation so that the uncertainties on this parameter may

be high. Finally, a cold flow pulsed simulation for f = 180 Hz is performed in order to

Figure C.5: Normalized axial and tangential velocity signals on the injector
exit plane (bulk, solid line) and a probe 0.5 mm away from the outer injector
wall (dashed line with markers) for f = 180 Hz, φ0 = −0.11 rad.

extract the decay rate of axial velocity disturbances β. Results from Fig. C.6 provide a

decay rate parameter β = 0.161. This value is of the same order of magnitude as the one

found for the bluff-body stabilized configuration with a 50 mm long injector (β = 0.184),

which was expected since the chamber geometry itself has not been changed.

Table C.1 presents parameters as obtained from the three fidelity levels SFTF1,

SFTF2 and SFTF3 for the current NoiseDyn configuration where the flame is aerody-
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C. STUDY OF THE NOISEDYN AERODYNAMICALLY SWIRLED
STABILIZED FLAME

Figure C.6: (a) Schematic of the central line located at r/R0 = 0 used for the
amplitude decay evaluation. (b) Acoustic velocity amplitudes for f = 180 Hz
on the same line, starting from the injector exit plane. Dotted lines show the
best fit for each frequency in the form Ae−γx.

namically stabilized. When only a stationary flame LES is used, SFTF1, χ is chosen as

null since various publications have shown that swirled FTF only show alternating low

and high gain region only if a flame is swirling and attached on a bluff body [162].

Table C.1: SFTF parameters for the aerodynamically stabilized case as de-
termined from accuracy levels SFTF1, SFTF2 and SFTF3. For SFTF2 and
SFTF3, χ was determined from an optimization on the experimental FTF
value for f = 180 Hz.

Case ω∗/ω [ms] α [deg] K χ τ [ms] φ0 [rad]
(a) SFTF1 15.3 33.2 3.14 −0.0 4.24 0.0

(b) SFTF2 15.3 33.2 3.14 −0.23 4.24 −0.11

(c) SFTF3 15.3 33.2 3.14 + 0.51i 0.18 4.24 −0.11

The associated FTF predictions are shown in Fig. C.7 for the three SFTF levels.

Figure C.7: SFTF model results with parameters presented in Tab. C.1 for the
three levels of accuracy SFTF1, SFTF2 and SFTF3.
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The FTF obtained from SFTF1 shows an initial increase in the gain response as

expected from experimental data but overpredicts the local maximum value. The intro-

duction of a non null phase φ0 for SFTF2 has almost no impact on the FTF shape. On

the contrary, optimizing χ using experimental gain and phase for f = 180 Hz greatly

affects the gain curve. Here the optimization strategy tends to show its limits since the

overall gain and phase curves agreement with the experiment is not improved compared

to SFTF1. Including the velocity disturbances spatial decay with SFTF3, the agreement

improves for the FTF gain where the correct decrease with frequency is retrieved.

Overall, the SFTF model does not provide a good agreement with reference data

for this configuration featuring a swirling aerodynamically stabilized flame. Regardless

of the SFTF model accuracy level, a mismatch is seen between modelled and experi-

mentally measured phase curves. For the SFTF model, the slope of the phase curve is

controlled by parameters ω∗ and α that depend on the flame length and flame radius.

Due to the lack of thermal data in this case, the LES predicts an M-shaped flame and

thus, flame dimensions may be very different from the intended values. In addition, a

linear fit of the experimental FTF phase value yield a phase φ = −π/2 in the low fre-

quency limit. Such value cannot be obtained considering the low phase lag φ0 = −0.11

that was probed on noisy LES data. Another important point lies in the fact that the

SFTF model is not designed to cope with large variations of the flame leading edge

point, which is the case for the present configuration [108].

Further studies or experimental data are therefore needed to achieve a finer repre-

sentation of the flame anchoring and acoustic response.
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Appendix D

Extended SFTF model sensitivity
analysis

The sensitivity analysis carried out in Sec. 3.6.3 details the combined effect of allowing a

deviation ε on all or a set of three SFTF model parameters for the Noisedyn bluff-body

stabilized flame. Here the focus is made on assessing the effect of uncertainties of each

individual parameter independently to emphasize its main effect on the predicted flame

acoustic response.

The notations of Sec. 3.6.3 are used. For each model parameter P, the interval

[P× (1− ε),P× (1 + ε)] is discretized using nt = 501 values for four deviation values

ε : 5%, 10%, 25% and 50%. Figures D.1 to D.7 present obtained uncertainty envelopes

for each model parameter. The particular influence of uncertainties on the evaluation

of each parameter is discussed hereafter :

• ω∗, (Fig. D.1): Increasing the deviation ε only affects the FTF gain near the first

local minimum at f = 120 Hz while other frequencies remain very close to the

reference case. Large variations of the phase are observed when modifying this

parameter.

• α, (Fig. D.2): In the present case deviations of this parameter do not induce large

variations of FTF gain and phase. However the determination of this parameter

is tied to flame dimensions as is the determination of ω∗. For this reason, larger

discrepancies on the final FTF are to be expected when modifying LES probed

flame dimensions.

• K, (Fig. D.3): The effect of this parameter is the same as the one of α. Its evalu-

ation requires the identification of a shear layer, which may introduce difficulties

for strongly turbulent configurations.

• τ , (Fig. D.4): Uncertainties on this parameter need to be mastered as it controls

the position of local gain extrema. Hence even with an uncertainty ε = 10%, very

different results could be obtained.

• χ, (Fig. D.5): It is recalled that uncertainties on this parameter are considered to

be uncertainties on LES obtained values of FTF gain and phase at a particular

frequency corresponding to a minimum FTF gain (this frequency can be devised
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D. EXTENDED SFTF MODEL SENSITIVITY ANALYSIS

using Eq. (3.14)). The corresponding figure shows that model results are tied to

the LES capabilities. If LES fails at predicting the flame response at frequency f ,

the model itself cannot provide a good estimation of the FTF gain, and will not

accurately predict the FTF phase curve inflexion.

• φ0, (Fig. D.6) : Variations of this parameter act similarly to those of the time

delay τ .

• β, (Fig. D.7): This parameter aims at retrieving appropriate high frequency FTF

gain levels and does not affect the FTF phase to a significant extent. Thus, errors

on its estimation will lead to an over or under-prediction of the high frequency

FTF gain.

From these observations, one identifies three particularly sensitive parameters, for which

a small offset will modify the predicted FTF, are ω∗, τ and χ.

The reduced frequency ω∗ is assessed from a reacting stationary flame LES through

an estimation of flame dimensions based on the heat release rate center of mass. The

prediction of this quantity requires a correct prediction of the flame position and thus an

adequate representation of thermal conditions in the case of numerical simulations. Such

a thing can only be achieved by providing precise reference temperature measurements

or by using a coupled fluid/solid heat transfer approach.

The time delay τ is derived in this work assuming a 1D propagation of acoustic

and convective waves, Eq. (3.9). The determining factor in its correct prediction relies

on the correct prediction of the convective velocity uc which was taken here as the

bulk velocity. Some authors [105, 196] showed that experiments and model predict a

convective velocity 40 to 50% superior to the bulk velocity. Recently, Albayrak et al.

[197] suggested that inertial waves should be considered instead of a simple convection

model. These authors proposed an analytical formulation for uc that was shown not to

agree with LES findings of Sec. 3.5.2.1. In the absence of a definitive answer, one should

pay close attention to the value of uc and check that its consistency by measuring the

time delay τ from bulk velocity signals stemming from a pulsed reactive simulation.

Finally, parameter χ depends on the target FTF gain and phase value used for its

optimization. Hence, simulations need to be accurate enough to capture the pulsed flame

dynamics and correctly predict the FTF gain and time delay at the target frequency.

Doing so necessitates several conjugate factors: an adequate mesh, precise thermal

conditions, non dissipative numerical schemes, etc.

Unsurprisingly, it is therefore concluded that the quality of modelled FTF predic-

tions directly depends on the quality of numerical simulations used for the parameters

estimation.
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Figure D.1: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter ω∗ only.

Figure D.2: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter α only.
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D. EXTENDED SFTF MODEL SENSITIVITY ANALYSIS

Figure D.3: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter K only.

Figure D.4: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter τ only.
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Figure D.5: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter χ only.

Figure D.6: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter φ0 only.
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D. EXTENDED SFTF MODEL SENSITIVITY ANALYSIS

Figure D.7: SFTF model results for the bluff-body stabilized Noisedyn flame
with baseline parameters from Tab. 3.5 and various maximum deviations levels
ε on parameter β only.
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Appendix E

Helmholtz computations of the
SAFRAN combustor with a null
acoustic pressure outlet boundary
condition

In Sec. 4.6.2, Helmholtz computations of the SAFRAN combustor are performed con-

sidering a null normal acoustic velocity û.n = 0 on all boundaries. In this appendix, the

boundary condition on the main outlet of the domain is changed to null pressure p̂ = 0.

The geometry and numerical setup remain the same and correspond to the case R1

of Tab. 4.6, for which neither active flames nor multi-perforated plate are considered.

Obtained eigenfrequencies and mode shapes are summarized in Tab. E.1.

Mode Re(f) Im(f) Mode structure
M0 278.3 −3.2× 10−9 1L
M1 370.7 5.3× 10−9 1A
M2 370.7 −1.9× 10−8 1A
M3 553.4 3.5× 10−8 2L
M4 562.5 7.9× 10−8 2A
M5 562.5 1.1× 10−7 2A
M6 608.9 −1.5× 10−6 1A1L
M7 608.9 1.1× 10−6 1A1L
M8 749.6 −1.7× 10−7 2A1L
M9 749.6 1.8× 10−6 2A1L

Table E.1: List of the first 10 eigenmodes frequencies Re(f) and growth
rates Im(f) obtained for case R1 modified with zero pressure outlets. The
mode structure is also specified: for instance mode 1A corresponds to
the first azimuthal mode and mode 1A1L corresponds to a first mixed az-
imuthal/longitudinal mode.

The azimuthal component of concerned modes is mainly located in the cavity located

upstream of the combustion chamber and air inlet as a result of the null acoustic pressure

boundary condition. This is exemplified for modes M4/M5 in Fig. E.1 with frequency

f = 562.5 Hz. In regard to the combustion instability observed during engine test
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E. HELMHOLTZ COMPUTATIONS OF THE SAFRAN COMBUSTOR
WITH A NULL ACOUSTIC PRESSURE OUTLET BOUNDARY
CONDITION

Figure E.1: Structure of mode M4/M5 for case R1 with null acoustic pressure
outlets. Front view faces the compressor stages, back view faces the combustion
chamber outlet. The transverse cut is extracted on the antinodal line for which
|p̂| is maximal.

session at f1 = 500 Hz, these two modes are the most likely candidates since they have

an azimuthal component and the closest frequency.

There is no definitive conclusion on the exact boundary condition to use at the

configuration outlet for a good representation of the experiments where the combustion

instability was identified. The assumption is made that the frequency shift generated

by adding active flame elements in the Helmholtz computations is low. In that view,

null acoustic velocity acoustic simulations are preferred since they provide the passive

mode with the closest frequency f = 497 Hz (see Sec. 4.6.2.3).
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Appendix F

Acoustic equivalence of reference
points in Helmholtz computations

Helmholtz computations including active flame elements necessitate a description of the

flame response. In most Helmholtz solver this is achieved thanks to a flame transfer

function which relates unsteady heat release fluctuations to a reference velocity on a

given point, and sometimes a reference surface [211]. In this work FTF are extracted

from LES using a collection of equally distributed points that should in theory be

acoustically equivalent. Not only does one need to make sure that the evaluation of the

FTF from LES is performed in a correct manner, but also one needs to be assured that

probing locations are equivalent for the acoustic solver.

A study is performed using two diametrically opposed probes of location VE and

VES defined in Sec. 4.3.2, corresponding to the second swirler stage. The reader is

referred to Fig. 4.5b for a visualization of these probing locations. The two probes

are denoted as Pb1 and Pb2. Here only active flame are considered and all acoustic

boundary conditions are set to a zero normal velocity (case R2 as defined in Tab. 4.6).

Results are presented in Tab. F.1 for probing location VE and in Tab. F.2 for probing

location VES. Errors on the predicted frequency remain extremely limited for a given

Mode
Passive

frequency [Hz]
fPb1

[Hz]
fPb2

[Hz]
∆Re (f)

[%]
∆Im (f)

[%]
M3 389.3 430.5 + 39.4i 430.6 + 37.5i 0.02 5.07

M4 497.5 514.1 + 27.3i 513.2 + 25.1i 0.16 8.76

M6 550.5 563.1− 25.7i 563.3− 25.3i 0.05 1.58

M8 661.7 675.7− 75.8i 672.5− 74.4i 0.47 2.02

Table F.1: Acoustic modes of the SAFRAN combustors with active flames
(case R2) for probes Pb1 and Pb2 from probing location VE.

set of probes with less than 0.5% for both probing locations. The maximum error

on growth rates for two diametrically opposed reference points is also reasonable with

less than 10% for VE and less than 5% for VES. These small errors are attributed to

differences in the local mesh topology.
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F. ACOUSTIC EQUIVALENCE OF REFERENCE POINTS IN
HELMHOLTZ COMPUTATIONS

Mode
Passive

frequency [Hz]
fPb1

[Hz]
fPb2

[Hz]
∆Re (f)

[%]
∆Im (f)

[%]
M3 389.3 407.2 + 20.3i 406.5 + 19.7i 0.17 3.05

M4 497.5 500.1 + 13.1i 499.8 + 12.6i 0.06 3.97

M6 550.5 553.1− 8.74i 553.1− 8.37i 0.00 4.42

M8 661.7 631.4 + 48.8i 631.1 + 48.1i 0.05 1.46

Table F.2: Acoustic modes of the SAFRAN combustors with active flames
(case R2) for probes Pb1 and Pb2 from probing location VES.
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