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Abstract

The mixing of two electrolyte solutions of different concentrations is characterized by

a free enthalpy of mixing. The conversion of this enthalpy into useful mechanical work

or electricity has the potential to be a new source of clean renewable energy. The en-

ergy generated by this process is termed as “osmotic energy”, or more specifically “blue

energy” when energy is generated by the mixing of sea water with river water. The

necessity to drastically lessen the world’s reliance on fossil fuels and the remarkable

advancement of membrane technology have encouraged the development of novel tech-

niques for harvesting blue energy. The establishment of large-scale power plants fo-

cused at harvesting this energy revealed some inherent limitations in membrane-based

approaches for the extraction of blue energy, most notably concentration polarization.

This manuscript proposes a silicon-based nanofluidic exchanger, which aims at optimiz-

ing the coupled solute transport at the microscale and nanoscale to minimize concen-

tration polarization issues and enhance energy recovery. The focus of this manuscript

is on the theoretical modelling of the exchanger and the optimization of the exchanger

reveals an expected power density two magnitudes higher than existing strategies aimed

at blue energy harvesting. These theoretical results are used to propose a fabrication

protocol for a Multiscale Exchanger, in collaboration with CEA-Leti, incorporating re-

cent developments of the microfabrication industry to produce minute channels with a

large potential for parallelization.



Resumé

Le mélange de deux solutions électrolytiques de concentrations différentes est carac-

térisé par une enthalpie libre de mélange. Sa conversion en travail mécanique utile

ou en électricité peut constituer une source d’énergie renouvelable propre communé-

ment appelée “énergie osmotique” ou “énergie bleue” dans le cas du mélange d’eau de

rivière et d’eau de mer. La nécessité de réduire drastiquement notre dépendance aux

combustibles fossiles et le développement remarquable de nouvelles membranes sélec-

tives ont encouragé la mise au point de nouvelles techniques d’extraction de l’énergie

bleue. La mise en place de centrales électriques à grande échelle a permis d’identifier

certaines limites inhérentes aux approches membranaires pour l’extraction de l’énergie

bleue, notamment la polarisation de concentration. Dans ce manuscrit, nous présen-

tons un échangeur nanofludique à base de silicium qui vise à optimiser le transport

couplé des solutés à l’échelle nanométrique et à l’échelle microscopique afin de min-

imiser les problèmes de polarisation de concentration et d’augmenter la récupération

d’énergie. L’accent est mis sur la modélisation théorique d’un tel échangeur. Des den-

sités de puissance de deux ordres de magnitudes supérieures aux stratégies existantes

sont ainsi prédites. Ces résultats théoriques ont été utilisés pour concevoir un protocole

de fabrication d’un échangeur multi-échelle, en collaboration avec le CEA-Leti, incor-

porant les développements récents de l’industrie de la microfabrication pour produire

une série de canaux infimes massivement parallélisés. La dernière section du manuscrit

discute d’un tel potentiel de parallélisation, qui pourrait conduire à un changement de

paradigme dans la génération d’énergie basée sur le gradient de salinité en utilisant des

nanopores.
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CHAPTER 1

Introduction

1.1 Nanofluidics and a brief history of Blue Energy

Nanofluidics refer to the branch of fluid mechanics focused on understanding the

dynamics of liquids in or around objects with at least one characteristic dimen-

sion less than 100 nm1,2. This subsidiary of fluid dynamics started gaining popu-

larity around mid-2000s due to the advancements in the field of microfabrication

techniques including, but not limited to, Silicon-on-Insulator (SoI)3 and Scanning

Tunnelling Microscopy4. These techniques enabled the assembly and inspection

of features with nanometric dimensions. These fabrication techniques gave way

to the rise of microfluidics in lab-on-chip sensors5,6 and eventually, the demand

for increased sophistication and miniaturization of chips resulted in the evolution

of microfluidics into nanofluidics. The field of nanofluidics is attractive in terms

of research, chiefly, as it opens the avenue for fluids to demonstrate new physical

phenomenon, which were previously unobserved in macroscopic and microscopic

length scales. These phenomenon include effects such as Debye Overlap leading

to selective permeability of ions through a nanopore7 and also surface charge gov-

erned transport8. Analytical and experimental research on these “new” physical

phenomenon under nanofluidics led to the observance of a few characteristics, pre-

viously only studied in the context of microelectronics, for example, nanofluidic

diodes and nanofluidic batteries9.

One such application of nanofluidics extended toward generation of electricity us-

ing salinity difference between two distinct sources of water. This energy derived

1



Figure 1.1: Energy release associated with the mixing process. HC, LC and M
represent high, low concentration solutions and the resulting mixture respectively.
The symbol xi refers to the mole fraction of species i in the corresponding solu-
tion. The mixing energy ∆Gmix can be evaluated from eq. 1.1.

from the difference of salt concentrations in water was termed as Osmotic Energy

or Blue Energy when the two sources were sea water and river water. When two

solutions of electrolytes of different concentrations are allowed to mix together,

the process is accompanied by a release of energy. Osmotic energy refers to the

conversion of the released mixing energy into electricity or useful work. The

maximum theoretical energy that can be extracted from the mixing of a strong

electrolyte that undergoes complete dissociation in water is equal to the Gibb’s

free energy of mixing (∆Gmix) of the system. This energy is evaluated by the

following formula10:

∆Gmix

RT
=
(
Σxi ln(γixi)

)
M

− ϕ
(
Σxi ln(γixi)

)
LC

− (1− ϕ)
(
Σxi ln(γixi)

)
HC

(1.1)

where R is the ideal gas constant, T is the temperature in [K] and xi is the mole

fraction of the species i in the resulting mixture (M ), low concentration (LC)

2



and high concentration (HC) solution respectively. The symbol ϕ is the ratio

of the number of moles of low concentration solution and the total number of

moles in the system, whereas γ is the activity coefficient, whose value depends on

the temperature, pressure and the composition of the solution11. When seawater

(600mM of NaCl) and river water (1.5 mM of NaCl) mix together, the equation

above predicts the maximum energy per unit volume of riverwater, that can be

extracted is equal to 0.76 kWh/m3.

The theoretical concept of Blue energy was introduced quite early, way back in

1954 by R. E. Pattle12, who theorized the use of “stacks” made of acidic and basic

membranes. Membranes were characterised as acidic or basic on the basis of the

functional group which dissociates under suitable pH conditions. Commercially

available acidic membranes have either carboxylic (-COO−) or sulphite (-SO−
3 )

groups, imparting a negative surface charge to the membrane, resulting to cation

selectivity. Conversely, basic membranes commonly contain tertiary amines (-

R3N+), providing the membrane with a negative surface charge, leading to anion

selectivity. The space between these stacks were to be filled alternatively with

salt water and fresh water. According to Pattle, when a volume (V ) of pure sol-

vent mixes with a saline solution of osmotic pressure π, it results to a release of

free energy equal to πV , which can be harvested using traditional hydro-turbines.

This source of electricity generation later saw an increased interest when Sidney

Loeb13 was able to experimentally demonstrate the concept of Pressure Retarded

Osmosis. Development of polymer technologies and microfabrication techniques

lead to a continued interest in developing membrane based Blue energy extraction

techniques and the spike in crude oil prices in 2008 gave rise to a few commercial

power-plants, aimed at extracting this untapped source of energy.

3



1.2 Contemporary Technologies for Blue Energy

Harvesting

This section is dedicated to the description of the state-of-art technologies aimed

at harvesting Blue energy in the modern age:

1.2.1 Pressure Retarded Osmosis (PRO)

Pressure Retarded Osmosis is the most widely investigated techniques of harvest-

ing Blue energy, since the introduction of its concept in 195412. This process re-

lies on the use of a semi-permeable membrane which separates the source of pure

or low salinity water (feed solution) from the high salinity (draw) solution. The

draw solution is maintained at a higher pressure compared to the feed solution,

but lower than the osmotic pressure required for reverse osmosis. As the chemical

potential of the water molecules in the feed solution is higher than that of the draw

solution, the water moves through the semi-permeable membrane, resulting to an

increase in volume of the draw solution reservoir while diluting its salt concen-

tration. This increased volume is subsequently used to drive a mechanical turbine

which generates electrical power. The basic schematic of a PRO power plant was

published by Richard Norman in 197414 and is given in figure 1.2. Figure 1.3

illustrates two types of PRO systems: an “open loop system” where freshwater is

lost to sea after the power-generation cycle and the “closed loop system” where

the freshwater/seawater mixture is distilled and reused after the power generation.

The illustration was published by Achilli and Childress15 in 2010.

The late 1970s saw considerable experimentation performed over the PRO setup in

laboratory conditions, particularly by G.D. Mehta and Loeb16,17,18. This led to the

successful proof-of-concept for this technology and the quantisation of the power

4



Figure 1.2: Schematic of a simple Pressure Retarded Osmosis setup. Illustration
by Richard Norman (1974)14.

Figure 1.3: Schematic of (a) open-loop and (b) closed-loop Pressure Retarded
Osmosis (PRO) setup as illustrated by Achilli and Childress in 201015. The open
loop was conceptualized initially and was followed by Sidney Loeb patenting the
closed loop PRO in 197513.

5



that can be extracted from such power plants. The density of power expected

was in the range of 1 to 3 W/m2, which was quite low considering the osmotic

pressure difference between the two sources of water used. The low power density

were later associated with the effects of reduced water flux through membrane

due to concentration polarization (explained later in this chapter) and the fouling

of the membranes, although in the 1970s the studies on these effects were still in

their infancy. Another factor impacting the low power generated from early PRO

systems were the lack of membranes specifically designed for PRO applications19,

as most membranes used in 1970s and 1980s were designed for desalination of

water using Reverse Osmosis.

1.2.2 Reverse Electrodialysis (RED)

Reverse Electrodialysis is the second most popular method of employing a salin-

ity gradient to harvest energy, after Pressure Retarded Osmosis20. The technique

is considered as the advancement of idea proposed by R. E. Pattle in 195412, who

obtained a power output of 0.2 W/m2 using a “hydroelectric pile” of alternating

acidic and basic membranes through the mixing of seawater and freshwater. The

studies conducted in the 1970s by two groups, Fair and Osterle21 and Weinstein

and Leitz22, provided a breakthrough in the theoretical understanding of the RED

system. In spite of the theoretical framework on RED systems being established

since 1970s, the popularity of RED systems in the context of energy generation

has seen a rapid rise only in the modern era, since 200723. This popularity is owed

to the advancement in membrane fabrication technologies and the global focus

on the advancement of clean energy. The schematic of a RED setup is illustrated

in fig. 1.4, published by Logan and Elimelech24 in 2012. Reverse Electrodial-

ysis uses Ion Exchange Membranes (IEMs) which preferentially allow either a

cation or an anion, to travel across them. The membranes permeable to cations

6



Figure 1.4: Stacked membranes for a Reverse Electrodialysis system. CEM/AEM
stand for Cation/Anion Exchange Membrane respectively and the inset describes
the motion of ions inside the membrane stack. Figure published by Logan and
Elimelech24.

are termed as Cation Exchange Membranes (CEMs) and similarly the ones that al-

low the passage of anions are called Anion Exchange Membranes (AEMs). These

membranes are formed into a stack with alternating CEMs and AEMs, arranged

next to one another and the space between the membranes is filled with freshwa-

ter and saline water alternatively. A flux of ions through the membranes arises

due to the salinity gradient of the liquids, this flux leads to the development of

a potential difference across the stack, which can be used to generate current us-

ing electrodes. The electrodes also maintain electroneutrality of the system and

hence through the connection to an external resistance, the circuit can be used

to produce electrical energy. Unlike PRO system, this technique does not rely on

movable mechanical components like turbine and hence results to low mechanical

losses. The electrodes instead form the backbone of the energy generation process

and hence have very specific conditions for selection, which increases its cost of
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fabrication (elaborated later in this chapter).

Despite the gains obtained from the lack of mechanical components, RED sys-

tems rely heavily on the quality of the membrane and its stability. Therefore

research on spacers, the porous components that support the membranes and pro-

mote mixing25, to mitigate concentration polarization has seen a rapid rise in the

previous decade26,27,28. Guler et al.29 designed an anion exchange membrane in

2012, specifically for RED systems and demonstrated a high power density of

1.27 W/m2.

The appeal of directly generating electricity using salinity gradient resulted in

the establishment of two RED pilot plants in 2016, one in the Netherlands30 and

the other in Italy31,which provided insight over the efficiency of this technique

outside a laboratory environment. The pilot plant in Italy was also expanded one

year after its installation to include three RED prototypes (initial setup consisted

of one prototype), which increased the power output from ≈ 30W to 330W, using

brine solutions and brackish water32.

1.2.3 Capacitive Mixing

Capacitive Mixing (CapMix) is relatively a new technology compared to PRO and

RED as it was discovered by Doriano Brogioli33 in 2009. A simplified schematic

of a CapMix setup, illustrated by Brogioli is given in the fig. 1.5a. This setup was

later characterized as Capacitive Double Layer Expansion (CDLE)33 technique as

two other techniques namely, Capacitive Donnan Potential (CDP)34 and Mixing

Entropy Battery (MEB)35 were categorized under the umbrella of extracting os-

motic energy using capacitive mixing. Unlike the preceding techniques, CapMix

relies on the capacitance produced by porous electrodes due to the formation of

an electrical double layer. The capacitance of the cell is defined as the ratio of the
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charge stored inside the capacitor to the potential difference across the it36 i.e.:

Q = C∆V E =
CV 2

2
C ∝ 1

d
(1.2)

where Q,C,∆V and E represent the charge inside the capacitor, the capacitance,

the potential difference across the capacitor and the energy stored in the capacitor

respectively. The symbol d represents the separation distance of charges in the

capacitor, as this distance increases, the capacitance decreases.

As mentioned earlier there are three different techniques of extracting energy from

a CapMix setup, described as follows:

Capacitive Double Layer Expansion (CDLE)

(a) (b)

Figure 1.5: (a) Schematic of a CDLE CapMix cell. This setup consists of a cell
filled with electrolytes (freshwater, saline water) and two electrodes. The elec-
trodes can trap charges by creating an electrical double layer around themselves.
The thickness of the double layer is determined by the concentration of ions in the
cell liquid. Hence changing the cell liquid changes the capacitance of the Cap-
Mix cell. (b) Plot representing the change of charge stored in the cell (Q) with
respect to the potential difference (φ) across the cell. The alphabets (A,B,C and
D) represent the different working phases of the CapMix cell. Both images were
published by Doriano Brogioli in 200933.
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This method relies on the porous activated carbon electrodes to store electrical

energy in the form of a capacitive double layer, formed as a consequence of ex-

posing ions in salt water to an electrode potential. The schematic shown in fig.

1.5a, describes the typical geometry of a CDLE cell. There are four phases in the

operation of this cell:

• Phase - A (charging): In this phase, the cell is first filled with salt water and

the electrodes are charged from its base potential φD to its charged potential

φcharge (fig. 1.5b), using an external source. As the potential increases

inside the cell, the energy stored inside it increases (eq. 1.2), “charging” the

capacitor.

• Phase - B (constant charge): Following the charging phase, the circuit is

disconnected from the external potential and the fluid inside the cell is re-

place with freshwater. As the circuit is open, the charge inside the circuit is

conserved while the separation of charges in the electrode double layer (d)

increases, thereby increasing the potential across the capacitor to φB (eq.

1.2, fig. 1.5b). The increase in the double layer thickness is attributed to

the low concentration of ions in freshwater compared to the saline water

resulting to an increase of Debye length37.

• Phase - C (energy extraction): Once the fluid in the cell is exchanged, the

circuit is closed using an external resistance (load). As a result, the cell is

discharged and creating a flow of current in the circuit. The capacitance of

the cell remains constant in this phase, resulting to a drop of potential from

φB to φcharge (fig. 1.5b). There is a positive net gain in the capacitor as

the change of liquid in the cell results to the generation of electrical energy

higher than the input energy required for the capacitors initial charge phase.

• Phase - D: The final phase of the CDLE requires the circuit to be open, fol-
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lowed by flushing the freshwater and replacing the cell liquid with saline

water. This returns the circuit to its initial condition by dropping the po-

tential across the system to φD as the charge remains constant, eventually

resulting to a decrease in capacitance.

Capacitive Donnan Potential (CDP)

This technique utilizes ion selective membranes (CEMs and AEMs) inside the

CapMix cell, to generate electricity without requiring an external source of poten-

tial. First introduced by Sales et al.34 in 2010, this technique relies on the build-up

of Donnan Potential which develops as a result of using IEMs inside the CapMix

cell, in front of the porous electrodes. The operation mechanism of the CDP cell

is identical to the working of a CDLE setup, with the exception that electrical

current can be extracted from a CDP cell twice (Phase - 1 and 4 in fig. 1.6), with

reversed polarity of electron flow. When saline water is introduced in the cell, the

ions present in the solution are segregated due to absorption of the ion exchange

membranes. This separation of ions leads to the development of membrane po-

tential, which is recorded as the first voltage peak in the left bottom plot of fig.

1.6. This potential is nullified due to the development of an electrostatic double

layer in the solution. When the saline water is flushed and replaced with fresh

water, the double layer gets altered and results to the development of a reverse

potential as the ions absorbed by the membrane, travel back to the spacer due to a

diffusive flux. This flux results to establishment of a reverse voltage, indicated by

the second voltage peak in the left bottom plot of fig. 1.6, completing the power

generation cycle.
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Figure 1.6: (Left Top) Schematic of a CDP-CapMix cell. This cell consists of
two distinct Ion Exchange Membranes on either side of the spacer, where the
flow of water is observed. As saline water flows through the cell, the anions
travel upwards toward the positive electrode where they are absorbed, whereas
the cation moves in the opposite direction. This separation of charges produces a
potential (Left bottom) Plot representing the change of voltage (black lines) and
extractable power (red lines) in the cell with respect to time. (Right) Change of
potential across each membrane, during the four operating cycles. The figure was
originally published by Sales et al.34.

CapMix Hybrids

In the recent times, a few variants of CapMix developed and tested in laboratory

conditions have shown promising results and are on the road to be developed into

a functioning technique of extracting osmotic energy. Most notable amongst them

is called Mixing Entropy Battery (MEB) developed by La Mantia et al. in 201135.

The MEB is an electrochemical cell which extracts energy from the difference

of salinity gradient from two solutions and stores it as chemical energy inside the

electrode material’s bulk crystal structure. This technique is also termed as Battery
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Mixing (BattMix) and it employs the use of faradaic electrodes to convert the

chemical energy to electrical current38,39. La Mantia et al. initially demonstrated

the MEB setup using MnO2|Na2Mn5O10 and Ag|AgCl as cathodic and anodic

electrodes respectively with a NaCl electrolyte. The energy generation cycle for

the MEB cell along with the illustration of the battery voltage (∆E) and charge

(q) is provided in the figure 1.7, as published in the original publication35. MEB

takes advantage of the specific interaction of its electrodes when immersed in low

salinity NaCl solution. This results to the removal of Na+ and Cl− ions from

the electrodes, charging the cell. When the solution inside the cell is exchanged

with high concentration sea water, the potential difference between the electrode

increases. The last step of the process involves the discharging of the cell, utilizing

the increased potential difference and incorporating the Na+ and Cl− ions back

into the respective electrodes.

Figure 1.7: (a) Working principle of a Mixing Entropy Battery and (b) Battery
cell voltage (∆E) and charge (q) during the energy generation cycle. Originally
published by La Mantia et al.35.

The second technique which has been gaining traction lately in the CapMix hy-

brid systems involves the use of a single selective membrane and two capacitive

layers which adsorb ions inside a CDLE cell. This technique, a combination of
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Figure 1.8: Working schematic of CDLE hybrid, as published by Brahmi and
Colin40.

a RED-CapMix setup (CRED), demonstrated by Y. Brahmi and A. Colin in the

beginning of 202240, is capable of producing a net power density of 2 W.m−2,

which is significantly higher than the rest of the Blue energy extraction techniques

demonstrated to date. The working schematic of this technique is illustrated in fig.

1.8 and consists of a cation selective Nafion membrane that separates the high ion

concentration solution from the other. Two capacitive layers enclose the solutions

into their respective compartments and are capable of holding charge due to the

adsorption of cations on their surface. At a given moment, both the compartments

contain liquids with different concentrations. The liquids in the compartments are

alternated (i.e. compartment holding fresh water is flushed and filled with saline

water and vice versa) twice during the energy generation cycle. When liquids are

allowed to interact, the cations migrate toward the region of low salinity through

the nafion membrane, leading to the development of a potential difference. This

potential difference creates a flux of electrons that move through the circuit, cre-

ating an electronic capacitive current. This current eventually stops when the

potential difference across the current collectors balance the sum of the potential
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differences at the membrane boundaries and at the boundaries of the capacitive

electrodes40. Hence the flow of electrons is a result of the membrane potential

and of the capacitive electrodes put together. This additional potential due to the

capacitive electrodes makes this technology quite attractive in terms of the open

circuit voltage as it is accounted to be nearly double for low salinity solutions and

five times as much for high salinity solutions. The resulting high density of net

power is a consequence of the intuitive concept of using the membrane potential

in addition to the capacitive electrodes previously employed in CDLE technique.

Authors of this paper demonstrated the high power output of this setup through

direct measurements on a load resistor, contrary to most laboratory experiments

where the power output is derived through membrane characteristics. The power

output obtained is significantly higher than any of CDLE and RED membranes

in use. Furthermore, theoretical findings by Janssen et al.41 suggests that this

power output be doubled by using warm (waste-heated) freshwater source instead

of room temperature water for mixing, making this an interesting new avenue for

research.

1.2.4 Membrane-free Processes for Blue Energy Harvesting

The inherent problems associated with the fabrication, fouling and polarization of

membranes tempted research toward developing techniques to harvest blue energy

without the use of membranes. Albeit the lack of literature and the low power

outputs, it is important to list the following two methods due to their innovation

in trying to provide a paradigm shift to their existing counterparts.

Hydrogel Swelling

Hydrogels are a three dimensional long polymer chains that have the ability to trap

large volumes of water withing them due to the presence of hydrophilic groups on
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Figure 1.9: Osmotic energy recovery using Hydrogels. Originally published by
Zhu et al. in 201442. The terms “Shrinking” and ”Swelling” are in reference to the
reservoir (piston) volume and not to be confused with that of hydrogel shrinking
and swelling as it is in the opposite direction.

their surface43. When these materials are submerged in freshwater, they swell due

to water intake owing to the osmotic pressure and the ability of the carboxylic

groups on their surface to form hydrogen bonds with the water molecules44. In a

similar process, the hydrogel infused with freshwater will expel its water content

when exposed to a saline solution as the osmotic pressure difference between the

freshwater inside the gel and the outside environment is high and the hydrogen

bonds holding the water is broken due to the charge neutralization of the polymer

surface. In 2014, Zhu et al.42 designed a piston-type process using poly(acrylic

acid) hydrogels which would could be used to produce mechanical work. In this

approach, the group alternated the exposure of the hydrogels to solutions of high

and low salt concentrations. Schematic of the setup is given in fig. 1.9 as pub-

lished by Zhu et al.42, shows a piston setup loaded with weights. As the hydrogels
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are immersed in fresh water, they expand taking in the water from the piston and as

a result the piston moves downwards. The solution in the piston is then switched

to saline water, which makes the hydrogels release the water stored inside them,

which increases the volume of liquid inside the piston and the piston moves up-

wards. Hence the salinity difference between two sources of water can be used

to produce mechanical work by adding weights on top of the piston. When the

load due to the weights is less than the swelling pressure, the shrinking of the gels

results to an expansion of reservoir volume, which can act against the applied ex-

ternal load, producing mechanical work. Hence the shrinking and the expansion

of the gels can be used cyclically by alternating the salt and the freshwater exposed

to the hydrogels, resulting to extraction of osmotic energy. As it is hard to define

a surface area for the hydrogel particles, the power output of this method can-

not be compared directly with membrane based techniques however the method

resulted to a very low energy efficiency of 0.34% which was attributed to energy

wasted due to mixing of solutions and to the separation distance between hydrogel

particles in solution.

Vapor Pressure Differences

This method was introduced by Olsson et al. in 197945 and it aimed to use the

low vapor pressure of saline water compared to fresh water, to drive a turbine

which in-turn generated electricity. The setup consisted of two hollow Aluminum

cylinders containing fresh and saline water. The reservoir were kept under vacuum

and allowed to evaporate without allowing to mix with one another. The flow rate

of vapors and the vapor pressure difference were regulated using a control valve

and once sufficient pressure was built between the two reservoirs, the flow of the

vapors would be used to run a turbine connected to an electrical generator. The

authors reported a maximum power output 7 W/m2 with an efficiency of 40%,
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when operating at a temperature of 40°C, when using freshwater and brine as the

interacting solutions.

1.3 Viability and Economic Analyses of Blue

Energy Harvesting

It was stated in the beginning of this manuscript that the mixing of sea water with

rivers results to a release of mixing energy, equal to 0.76 kWh/m3 per unit vol-

ume of river water. On closer examination at eq. 1.1 is it noticeable that this

estimate is only true for the case when an infinite amount of seawater mixes with

the river water, resulting to ϕ = 0 and it decreases monotonously with the in-

crease of the quantity ϕ, essentially reducing the maximum obtainable energy to

0.44 kWh/m3. It is also evident from eq. 1.1 that higher the contrast between

the salt concentrations in the two solutions, higher the mixing energy available

for extraction. Hence, when considering the viability of salinity gradient tech-

nologies for sustainable energy, it is important to discuss the context of the using

solutions other than just sea and river water. Many industries producing high con-

centration brines as waste, can in theory, utilize Blue Energy harvesting to further

improve their energy efficiency. Figure 1.10a illustrates the free energy of mixing

that can be extracted (shaded region) and the theoretical maximum energy that is

generated due to the mixing of solutions of different salinity gradient (taken from

Yip et al.10). Hence the utilization of osmotic energy is not limited to generating

electricity for general use but also has a significant role in the making existing

technologies more efficient.

When proposing an alternative to fossil fuels and other renewable sources of en-

ergy, the fundamental focus of Blue Energy harvesting comes down to the afford-
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(a) (b)

Figure 1.10: (a) Free energy of mixing per unit volume of low concentration so-
lution for different salinity gradients. The shaded region corresponds to the at-
tainable energy and the clear bar indicate the theoretical maximum. (b) Levelized
Cost of Energy (LCOE) as a function of membrane price. Violet and blue circles
represent PRO and RED respectively. The size of circles indicates the salinity
gradient. The vertical bands indicate the installation cost of PRO and RED mem-
branes stacks. The figures were first published by Yip et al.10 in 2016.

ability of this technology in comparison with the rest. Given that this source of

energy is relatively unpopular and operates in only a handful of pilot plants exclu-

sively for PRO and RED, it is unwise to include operational costs of other Blue

energy technologies to compare with the current energy market. The comparison

of the Levelized Cost of Energy (LCOE) for PRO and RED with the others is

illustrated in fig. 1.10b. It is clear from this figure, that higher the cost of the

membrane used, lower the concentration of salts required for energy production.

In other words, depending on the available source of saline and freshwater, the in-

vestment required to install a membrane plant can be greatly reduced. The circles

on the right of the dashed bands in fig. 1.10b represent the regions where Blue

energy technologies can compete with the other energy production techniques.

Hence in areas such as the Dead Sea, where saline water is readily available, blue

energy technology can be a viable replacement for energy production. The circles
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on the right of the shaded region in fig. 1.10b, convey the opposite message. The

lack of natural sources of salt will necessitate high selectivity membranes which

come with high investment cost. Moreover, given the propensity of membrane

fouling and pre-treatment required, the efficiency of the plant will further drop,

rendering it unfeasible. However, the potential for Blue energy technology to be

a significant contributor to global energy demand is important. Advancements in

material and manufacturing techniques and development of novel methods to ad-

dress the shortcomings of PRO and RED can result to a development of a robust

and sustainable source of energy.

1.4 From Individual Nanopore to Massive

Parallelisation: Promises and Bottlenecks

Based on the available literature and the established infrastructure it can be said

that Pressure Retarded Osmosis and Reverse Electrodialysis have been the most

advanced technologies for harvesting Blue Energy to date. These were among

the most notable methods and their popularity resulted to establishment of in-

dustrial scale plants in the Netherlands30,46 and Italy31. The establishment of the

large scale power-plants resulted in the identification of inherent limitations in the

membrane-based approaches toward extraction of Blue energy, mostly notably

Internal Concentration Polarization, along with a few technique specific issues,

detailed as follows:

• Membrane fouling and pre-treatment: Due to the high reliance of PRO

and RED on the efficiency, stability and the permselectivity of membranes,

any impurities in either the draw or the feed solutions would result to a

reduction of the water flux through the membrane. The small pore sizes
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associated with membranes makes it prone to the effects of fouling, as any

impurities in the input solution such as clay particles or biological pollu-

tants can block the passage of ions through it47. This necessitates the use of

pre-filtration of the input solutions before they are used for power genera-

tion and as the pre-filtration techniques are energy consuming themselves, it

reduces the net gain of energy from the system, making the operation non-

viable for energy extraction from mixing of sea water and river water48.

• High operating pressures of PRO systems: The draw solution in the PRO

system needs to be maintained at constant high pressure that is close to,

but not greater than, the osmotic pressure of the feed solution. Maintaining

this high pressure expends hydrodynamic energy and hence a net gain in

energy from PRO is only possible when the draw solutions are limited to

hypersaline solutions. The increase in the osmotic flux due to high salinity

gradient in case of hypersaline draw solutions can offset the requirement of

the hydrodynamic energy49 at the cost of limited application dependent on

the availability of hypersaline water sources.

• Effect of multivalent ions RED stacks: Due to the specificity of the mem-

branes used in RED stacks, the ions in the saline source of are required to be

monovalent. This is due to the studies done by Post et al.50 which suggest

that the use of multivalent ion sources in feed water results to an increased

resistance of the membrane, effectively halving the stack efficiency51.

• Lack of electrochemical couples for RED: As mentioned earlier, the elec-

trodes are paramount in the determination of the energy efficiency of RED

systems. Despite its importance, the research on electrode materials for

RED is quite limited. An efficient electrochemical couple for RED is char-

acterized by the following properties as mentioned by Scialdone et al.52 in
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2012: low voltage drop at electrode-solution interface, low cost of fabrica-

tion, high solubility of redox couple, chemical and electrochemical stability

of redox species along with physical stability of the electrodes. These con-

straints limit the electrode couple to mainly one candidate that is FeCl3/FeCl2

which demonstrated high stability under RED operative conditions52. Hence

the lack of diversity in the electrode materials is a major bottlenecks in RED

technology.

• Effect of temperature on feed solutions: When using natural sources of

water as a feed solution, one needs to be aware of the temperature fluctu-

ations that occur due to natural climatic conditions. The work done by E.

Brauns53 in 2009 clearly states that the water sources with high tempera-

tures like solar heated desalination brines, are more beneficial in achieving

higher power densities through RED. Hence it is expected that the energy

generation during the cold winter months will be affected by low power out-

put of the plant. This is especially troubling since the demand for power is

at its peak during the winter months due to heating requirements.

• High cost of up-scaling RED pilot plants: Typically a RED membrane

pair produces a voltage of 0.2V, therefore to counteract the energy losses

at the electrodes, a RED plant requires at least 20 pairs of membranes24 to

achieve a net positive in the energy generated, without considering the need

for pre-treatment and cleaning. As the surface area of the membranes are

increased, these losses can proportionally increase therefore scaling-up of

the plant requires an intricate control over various parameters including the

geometry of the stack. The second challenge in scaling up of RED plants

to fully commercial power plants is the high cost of IEMs, and its sensitiv-

ity to the quality of the feed solution. Hence the bottleneck in RED tech-

nology lies in the demand for robust, low-cost membranes although their
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global demand may result in a drastic reduction of the cost of membrane

production54.

• Internal Concentration Polarization (ICP): Polarization concentration due

to accumulation or depletion layer formation as illustrated in Fig. 1.11(a) is

a recurrent issue in membrane science. Internal Concentration Polarization

has been identified as the major bottleneck in the expansion of membrane

based approaches to harvest energy from salinity gradients as illustrated in

Fig. 1.11(b). The adverse effect of concentration polarization on mem-

branes was first published by Lee et al. in 198155. This effect is predom-

inant in the vicinity of the membrane that separates the feed solution from

the draw solution and has a significant effect to the detriment of system effi-

ciency. When a flux of ions travels through the membrane, the concentration

of the high salinity (draw) solution drops considerably at the interface be-

tween draw solution and the membrane. A reverse effect is seen on the other

side of the membrane interface, where the concentration low salinity (feed)

solution increases due to the ion-flux. This leads to the development of a

boundary layer in the neighbourhood of the membrane resulting to a reduc-

tion in the membrane potential. As a result, the driving force responsible for

the ion flux through the membrane is greatly diminished leading to reduced

efficiency of the membrane. This effect is inherent to all membrane based

processes and can only be rectified by spending energy to ensure mixing55,

which further reduces the net energy gained from the system.

All these factors inspired research focusing at the dynamics of ions and fluids

inside a single nanopore and use that knowledge to develop a new paradigm in the

harvesting of Blue Energy.

Looking at the limitations resulting to low conversion efficiency of the techniques,
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Figure 1.11: (a) Schematic of concentration polarization in membrane science
taken from Chen et al.56, (b) Concentration polarization at a membrane - solution
interface in the framework of a RED process taken from Wang et al.57.

it is evident that there are problems endemic to the use of membranes. As an at-

tempt to improve conversion performances, researchers aimed at identifying op-

timal conditions for fluid confinement. Therefore, individual nanopores appeared

as ideal elementary unit to probe the dynamics of confined ions and fluids and use

that knowledge to develop a new paradigm in the harvesting of Blue Energy.

Electricity generation using nanopores is not a novel idea considering that in bi-

ological systems, it is a quite common phenomenon. The neurons inside human

brain is the most common example of such a system. The electrical signals or

Synapses, inside the human brain, responsible for the communication and coordi-

nation of metabolic activities, are produced as a result of ion-selective Potassium

(K+) or Sodium (Na+) nanochannels which are activated by either external stim-

uli or change in the potentials inside the cell58. Another example of a biological

process resulting to the production of electricity is the Electric Eel, whose electric

organ is capable of generating potentials as high as 600 V using a highly selec-

tive ion-channels made out of protein chains, harnessing biological concentration

gradients59. Researchers in the United States started with a theoretical framework

to mimic these biological processes of energy conversion in 200860 and the ex-
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perimental realization of an reverse electrodialysis setup using a single solid-state

nanopore followed soon after61. The work of Guo et al.61 highlighted the im-

mense potential of nanopore based power generation as they predicted a power

output three magnitude higher than any other ion-exchange membrane, once par-

allelized. Nanopore based energy generation is still in its infancy when compared

to conventional membrane based power generation technologies and therefore re-

sults of the experiments, performed usually in controlled laboratory environments,

are theoretical extrapolations usually assuming a certain porosity of a nanopore ar-

ray. The fabrication of such arrays may still present some technical difficulties to

realize, which are not considered for studies demonstrating a proof of concept.

Hence, the ultrahigh powers resulting from these studies are to be considered as a

theoretical maximum rather than a certainty.

Nanopore based materials achieved a breakthrough in energy generation when

Siria et al. demonstrated a record high power density of 4000 W/m2 in 2013 using

a single transmembrane Boron Nitride Nanotube (BNNT)62. The group demon-

strated a device comprised of a single nanotube 15-40 nm in diameter and a length

of 1µm which separated two reservoirs of Potassium Chloride (KCl) solutions of

distinct concentrations. The high density of power obtained in the device was at-

tributed to the large surface charge density which was found to be around 1 C/m2,

using independent surface conductance measurements at low salt concentration

with an alkaline pH environment. This surface charge is the main factor control-

ling the formation of electrical double layer inside the nanopore and the thickness

of this double layer varies as a function of the salinity of the solution. Hence, as

the nanopore connects the two reservoirs, the width of the double layer changes

and induces a longitudinal pressure gradient at the vicinity of the wall which is

responsible of the so called diffusio-osmotic flow.

This diffusio-osmotic flow promotes charge transport and produces an electrical
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Figure 1.12: Power densities of various membrane or nanopore based technolo-
gies used for harvesting Blue Energy. Originally published by Macha et al. in
201963.

current which increases with the surface charge of the pore. The diffusio-osmotic

flow is also found to be responsible for the water permeation through the nan-

otube and in theory, can aide in the elimination of concentration polarization in

small reservoirs. Further research on the physical characteristics of nanopores

led to experiments made of monolayers or few atomically thin layers of materi-

als, in an attempt to reduce the length of pore (membrane thickness). In 2016

Feng et al. demonstrated a mammoth power density of 106 W/m2 using a three-

atom thick sheet of Molybdenum disulphide (MoS2) with a pore diameter of 10

nms64, along with demonstrating the effect of membrane thickness on the gener-

ated power using molecular dynamics simulations. Subsequently, other candidates

of 2D materials that were studied included Graphene (producing 700 W/m265) and

monolayer of Boron Nitride (BN), which resulted to a similar power density to

that of Graphene66. Figure 1.12 gives an overview of the several technologies
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Figure 1.13: (a) Diffusive Boundary layer formation in an array of microelec-
trodes, taken from Godino et al.67, (b) Schematic of critical lengths responsible
for increased lifetimes of surface nanobubbles, taken from Weijs et al.68. (c) Dif-
fusive Boundary layer formation in an array of nanopores, taken from Tsutsui et
al.69.

used for harvesting energy from salinity gradient along with their maximum gen-

erated/extrapolated power densities, taken from the work of Macha et al.63. The

high powers from the nanopores shown in fig. 1.12 are not to be confused with

their real potential as parallelization generally enhances the concentration polar-

ization effect.

The most interesting aspect of concentration polarization is the fact that it arises

only in multi-pore systems like membranes whereas individual nanopores have

shown the ability to generate ultra-high powers from salinity gradients. Therefore

any attempt at parallelization of nanopores needs to overcome this issue to suc-
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ceed. The study of the boundary layer development leading to concentration po-

larization can be considered analogous to effects observed during the modelling of

several diffusion based processes. Two such processes with characteristics similar

to concentration polarization are observed in diffusion-domain approach in mod-

elling nanoelectrodes67 and stability of surface nanobubbles68. Fig. 1.13 provides

a good basis to understand this analogy. Fig. 1.13(a) shows the development of de-

pletion region near an array of individual electrodes, that reduces to a 1D diffusion

layer. Fig. 1.13(b) illustrates the case of surface nanobubbles the long lifespan of

which is explainable by the limited 1D diffusion of gas due to the proximity of

individual bubbles. Weijs and Lohse68 stipulated that this critical length is equal to

the thickness of liquid (l) above the bubble arrays in case of surface bubbles and

conversely, equal to bubble radius Rb for bulk nanobubbles. In case of ICP, the

critical length responsible for boundary layer development in membranes is the

length of reservoir feeding the membrane, whereas in case of a single nanopore it

is the critical radius of the nanopore that limits this effect. In a similar manner a

1D concentration polarization layer appears with nanopores when increasing their

spatial density as shown in Fig. 1.13(c).

1.5 Scope of this Manuscript

This manuscript furthers the concept of harvesting Blue energy using solid-state

nanoslits organized around an architectured multi-scale flow, so as to minimize

concentration polarization effects. This architecture is based on the paralleliza-

tion of individual bricks named Elemental Nanofluidic Exchanger. This solid-

state device combines the technological advances in the field of microfabrication

of Silicon wafers and the existing literature on using nanoscale fluid dynamics to

circumvent the issues which have been proved to be a bottleneck in membrane
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based osmotic energy conversion. The active region of the elemental exchanger

consists of two microtrenches of square cross-section, etched on the surface of a

Silicon wafer. The two microtrenches run parallel to one another lengthwise and

are separated by a thin nanoslit of a rectangular cross section. The nanoslit is

made to be charge selective and serves as an equivalent of a solid state nanopore.

The top surface of the Silicon wafer is then closed with a silicon cap using Direct

Bonding technique, forming a Silicon-based microchip to be used for osmotic

energy harvesting. This microchip, once parallelized, has the potential to extract

the high energy generation capacity characteristic to a nanopore while minimizing

the losses of concentration polarization. The manuscript focuses on the theoretical

analyses of the dynamics of fluids at the nanometer scale, which is essential to de-

scribe and ascertain the parameters significant to such a system and also proposes

a fabrication protocol for the realization of the device achievable using the avail-

able Silicon fabrication technologies. The manuscript consists of five chapters,

including the introduction and has the following layout:

• Chapter 2 introduces the concept of the Elemental Exchanger and focuses

on understanding the essential parameters which describes the dynamics

of ions within the exchanger. We work under the assumption that the flux

through the nanoslit is directly proportional to the gradient of concentra-

tion across it and ignore the effects of diffusio-osmotic flow within the

nanochannel. The goal of this chapter is to ascertain the role of three pa-

rameters viz. Peclét number (Pe), Sherwood number (Sh) and geometrical

conductance ratio of the exchanger (J) in describing the state of the ele-

mental exchanger.

• Chapter 3 focuses completely on non-linear dynamics inside the nanochan-

nel and we solve the Poisson - Nernst - Planck equation within the context

of the exchanger, to arrive at the expression for the true nanochannel flux
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traversing through the channel. Additionally, the effects of changing the pa-

rameters are analyzed and the condition of maximizing the selectivity whilst

maintaining high ion flux through the channel is ascertained.

• Chapter 4 combines the dynamics of fluids in the microscale with that of

the non-linear dynamics at the nanoscale to develop a robust model asso-

ciated with the working of the elemental exchanger. We use COMSOL

Multiphysics software to model the continuum dynamics of ions inside the

exchanger and quantify the power density that can be achieved using such

system. We use COMSOL as it provides a convenient environment to per-

form finite element analysis along with providing the user with the ability

to build on an existing model with additional physics, to eliminate approxi-

mations.

• Chapter 5 is concerned with the fabrication protocol for the realization

of the elemental exchanger along with the architecture for the parallelized

Multiscale Exchanger. The various constraints associated with the fabrica-

tion and up-scaling of the exchanger are described here in detail. Lastly,

we describe the maximum density of power that can be obtained from the

device, culminating all the analyses described in the manuscript.
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CHAPTER 2

A Multi-scale Flow Device for Harvesting Saline

Gradient Energy

2.1 A Solid-State exchanger

The previous chapter outlined the advancements in the field of harvesting en-

ergy from salinity gradients and outlined the shortcomings inherent to membranes

along with the untapped potential of individual nanopores to generate very high

power densities from salinity gradients. As explained by Wang et al.57, ultrahigh

powers from salinity gradient can be generated from a single nanopore but any

attempt at parallelization of this energy generation process leads to a buildup of

a boundary layer inside the reservoirs, which is tremendously detrimental to the

output energy generated by the device.

The remainder of this manuscript will focus on developing a design for a Solid-

state Exchanger that aims to maximize the power generation capabilities of the

nanopores, by using solid-state nanoslits organized around a multi-scale flow ar-

chitecture, to circumvent concentration polarization effects. This solid-state ex-

changer is designed as a 2D array of microchannels separated by nanoslits running

along their length, in between the microchannels. The microchannels will be cir-

culated with two electrolytes of distinct concentrations alternatively, thereby ex-

posing the nanoslits to a salinity gradient across its width. The circulation of fluids

in the microchannel is carried out using a multi-scale architecture of mesochannels

connected to microchannels using several feeding ports located at the bottom of
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Figure 2.1: Feeding mechanism in the Solid-state exchanger. The mesochannels
are used to feed/drain liquids in the microchannels and an individual mesochannel
is capable of feeding numerous microchannels due to its larger size.

the exchanger. These mesochannels are aligned perpendicular to the microchan-

nels, on a plane at the bottom/top of the microchannels. The cross-sectional areas

and the lengths of the mesochannels are approximately a magnitude larger than

that of microchannels, hence one mesochannel is capable of feeding numerous

microchannels. As a result, the plane of feeding and draining the microchannels

is separated from the region of ion-exchange, which facilitates the potential for

parallelization of nanoslits. A schematic of the feeding system in the solid-state

exchanger is given in fig. 2.1. The motivation of the feeding architecture is de-

rived from the circulatory system in human beings. The hydrodynamic losses

associated with providing fluid flow in minute geometries with a step-wise reduc-

tion in length scales are much lower compared to direct feeding from bulk to the

nanoscale.
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Figure 2.2: (Left) Top view of the Solid-state exchanger. Microchannels carrying
high (purple) and low (blue) concentration liquids separated by a cation selective
nanoslit. Microchannels have width 2b and depth a. The feed ports (box with
solid circles) and the drain ports (box with crosses) circulate fluids inside the
microchannels from the bottom of the exchanger. The blue and purple arrows
indicate the convection velocity of respective microchannel liquids and the black
arrows represent the salinity gradient flux. (Right) Isometric view of the Elemental
Nanofluidic exchanger, defined in between the two black dashed lines. The width
of each microchannel within the Elemental exchanger is b while the rest of the
parameters remain the same as with the Solid-state exchanger. The microchannel
liquids in the Elemental exchanger are assumed to undergo co-flow with velocity
U⃗ , along the length L of the channels and electrodes (dark grey microchannel
faces) maintain constant potentials, VH , VL, corresponding to potential in the high
and low concentration microchannels respectively. J+

nano is the cation flux per unit
nanoslit length and RL is the load resistance.

The intention behind this design is to be able to limit the volume around the

nanoslits and minimize concentration polarization in the microchannels. In other

words, we constrain the size of boundary layer using a microchannel with a lim-
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ited width. We replenish ions inside the microchannels by exposing the fluids to a

pressure gradient (∆P ) along the microchannel length, which imposes a convec-

tion velocity (U⃗ ) on the fluids, leading to continuous feeding.

The microchannels and nanoslits will be carved on the surface of a Silicon sub-

strate. The present developments in the Silicon fabrication industry enables the

nanoslit height (H) to be tuned up to a minimum of 1 nm using e-beam lithography

technique70,71 and a width (W ) down to 20 nm72,73. The microchannel depth (a)

and the width (2b) can also be minimized (down to 500 nms) but have limitations

relating to fabrication constraints, explained in Chapter - 5 of this manuscript. The

nanoslit is functionalized to be selective to cations through the adsorption of poly-

electrolytes as demonstrated by Ko et al.74 or by electro-deposition of compounds

with negative surface charge like Boron Nitride75. The low height of the nanoslit

facilitates high cation selectivity after the functionalization and the minute cross-

sectional area of the microchannels ensures high salinity gradients across it. The

electrical current is harvested from the exchanger by coating the bottom surface

of the microchannels with Ag/AgCl electrodes, that maintain the microchannels

carrying high concentration electrolyte at a uniform potential (VH) and the low

concentration electrolyte at potential (VL).

We study the coupled transport of ions inside the solid-state exchanger, to op-

timize its dimensions, by considering the exchanger as a 2D array comprising

of fundamental repeating units called Elemental Nanofluidic Exchangers. The

Elemental exchanger comprises of two halves of adjacent microchannels in the

Solid-state exchanger, with the nanoslit running in between them. Each individ-

ual microchannel in the Elemental exchanger hence has a width of b, leading to

a periodicity of (2b + W ) within the Solid-state exchanger. The length of the

elemental exchanger is taken equal to L, and the elemental exchangers can also

be arranged end-to-end along the transverse axis. The top-view schematic of the
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Solid-state exchanger is given in fig. 2.2, along with the isometric schematic of the

Elemental exchanger (defined by the black dotted lines) on the right. This elemen-

tal exchanger will be the fundamental building block which can be repeated in a

2D array to produce a functional multi-scale exchanger (elaborated in Chapter-5).

2.2 A Toy-Model for the Elemental Nanofluidic

Exchanger

Prior to building a realistic model that describes the dynamics of fluids in the

elemental exchanger, it is important to identify the parameters that can describe

the state of the system, and get a first idea of its global behaviour.

Throughout this manuscript, it is considered that only one type of monovalent

electrolyte is involved in power generation. This notion holds from the point of

view of the electrolyte supply and transport, but also from the point of view of the

redox reactions occurring at the electrodes which are responsible for the conver-

sion of ionic charge flux into an electrical current through the circuit (Fig.2.2). In

a sea/fresh water system the anion is predominantly Chloride ion (Cl−), and hence

the redox electrodes could be Ag/AgCl electrodes, with redox reactions written as

follows:

Ag + Cl– −−→ AgCl + e– (Inside High Concentration Microchannel)

AgCl + e– −−→ Ag + Cl– (Inside Low Concentration Microchannel)

In the upcoming sections, we address only the ion transport, and do not model

redox reactions at the electrodes as they are considered ideal and without losses.
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2.2.1 Ion transport in the Toy-Model

We start our understanding of the dynamics of ions inside the Elemental exchanger

by creating a “toy model” under the following assumptions:

• 1D approximation in the microchannels : The mixing of ions inside the

microchannel cross-section is assumed uniform and instantaneous. There-

fore the respective high and low electrolyte concentration ch and cl in the

microchannels (ch,l in [atoms/m3]) depend only on the direction of the flow

(z−axis in our study).

• Uniform potential in the microchannels : The electrodes placed along the

microchannels length maintain the microchannels at a uniform potential VH

and VL respectively, throughout the energy generation process.

• Uniform velocity U⃗ = Ue⃗z in the microchannels : The osmotic solvent

flux through the nanoslit is neglected. Furthermore, the microchannel liq-

uids are assumed to be in a co-flow configuration.

• Linear exchange : The nanoslit is assumed to be perfectly selective to

cations (J−
nano(z) ≡ 0), and the local electro-diffusive cation flux though

the slit depends linearly on the concentrations ch(z) and cl(z) in the mi-

crochannels:

J+
nano(z) =

DH

W

(
ch(z)− cl(z)

)
︸ ︷︷ ︸

Diffusive Flux

− µeH

W

(
cH(z) + cL(z)

2

)
∆V︸ ︷︷ ︸

Electromigration Flux

(2.1a)

∆V = VL − VH µe =
De

kBT
(2.1b)

where J+
nano(z) is the nanoslit flux of cations per unit length along the

z−axis, leaving the high concentration microchannel and feeding the low
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concentration microchannel. The nanoslit height, length and width areH , L

and W respectively. The potential difference between the microchannels is

denoted by ∆V , the diffusion coefficient of cations isD [m2/s], and µe is the

mobility of electron under an electric field given by Einstein Smoluchowski

equation76.

The electroneutrality in the microchannels is maintained by the redox electrodes

placed along the microchannel length (bottom face of microchannels in Fig. 2.2).

These electrodes compensate for the cation flux from the nanoslit by furnish-

ing/receiving anions to/from the respective microchannels. Specifically, it is as-

sumed that the cations do not react with the electrodes and that the electrochemical

reactions are based on addition or removal of anion flux.

Under these conditions, a flux of cations across the nanoslit results to the creation

of a number of anions in the high concentration microchannel equal to −J+
nano(z).

An equivalent process occurs in the low concentration microchannel, that neutral-

izes any charge imbalance in the system. Hence the combined effect of charge flux

from the nanoslit and the redox reactions at the electrodes result to a source flux

per unit exchanger length of amplitude Js(z) = J+
nano(z) in the low concentration

microchannel and Js(z) = −J+
nano(z) in the high concentration nanochannel.

Under the approximation mentioned above, the governing equation characterizing

the change of concentration in each individual microchannel obey an advection -

diffusion transport equation77 written as:

d

dz
(−Ddcl,h

dz
+ Ucl,h) = ±J

+
nano(z)

SM
= ±Js(z)

SM
(2.2)

where J+
nano(z) (in [atom/m.s]) is given by eq. 2.1, and SM = ab is equal to the

cross-section of one microchannel.
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These transport equations have to be supplemented with boundary conditions at

the inlet (z = 0) and outlet (z = L) of the exchanger. The boundary conditions are

can either be formulated in terms of prescribed values of the ‘fields’ (microchannel

concentrations in our case) to be solved, called Dirichlet-boundary conditions, or

in terms of the prescribed values of the ‘gradient of the fields’ to be solved, called

Neumann-boundary conditions.

Dirichlet-boundary conditions are not appropriate at the microchannel outlet (z =

L) as we do not control the electrolyte concentrations downstream of the ex-

changer. Hence the appropriate boundary condition at the exit is to consider

that the electrolyte concentration reached at this point is simply carried down-

stream using convection without further concentration change, corresponding to

the Neumann-boundary condition, expressed below:

dch,l
dz

= 0 z = L (2.3)

The situation at the microchannels’ entrance (z = 0) is different as we inject an

electrolyte of high concentration cH in the high concentration flow ducts and an

electrolyte of low concentration cL in the low concentration flow ducts. Therefore

we have control over the value of the injected concentrations inside the device.

However, a Dirichlet-boundary condition is still not appropriate at z = 0, as we

do not have complete control over the inlet concentrations at the exact point of

entry into the exchanger. The feeding of the microchannels is accomplished by

organizing a feed-circuit that can flush the entrance of the microchannels along

with injecting fluids inside them. This fluidic connection at the inlet hence corre-

sponds to feeding of a concentration flux (UcH,L) as shown in the figure below:
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z = 0 z = L

nanoslitJs JsJs = 0 Js = 0
UcL

UcH

Hence the appropriate boundary condition at the microchannel entrance is a pre-

scribed value of flux that is written as:

−Ddch,l
dz

+ Uch,l = UcH,L at z = 0 (2.4)

2.2.2 Non-Dimensional Equations and Parameters

We can express the transport equation (2.2) and the nanoslit flux (eq.2.1) , together

and arrive at the following equations:

D
∂2cl
∂z2

− U⃗
∂cl
∂z

+
DH

SMW

(
cd(z)−

e

2kBT
cs(z)∆V

)
= 0 (2.5a)

D
∂2ch
∂z2

− U⃗
∂ch
∂z

− DH

SMW

(
cd(z)−

e

2kBT
cs(z)∆V

)
= 0 (2.5b)

where cs = ch + cl and cd = ch − cl are respectively the sum and difference of

the local ion concentration inside high and low concentration microchannel. SM

is the cross-sectional area of the microchannel.

In order to solve the above equations it is of interest to re-scale the length (z) by

the length L of the microchannels and potential difference (∆V ) with respect to

the thermal potential kBT/e. We also introduce two non-dimensional parameters

called Péclet number (Pe) and exchange ratio (J):

z̄ =
z

L
∆Ψ =

e∆V

kBT
Pe =

UL

D
J =

HL2

WSM
(2.6)
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The equations (2.5a,2.5b) hence take the following form:

−∂
2ch
∂z̄2

+ Pe
∂ch
∂z̄

+ J(cd −
cs
2
∆ψ) = 0 (2.7a)

−∂
2cl
∂z̄2

+ Pe
∂cl
∂z̄

− J(cd −
cs
2
∆ψ) = 0 (2.7b)

The Péclet number (Pe) compares the relative importance of the convection and

the longitudinal diffusion over the length L of the microchannel and is defined as

the ratio of the convection flux in a channel to its diffusive flux.

The exchange ratio (J) is a purely geometrical number gathering the dimensions

of the nanoslit and the microchannels. It is equal to the ratio of the geometrical

conductance HL/W of the nanochannel, to the geometrical conductance SM/L

of the microchannel. It characterizes the relative importance of the ion exchange

through the nanoslit, to their longitudinal diffusion in the microchannel. We will

elaborate further on it in the upcoming sections of this chapter.

Finally it is of interest to introduce the Sherwood number (Sh) defined as

Sh =
Pe

J

The Sherwood number represents the ratio of longitudinal convection rate (z-

direction) to the transverse diffusion rate through the nanoslit (x-direction). The

work of Lee et. al78 explains Sherwood number to be more appropriate in charac-

terizing systems similar to the elemental exchanger, as opposed to relying solely

on Péclet number as the latter does not provide the means to quantify diffusive

flux through an ion exchange interface.

40



2.2.3 Electrolyte Concentration Inside the Microchannels

Solving equation 2.7a and 2.7b simultaneously, it is clear that the sum of the

microchannel concentrations (cs) at any point inside the exchanger is constant

and equal to the sum of the entrance concentrations of microchannel liquids:

cs = cS = cL + cH (2.8)

where cL,H are the entrance concentrations in the low and high concentration mi-

crochannels in [atoms/m3] respectively.

The differential equation governing the difference in local microchannel concen-

trations cd = ch − cl is obtained by subtracting equation 2.7a from eq. 2.7b:

∂2cd
∂z̄2

− Pe
∂cd
∂z̄

− 2J
(
cd(z̄)−

cS
2
∆Ψ
)
= 0 (2.9)

The equation above is to be solved with the following boundary conditions:

PecD = Pecd(0)−
∂cd
∂z̄

|z̄=0 and
∂cd
∂z̄

|z̄=1 = 0

The general solution for the equation 2.9 is written as:

cd −
cS
2
∆ψ = B1e

m1z̄ +B2e
m2z̄ m1,2 =

Pe±
√
Pe2 + 8J

2
(2.10)

where the constants B1, B2 satisfy the boundary conditions written below:

B1m1e
m1 +B2m2e

m2 = 0

B1(Pe−m1) +B2(Pe−m2) = Pe
(
cD − cS

2
∆ψ
)
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Leading us to the following expressions for constants B1 and B2:

B1 = −

(
cD − cS∆ψ

2

)
Pem2e

m2

m2
1e
m1 −m2

2e
m2

B2 =

(
cD − cS∆ψ

2

)
Pem1e

m1

m2
1e
m1 −m2

2e
m2

The resulting particular solution for the difference in local concentrations inside

the microchannel within the range 0 ≤ z̄ ≤ 1 is hence written as:

cd(z̄)−
cS
2
∆ψ =

(
cD − cS∆Ψ

2

)
C(z) cD = cH − cL (2.11a)

C(z) = m2e
m2+m1z̄ −m1e

m1+m2z̄

m2em2 −m1em1 − 2(Sh)−1(em1 − em2)
(2.11b)

The expressions for the individual microchannel concentrations can be derived

from the solution of the set of equations expressed in eqs. 2.11 as:

ch(z̄) =
cd(z̄) + cS

2
cl(z̄) =

cS − cd(z̄)

2
(2.12)

The function C is non-dimensional and its value is heavily dependant on the mi-

crochannel convection velocity. Hereafter, we analyse the variation of the mi-

crochannel concentration with respect to a variable convection velocity, for a given

geometry of the elemental exchanger, that is for a given value of exchange param-

eter J . Figure 2.3 shows the microchannel concentration at the outlet of the ele-

mental exchanger for convection velocities ranging from 1µm/s to 100m/s, plotted

as a function of Sherwood number. The initial concentrations in the microchan-

nels are equal to 1 M and 1 mM respectively, the microchannel has the dimen-

sions 1µm×2µm×100µm, the nanoslit dimensions are 1nm×100nm×100µm. In

this analysis we ignore the effect of electro-migration i.e. we assume that the
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Figure 2.3: Microchannel concentrations at the outlet of the elemental exchanger
as a function of Sherwood number, with the absence of electrode potential. The
blue and red lines corresponds to the outlet concentration of low salinity and high
salinity solutions respectively and the black line represents the concentration dif-
ference at the outlet. The initial concentrations were assumed to be 1 M and 1
mM in high and concentration microchannels respectively. The exchanger has a
nanoslit of height 1 nm, width 20 nm and length 10 µm. The microchannels have
a square cross section of side 500 nm and Sherwood number was varied from 10−3

to 105.

electrical potential difference is zero (∆V = ∆Ψ = 0).

It is clear from figure 2.3 that we have three regimes of ion-exchange inside the

microchannel as we increase the convection velocity:

• Low Sherwood regime (Sh ≤ 1): In this regime the ion concentrations

in the microchannels are equal by the time the fluids reach their respec-

tive outlet (0.5M in our example). This signifies that the process of trans-

verse diffusion is dominant compared to the longitudinal convection. The
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diffusive flux of cations from the high concentration microchannel results

to the increase in the concentration of ions in the microchannel with low

ionic concentration. This process continues till the equilibrium concentra-

tion is reached, after which the liquids flow across the exchanger without

any transverse flux. Operating the exchanger in this regime is not beneficial

as the transverse flux essential for the generation of electricity terminates

before the outlet, leading to a dead length in the device where fluid con-

sumes hydrodynamic energy to maintain velocity, without producing any

electric current.

• Intermediate regime (1 ≤ Sh ≤ 10): As the convection velocity is in-

creased, the transverse diffusion of ions starts to get compensated by the

longitudinal convection in the microchannel. This convection ensures a sup-

ply of fresh ions inside the high concentration microchannel as the ions dif-

fuse across the nanoslit. As a result, the microchannel concentration starts

to stabilize whilst maintaining a significant amount of ion-flux across the

nanoslit. It can be seen in fig. 2.3 at Sh = 10 that the change in microchan-

nel concentrations is less than 10% of its initial value and hence this value

of Sherwood number is treated as the limiting value for the intermediate

regime.

An important aspect of the toy model is the transition in the regime from dif-

fusion dominant to convection dominant, which occurs within one decade of

increasing the value of Sherwood number from 1 to 10. This sharp change is

characteristic to the approximation of linear transport inside the nanoslit. In

the upcoming chapters we will observe that under non-linear surface driven

transport (Chapter - 4), this transition occurs over two or three decades of

increase in Sherwood number.
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• High Sherwood regime (Sh ≥ 10): The high Sherwood regime is reached

when the ion concentrations in both microchannels remains constant and

equal to their input concentration. Here, the convection velocity is high

enough to compensate for the transverse diffusion and the ions in the mi-

crochannel are rapidly replenished (in high concentration microchannel) or

flushed (in low concentration microchannel) before there can be any appre-

ciable change in their respective ion concentrations. As a result, the local

difference in the concentrations in the exchanger stabilizes, resulting to a

constant diffusive flux across the nanoslit. This regime produces the highest

electrical power density (explained further in the next sections of this chap-

ter). Operating the exchanger in this regime however, eventually requires

high hydraulic power input which can diminish the net power obtained from

the exchanger. Additionally, achieving high velocities in the microchannels

has also its own practical implications regarding the ability of the device to

sustain the required pressure. These aspects are further analyzed in Chapter

- 4.

2.3 Elemental Exchanger as an Electrical

Generator

2.3.1 Current-Voltage Characteristics

The elemental exchanger produces electricity by the exchange of cations similar

to an electrochemical cell. The difference between this exchanger and an electro-

chemical cell is the lack of a chemical reaction at the electrodes. In the elemental

exchanger, the difference in electroneutrality caused by the migration of cations is

compensated by the electrodes that add or remove electrons from the microchan-
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nels. This addition/removal of electrons acts as a source of electrical current as

illustrated in fig.2.2. In this section, we evaluate the expression for the current pro-

duced by the elemental exchanger, under the approximations mentioned in section

2.2 of this chapter.

The electrode flux per unit length of the exchanger (Jelec) is defined as the flux

of electrons released by the electrode to compensate for the difference in cation

concentration in each microchannel. Hence, it is quantified as:

Jelec(z) = J+
nano(z)− J−

nano(z) = J+
nano(z) (2.13)

The toy-model nanoslit is considered perfectly selective and hence the anions flux

per unit length in the nanoslit J−
nano is considered equal to zero.

The expression for current can be found by integrating this electrode flux over the

exchanger length L:

I = e

ˆ L

0

Jelec∂z = e

ˆ 1

0

Jelec∂z̄ (2.14)

It is of interest to use the expression for J+
nano given by the advection-diffusion

equation (eq.2.9):

J+
nano =

SM
2

∂

∂z̄

(
D
∂cd
∂z̄

− U⃗cd

)
(2.15)

This leads to the following expression for the current intensity:

I

eSM
=

1

2

(
D

[
∂cd
∂z̄

]1
0

− U⃗ [cd]
1
0

)
(2.16)

Evaluating the derivative of cd from equation 2.11 and simplifying, the expression
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for current is written as:

I =
eDHL

2W

(
cD − cS∆Ψ

2
)ftoy(Sh, J) (2.17)

where cS and cD are the sum and difference of the microchannel inlet concen-

trations respectively. The function ftoy is non dimensional and is expressed as

follows:

ftoy(Sh, J) = Sh+
Sh2em2(m2 −m1)

m1Sh+ 2− em2−m1(m2Sh+ 2)
(2.18)

m1,2 =
Sh× J ±

√
Sh2J2 + 8J

2
(2.19)

It is evident that the I − ∆V characteristics given by eq. 2.17 corresponds to

a linear current generator. Ohm’s law describes the electromotive force as the

potential drop across a circuit when the current flowing through the circuit drops

to zero. Hence from equation 2.17, the electromotive force of the exchanger, E,

and the internal resistance, r, are expressed as follows:

E =
2kBT

e

cD
cS

r =
4kBT

cSDe2
W

HL

1

ftoy
(2.20)

2.3.2 Maximum Power Generated by the Elemental

Exchanger

The expression for power generated by a circuit connected to an external resis-

tance, Rext is found using Ohm’s law and is written as:

Pelec =
E2Rext

(r +Rext)2
(2.21)

47



This power is maximum when the external resistance of the circuit is equal to the

internal resistance and the resulting equation for the maximum power is given as:

Pmax
elec =

E2

4r
(2.22)

As the elemental exchanger is intended to be parallelized, evaluating the power

produced per unit surface area of the global exchanger i.e., its power density

(Pd), provides a better metric of comparison with the current state of the art

exchanger systems like Pressure Retarded Osmosis (PRO) and Reverse Electro-

dialysis (RED) systems. The elemental exchanger has a length ‘L’ and a total

width of ‘2b’ approximately, as the width of the nanoslit is considered very small

to make an appreciable impact on the exchanger surface area. Hence the maxi-

mum power density (Pdmaxelec ) the exchanger can provide is written as follows:

Pdmaxelec =
1

2bL

E2

4r
(2.23)

where 2bL is the surface area of the exchanger.

Substituting the values for the electromotive force and the internal resistance from

eq. 2.20:

Pdmaxelec =
DkBT

8

c2D
cS

H

bW
ftoy(Sh, J) (2.24)

The expression for ftoy is given in equation 2.18. We now introduce the con-

trast ratio (Cr) as the ratio of the inlet concentration in the high concentration

microchannel to that of the low concentration microchannel i.e.:

Cr =
cH
cL

(2.25)

where cH and cL are the inlet concentrations in the high and low concentration
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Figure 2.4: Variation of factor ftoy (eq. 2.18) with Sherwood Number for several
values of conductance ratio J . The initial microchannel concentrations were 1 M
and 1 mM. A linear increase of ftoy = Sh is seen in the low Sherwood regime,
and a saturation of ftoy at Sh = 10 to a value equal to 2. The transition between
diffusion dominated regime to that of convection dominated is very sharp as it only
spans two decades of increase in Sherwood number. The inset is the magnified
plot of the intermediate regime in linear scale.

microchannels respectively, the power density can therefore be rewritten as:

Pdmaxelec =
DkBTcD

8

Cr − 1

Cr + 1

H

bW
ftoy(Sh, J)

Figure 2.4 illustrates the change in the non-dimensional factor (ftoy) with varying

Sherwood number for a fixed geometry i.e. fixed J , and fig. 2.5 is the same

plot for the power density generated by the exchanger. Upon comparing the two

figures, it is clearly seen that the non-dimensional factor (ftoy) (eq. 2.18), defines

49



0.01

0.1

1

10

100

10
-3  10

-1  10
1  10

3  10
5  

Sherwood Number

Power Density [W/sq.m]

Maximum = 61 W/sq.m

Maximum = 3 W/sq.m

Figure 2.5: The variation of Power density generated by the exchanger with Sher-
wood number. The power density follows the same trend as factor flin and is
multiplied with the coefficient expressed in eq. 2.24. The curves correspond to
the two sets of dimensions discussed in eq. 2.26, resulting to a conductance ra-
tio of J = 20 in purple and J = 25 in green. The two dimension sets conform
to achievable dimensions given the current advancement in Silicon fabrication
(green) and the ideal dimensions to maximise generated power (purple).

the state of the elemental exchanger.

We notice the remarkable result at the limiting high and low Sherwood regimes,

as the limit values of ftoy(Sh, J) do not depend on the exchange parameter (J).

This shows that the Sherwood number is certainly more appropriate than the Pé-

clet number to describe and understand the effect of the exchanger’s replenishing

rate on its power capability, with the effect of J being noticeable only in the inter-

mediate Sh range. The high and low Sherwood limiting regimes can be calculated
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by expanding eq. (2.18) as:

Sh→ 0 ftoy(Sh, J) ≃ Sh

Sh→ 2 ftoy(Sh, J) ≃ 2

In the low Sherwood regime, the power density increases linearly with the velocity

as the Sherwood number increases. This linear increase of the power density with

increasing convection velocity is due to the replenishment of ions inside the high

concentration microchannel. Taking the limit value ftoy = Sh at low Sherwood,

we find that the power density can be simplified to:

Pmax
elec =

kBTcD
4

cD
cS
USM

The recovered power is essentially 1/4 of the osmotic power, kBTcDUSM , fed

into the exchanger and does not depends on its characteristics.

At high values of the Sherwood number, the non-dimensional power density sat-

urates to a maximum value of 2. In this regime the concentration of electrolyte

is maintained at the nominal inlet values cH and cL in the microchannels, and the

recovered power is limited by the transport in the nanoslit:

Pmax
elec = kBTcD

cD
2cS

DHL

W

The numerical value of the power generated by the exchanger per unit surface is

shown in fig 2.5 for two sets of dimensions (fixed conductance ratios, J) given
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Figure 2.6: The maximum power density generated by exchanger for different mi-
crochannel concentrations, under linear approximation of nanoslit flux with per-
fect microchannel mixing. Exchanger dimensions are mentioned in eq.2.26a.

below:

L = 100µm a = 2b = 2µm H = 1nm W = 100nm (2.26a)

L = 10µm a = 2b = 500nm H = 1nm W = 20nm (2.26b)

The first set of dimensions are achievable using the existing Silicon-on-insulator

technologies, whereas the second set of dimensions are the ideal case dimensions,

capable of extracting the higher density of power from the exchanger. The Sher-

wood number is varied from 10−3 to 105. The inlet concentrations are assumed to

be 1 M and 1 mM in the high and low concentration microchannels respectively.

The two sets of values generate respectively in a high Sherwood limit, a power

density respectively equal to 3 W/m2 and 61 W/m2. Furthermore, figure 2.6 illus-
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trates the maximum power density that could be achieved with the system corre-

sponding to the dimensions (2.26a) when operated with various inlet concentra-

tions. An interesting result from the fig.2.6 is that the theoretical power density

that could be extracted from the mixing of sea water (600mM) with that of river

water (1mM), is approximately 2 W/sq.m. These theoretical power densities are

comparable to commercially available technologies for Blue energy extraction

such as Pressure Retarded Osmosis (PRO) that provides a power density of 6.5

W/sq.m79 whereas a full scale Reverse Electrodialysis (RED) system produces

1.6 W/sq.m31. Thus we could conclude from the analysis of our toy-model and

from fig. 2.5, that the power densities of the elemental exchanger could be greatly

enhanced by diminishing the width ‘W ’ of the nanoslit and the width ‘b’ of the

nanochannels, and could eventually reach much higher values than commercially

available membranes. However we should keep in mind that the hypothesis of

perfect selectivity and linear flux used in the toy model are not feasible in the

real world, and the transport in the nanoslit has to be taken into account for its

non-linear dynamics.

2.4 Conclusions and Perspectives

The key results of this chapter can be summarized as follows:

• We introduced the concept of an Elemental Nanofluidic Exchanger, which

consists of a set of two microchannels separated by a thin nanoslit running

in between, along the length of the channels.

• We established the governing equations controlling the ion concentration

inside the microchannels, by approximating the nanoslit flux to be linearly

varying with the local concentration difference across its width.
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• We evaluated the variation of microchannel concentration with the change

in fluid velocity and introduced a new parameter called Sherwood number.

The analysis of the microchannel concentration revealed the three regimes

in which the exchanger can operate, with each regime being characterized

by the value of the Sherwood number.

• We calculated an analytical expression for the current generated and the

density of power the exchanger is capable of producing under the linear

approximation of nanoslit flux. Investigation of the power density with

varying flow velocity of microchannel fluids revealed a direct correlation

between the power produced and the regime of Sherwood number the ex-

changer is working under, with the maximum power reaching at the high

Sherwood regime (Sh ≥ 102).

• Lastly, the maximum density of power was found to be significantly im-

pacted by the contrast ratio (Cr) between the inlet microchannel concen-

trations and the initial concentration difference (cD) between the two mi-

crochannels. This analysis also revealed the elemental exchanger is theo-

retically capable of producing 2 W/sq.m of electrical power density when

operated with sea water (600 mM) and river water (1 mM), which is ex-

pected to increase as we further characterize the dynamics of ions inside the

nanoslit.
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CHAPTER 3

Dynamics in the Nanoslit using 1D Poisson-

Nerst-Planck Approximation

3.1 Introduction

This chapter focuses on the dynamics of fluids in a nanoslit of nanometric height.

The previous chapter approximated the fluxes inside the nanoslit to have a linear

response to the concentration gradient across its width and also assumed it to be

perfectly selective to cations. We amend this approximation in the present chapter

by solving the Poisson-Nerst-Planck (PNP) equations in the nanoslit, and calculate

the non-linear expressions of the cations and anions fluxes J+
nano and J−

nano per

unit length in the z-direction, crossing the nanoslit and acting as source/sink in

the microchannels.

The nanoslit is considered locally in z−axis as a two-dimensional object, extend-

ing over a width ‘W ’ in the x-direction normal to the microchannels axis, and

of height ‘H’ in the y-direction. It bears a surface charge ‘σ < 0’ to favour the

transport of cations. Using PNP - equations averaged over the thickness H , ne-

glecting osmotic volume fluxes and convection effects in the nanoslit, as well as

all nanofluxes in the z-direction, we derive expressions for the nanoslit fluxes as

a function of the local Dukhin numbers built on the high and low electrolyte con-

centrations in the neighbouring microchannels, and the potential difference ∆Ψ

between them. It is found that the selectivity of the nanoslit is implicitly coupled

to the non-dimensional parameters. The analysis in this chapter describes the piv-
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otal role of the nanoslit selectivity and details the semi-analytical solution of the

implicit equation.

The last section of this chapter studies the limit power density that could be ob-

tained in the elemental exchanger at infinitely high velocity and maintaining the

nominal electrolyte concentrations ‘cH’ and ‘cL’ at the entrance and outlet of the

nanoslit.

3.2 Governing Equations for Ion transport in the

Nanoslit

In this chapter, we address the dynamics of ions transport in the nanoslit by solving

the Poisson-Nerst-Planck equation using the boundary conditions relevant to the

elemental exchanger. The selectivity of the nanoslit to cations is achieved by

coating it with a negative surface charge of density σ < 0 on its two faces that are

exposed to ions.

The focus of this chapter is mainly on deriving a semi-analytical expression for the

nanoslit fluxes, as a function of the local ion concentration in the microchannels

at the entrance/outlet of the nanoslit, and as a function of the potential difference

between the microchannels.

This chapter studies the fluxes in the nanoslit under the following approximations:

• 1D approximation: At a given abscissa ‘z’ along the microchannel axis,

the nanoslit is assumed to be one dimensional, extending along its length

W in the x-direction. The cation and anion concentrations in the nanoslit

are considered uniform along the y-direction; their flux J+
nano and J−

nano

are integrated over the thickness and calculated per unit width dz of the
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σ < 0

σ < 0

ch
x

cl

0 W

y

H

Figure 3.1: Schematic of nanoslit section of length dz. The nanoslit has width W ,
spanning from the high to the low concentration microchannel. Potential ∆V is
applied across this width, with low concentration microchannel at a higher poten-
tial compared to the other. J+

nano and J−
nano are the cationic and the anionic flux

per unit length dz respectively with J+
nano > J−

nano due to surface charge “σ” on
the two faces of the nanoslit exposed to the ions.

nanoslit. No fluxes along the z-direction are considered in the nanoslit. The

schematic is shown in fig.3.1.

• Poisson-Nernst-Planck equations without flow: the flux of ions takes into

account only their diffusion and migration along the electrostatic field, using

the Poisson-Nernst-Planck equations. The convection component account-

ing for the osmotic flow of solvent as described in Picallo et. al.80 has been

omitted.

• No dissipation at the nanoslit/microchannel junction: the boundary con-

ditions at the entrance and outlet of the nanoslit correspond to a continu-

ous electro-chemical potential, and neglect further dissipation effects at the

junction. The local electrolyte concentration in the microchannels are noted

ch and cl.

• Electroneutrality of the nanoslit: the density of cations and anions in the

nanoslit is assumed to equilibrate the surface charge at all location “x”. The

surface charge is considered constant and no charge regulation process is

considered.

57



3.2.1 1D Poisson-Nernst-Planck Equations

The ions inside the nanoslit migrate from the region of high concentration to the

low concentration region due to diffusion, as described by Fick’s law81 along with

migrating under the effect of the electrostatic field. Under the above approxima-

tions, the nanoslit fluxes per unit length in the nanoslit are written as82:

J+
nano = −D+H

dc+

dx︸ ︷︷ ︸
Diffusive Flux

+
D+

kBT
Hc+eE⃗x︸ ︷︷ ︸

Electromigration Flux

(3.1a)

J−
nano = −D−H

dc−

dx︸ ︷︷ ︸
Diffusive Flux

− D−

kBT
Hc−eE⃗x︸ ︷︷ ︸

Electromigration Flux

(3.1b)

Here D± and c± are the diffusion coefficient and concentration of the cations and

anions, and H is the nanoslit height. The superscripts “+” and “−” correspond to

cations and anions. E⃗x is the electric field across the nanoslit width.

Since the nanoslit remains electroneutral, the charges inside the nanoslit obey they

following equation:

c+ − c− = − 2σ

eH

Expressing the electric field as the gradient of potential and introducing the nor-

malized potential (Ψ) and normalized coordinate x̄ = x/W leads to:

−J
+
nanoW

D+H
= K+ =

(
∂c+

∂x̄
+ c+

∂Ψ

∂x̄

)
E⃗ = −∂V⃗

∂x
(3.2a)

−J
−
nanoW

D−H
= K− =

(
∂c−

∂x̄
− c−

∂Ψ

∂x̄

)
∂Ψ =

e

kBT
∂V (3.2b)

c+ − c− = − 2σ

eH
(3.2c)

Here K+ and K− are reduced nanoslit fluxes.

58



The local selectivity of the nanoslit is usually defined as:

t =
J+
nano − J−

nano

J+
nano + J−

nano

where J+
nano, J

−
nano are the cationic and the anionic flux per unit length inside

the nanoslit respectively. In this model we rather define the selectivity from the

reduced ion fluxes:

t =
K+ −K−

K+ +K− (3.3)

When cations and anions have the same diffusivity, the two expressions for selec-

tivity (t) overlap. If the nanoslit is considered perfectly selective, then t = ±1,

with t > 0 for cation selective nanoslit and vice versa.

3.2.2 Boundary Conditions

We consider the points at x = 0 and x = W as the boundaries of the nanoslit.

The boundary conditions for the nanoslit hence involves the equality of the elec-

trochemical potential of cations and anions at the boundary points, within the

nanoslit on one side, and in the microchannels on the other side. These boundary

conditions are written as follows:

kBT ln(ch) + eVH = kBT ln
(
c+x=0

)
+ eVx̄=0 (3.4a)

kBT ln(ch)− eVH = kBT ln
(
c−x̄=0

)
− eVx̄=0 (3.4b)

kBT ln(cl) + eVL = kBT ln
(
c+x̄=1

)
+ eVx̄=1 (3.4c)

kBT ln(cl)− eVL = kBT ln
(
c−x̄=1

)
− eVx̄=1 (3.4d)

Left side of the equations correspond to entities in the microchannel and the right

side to that of the nanoslit. The subscript on the right side provides the position

inside the nanoslit with x̄ = 0 indicating the interface with high concentration mi-
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crochannel and x̄ = 1 indicating the interface with low concentration microchan-

nel.

Subtracting equation 3.4b from eq. 3.4a, and equation 3.4d from eq. 3.4c, we

arrive at the continuity equations at the micro-nano interface.

ΨH − 1

2
ln(

c+x̄=0

c−x=0

) = Ψx̄=0 (3.5a)

ΨL − 1

2
ln(

c+x̄=1

c−x̄=1

) = Ψx̄=1 Ψ =
eV

kBT
(3.5b)

Similarly, adding equation 3.4a with eq. 3.4b, and eq. 3.4c with eq. 3.4d, reveals

a relation between the local microchannel concentration and the concentration of

ions at the interface inside the nanoslit:

c2h = (c+c−)x̄=0 c2l = (c+c−)x̄=1 (3.6)

The microchannel concentrations can be normalized to a non-dimensional param-

eter by introducing Dukhin number which is defined as follows:

Duh = − σ

eHch
Dul = − σ

eHcl
(3.7)

where ch and cl are the local microchannel concentrations in the units ions per

cubic meter.

Hence using the electroneutrality condition in eq. 3.2c and eq. 3.6, the ion con-

centration in the two interfaces where the nanoslit meets the microchannels are

expressed as:
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c+x̄=0

ch
=
√

1 +Du2h +Duh
c−x̄=0

ch
=
√

1 +Du2h −Duh (3.8a)

c+x̄=1

cl
=
√

1 +Du2l +Dul
c−x̄=1

cl
=
√

1 +Du2l −Dul (3.8b)

From equations 3.5 and 3.8, we have an expression of the potential difference and

concentration difference at the micro-nano interface inside the nanoslit:

Ψx̄=1 −Ψx̄=0 = ∆Ψ− ln

(
ch(tl + 1)

cl(th + 1)

)
(3.9)

(c+ + c−)x̄=1 − (c+ + c−)x̄=0 = − 2σ

eH
(tl − th) (3.10)

where

∆Ψ = ΨL −ΨH tl/h =

√
1 +

1

Du2l/h
(3.11)

The logarithm function in eq. 3.9 is the ratio of the cation to the anion con-

centration inside the nanoslit, with cl/h holding their original notation describing

microchannel concentrations.

3.3 Expressions for the Nanoslit Fluxes and

Selectivity

3.3.1 The Total Reduced Flux

The general solution for nanoslit fluxes is found using the expressions for the

reduced nanoslit fluxes K+ and K− given by equation 3.2.

Subtracting equation 3.2b from equation 3.2a and using the electroneutrality con-
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dition (eq.3.2c), we get:

∂Ψ

∂x̄
=
K+ −K−

c+ + c−
as

∂

∂x̄
(c+ − c−) = 0 (3.12)

Adding equations 3.2a and 3.2b:

∂

∂x̄
(c+ + c−)− 2σ

eH

∂Ψ

∂x̄
= K+ +K− as c+ − c− = − 2σ

eH
(3.13)

Upon integrating the above equation with respect to x, we get the first general

solution to the nanoslit fluxes with K0 being the integration constant.

(c+ + c−)− 2σ

eH
Ψ = (K+ +K−)x̄+K0 (3.14)

Using the boundary conditions (3.9) and (3.10) we eliminate K0 and get the ex-

pression of the total normalized flux K+ +K−:

K+ +K− = − 2σ

eH

(
tl − th +∆Ψ− ln

ch(1 + tl)

cl(1 + th)

)
tl/h =

√
1 +

1

Du2l/h
(3.15)

This expression gives the reduced flux K+ + K− as an explicit function of the

concentration and potential conditions in the microchannels.

Introducing a constant parameter “E” defined as:

E = th − tl + ln

(
ch(tl + 1)

cl(th + 1)

)
tl/h =

√
1 +

1

Du2l/h
(3.16)

simplifies the expression of the total reduced flux:

K+ +K− = − 2σ

eH
(∆Ψ− E) (3.17)
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3.3.2 Implicit Relation for the Nanoslit Selectivity

The second general equation for the nanoslit fluxes is found by substituting the

value of ∂Ψ/∂x̄ from equation 3.12 and simplifying it with a function ‘ξ’ that

includes the selectivity of the nanoslit:

(c+ + c−)
d(c+ + c−)

dx
− 2σt

eH
(K+ +K−) = (K+ +K−)(c+ + c−)

(ξ − 2σ

eH
t)
∂ξ

∂x̄
− (K+ +K−)(ξ) = 0 with ξ = (c+ + c−) +

2σ

eH
t (3.18)

When ξ ̸= 0, integrating the above equation with respect to x reveals the second

general equation for the nanoslit fluxes:

ξ − 2σ

eH
t ln(ξ) = (K+ +K−)x̄+K1 when Dul ̸= Duh (3.19)

From the boundary conditions (3.10), we get the boundary values of ξ as follows:

ξ(x̄ = 0) = − 2σ

eH
(th − t) ξ(x̄ = 1) = − 2σ

eH
(tl − t)

We can now eliminate K1 and get a second relation given below:

K+ +K− = − 2σ

eH

(
tl − th + t ln

tl − t

th − t

)
(3.20)

Upon analyzing the equations 3.17 and 3.20 together, we get the following implicit

equation for the reduced selectivity of the nanoslit:

t ln

(
t− tl
t− th

)
= ∆Ψ− ln

(
ch(tl + 1)

cl(th + 1)

)
(3.21)
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It is evident that equation 3.19 diverges when both the microchannels carry fluids

with same ionic concentration (DuL = Duh) because the function “ξ” becomes

equal to zero, leading to an undefined logarithm. Hence substituting ξ=0 in equa-

tion 3.18 and expressing the nanoslit concentrations in terms of Dukhin numbers

from eq. 3.8 reveals the nanoslit selectivity for equal microchannel concentrations

as:

t =

√
1 +Du2

Du
when Dul = Duh = Du, σ < 0 (3.22)

3.3.3 Expressions for the Nanoslit Fluxes

The expressions for the nanoslit fluxes can be found by reorganizing equation 3.17

using the definition of nanoslit selectivity (eq. 3.3).

The equations for the reduced nanoslit fluxes are given as:

K+ =
1 + t

2
(K+ +K−) K− =

1− t

2
(K+ +K−) (3.23)

Expressing the total reduced flux (J±
nano) from equations 3.17 and 3.16, we arrive

at the final expressions for the nanoslit fluxes:

J+
nano = −D

+σ

eW
(1 + t)(E −∆Ψ) Duh ̸= Dul (3.24a)

J−
nano = −D

−σ

eW
(1− t)(E −∆Ψ) σ < 0 (3.24b)

These fluxes are expressed in the units ions per meter second [m−1s−1] with the
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parameter E and the selectivity given from equations 3.21 and 3.16:

E = th − tl + ln

(
ch(tl + 1)

cl(th + 1)

)
(3.25a)

t ln

(
t− tl
t− th

)
= ∆Ψ− E + (th − tl) (3.25b)

When the concentration in both microchannels are equal, i.e. E = 0, and the

selectivity is given by eq. 3.22, that leads to the following expression:

J+
nano =

D+|σ|
eW

∆Ψ(1 +

√
1 +Du2

Du
) Duh = Dul = Du (3.26a)

J−
nano =

D−|σ|
eW

∆Ψ(1−
√
1 +Du2

Du
) (3.26b)

Ultimately, the electrical current per unit length dz of the nanoslit is written as:

I = e(J+
nano − J−

nano) =
(−σ)
W

[
D+ −D− + t(D+ +D−)

]
(E −∆Ψ)

In the following, without loss of generality with restrict to the case D+ = D− and

the current intensity per unit nanoslit length is expressed as follows:

I =
(−2σ)D

W
t(E −∆Ψ) (3.27)
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Figure 3.2: Function g(t) in traced by the blue line with respect to nanoslit selec-
tivity (t).

3.4 Non-linear Transport in the Nanoslit

The nanoslit selectivity expressed in equation 3.21 depends on the concentration

gradient across the nanoslit and the potential difference that develops as a con-

sequence of the nanoslit flux. This implicit coupling between the selectivity and

the potential difference gives rise to the non-linear transport characteristic that is

observed when dealing with liquids at the nanoscale. Understanding the evolution

of the selectivity with respect to the parameters in eq. 3.21 provides us with the

framework to optimize the nanofluidic exchanger.

We first note that the equation 3.25 determining the selectivity has a well-defined

root for all values of ch, cl and ∆Ψ. This is shown by plotting the function g(t) =

t
t− tl
t− th

as a function of t in figure 3.2.

This function has the following properties:

• The function g(t) passes through the origin as g(t) = 0 when t = 0.

66



As a consequence, the current delivered by the nanoslit vanishes for ∆Ψ =

E − (th − tl). The interval in electrical potential useful for the slit to act as

a power generator will thus be ∆Ψ ∈ [0, E − (th − tl)].

• As σ < 0 and ch > cl, Dul > Duh and tl < th. The function g(t) is not

defined in the interval t ∈ [tl, th], therefore selectivities in this interval are

never obtained.

More specifically, when the Dukhin numbers are high Dul > Duh ≫ 1 (in

practice Duh > 5 is enough), we have th ≃ tl ≃ 1. In this case, if t ̸= 1

the logarithm term in eq (3.25) vanishes, which does not accommodate the

right side of the equation if the latter is not zero. Therefore, at high Dukhin

numbers the selectivity is close to perfect t ≃ 1, except in the cases where

∆Ψ ≃ E .

• When t→ t−l , g(t) → −∞ and when t→ t+h , g(t) → ∞.

This reflects the rectification property of the nanoslit under a difference of

salinity gradient. For ∆Ψ ≪ E − (th + tl) the IV−characteristics of the

nanoslit is linear as I ∝ tl(E −∆Ψ), whereas for ∆Ψ ≫ E− (th+ tl) it has

a different slope I ∝ th(E−∆Ψ). Figure (3.3) plots a typical characteristics

I versus ∆Ψ.

• The value of g(t) when t → ±∞ is found, by performing a Taylor expan-

sion of equation 3.25, to correspond to ∆Ψ = E .

This value of ∆Ψ lies close to the interval of interest for using the slit as a

power generator. At this value, the equation 3.27 giving the current intensity

takes a undetermined form. Expanding 3.25 to the second order gives the
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Figure 3.3: I-∆Ψ characteristics for the Dukhin numbers Duh = 0.5 and Dul =
10. The inset is an enlargement of the I > 0 and ∆Ψ > 0 portion of interest for
power generation. The value of the parameter E is 2.88.

following value for the current generated per unit length of the slit:

I = −De2H2

W (−σ)
(c2h − c2l )

Numerically when the value of ∆Ψ−E is small, it is of interest to use an alterna-

tive variable v to quantify the nanochannel selectivity. This variable is defined by

the following expressions:

v =
1

2
ln
t− tl
t− th

2t =

(
th − tl
tanh(v)

+ th + tl

)
2tv = ∆Ψ− E + (th − tl)
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The implicit equation in the variable v is hence written as:

(th − tl)

(
v

tanh(v)
− 1

)
+ v(th + tl) = ∆Ψ− E

Using the expansion
(

v

tanh(v)
−1 = v2/3− v4/45

)
, we arrive at the expression

for generated current and nanochannel fluxes, per unit nanoslit length:

I =
(−2σ)D

W

(
E −∆Ψ− (th − tl)

2

)(
th + tl + (th − tl)(

v

3
− v3

45
)

)
J+
nano =

(−σ)D
W

(
E −∆Ψ− (th − tl)− 2v

2

)(
th + tl + (th − tl)(

v

3
− v3

45
)

)

It is worth noting that the variables th and tl may vary along the length of the

nanoslit. However, when the convection velocity in the microchannel is very high,

the microchannel concentrations are conserved equal to its inlet values, which is

the regime when Sherwood number is considered infinite and we find the limiting

power produced by the elemental exchanger. The upcoming section is dedicated

to the quantification of this limiting power density produced by the elemental

exchanger.

3.5 Limiting Power Density of the Elemental

Exchanger

When the exchanger is operating in the high Sherwood regime (Sh > 105), the

convection velocity of microchannel is significantly high and results to conserva-

tion of ionic microchannel concentration, equal to their inlet values. The current

(I lim) generated by an exchanger of length (L) at this the high Sherwood regime
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is calculated from eq. 3.27 as follows:

I lim = −2σD

W
t

ˆ L

0

(E −∆Ψ)∂L = −2σDL

W
t(E −∆Ψ) σ < 0 (3.28)

We can now derive the expression for the power (P lim
elec) and density of power per

unit surface area of the elemental exchanger (Pdlimelec) as follows:

P lim
elec = I lim∆V =

2|σ|DL
W

kBT

e
t∆Ψ(E −∆Ψ) Duh ̸= Dul (3.29a)

Pdlimelec =
P lim
elec

2bL
=
D|σ|
bW

kBT

e
t∆Ψ(E −∆Ψ) Duh ̸= Dul (3.29b)

The factor 2bL in the above equation is the surface area of the elemental exchanger

with individual microchannel width b and length L, assuming that the width of the

nanoslit W is quite small compared to the microchannel width.

We can simplify the expression for the limiting power density of the exchanger by

splitting it into a non-dimensional function F(cH , cL) along with a dimensional

pre-factor:

Pdlimelec =
D|σ|
bW

kBT

e
F(cH , cL) (3.30)

F(cH , cL) = t∆Ψ(E −∆Ψ)

The advantage of expressing the power density with a non-dimensional function is

because the function varies only as a function of inlet microchannel concentrations

and is constant for all dimensions of the exchanger. Furthermore the function

F(cH , cL) can be approximated empirically as follows upto a certain value of cH :

F =
1

4

(
ln

(
cH
cL

))2

cH < 5 [M] (3.31)
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Figure 3.4: (a) Value of the non-dimensional factor F giving the maximum power
extractable from the elemental exchanger, as a function of the entrance microchan-
nel concentrations cH and cL, from eq. 3.31. The straight lines are approxi-
mated value (ln cH/cL)

2/4. (b) Maximum power density generated by the ele-
mental exchanger, when uniform electrolyte concentrations cH and cL are main-
tained through the whole microchannels. The surface charge of the nanochannel
is σ = −0.64Cm−2, its height is H = 1nm and width W = 100nm. The mi-
crochannels have a square cross-section a = b = 2µm and the exchanger length
is equal L = 100µm.

where cH and cL are the inlet concentrations in the microchannels. Figure 3.4a

describes the variation of function F for different values of Dukhin numbers at

the inlet of the microchannel. The straight lines in fig. 3.4a are the approximated

values using the eq 3.31. Figure. 3.4 is the dimensional power per unit exchanger

surface, which is capable of reaching several kilowatts per square meter of area it

occupies.

Figure 3.4a allows us to estimate the limit energy generation capacity of the ex-

changer for any given dimension. We discussed two sets of dimensions in the

previous chapter, first set achievable from the current development in the silicon

fabrication technology and the second being the ideal dimensions for the elemen-
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tal exchanger. The dimensions were the following:

L = 100µm a = b = 2µm H = 1nm W = 100nm (3.32a)

L = 10µm a = b = 500nm H = 1nm W = 20nm (3.32b)

For the first set of “achievable” dimensions, we find that the dimensional pre-

factor takes a value of 82.7 W.m−2. Taking the concentration of seawater to be

equal to 600 mM and the river water concentration as 1 mM, from figure 3.4a we

get F = 9. This equates to a limit power of 745 W.m−2, which is higher than

any theoretical model to date. Similarly with the ideal case dimensions, we find

that the pre-factor takes a value equal to 1.65kW.m−2 that equates to the limiting

power density of 15 kW.m−2.

Achieving this high density of power, however, is subject to the optimization of

feeding the liquids into the exchanger. Running the exchanger with such high

microchannel convection velocities will require a tremendous amount of hydro-

dynamic energy which will result to a very low net power gain from the system.

Hence it is essential to analyze the net generated of electrical power which is

equal to the difference in the electrical power generated by the exchanger to the

hydraulic power dissipated in running fluids inside the exchanger, which is elabo-

rated in the next chapter of this manuscript.

3.6 Conclusions and Perspectives

The results from this chapter indicate the source of non-linear dynamics observed

at the nanometric length scales. In the context of the elemental exchanger, the

surface charge over the nanoslit σ plays a vital role in the determination of the

nanoslit selectivity (t), which in-turn decides the magnitude of the diffusive flux
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Figure 3.5: Comparison of the concentration profile in the nanoslit as cations pass
through it.

(J±
nano) passing through the nanoslit. It is also observed that the driving potential

inside the exchanger (∆Ψ) is implicitly coupled with the nanoslit selectivity and is

governed by equation 3.21. Hence it can be concluded that the presence of surface

charge over the nanoslit surface is the root of the non-linear dynamics occurring

in the system and its coupling with the driving potential leads to the amplification

of the diffusive flux we observe when compared to the linear model.

Fig. 3.5 compares the transport inside the nanoslit under linear approximation we

used in the previous chapter with the PNP approximation. Under linear approx-
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imation the concentration drops linearly across the nanoslit bridging the concen-

trations between microchannels. Under PNP approximation, the concentration of

charges is highest at the nanoslit entrance and drops to its lowest instantaneously

as it enters the low concentration microchannel.

The most encouraging result of this chapter is the estimation of the limit power

density that can be generated by the elemental exchanger. We obtained a power

density of 745 W/sq.m for an exchanger has the ‘achievable’ dimensions and can

be fabricated given the development of silicon fabrication industry to date. This

result is the highest density of power obtained for any technology focusing on

Blue energy harvesting and may prove to be a paradigm shift in the technology.

Achieving such high power however is not optimal as an immense amount of hy-

drodynamic cost has to be spent to operate the exchanger at such high regimes of

Sherwood number. Therefore, the next chapter focuses on selecting an interme-

diate Sherwood regime to extract maximum net energy form the exchanger, and

optimize the exchanger dimensions to maximize this net power.
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CHAPTER 4

Multi-Scale Dynamics inside the

Elemental Exchanger

4.1 Introduction

This chapter focuses on the quantisation the electrical power the elemental ex-

changer (Chapter-2, section 2.2) generates per unit surface it occupies. In Chap-

ter 3, we showed that the maximum power density that could be theoretically

achieved in the silicon-based elemental exchanger is in the order of several hun-

dred watts per square meter, which is substantially higher than the state of the art

of various membrane based processes focusing on harvesting of Blue energy like

Pressure Retarded Osmosis (PRO - 6.5 W/sq.m79) and Reverse Electro-dialysis

(RED - 6.7 W/sq.m83). However this estimation neglected the effect of convection

in the microchannels, the boundary layers inside them, as well as the hydraulic

energy cost to operate the device. This chapter introduces these effects with an

increasing degree of complexity. We aim to elaborate and extend our understand-

ing toward the first realization of a silicon-based exchanger with an optimized

geometry and operating conditions for the recovery of saline gradient energy.

The calculation of the electrical power is performed by modelling the continuum

dynamics in the microchannels with an advection-diffusion equation (eq. 2.2),

while feeding these microchannels with a cation and anion ‘line-source’ using the

expressions of nanoslit fluxes derived in Chapter - 3 (eq. 3.24). This is performed

using the COMSOL Multiphysics software.
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COMSOL uses a finite element solver and provides a convenient platform for sim-

ulation of this system as it allows the development of the model from 1D to 3D

with a step-wise increase in complexity. Hence moving from a simple model to

a robust full-scale module of exchanger is facilitated easily through the intuitive

user-interface of the software. However, since COMSOL doesn’t have a module

for nanofluidics developed yet, we rely on the so-called "equation-based mod-

elling" to develop our exchanger. This chapter elaborates on the methodology

used in the development of our model, supported by COMSOL. We then present

the study of a 1D model, based on the approximation that the mixing in the mi-

crochannels is perfect, and quantify the effect of the replenishing velocity on the

maximum power density harvested by the elemental exchanger.

A section of this chapter is dedicated to the calculation of net electrical power

output of the exchanger per unit surface. The net power is equal to the difference

in the output power of the exchanger and the power consumed by the exchanger as

a consequence of running fluids inside the microchannels. This section proposes

an optimization scheme for the geometrical sizes of the microchannels and the

nanoslit, and establishes the convection velocity (Sherwood number) required for

the efficient functioning of the exchanger, which serve as the basis for the design-

ing of 3D architecture of the parallelized exchanger, elaborated in the last chapter

of this thesis.

The final section of this chapter presents first results of the 3D model of the ele-

mental exchanger, also simulated using COMSOL.
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4.2 Governing Equation for the Elemental

Exchanger

4.2.1 Advection-Diffusion in the Microchannels

Figure 4.1 illustrates the schematic of the elemental exchanger, which consists of

two microchannels carrying fluids of different ion concentrations, separated by a

cation selective nanoslit that runs in between the microchannels.

We present here the three-dimensional governing equations used to model the

concentration fields ch(x, y, z) and cl(x, y, z) in the high-concentration and low-

concentration microchannels. The transport in the nanoslit is not resolved spa-

tially, we use the expressions for the fluxes derived in Chapter 3 as a line-source/sink

in the microchannels.

As the microchannels have the same geometry (see figure 4.1), with a plane of

symmetry lying in their middle along their axis, we restrict our domain to half

of a microchannel, of width b and heigth a. The z-direction lies along the axis

of the microchannel, the x-direction is transverse to the microchannels, and the y

direction is normal to the microchannels cover. For the sake of simplicity, we use a

different x-axis in each microchannel, with an origin located at the micronanoslit

junction, and a direction oriented away from this junction. Thus, the cation flux

received in each microchannel from the nanoslit is written as ±J+
nano(z)δ(x, y)

where J+
nano is a flux per unit length, δ(x, y) is the 2D Dirac function, and the sign

"+" holds for the low-concentration microchannel while the sign "−" holds for

the high-concentration microchannel. The anion flux has a similar expression.

As discussed in Chapter 2, we consider that the electrodes are ideal, maintain

a uniform potential respectively VH and VL in each microchannel, and exchange
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Figure 4.1: Isometric view of the elemental exchanger (represented by dotted
lines). Microchannels have a cross-section of a×b and length L. They carry fluids
with a convection velocity U⃗ along their length, which defines the z-axis. The
faces of the microchannels are covered with electrode materials which maintain
the potential of VH , VL in the high and low concentration microchannels respec-
tively. The nanoslit runs along the length of the microchannel and has a height
H in the y direction. The nanoslit is made cation-selective by coating its top and
the bottom face with a negative surface charge with density σ per unit nanoslit
surface. J+

nano and J−
nano are the ionic fluxes per unit length that pass through the

nanoslit in the x direction, defined locally starting at the corner of the microchan-
nels.

only anions. Under these conditions the transport of ions inside the microchannels

satisfies the advection-diffusion (eq. 2.2):

D∆cl − U⃗ · ∇⃗cl = −JS(z)δ(x, y) (4.1a)

D∆ch − U⃗ · ∇⃗ch = JS(z)δ(x, y) (4.1b)
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where JS is the salt flux per unit length through the nanoslit and the rest of the

parameters hold their original definition. Following the analysis in Chapter- 3, we

write the expression for the salt flux as:

JS(z) = J+
nano(z) = −Dσ

eW
(1 + t(z))(E(z)−∆Ψ) (4.2)

where t(z) and E(z) are the nanoslit selectivity and electro-motive force given by

the equations 3.21, 3.16:

E = ln
ch(0, 0, z)(1 + tl(z))

cl(0, 0, z)
(
1 + th(z)

) + th(z)− tl(z) (4.3a)

th,l(z) =

√
1 +

c2h,l(0, 0, z)e
2H2

4σ2
(4.3b)

t ln

(
t− tl(z)

t− th(z)

)
= ∆Ψ− E + (th(z)− tl(z)) if cl(0, 0, z) ̸= ch(0, 0, z)

(4.3c)

t = tl(z) = th(z) if cl(0, 0, z) = ch(0, 0, z) (4.3d)

where ∆Ψ = e(VL − VH)/kBT is the normalized potential difference. It is

assumed here that the diffusivity of the cations and the anions is equal to their

average diffusivity (D) for the sake of simplicity of the expression.

We have not considered the effect osmotic volume flux through the nanoslit in

the present analysis, hence the velocity field U⃗ in the microchannels is only due

to the driving pressure, and the average velocity through the section is invariant

along the z-axis. We do not take the entrance effects through the fluidic feeding

ports into consideration either, and therefore the convection velocity is written as

U⃗ = u(x, y)e⃗z.
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The equations are made non-dimensional by changing the variables as follows, as

done previously in Chapter - 2:

U =

˜
u(x, y)dxdy

ab
Pe =

UL

D
J =

HL2

Wab

c̄h,l = ch,l
eH

(−σ)
Sh =

Pe

J

The equations expressed in eq. 4.1 hence take the following form:

L2

Pe
∆c̄l − L

u(x, y)

U

∂c̄l
∂z

= −(1 + t(z))(E(z)−∆ψ)

Sh
abδ(x, y) (4.4a)

L2

Pe
∆c̄h − L

u(x, y)

U

∂c̄h
∂z

=
(1 + t(z))(E(z)−∆ψ)

Sh
abδ(x, y) (4.4b)

Note that the term ‘abδ(x, y)’ has no dimension as the two-dimensional Dirac

function has the dimension [length]−2.

4.2.2 Boundary Conditions

The boundary conditions on the faces of the microchannels parallel to the z−direction

correspond clearly to a zero-flux of concentration on the faces x = 0, y = 0 and

y = a. Since the velocity also vanishes on these faces, we can write:

∇⃗c̄h,l · e⃗x = 0 at x = 0

∇⃗c̄h,l · e⃗y = 0 at y = 0 and y = a

The condition of symmetry on the face x = b is written as:

∇⃗c̄h,l · e⃗x = 0 at x = b

The conditions developed in Chapter - 2 for the boundary conditions on the faces
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z = 0 and z = L are not modified by the non-linear character of the exchange

through the nanoslit. Therefore, we have a condition of purely convective flux in

z = L:

∇⃗c̄h,l · e⃗z = 0 at z = L

Additionally to account for the condition of global imposed flux at z = 0, we

have:

ˆ a

0

ˆ b

0

(
u(x, y)c̄h,l(x, y, 0)−D∇⃗c̄h,l · ez

)
dxdy = UcH,L at z = 0

4.2.3 Electrical Power and Power Density

The current generated in the elemental exchanger is quantified as:

I = e

ˆ L

0

(J+
nano − J−

nano)∂z (4.5)

Substituting the value of the nanoslit fluxes from the previous chapter (eq. 3.27),

we get:

I = −2Dσ

W

ˆ L

0

t(z)(E(z)−∆Ψ)∂z (4.6)

with the parameters t(z) and E(z) defined in equation 4.3.

The expression for the harvested electrical power (Pelec) is hence:

Pelec = I∆V = −2Dσ

W

kBT

e
∆Ψ

ˆ L

0

t(E −∆Ψ)∂z (4.7)

The surface area of the elemental exchanger is approximately equal to product of

the width of two microchannels (2b) and the length of the exchanger (L), con-

sidering that the width of the nanoslit is very small compared to that of the mi-

crochannel. Therefore the electrical power generated by the exchanger per unit
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surface (Pdelec) is calculated as:

Pdelec =
Pelec
2bL

= − Dσ

bLW

kBT

e
∆Ψ

ˆ L

0

t(E −∆Ψ)∂z (4.8)

The maximum generated power density, obtained for an appropriate value of the

load resistance RL, is calculated using the following expression:

Pdmaxelec = − Dσ

bLW

kBT

e
max
∆Ψ

{∆Ψ

ˆ L

0

t(E −∆Ψ)∂z} (4.9)

For convenience, we split the expression of the the maximum power density into

a dimension part and a non-dimensional part as follows:

Pdmaxelec =
D|σ|
bLW

kBT

e
f(Sh, J,DuH , DuL) (4.10)

f = max
∆Ψ

(
∆Ψ

ˆ L

0

t(E −∆Ψ)∂z

)
(4.11)

It is expected that at infinitely high driving velocity, the nominal injected elec-

trolyte concentrations cH and cL fill the microchannels completely, so that the

limit value of the factor f at infinite Sherwood should meet the factor F(DuH , DuL)

studied in Chapter 3:

lim
Sh→∞

f(Sh, J,DuH , DuL) = F(DuH , DuL)

The objective of this chapter is to study the convergence of the factor f to its

limiting value F , to optimize the elemental exchanger geometry as well as the

regime of fluid velocity inside the microchannels, to obtain the highest realistic

value of the harvested power density. However, the implicit relationship between

the nanoslit selectivity and the concentration gradient obstructs the development
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of a purely analytical solution for the maximum power density. Hence we rely on

finite element simulations to quantify them.

4.3 One-Dimensional Approximation of the

Elemental Exchanger

We first implement the non-linear elemental exchanger assuming a perfect mixing

of electrolyte concentration across the microchannel sections. We do not justify

this approximation and consider it only as a first step toward the full scale mod-

elling of the system.

The equations of transport in this 1D approximation are obtained by averaging

the 3D equations presented in eq.4.4, on section ab of the microchannels. We

introduced parameters called Dukhin numbers in the previous chapter to represent

the normalized concentrations in the microchannel as:

c̄l/h = −eH
σ

cl/h =
1

Dul/h
(4.12)

The governing equation for the elemental exchanger is hence written as:

− 1

Pe

∂2c̄l
∂z2

+
1

L

∂c̄l
∂z

= +
1

L2Sh
(1 + t)(E −∆Ψ) (4.13a)

− 1

Pe

∂2c̄h
∂z2

+
1

L

∂c̄h
∂z

= − 1

L2Sh
(1 + t)(E −∆Ψ) (4.13b)

The boundary conditions for the governing equations are exactly the same as in

Chapter - 2:

∂c̄h,l
∂z

|z=L = 0 c̄h,l(z = 0)− L

Pe

∂c̄h,l
∂z

|z=0 = c̄H,L (4.14)
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This governing equation is solved with some minor simplifications (detailed later

in this chapter) using COMSOL Multiphysics software to find the local ion concen-

tration along the each microchannel, for a given geometry and prescribed values

of injected concentrations (cH and cL), potential difference, and Sherwood num-

ber. Once the concentration fields are obtained, the power density is calculated

using eq. 4.8.

4.3.1 Implementation in COMSOL

COMSOL Multiphysics is a Finite Element Solver for Partial Differential equa-

tions (PDEs), which relies on the simulation geometry to be split into numer-

ous “nodes". These nodes are geometrical domain elements where the field(s) to

be solved are approximated using piece-wise function sets (linear, quadratic or

polynomial) leading to solutions of the linearized PDEs. The continuity of the

approximated fields has to be ensured between the adjacent nodes such that the

PDE is turned into a set of linear equations relating the coefficients describing the

approximate solution.

COMSOL does not have a developed nanofluidics module yet, therefore, we rely

on the so-called "equation based modelling" to solve the partial differential equa-

tions (eq. 4.13) with their boundary conditions similar to the ones formulated

earlier in the chapter. For the sake of reproducibility we give the full details of the

COMSOL implementation in the appendix chapter - A, and present only the main

lines of the numerical resolution in this section.

General Form Partial Differential Equation

The simulation geometry for our 1D model is just a straight line of length L. As

COMSOL describes domains in real space, we choose L = 20µm, without loss
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of generality as our equations are homonenegous in z/L and the properties of the

system depend only on the non-dimensional numbers Sh, J,DuH , DuL.

The governing equations (eq.4.13) are entered using the COMSOL feature Gen-

eral Form PDE which is focused to solve equations of the following form:

∇.Γ⃗ = s (4.15)

Simply put, the divergence of a flux ‘Γ’ equal to a source ‘s’. This is well-suited

for a diffusion-convection equation. We solve for the two concentration fields c̄h

and c̄l with a two component flux (in 1D) Γ equal to the flux in the microchannels:

Γ =

−( 1
Pe
)(∂c̄h

∂x
) + 1

L
c̄h

−( 1
Pe
)(∂c̄l

∂x
) + 1

L
c̄l

 s =

− nanoj
2L2.Sh

nanoj
2L2.Sh

 (4.16)

using the boundary conditions expressed in eq. 4.14 directly.

The two-component source s = ±nanoj/(2L2Sh), with nanoj being the implicit

function (1 + t)(E − ∆Ψ), corresponds to the right hand side of eq. 4.13. It is

calculated separately using the feature Domain Algebraic Equations of COMSOL

which allows to calculate additional fields in the resolution domain from explicit

or implicit algebraic equations. However, the implicit equation for the selectivity

(eq. 4.3) is too singular to be solved smoothly. Hence, we use the variable ’v’ as

developed in Chapter 3, which we introduce and solve as a field:

(th − tl)

(
v

tanh(v)
− 1

)
+ v(th + tl) = ∆ψ − E th,l =

√
1 + c̄2h,l

The field v is related to the selectivity by the expression 2t =
th − tl
tanh(v)

+ th + tl.

Therefore the nanochannel flux nanoj is expressed as follows for all values of
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v > 0.1:

nanoj =

(
2 + th + tl +

th − tl
tanh(v)

)(
(th − tl)

( v

tanh(v)
− 1
)
+ v(th + tl)

)

When v ≤ 0.1 the above expressions are a bit troublesome, hence we rectify it

using Taylor expansion to approximate the value of the hyperbolic tangent:

1

tanh (v)
=

1

v
+
v

3
− v3

45
;

v

tanh (v)
− 1 =

v2

3
− v4

45
v ≤ 0.1 (4.17)

In this case nanoj for v ≤ 0.1 is expressed as:

nanoj =

(
1+

v2

3
−v

4

45

)(
th−tl+(th+tl+2) tanh (v)

)(
(th−tl)

(
v

3
−v

3

45

)
+th+tl

)

Meshing

It is found that the concentrations vary extremely quickly at the entrance in the

microchannel, at z = 0. Therefore it is important to ensure a very fine meshing at

this location. The fore we enforce COMSOL to have 100 elements between z = 0

and z = 0.1, and choose a predefined “finer” mesh for the remaining geometry.

The detailed procedure for achieving this is given in the appendix.

Result Evaluations

Once the simulation is completed, the resulting values of the concentration fields

and other calculated variables are stored as Data Sets, and the current intensity

and power density can be calculated by integrating the appropriate expressions

(4.5) and (4.10) over the domain [0, L].

We aim at discussing the maximum power density harvested as a function of the
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replenishing velocity (represented by the Sherwood number) as a function of the

geometrical sizes of the Exchanger (represented by J), and the chemical char-

acteristics of the simulation (represented by DuH and DuL). We obtain these

results by performing a parametric sweep over two parameters ∆ψ and Sh. For

a given value of Sherwood, the maximum power density as a function of ∆ψ is

extracted using the feature Operation - Maximum of the Data Series Operation in

the Evaluation Group node of COMSOL (see appendix chapter - A).

4.3.2 Maximum Harvested Power Density as a function of

Sherwood Number

Figure 4.2 illustrates the maximum non-dimensional power density f (from eq.

4.11) as a function of the Sherwood number obtained from COMSOL simula-

tions of the elemental exchanger. Figure 4.2a specifically shows the variation of

f(Sh) for different inlet concentration ratios Cr = cH/cL ∈ [10, 105], an entrance

Dukhin number equal to unity DuH = 1, and three values of conductance ratio

(J = 1, 10, 100).

The geometrical and chemical parameters used to generate these values of the

non-dimensional numbers are given below:

cH = 663, 66.3, 6.63mM σ = −0.64C/m2 L = 20µm

H = 1nm W = 20nm b = 1µm

a =
HL2

JbW
U =

DHLSh

Wab
Pe = JSh

Figure 4.2b reports the influence of the entrance Dukhin number and plots f(Sh)

for DuH = 1, 10, 100 and J = 10.

The most significant findings from the simulations can be summarized as follows:
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Figure 4.2: (a) Non-dimensional electrical power density f (eq. 4.11) plotted as
a function of Sherwood number for entrance Dukhin number DuH = 1. Concen-
tration ratios Cr = 10, 102, 103, 104, 105 are plotted for conductance ratio J = 1.
For J = 10, 100 function f is plotted for concentration ratio Cr = 103, 105. (b)
Non-dimensional electrical power density f plotted as a function of Sh/DuH for
five concentration ratios and DuH = 1, 10, 100 and J = 10. The black dashed
line is the master curve shown in eq. 4.18.

• The three distinct regimes in Sherwood: The three regimes in Sherwood

seen under the linear approximation of nanoslit flux in Chapter - 2 (fig. 2.4)

are visible here as well.

• Limit power density: The factor f converges to the value F studied in

Chapter 3. In contrast to the linear exchanger studied in Chapter 2, this

maximum depends on the concentration ratio, most often as (lnCr)2/4, as

shown in Chapter 3.

• Conductance ratio J does not play a major role in the value of f : As

observed in Chapter 2, we find that the role of J is very limited in the

determination of the power density. It does not impact the transition to the
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Figure 4.3: Nanoslit selectivity (t) varies along the microchannel length
(µm)considerably at low Sherwood numbers. The plot corresponds to an entrance
DuH = 1, Cr = 103, J = 1, 10, 100, L = 20µm and Sh = 0.01. The data is
plotted at ∆V = 0.25mV, which is the potential difference at which the maximum
value of f is obtained for all three values of parameters J . This variation is re-
sponsible for the difference in scaling in observed between the linear toy-model
(ftoy) and the realistic model (f ) at low Sherwood regime.

infinite Sherwood (see below), neither the very low Sherwood regime.

• The function f scales as f ≈ (Sh2/8) in the low Sherwood regime:

This is found empirically from the data and does not depend on the value of

parameter J .

The low Sherwood behaviour in the linear toy-model of Chapter 2 was also

found to be independent of J , however the scaling in Sherwood was differ-

ent, in Sh/8. The low Sherwood behaviour found here is thus due to the

non-linear character of the ion exchange in the nanoslit. More specifically,

this scaling is due to the fact that the value of the selectivity is not enforced

to t = 1 as in the toy model, but is determined by more realistic characteris-

tics of ion transport between charged solid surfaces. At very low Sherwood
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we find that the value of t in a significant part of the exchanger reaches

the value -1, corresponding to a vanishing concentration flux through the

nanoslit. This is consistent with a spatially uniform value of the concentra-

tion fields ch(z) and cl(z) expected far from the entrance of the exchanger

under very low convection velocity. However the value t = −1 corresponds

also to an counter-flux of anions through the nanoslit, and thus a negative

value of the electrical current, and of the harvested power. Therefore, the

condition for maximizing the power is a balance between the power gener-

ation at the entrance in the exchanger, and the power loss in the rest of the

exchanger, leading to a significantly lower performance of the non-linear

exchanger at low Sherwood than the toy-model. Figure 4.3 illustrates the

variation of nanoslit selectivity t for entrance DuH = 1 at Sh = 0.01

and ∆V = 0.25mV, which is the potential where the power density is maxi-

mum. The remaining geometrical and chemical parameters remain the same

as mentioned in the beginning of this section.

• Extended transition region: We notice that the value of the Sherwood

number required to reach the plateau of maximum power, is much larger

than in the linear exchanger of Chapter 2, and increases with the inlet con-

centration ratio. For instance a value Sh = 104 is needed to reach the

plateau value of f at a concentration ratio C = 1000.

This regime in Sherwood number is the one of interest for maximizing the

capability of the elemental exchanger as a high power density generator.

Figure 4.2b gathers all the data obtained at Sh ≥ 1 for various values of

the concentration ratios Cr ≥ 20, entrance Dukhin DuH ≥ 1 and conduc-

tance ratio J = 10. In this figure the power density is plotted as a function

of Sh/DuH . We find that all the data in the transition region gather on a

single master curve, and they essentially leave this master curve only when
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reaching the plateau value F ≃ (lnCr)2/4 corresponding to the concentra-

tion ratio.

Empirically we find that this master law is well described by the expression

f ≃

[
log

(
1 +

Sh

DuH

)]2
(4.18)

which is plotted in dashed line on figure 4.2b.

4.4 Maximum Net Power Density generated by the

1D Exchanger

4.4.1 Hydraulic Dissipation in the Exchanger

Since the exchanger cannot be operated at an infinitely high Sherwood number

in order to reach the limiting power density, and it is of importance to consider

the hydraulic losses needed to replenish the electrolyte concentrations in the mi-

crochannels.

The hydraulic power dissipated by the exchanger per unit surface (Pdhyd) can be

calculated as the product of the pressure drop in the microchannels (∆Pµ) and

with the microchannel flow rate in the two microchannels (Qµ). The pressure

drop in microchannel is given by Plane - Poiseuille equation77 as:

Pdhyd = ∆PµQµ ∆Pµ =
KηLU

4

(a+ 2b)2

a2b2
Qµ = (2ab)U (4.19)

The symbols “a, b” are the depth and the width of a single microchannel in the

elemental exchanger, η is the dynamic viscosity and K is the friction factor that
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varies with the aspect ratio (b/a) of the microchannel:

K

(
2b

a
< 0.7

)
=

12

(1 + 2b/a)2(1− 0.63b/a)
K

(
2b

a
= 1

)
= 7.11 (4.20)

Expressing the convection velocity in terms for Sherwood number (eq. 2.6), the

hydraulic power density take the following expression:

Pdhyd =
D2H2L2(a+ 2b)2Kη

4W 2a3b4
Sh2 (4.21)

Hence from equations 4.10 and 4.21, we find the expression of net power gener-

ated from the elemental exchanger as follows:

Pdnet =
DkBT |σ|
ebW

(
f − KDηeH2L2(a+ 2b)2

4kBT |σ|Wa3b3
Sh2

)
(4.22)

4.4.2 Optimization of the Net power Density Extracted

It can be seen from the equation 4.21 that the dissipated power grows with the

square of Sherwood number and whereas the function f varies depending on the

regime of convection velocities. It can also be seen from fig. 4.2 that the net power

density is expected to produce a maximum at the intermediate Sherwood regime,

as the electrical power is too low at low Sherwood numbers and the hydraulic

dissipation is massive at high Sherwood numbers. This section is dedicated to the

maximization of the net power produced by the exchanger for a given values of

nanoslit surface charge and inlet concentration using the empirical function of f

(eq. 4.18).

If we consider the microchannels to have a square cross section i.e a = 2b with
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K = 7, the expression for the net power density reduces to:

Pdnet =
DkBT |σ|
ebW

(
f − 7DηeH2L2

2kBT |σ|Wb4
Sh2

)
(4.23)

The geometry of the exchanger is optimized by keeping the ratio of the microchan-

nel length (L) to its width (b) constant and equal to “λ”. The height of the nanoslit

can also be expressed as a function of the initial concentration (cH) and Dukhin

number (DuH):

L/b = λ H =
|σ|

ecHDuH
(4.24)

At this point, to further reduced the expression for the net power, we introduce a

volume V and coefficient P̄ :

V =
7Dη|σ|
kBTec2H

P̄ =
kBTD|σ|

e
(4.25)

The net density of power now takes the form:

Pdnet =
P̄

Wb

(
f − Vλ2

2Wb2

(
Sh

DuH

)2
)

(4.26)

the coefficient P̄ is equal to 16 pW considering a nanoslit surface charge of 0.64

C/m2 at room temperature.

The reduced expression for the net density of power (eq. 4.26) is used to determine

the optimum width of the microchannel (bopt) as at this width the derivative of the

net power density with respect to the width “b” is equal to zero.

∂Pdnet
∂b

= 0 at bopt =
Sh

DuH

√
3Vλ2
2Wf

(4.27)
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Substituting b = bopt in equation 4.26:

Pdnet =
2
√
2

3
√
3

P̄√
WVλ2

DuH
Sh

f 3/2 (4.28)

At this optimum microchannel width, the electrical power produced by the ex-

changer is thrice as much as the hydraulic power dissipated in operating the ex-

changer.

The net density of power can be maximized by maximising the factor f 3/2DuH/Sh

using the equation 4.18. Upon analysing, it seen that the maxima of the func-

tion f is reached when Sh/DuH = 15.8 corresponding to fmax = 1.5. Hence

the optimum microchannel width for maximum net power and its corresponding

maximum net power is written as:

bopt = 15.8λ

√
V
W

Pdmaxnet = 0.063
P̄

λ
√
WV

(4.29)

The pre-factors 15.8 and 0.063 in the expressions above are solely fixed by the

value of Sh/DuH . Replacing the factors V and P̄ from eq. 4.25, we get:

bopt = 15.8
λ

cH

√
KDη|σ|
eWkBT

Pdmaxnet = 0.063
cH
λ

√
D|σ|(kBT )3

7eηW
(4.30)

The optimal value of the microchannel convection velocity can be extracted from

the definition of the Sherwood number (eq. 2.6) and assuming a square cross

sectional area, SM = 2b2:

Uopt =
DHL

2Wb2opt
Sh =

Dλ|σ|
2eWboptDuH

=
1

2

√
D|σ|kBT
7eηW

(4.31)

It is worth noting that the only geometrical variable which impacts the optimal
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Figure 4.4: Net extractable power density Pnet calculated from equation 4.23,
and plotted as a function of the flow velocity U in the microchannels. The dif-
fusion coefficient is D = 10−9m2/s and the solutions viscosity is η = 1 mPa.s.
Microchannels have an optimized square section of width 2bopt (eq. 4.30) and
a length L = 20bopt. (a) Case of sea water CH =600 mM and fresh water
CL =1 mM. Continuous lines correspond to W = 20 nm (bopt =500 nm) and
H={1,3,10} nm. The dashed line corresponds to H = 10 nm and W=50 nm
(bopt=300 nm). (b) Case of a brine with a concentration ratio CH/CL = 600,
W = 20 nm, and H = 1 nm. Continuous lines correspond to |σ| = 0.64 C/m2

and CH = {0.6M, 1.8M, 6M}, associated to bopt = {500, 157, 50} nm). The
dashed line corresponds to |σ| = 64 mC/m2 and CH = 0.6 M (bopt = 270 nm).

microchannel velocity is the width ‘W ’ of the nanoslit. The pressure difference

between the microchannel inlet and the outlet is hence expressed as:

∆Popt = 7η
Uoptλ

bopt
= 0.031kBTcH (4.32)

4.4.3 Analysis of Optimum Net - Power

The figure 4.4 plots the net density of power than can be extracted from the ex-

changer against varying convection velocity in the microchannel. The width of

the microchannel (bopt) is optimized to have a square cross section and the length
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of the microchannel (L) is taken as 20 times the microchannel width (L = 20bopt).

Upon analysis of the equation 4.30, it can be concluded that the main geometrical

parameter in the exchanger is the nanoslit width W , which needs to be as short

as possible as the maximum net power scales as with W−1/2. This length has a

significant impact on the intensity of gradients for a given difference in the salinity.

The width of the nanoslit for the simulations in fig. 4.4 is chosen to be equal to

20nm and 50nm, on the basis of the state of the art in the silicon lithography

industry. The dashed lines in fig. 4.4 corresponding to W = 50nm illustrates

the drop in the power density by a factor of 1/
√
W . In contrast to the nanoslit

width, the nanoslit height (H) seems to only play a marginal role in affecting

the net power for DuH > 1. This limited effect of the nanoslit height can be

attributed to the approximations considered in the model, with the neglecting of

osmotic convection and diffusion-osmotic effects in the nanoslit. As these effects

are expected to contribute positively to the generated power density, increasing

the nanoslit height may lead to appreciation of the net power, once these effect are

integrated in the model.

The microchannel length (L) is must also me minimized as the net power is cal-

culated to be inversely proportional to it (eq. 4.30), but the this length is limited

by the bonding requirement needed to externally feed the exchanger (elaborated

in the next chapter). Hence for the simulation the factor λ (eq. 4.24) was chosen

to be equal to 20.

Given the above conditions for the simulations, nanoslit width of 20 nm corre-

sponds to an optimum microchannel width (bopt) equal to 500 nm, leading to a

square microchannel cross-section with a side of 1 µm and length 10 µm. The

maximum net power density under these conditions reaches 1.4 kW/m2, which is

more than 100 times larger than the theoretical predictions of Yale’s team57 for the
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maximum output of membranes made of nanopores of same surface charge and

height, operated under same conditions of salinity.

It is noteworthy that the net power density of the optimized elemental exchanger

is around 10 times less than its nominal electrical power density (fig. 3.4), which

ignores hydraulic dissipation effects. This loss factor of 10 is much lower than

the losses induced by concentration polarization effects in 2D membranes, esti-

mated to be as large as 105 in the works of Wang et al.57. Therefore, even if the

geometrical arrangement of nanopores is less favorable in microfluidic exchanger

than in 2D membranes, the elemental exchanger has a higher power recovery due

to the microfluidic circulation. It is also worth mentioning that the pressure head

required to operate the elemental exchanger in optimal conditions depends on the

osmotic pressure of the high concentration fluid (eq. 4.32). When operating with

sea water with a concentration of 600 mM, the optimum pressure head is found

equal to 0.5 atm, which does not raise specific operational problems in silicon

based fluidic systems.

4.4.4 Feeding the Microchannels using Mesochannels

The fluids in the microchannels are fed through a multi-scale flow architecture,

that is detailed in the next chapter of this manuscript. We know already from

the design of the elemental exchanger that the fluid enters the microchannels

from the bottom of the exchanger. The fluids are fed into the microchannel us-

ing Mesochannels, which have a very large sections compared to that of the mi-

crochannels. The intention is to be able to design the mesochannels such that they

run perpendicular to the length of the microchannels, in the bottom plane of the

exchanger, with the ability to feed multiple microchannels using one mesochan-

nel. Figure 2.1 illustrates the positioning of the mesochannels with respect to the

microchannels and also gives us an estimate of the relative size difference between
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Figure 4.5: Schematic of mesochannel pressures (Pin, Pout) and flow rates
(Qin, Qout) feeding the elemental exchanger. LM is the total length of the
mesochannel and L is the length of the elemental exchanger.

them.

The design of the mesochannel hence needs to be optimized to have a dense ar-

rangement, avoiding hydrodynamic losses. We start this optimization by consid-

ering a flow rate (Qin(x)) in the source-mesochannel and Qout(x) for the drain-

mesochannel along their lengths. A schematic of the mesochannel setup is given

in fig. 4.5, with the appropriate axes in the system. Considering the width of

the mesochannel as bm the flow rate in the mesochannels can be expressed as a

function of the pressure drop inside them using the Hagen-Poiseuille equation77:

Qin = −AM
dPin
dx

(4.33a)

Qout = −AM
dPout
dx

AM =
1

KMη

(aMbM)3

(aM + bM)2
(4.33b)

here aM , bM are depth and width of millichannel, KM is the mesochannel friction

factor and η is the dynamic viscosity. We know that the inlet and outlet mesochan-

nels are connected through a series of parallel microchannels. The flow rate in the

mesochannel per unit mesochannel length is assumed to be constant and equal to
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the microchannel flow rate per unit microchannel width (b).Hence:

dQin

dx
= −dQout

dx
=
Qµ

b
= −Aµ

Lb

(
Pin(x)− Pout(x)

)
(4.34)

Aµ =
1

Kµη

(ab)3

a+ b

where Kµ is the microchannel friction factor, Qµ is the microchannel flow rate

and a, b are the microchannel depth and width respectively.

From the equations 4.33,4.34 we arrive at the following expressions:

Qin +Qout = −AM
d(Pin + Pout)

dx
= Q [Constant] (4.35a)

d(Qin −Qout)

dx
= −AM

d2∆P

dx2
= −2Aµ

Lb

(
Pin(x)− Pout(x)

)︸ ︷︷ ︸
∆P (x)

(4.35b)

As a result we have a second order differential equation terms of ∆P (x):

∆P − λ2
d2∆P

dx2
= 0 (4.36)

with

λ =

√
AMLb

2Aµ

=

√
Lb

Kµ

2KM

(
aMbM
ab

)3(
a+ b

aM + bM

)2

(4.37)

We consider a square cross section for microchannel and the mesochannel and

assume that the length LM comprises of two mesochannels with a wall that is

half the width of the mesochannel between them i.e. LM = 1.5bM . Hence the

expression for lambda is written as:

λ =
9

4
√
2
Lk3/2 k =

L

b
(4.38)
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The general solution for then differential equation (eq. 4.36) is written as:

∆P = C1e
− x

λ + C2e
x
λ

with C1, C2 being integration constants which are eqaluated using the following

boundary conditions:

• At x = 0, Qin = Q and Qout = 0. From eqs. 4.33 and 4.4.4 we can write

−d∆P
dx

∣∣∣∣
0

=
1

λ
(C1 − C2) =

Q

AM

(4.39)

• At x = LM , Qout = −Q Hence,

−d∆P
dx

∣∣∣∣
LM

=
1

λ
(C1e

−LM/λ − C2e
LM/λ) = − Q

AM

(4.40)

From the above boundary conditions, we can express the local pressure drop in

the mesochannel in terms of the flow rate (Q):

∆P (x) =
λQ

AM sinh

(
LM

λ

)( cosh
LM − x

λ
+ cosh

x

λ

)
(4.41)

Evaluation of mesochannel flow rate (Q)

We express the mesochannel flow rate in terms of the local pressures in source

and drain mesochannel by integrating eq. 4.35a:

Pin(x) + Pout(x) = −Qx

AM

+ C3
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The integration constant C3 is evaluated by considering the pressures at point

x = 0, that leads to:

C3 = P + Pout(0) P = Pin(0)− Pout(LM) (4.42)

We know that at Pout(LM) = 0, hence the above equation at x = LM is written

as:

Pin(LM) = −QLM
AM

+ P + Pout(0) (4.43)

From equation 4.41:

∆P (LM) = Pin(LM) =
λQ

AM sinh

(
LM

λ

)(1+cosh
x

λ

)
= −QLM

AM

+P+Pout(0)

(4.44)

Evaluating eq. 4.41 at x = 0, we get:

P − Pout(0) =
λQ

AM sinh

(
LM

λ

)(1 + cosh
x

λ

)
(4.45)

Solving the two equations above simultaneously, we arrive at the expression of

flow rate (Q) in the mesochannel as:

Q =
AMP

λ

(
cosh (LM/λ) + 1

sinh (LM/λ)
+
LM
2λ

)−1

(4.46)

Substituting the value of Q in eq. 4.41, we get the expression for mesochannel

pressure drop (∆P ):

∆P (x) = P

(
cosh (

LM
λ

) + 1 +
L

2λ
sinh (

LM
λ

)

)−1(
cosh

(
LM − x

λ

)
+cosh (

x

λ
)

)
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This expression can be further simplified by defining a length χ = x− LM/2 as:

cosh
LM − x

λ
+cosh

x

λ
= cosh

LM/2− χ

λ
+cosh

LM/2 + χ

λ
= 2 cosh

L

2λ
cosh

χ

λ

The final expression for mesochannel pressure drop (∆P ) is hence:

∆P (x) = 2P

(
cosh (

LM
λ

) + 1 +
L

2λ
sinh (

LM
λ

)

)−1

cosh
L

2λ
cosh

χ

λ
(4.47)

This pressure reaches a minimum when χ = 0 that is a factor coshL/2λ smaller

than the pressure difference at the extremities (χ = ±L/2) of the mesochannel.

As we wish to maintain a similar flow rate in all the microchannels, we need to

limit the variations in the pressure drop (∆P ) by using a limit threshold (ϵ) such

that coshLM/2λ− 1 < ϵ. For example, LM/2λ < 0.5 corresponds to ϵ < 0.12.

If we consider that the length LM of the mesochannel feeds N microchannels

then we know LM = 2Nb as the distance between two microchannels carrying

the same fluid is equal to 2b, with b being the width of an individual microchannel.

The factor LM/λ is written as:

LM
λ

=
8
√
2Nb

9L
k−3/2 =

8
√
2N

9
k−5/2 k =

L

b

The threshold above corresponds to:

LM
2λ

< 0.5
4
√
2

9
Nk−2.5 (4.48)

Hence if we consider a value of k = 10, that gives the ability to feed a maximum

of 500 microchannels from an individual mesochannel. Moreover, considering an

non-square cross section for the mesochannel with depth greater than its width can
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further improve the maintenance of uniform pressure across microchannel whilst

increasing its ability to feed more microchannels.

4.5 Three-dimensional Elemental Exchanger: First

Results

We now present the first results of the three-dimensional numerical model of the

Elemental Exchanger with the assumptions developed in Chapter 3 and at the

beginning of this chapter.

In a 3D geometry, the equations of transport (eq. 4.4) show that the geomet-

rical sizes characterizing the exchanger are not fully taken into account by the

conductance ratio J , and additional aspect ratios b/a and b/L also play a role.

For coherence with the assumptions and results of the optimization on the ex-

changer in the 1D approximation, we restrict here our study to the case a = 2b

and L/b = λ = 20. Within these settings, the value of the non-dimensional power

density is once again fully determined by the same non-dimensional numbers (Sh,

J , DuH and Cr) that were considered for the 1D approximation.

Furthermore, we focus our study on the actual maximum power density harvested

by the exchanger in prescribed chemical conditions of operation, in order to com-

pare it with the optimized 1D approximation, rather than on the various regimes

of variation of the non-dimensional power density f . The prescribed chemical

conditions are representative of sea/fresh water sodium chloride concentration

cH = 660 mM and cL = 1 mM, and the reference surface charge consider in

the Yale’s team analysis σ = −0.64 C/sq.m57. The COMSOL implementation

follows the similar steps as described beofre, adapted for the 3D case as follows:

Convection velocity: We do not take into account hydrodynamic entrance/outlet
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effects in the microchannels and consider a well-established velocity profile uni-

form along the z-direction. For this purpose a 2D-velocity template u⃗temp is cal-

culated separately, in an additional COMSOL Component, and "extruded" (using

the COMSOL terminology) in the three-dimensional microchannel to be available

at all values of z.

The 2D template is a non-dimensional velocity field obeying the Stokes equation

of low-Reynolds number flow (as the Reynolds number does not play any role in

the well-established flow profile in a duct of uniform section):

∂2utemp,x
∂x2

+
∂2utemp,y
∂y2

=
1

ab
(4.49)

with boundary conditions of zero-velocity on the three solid boundaries of the

microchannel section and a symmetry property at x = b (see figure (4.6)). It

is then normalized by its average over the section so that < utemp >= 1. The

convection velocity in the transport equation (4.4) is thus
u(x, y)

U
= utemp(x, y).

Flux and Sources: Under the 3D geometry, the flux implemented in the General

Form PDE eq. (A.1) is now a 6-dimension diffusion-convection flux, correspond-

ing to the l.h.s of equation (4.4), that is

Γ⃗ =

−∇⃗c̃h + (Pe/L)utemp(x, y)
∂c̃h
∂z

−∇⃗c̃l + (Pe/L)utemp(x, y)
∂c̃l
∂z


The bulk source is s = 0⃗, and the r.h.s of the transport equation is implemented

by an Edge Source feature, the calculation of the selectivity t entering in the ex-

pression of the line source being performed as explained in section 3.

Meshing: The mesh of the microchannel is based on a mesh of the section which

is reproduced ("Swept") along of the z-direction with finer steps close to the chan-
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Figure 4.6: Left: two-dimensional velocity template in the microchannel section
of section ab with a = 2b (arbitrary units). Right: mesh of the 3D microchan-
nel. The mesh of the section is the same as the one used to calculate the two-
dimensional velocity template.

nel entrance. The section mesh is the same as the one used to calculate the 2D

velocity template, and the mesh size is made finer close to the vertex correspond-

ing to the junction with the nanochannel.

Power Density: Figure 4.7(left) shows the power density obtained from the 3D

simulation of the elemental exchanger for two different widths of the microchan-

nel (b = 150, 250nms). It is seen that the results obtained in the 3D simulation

is lower than in the 1D simulation. One possible explanation for this reduction

is power is attributed to the low velocities at the edge of the microchannel evi-

dent from the velocity profile in fig. 4.6. The source of the power generated by

the exchanger corresponds to the nanochannel flux, represented by the velocity

profile.
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Figure 4.7: Left: Power density generated from the 3D simulation of the Elemen-
tal Exchanger plotted against microchannel convection velocity for microchannel
width b = 250, 150nm. The velocity profile for the exchanger is shown in fig.
4.6. Right: Same plot for an exchanger with a velocity source in the middle of
the microchannel, instead of the edge. It can be seen that is configuration of the
exchanger produces approximated 2.5 times more power compared to the other
configuration.

The deficit in the power density can however be overcome by imposing a velocity

source at the middle of microchannel. The geometry of the elemental exchanger

remains similar to the design proposed in the manuscript, but instead of closing

the exchanger on top with a silicon cover, we flip one elemental exchanger on top

of the other. This technique is similar to flip-chip84 geometry, commonly used in

microelectronic industry.

The flip-chip architecture results to the nanoslit being aligned in the middle of the

microchannel cross-section, resulting to a larger shear on the microchannel walls

and resulting to a higher density of power generated, as seen in the fig. 4.7(right).

It is also worth noting that the effect of osmotic volumetric flux through the

nanochannel has not been considered for any of the simulations. This flux is

expected to enchance the mixing in the microchannel, particularly in the case of

3D elemental exchanger with nanoslit at the corner of the microchannel, resulting

to power densities comparable to its 1D counterpart.
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4.6 Conclusion and Perspectives

This chapter illustrates the advantage of tailoring fluid flow at intermediate mi-

crochannel convection velocities as a promising route toward nanopore based en-

ergy harvesting from salinity gradients. The 1D model of the elemental exchanger

described here demonstrates the possibility of harvesting net power density up to

1 kW/m2 for an exchanger of length 20 µm. Not only is this result significantly

higher than the current PRO and RED systems, but also hundred times larger

than the theoretical predictions for the maximum output of membranes made of

best available nanopores. The fabrication of a device of such minute length may

present some difficulties, especially with bonding the exchanger to mesochannels,

but is still achievable using the current development in Silicon fabrication indus-

try.

We showed the first results of the 3D simulation of the elemental exchanger, which

indicated a power lower than it’s 1D counterpart (≈ 300 W/sq.m). This result un-

derlines the importance of the velocity profile in the microchannel and the mixing

of fluids within it. This low power-density of the 3D exchanger is still highly

motivating as even the most pessimistic approach toward the realization of the

exchanger, the neglecting of osmotic flux through the nanochannel, yields higher

power than existing Blue energy technologies.

This chapter can a bed-rock in the development of silicon based nanofabricated

architectures for Blue energy harvesting. The following are the perspectives of ad-

vancing beyond the elemental exchanger using the advancement in silicon lithog-

raphy techniques:

• 3D piling of elemental exchanger is a straightforward possibility.

• Further research in incorporating osmotic effects may extend the extractable
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power beyond the current limits.

• There is scope of developing ionic exchangers like RED in the nanoscale

with alternating surface charge coatings on the nanoslit.
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CHAPTER 5

Architecture of the Multi-Scale Exchanger

5.1 Introduction

The analyses in the previous chapters provides us a foundation to expand our

study beyond theory and work towards the fabrication of an exchanger capable

of efficiently extracting electrical energy from the salinity gradient between two

distinct sources of water. This chapter is concerned with the design and the im-

plementation of the 3D architecture of a parallelized nanofluidic exchanger. The

design of this exchanger is intended to be a proof of concept for the viability of

multi-scale exchangers. We focus on the determination of dimensions of such an

exchanger and the constraints associated with its design. The results from the pre-

ceding chapter outline that maximum power can be extracted from the exchanger

at an intermediate regime of convection velocity in the microtrenches, leading to

reduced hydrodynamic losses. This chapter aims at demonstrating such a behav-

ior with a simple composite approach which combines hard and soft lithography.

It accounts for and describes the constraints in design imposed by the fabrication

processes. As a first experimental prototype, silicon lithography is minimized and

complemented by the use of PDMS which in return imposes size constraints.

The dense nature of the exchanger design necessitates the study of short-circuits

which might occur within the exchanger, dictating the positioning of electrodes

and playing a vital role in the final design. The accounting of all the constraints

results to a three-component chip made by sandwiching a thin Silicon wafer in

between two PDMS microchips, hereby referred to as The Sandwich Exchanger.
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The Silicon chip within the Sandwich consists of parallel microtrenches separated

by the nanotrenches which run between them. The micro/nanotrenches are hol-

lowed out using lithography on a Silicon substrate. These trenches constitute the

active region on the face of the Silicon wafer. The axis normal to the wafer, z-axis

in this study, is used to feed liquids into the active region using the two PDMS

microchips.

We defined the elemental exchanger previously in chapter - 2 as a set of two mi-

crochannels with a rectangular cross-section, separated by a nanoslit that runs

between them. The microchannel/nanoslits are carved out from their substrate

using lithography, therefore for clarity, the channels will be referred to as “mi-

crotrenches” and “nanotrenches” for the remainder of this chapter. We opti-

mized the dimensions of the elemental exchanger to be able to extract maximum

electrical energy from it (Chapter - 4, section - 4.4), however the final design

of the parallelized exchanger has to account for the connections to the macro-

scopic world. The realization of such an exchanger requires the construction of

a three-dimensional system, where ion exchange occurs on a two-dimensional

plane, while the third dimension is used to supply, collect, and recirculate the

respective liquids.

5.2 PDMS-Silicon Sandwich Exchanger

The Sandwich Exchanger consists of three microchips, meshed together to allow

smooth exchange of fluids between them. The bottom and the top segments of the

exchanger are made from Polydimethylsiloxane (PDMS) polymer and the middle

segment, which houses the microtrenches and the nanotrenches, is fabricated on a

Silicon wafer. The region where the exchange of ions takes place is termed as the

active region and is situated on the top face of the Silicon wafer. The active region
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consists of multiple elemental exchangers forming a grid, optimized to increase

the electrical energy generated and simultaneously reducing the hydraulic power

required to run fluids inside the exchanger.

The bottom-PDMS (bPDMS) chip houses two reservoirs that hold solutions of

different ion concentrations. The reservoir feeds the solutions into mesotrenches

etched on the top surface of the bPDMS chip, and these mesotrenches conse-

quently feed the active region through drill-holes (or meso-pores) present on the

bottom of the Silicon wafer. After the fluids traverse through the active region,

they are fall back into the bottom PDMS chip, into the waste-mesotrenches. The

waste water is then transported away from the active region and moved to the

top-PDMS (tPDMS) chip, through exit-holes drilled across the thickness of the

Silicon wafer. The Silicon wafer is fabricated using Silicon-on-Insulator (SoI)

technology as it provides a high resolution for lithography, but restricts the ma-

chining of the top-side of the wafer. As the drill-holes for inlets and outlets can

only be machined from the top, it forces us to drain the active region into the

bPDMS chip, segregating the high/low concentration fluids to opposite ends of

active region, then pushing it up to the waste reservoir on tPDMS. The spatial

segregation of fluids is important to position the electrodes on either side of the

active region. The electrodes can then be applied with two different potentials,

with low concentration liquids at high potential and vice versa. The schematic of

the sandwich exchanger is illustrated in figure 5.1.

We first list the constraints in the fabrication processes, which will set a premise

for the design and the dimensions chosen for the Sandwich exchanger, before

detailing the components of the Sandwich exchanger.
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Figure 5.1: Schematic of fluid flow inside the Sandwich Exchanger. “H” and “L”
correspond to fluids with high and low ion concentrations respectively. The num-
bers indicate the sequence of fluid flow inside the exchanger. The active region
is an array of microchannels separated where exchange of ions takes place. Elec-
trodes are deposited on the bottom face of the Silicon wafer such that the liquids
are in contact with the electrodes as they enter the active region.

5.3 Constraints in Device Design

This section lists and expands on the limitations leading to the design of the ex-

changer illustrated in the previous sections. Constraints that dictate the dimen-

sions and the architecture of the nanofluidic exchanger are categorized into the

following three categories, which will be elaborated later in this section:

• Fabrication constraints - These are the constraints that arise due to the sev-

eral fabrication processes involved in the design of the exchanger. These

constraints include the SoI fabrication of the silicon wafer, free length re-

quired for plasma bonding the silicon to the PDMS chip, the etching process

of the top cover of the Silicon wafer, the stability of the nanoslit cantilever

against bending stress and the limitations with the functionalization of the
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Figure 5.2: Categorization of Constraints in Exchanger Design.

nanoslit.

• Hydrodynamic constraints - These constraints include the consideration of

pressure drop inside the various mesotrenches and the microtrenches in the

exchanger and the transverse diffusion inside the microtrenches perpendic-

ular to the convection velocity of fluids.

• Electrical constraints - The constraints that affect the electrical characteris-

tics of the exchanger are categorized here. These include the placement of

electrodes and the electrical short circuits arising due to the dense design of

the active region.

5.3.1 Fabrication Constraints

PDMS Constraints

As described in the beginning of the chapter, this prototype of the exchanger mini-

mizes the use of Silicon lithography in the fabrication process. The use of PDMS,

in turn, limits the width of the mesochannels to a maximum of 25µm, due to

the in-house fabrication capabilities available in LiPhy, Grenoble. This width

of the mesochannel leads to the determination of the microchannel length to be
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equal to 100µm. This microchannel length frees a length of 25µm in between the

mesochannels, which will be available for surface bonding with the silicon wafer.

We know from the previous chapter that the length of the microchannel is sixes

the microchannel width ‘b’, from the analyses in section - 4.4.2. Hence the width

b of the microchannel is fixed at 2µm for L = 100µm.

Silicon Wafer Fabrication

As the Silicon wafer will be fabricated at CEA-Leti, Grenoble using Silicon-on-

Insulator wafer elaborated in section 5.5.1 of this chapter. The buried oxide and

the substrate underneath is removed during the final step of the fabrication and

hence all the lithography associated with the wafer is limited to its top face, before

bonding it to the thick wafer cover. The thickness of the silicon wafer is in the

range of 10µm to 50µm3, therefore considering the mechanical strength of the

wafer, the depth of the microchannels is restricted to a maximum of 2µm.

Plasma Bonding

The PDMS chips and the Silicon wafer are subjected to an air plasma under a

chamber pressure of 900mTorr for 40s to create a sealed microfluidic system

which can withstand a pressure up to 5 bars before leaking85. The plasma bonding

is done step-wise; first the bottom face of silicon wafer is exposed to the plasma

along with the bottom-PDMS (bPDMS) chip (top face oriented to plasma). These

chips are then aligned together under a optical microscope and bonded together.

The bonded chips are then kept in a 65°C over for 2 hours to allow the danging

bonds to stabilise and adhere to the bonded surfaces. This procedure is repeated

again for the top-PDMS (tPDMS) chip, which is exposed to the plasma on bottom-

face, along with the bPDMS-Silicon assembly, leading to a fully bonded Sandwich

exchanger.
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Surface roughness plays a vital role in ensuring the bond strength of two plasma

bonded surfaces. The presence of inlet and outlet holes in the bottom of the Silicon

wafer affects the surface available for plasma bonding with the bPDMS chip. This

creates a constraint affecting the minimum length of the active region. Therefore

to ensure no leakage of fluids between the bPDMS and the Silicon wafer, the active

region is fixed at a length of 10mm, with each inlet and outlet holes spaced out by

a distance of 10µm between them. Explain 10mm in context of pdms constraint.

Cover Etching

The etching protocol for the Silicon cover has been elaborated in section 5.4.2

of this chapter. The protocol for etching results to two pyramidal trenches with

width of 1.3mm and length of 10mm on the top face of the cover as illustrated in

fig.5.5b. As the tPDMS chip is to be meshed with this etched trench in the cover,

it limits the size of the waster reservoirs to a maximum width of 1.3mm with a

distance of 1mm between them. This results to a section as illustrated in fig.5.7a.

Nanoslit Cantilever Stability

The stability of the nanoslit depends on the modulus of elasticity of the silicon

cantilever beam that runs in between the two microtrenches. When fluids of dif-

ferent concentrations flow in the microtrenches, it results to a diffusive flux across

the nanoslit. This diffusive flux exerts a force on the nanoslit support beam, which

may lead to bending of the nanoslit cantilever. This bending can change the cross

section of the nanoslit from straight to a conical cross section. Studies done on

conical nanopores have shown that the electrical and the transport properties are

significantly different from that of a straight nanopore86,87,88. Hence, the stability

of the nanoslit cantilever is vital to avoid undesirable rectification effects inside

the active region.
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Figure 5.3: Bending of the nanoslit cantilever changes the entry and exit area
of the fluids, leading to variable electrical characteristics. The depth of the mi-
crotrench is b, δ and θ are the deflection and the bending angle of the cantilever
respectively. Jnano is the flux through the nanoslit per unit nanoslit length and
Wnano is the width of the nanochanel.

Figure 5.3 above illustrates the forces acting on the nanoslit cantilever. The

nanoslit flux coming from the microtrench carrying fluid with high concentra-

tion pushes against the nanoslit beam at all points below the nanoslit entry. As

the origin of the flux is majorly due to the pressure applied to maintain fluid flow

in the microtrench, this setup can be considered as a cantilever beam under a uni-

formly distributed load. Therefore the deflection δ and the angle of bending θ for

a cantilever beam is found to be a function of its elastic modulus (E) and area

moment of inertia (I)89:

δ =
−qh4canti
8EI

=
−3∆p h4canti
2EW 3

nano

θ =
qh3canti
6EI

=
2∆p h3canti
EW 3

nano

(5.1)

where hcanti is the cantilever height, q = L∆P is the force per unit length exerted

by the fluid on the nanoslit, I = LW 3
nano/12 is the area moment of inertia and

Wnano is the width of the nanoslit. This angle of bending changes the nanoslit
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height. This change in height is calculated as:

∆Hnano = θWnano =
2∆p h3canti
EW 2

nano

(5.2)

Nanoslit Functionalization

The exchanger described in this manuscript relies heavily on the selective per-

meability of the nanoslit. The electric potential develops in the exchanger due

to the migration of cations from the region of high concentration to the low con-

centration. Therefore, it is of paramount importance to discuss the viability of

functionalizing such channel, whilst retaining a constant height throughout the

nanoslit cross-section. A viable solution to functionalizing the nanoslit is hence

coating it with an ultra-thin layer of negatively charged species like Boron Nitride.

The deposition can be performed at a temperature range of 600°C to 800°C, lead-

ing to a thin film of 10Å to 20Å90. Alternatively, ionic liquids under an external

electric field can be used to adsorb negatively charged ions on the surface of the

nanoslit cantilever, creating a negatively charged cation selective nanoslit.

5.3.2 Hydrodynamic Constraints

Pressure Drop Considerations

The fluids in the microtrenches need to flow through them continuously, for the

ions in the active region to be replenished as they generate electricity. The condi-

tions leading to the determination of the Sherwood number is elaborated in chapter

- 4 (section - 4.4). To maintain structural integrity of the exchanger the pressure

drop in the microtrenches and the mesotrenches cannot exceed a maximum of 1

bar. This pressure drop dictates the size of the cross-section of the microtrenches

and mesotrenches. The size optimizations leading to the maximum net power in
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the exchanger were elaborated in Chapter - 4, sections - 4.4.2,4.4, therefore the

constraints mentioned get carried over to designing the Sandwich exchanger as

well.

Transverse Diffusion in the Microtrench

The calculations of electrical power and current inside the exchanger are per-

formed under the assumption that the ion concentration remain constant in the

direction perpendicular to the flow of liquids inside the microtrenches. This as-

sumption only holds true when ions arriving/leaving the microtrenches diffuse

instantaneously across its cross section, before travelling along its length. Low

transverse diffusion in the microchannel leads to the problem of concentration

polarization in the exchanger, as described by Wang et. al57. Concentration polar-

ization significantly deteriorates the efficiency of the exchanger as it leads to the

development of a boundary layer inside the microtrenches, greatly reducing the

ability of ions to diffuse across the nanoslit. This problem can be prevented by

choosing appropriate dimension of the microtrench cross-section that minimizes

the time take for the ion to diffuse through it after arriving from high concentration

region.

5.3.3 Electrical Constraints

The electrodes, as mentioned in the previous sections of this chapter, are to be

deposited on the bottom face of the Silicon wafer, on either side of the active

region. As the fluids of high concentration and low concentration have to be

applied with different potentials, it is of paramount importance to have a strict

spatial segregation of these fluids on either side of the active region. As the bottom

face of Silicon is in direct contact with the fluids in the mesotrenches, it allows

the respective electrode potential to be applied to them before they enter the active
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region. It should also be noted that the placement of electrodes must not be too far

away from the active region, to reduce the possibility of screening of the electrical

potential particularly in the low concentration fluid. Therefore, the electrodes are

to be deposited in the area between the mesopore array and the active region,

spanning through the length of the Silicon wafer.

5.4 Components of the Sandwich Exchanger

5.4.1 Silicon Chip

The Silicon chip is the core component of the device. It houses the active re-

gion, where the exchange of ions occurs. The chip is fabricated using Silicon-

on-Insulator (SOI) technology which enables it to be up to 10µm in thickness.

The Silicon chip is approximately 2.5mm in breadth and 12mm in length, how-

ever these distances only approximate the clearance distance required during the

cleaving step of chip fabrication. The active region contains 75 selectively perme-

able nanotrenches, which are 1nm in depth and run across a length of 10mm. As

each elemental exchanger is defined by a single nanoslit, this prototype comprises

of 75 elemental exchangers stacked parallel to each other. The exchangers are

also arranged end-to-end over 10mm and as the maximum length of the elemental

exchanger is a maximum of 100µm, it results to a combination of 100 exchangers

in the end-to-end arrangement. The resulting active region is hence a two dimen-

sional array of 75×100 elemental exchangers arranged over the Silicon surface.

The schematic of the Silicon chip along with the active region is shown in figure

5.4.

The cross-section of the microtrench is 2µm wide, 2µm deep and the nanotrench

has a section of 200nm×1nm, both spanning over a length of 100µm. The dimen-
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Figure 5.4: Schematic of the active region. The red, blue colors represent the high
and low concentration microtrenches (2µm×100µm×2µm) respectively. The
nanoslit (200nm×100µm×1nm), selective to cations, is illustrated in yellow. The
inlets (dots) and outlets (crosses) have a cross section of 2µm×2µm and are sep-
arated by a distance of 100 µm corresponding to the length of the elemental ex-
changer. The sandwich exchanger is a combination of co-flow and counter-flow.
The fluids inside the active regions are circulated through the meso-trenches on
the bottom-PDMS chip. The waste fluid is transported from the bottom PDMS
chip to the top through the mesopores (20µm×20µm) that are drilled 1mm away
from the active region on either side.

sions of the trenches are a consequence of the various constraints that are elabo-

rated in the section 5.3 of this chapter. The inlets and outlets are drilled through

the Silicon wafer and mesh with the meso-trenches present in the bottom-PDMS

chip. The drill holes in the microtrenches have a square cross-section side 2µm.

Ag/AgCl electrodes are deposited on the bottom face of the Silicon wafer on either
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side of the active region. This arrangement enables the application of different

potentials on the high and low concentration fluids, essential to energy generation

process. The waste mesotrenches carry the fluids away from the active region

towards meso-pores drilled through the wafer, situated 1mm away from each side

of the active region. Spatial segregation of the high and low concentration fluids

aides the re-circulation of fluids, if required. The mesopores have a square cross

section of 20µm, carry the waste liquids from the bottom-PDMS to the waste

reservoir on the top-PDMS through an etched silicon cover above the wafer.

The nanoslit is functionalized to preferentially allow cations to pass through it.

This functionalization is achieved by the deposition of a negatively charged species

on the surface of the nanoslit, resulting to a electrostatic repulsion of anions, whilst

allowing a free passage to the cation. The process of nanoslit functionalization is

detailed in section 5.3.1 of this chapter.

5.4.2 Silicon Cover

A cover made of Silicon in (100) orientation sits on top of the Silicon wafer. This

cover is 700µm thick, including thickness includes two layers of silica thermally

grown on the top and bottom face of the cover. This technique of silica growth

on Silicon wafer is demonstrated by Sharma et. al.91. It is achieved by exposing

the Silicon wafer to steam at a temperature of 950°C followed by annealing at

1100°C resulted in 1.5µm thick silica layer on the exposed surface of the wafer.

The silicon-cover will be aligned with the active region and the top surface of

the cover will bare markings indicating the positions of meso-pores and the ac-

tive region. The cover is then etched layer-by-layer precisely at the position of

the mesopores, using Hydrogen Fluoride (HF) to remove the top layer of Silica,

followed by the etching of the bulk Silicon in the cover using Tetramethylammo-

nium Hydroxide (TMAH). The presence of silica layer at the bottom of the cover
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(a) (b)

Figure 5.5: (a) Sectional and (b) Isometric schematic of the Silicon cover after
etching.

ensures the protection of the active region from the effects of TMAH. The final

step of the silicon-cover fabrication is the etching of the bottom silica layer using

HF.

The type of etching employed here is called anisotropic wet etching. In an anisotropic

etching process, a sample is etched preferentially in one crystallographic plane

compared to the others. The bonding energy of Silicon atoms in (100) plane is

lower than the atoms in (111) plane, therefore the atoms in the (100) plane etch

at a higher rate. This results to a pyramidal structure as shown in fig.5.5, with

sidewalls at an angle of 54.7°from the (100) plane. It is recommended to use 25%

TMAH at 80°C to etch the bulk Silicon in the cover as it is 6000 times more se-

lective towards Silicon, compared to silica92. HF is used in the cleaning of silica

layer as its properties are well studied to be aggressive while being selective in

removing native oxide layers from wafer substrates93,94,95.

5.4.3 Bottom-PDMS chip

The main function of the bottom-PDMS (bPDMS) chip is to provide fresh fluid

to the active region and circulate the waste liquid to its respective reservoir on the

top-PDMS chip. The architecture of this microchip is designed to provide a spa-

tial segregation between high and low concentration fluids whilst increasing the

122



working length scale gradually to macroscopic lengths. It consists of two reser-

voirs (15mm×3mm×3mm) placed 4mm away from the edge of the active region

on both sides. The reservoirs contain liquids of different concentrations, which

will be pumped into the active region using mesotrenches. The mesotrenches

extend from the top of the reservoirs towards the active region and have a cross-

section 25µm wide and 25µm deep. The mesotrenches are separated by a distance

of 200µm from their respective centres and run down to the end of active region

covering a distance of 5mm while meshing with respective inlet holes in the mi-

crotrenches. This leads to an inter-digitized arrangement of the mesotrenches and

hence establishing the circulation of pure fluids into the active region.

The waste liquids from the exchanger drain into the bPDMS chip and transported

to the mesopore array. This flow of waste liquid is achieved by the mesotrenches

which are 2mm long, spanning from the mesopores till the end of the active region.

These waste-mesotrenches have the same cross-section as their pure counterpart

and mesh with the outlet drill holes in the microtrenches. As the microtrenches

drain themselves into the waste-mesotrench, the fluid is carried toward their re-

spective mesopore and pushed up to the tPDMS reservoir, passing through the

etched Silicon cover.

The dimensions of the mesotrenches are chosen considering that the ratio of the

pressure drop in the mesotrenches is less than 1% of that in the microtrenches.

The calculation of the pressure drops and their effect on the dimensions of the

mesotrenches are elaborated in the section 5.3 of this chapter. The bPDMS chip is

sealed to the Silicon chip using Plasma bonding technique96. We intend to use air-

plasma at a chamber pressure of 900 mTorr with an exposure time of 40s during

this bonding procedure. This technique creates a bond strength of 5 bars between

the surfaces of PDMS and Silicon85.
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Figure 5.6: Top view schematic of bPDMS chip. The pure mesotrenches are
shown in red, blue for high and low concentration fluids respectively. The waste
mesotrenches are depicted in brown for high concentration fluid and green for
low concentration fluid. The waste mesotrenches extend till the mesopores, shown
here as white square with a dot, extending upwards towards the Silicon wafer. The
dotted rectangle in the middle shows the position of active region in the Silicon
wafer and the colored arrows indicate the fluid flow in each trench. The reservoir
is 15mm wide, with a cross-section of 3mm×3mm. The mesochannels are 50µm
deep and 25µm in width. The length of pure mesotrenches is 5mm, whereas the
waste mesotrenches are 2mm long.

5.4.4 Top PDMS chip

The top-PDMS (tPDMS) chip has a relatively simple architecture. This chip has

reservoirs for waste liquids exclusively, which enter from the Silicon cover on

either side of the active region. The reservoirs are situated just above the etched

hole in the Silicon cover and have a square cross section of width and depth equal
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(a) (b)

Figure 5.7: (a) Sectional and (b) Isometric schematic of the top-PDMS microchip.

to 1.3mm. The reservoirs are 15mm long and are separated from each other by a

distance of 1mm. These reservoirs are also bonded to Silicon and the bPDMS by

plasma bonding technique, described in the previous sub-section.

5.5 Fabrication of the Sandwich Exchanger

5.5.1 Overview of Silicon-on-Insulator (SoI) fabrication

Silicon-on-Insulator (SOI) method has been extensively used in the fabrication

of transistors, tunnelling devices since the late 1990s. This type of fabrication

involves the use of a single crystalline layer of Silicon, separated from its bulk

substrate by a layer of Silicon Oxide (SiO2)97. This SiO2 layer, termed as buried

oxide layer, is grown inside a Silicon substrate and removed after the features on

the crystalline Silicon have been successfully printed on the face of the wafer. The

oxide layer is grown inside the a Silicon substrate by mainly using two processes,

separation by implanted oxygen (SIMOX) and Smart CutTM technology3. SIMOX

method employs the synthesizing the oxide layer by directly implanting oxygen

atoms into the Silicon substrate at a temperature of 600°C, followed by annealing

it at a high temperature (>1300°C)98. The annealing temperature following the

implantation is an important parameter to be controlled as it directly influences
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the sharpness of the interfaces between the crystalline Silicon and the buried oxide

layers. Currently, the SIMOX wafers are annealed at a temperature of 1350°C

for most SOI applications as it provides atomically planar interfaces in the wafer

block99. Alternatively, smart cutTM technology uses hydrogen implantation as an

“atomic scalpel” to remove a thin layer of Silicon from the wafer100. This method

uses two Silicon wafers, called “seed wafer” and “handle” wafer, both with a layer

of thermally grown oxide on their top face. The seed wafer is then implanted with

hydrogen through the oxide layer into the Silicon, creating a hydrogen-rich zone

in the substrate. The implantation of hydrogen creates micro-cavities inside the

Silicon substrate, which will be useful during the final step of cleaving the wafer.

The handle wafer is then flipped on top of the seed wafer such that the two oxide

layers are in contact with one another. This step is followed by wafer bonding

between the seed and the handle wafer. Once the wafers are bonded, the wafer

pairs are heated to a temperature of 600°C, leading to the expansion of implanted

hydrogen and the cleaving along the hydrogen implanted plane. A schematic

of the smart-cut process is illustrated in fig.5.8. This buried SoI wafer is then

subjected to lithography to print the required pattern on the crystalline face of

the wafer, followed by the removal of the substrate and the oxide layer through

mechanical grinding and polishing.

This process of fabrication allows the scaling of wafer thickness below 100µm

which optimum for applications involving nanofluidics as it helps reducing the

hydrodynamic losses to a great extent. The parallelized sandwich-exchanger em-

ploys the use of a Silicon chip that is 10µm in thickness hence, given the state

of the art in the Silicon lithography, is achievable using SoI fabrication of Silicon

wafers.
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Figure 5.8: Schematic of Smart CutTM SoI fabrication100. Wafer “A” is the seed
wafer and Wafer “B” is the handle wafer.

5.5.2 Fabrication Protocol for Silicon Wafer

The fabrication of Silicon wafer starts with a Silicon-on-insulator wafer with a

buried oxide layer 1µm thick, with a crystalline top of 10µm thickness. The first

step involves the definition of the microtrenches on the top face of the wafer. As

previously mentioned, the microtrenches are 1µm deep and 2µm wide with a dis-

tance of 100 nm between two parallel trenches. During the first positioning of the

microtrenches however, the distance between two parallel microtrenches is dou-

bled to 200 nm. This double spacing is to compensate for the oxidation layer that

will be deposited on the top of the wafer, which follows immediately after the def-

inition of the microtrenches. The oxidation of the wafer is performed by thermally

growing a layer of Silicon Oxide on top of the microtrenches using short-time ox-

idation, resulting to a 100 nm gap between the two microtrenches (Step- 3 in fig.

5.9). This step is followed with defining the height of the nanotrench in between

the microtrenches. The definition of the nanotrenches requires a different mask

than the one used for microtrenches, to ensure alignment specifications. Once the
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Figure 5.9: Fabrication protocol for Silicon wafer. The microtrenches with high,
low concentration fluids are represented in red and blue respectively. The nan-
otrench is in yellow and the Silicon oxide is represented by the brown color.
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trenches are etched on the wafer, the next step involves the drilling of inlet and

outlet holes in the microtrenches and also then meso-pores for the waste liquid

to exit the wafer. These holes are drilled from the top-face of the wafer, until

it reaches the buried oxide layer underneath the surface. The inlet/exits in the

microtrenches are circular with a diameter of 1µm. The penultimate step of the

fabrication process is the direct bonding of a Silicon cover on top of the machined

wafer. This cover has a thin layer of Silicon Oxide grown on its top and bottom

face, which acts as a limiter for harsh etchants like TMAH, used in the definition

of waste exits on the cover (fig. 5.4.2), from damaging the active region. The last

step in the fabrication of the chip involves the removal of the buried oxide layer in

the bottom of the chip, along with the excess substrate underneath the Silica layer.

5.6 Conclusions and Perspectives

This chapter proposes a three-layer microchip design to harvest electricity using

the salinity gradient between two sources of water. The exchanger is called The

Sandwich Exchanger and it consists of two microchips made out of PDMS poly-

mer which house a Silicon wafer in between them. The Silicon wafer includes the

active region consisting of parallel microtrenches separated form each other by

a thin nanotrench spanning the entire length of the active region. The exchange

of ions takes place inside the active region, on the place of the Silicon wafer and

the third dimension (z-axis in this study) is used to feed fluid circulation to the

exchanger.

The proposed device design is compatible with the current state of art in the Sil-

icon lithography technology and utilizes Silicon-on-Insulator (SOI) fabrication

technique to produce the required microtrenches and nanotrenches.

The dimensions of the active region and the mechanism of feeding liquids into the
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exchanger impact the efficiency of the exchanger directly and therefore are subject

to numerous constraints, elaborated in this chapter. This exchanger, once fabri-

cated, should be able to bypass the problem of concentration polarization, which

has been plaguing the development of nanopore-based Blue Energy technologies.

The proposed architecture of the device however still has to cope with the re-

quirement of impurities - free solutions to be injected into the exchanger, which is

not straightforward when extracting electricity from the mixing of sea water with

rivers. The presence of impurities like dust or sand in the exchanger will ruin the

functioning of the exchanger due to the extremely small dimensions of the active

region. Therefore, the potential application of this exchanger in the near future is

limited to industrial applications of small scale production of renewable energy.
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CHAPTER 6

Conclusions and Summary of the Manuscript

The primary contribution of this manuscript is toward the modelling and the re-

alization of a new type of device focused on the extraction of Blue energy. We

started with an introduction to the field of nanofluidics, the length scale associ-

ated to it and the significance of novel phenomenon observed in fluids confined

to nanometric lengths. We then detailed the recent advances in the field of Blue

energy harvesting along with their perspectives and the bottlenecks. We identified

the internal concentration polarization as the major issue that limits the develop-

ment of membrane based processes aimed at harvesting energy from salinity gra-

dient and set the premise for the development of an “exchanger” designed around

multi-scale flow architecture which can successfully bypass the concentration po-

larization issue.

We then introduced the concept of an “Elemental Nanofluidic Exchanger”, which

consists of two microchannels carved parallel to one another, on a silicon substrate

separated by a nanoslit running in between them, along their length. Here we

developed a toy-model to identify two parameters, Sherwood number (Sh) and

inlet contrast ratio (Cr), that can accurately characterize the state of the system at

any point during its operation.

After ascertaining the parameters describing the state of the system we focused on

the development of the non-linear dynamics of ions observed inside the nanoslit

under 1D approximation and the estimated the limit of the electrical power that

the elemental exchanger can produce per unit surface area it occupies. This limit

power was calculated to be equal to 745 W/sq.m, which is significantly higher
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than all of the existing technologies aimed at Blue energy harvesting. Here we

also identified the surface charge of the nanoslit as the root cause of the non-

linear dynamics observed at this length scale and quantified its effect on the ion

selectivity of the nanoslit. It was found that the ion selectivity is coupled to the

potential difference across the nanoslit implicitly, leading to non-linear current

voltage (IV) characteristics.

The quantification of the nanoscale dynamics in the nanoslit gave us the basis to

develop a robust model for the elemental exchanger which integrates the micro-

scale dynamics observed in the microchannel and the non-linear transport ob-

served inside the nanoslit. In chapter - 4 we detailed the full theoretical model

of the multi-scale dynamics inside the Elemental Exchanger and highlighted the

importance of tailoring fluid flow around the nanoslit to maximize the net power

output of the exchanger. We calculated the dimensional aspects of the exchanger

required to reduce the hydraulic dissipation and optimized the working regime of

the exchanger to further increase its efficiency. We also focused on the dimen-

sions of “mesochannels” that feed the exchanger and provided the first results of

the 3D simulation of the elemental exchanger, where we found a power density

equal to 300 W/sq.m, after optimization of the dimensions. We then suggested

the means to further improve this density of power, by accounting for the osmotic

volumetric flux through the nanoslit, which will improve the mixing of ions inside

the microchannel.

In Chapter - 5 we detailed the fabrication of a prototype multi-scale exchanger,

called “The Sandwich”, which was aimed to be a proof of concept device for

harvesting Blue energy using the theoretical models developed in the previous

chapters of the manuscript. We described the fabrication protocol for the Elemen-

tal exchanger using the current development in Silicon-on-Insulator technology

and also listed the constraints associated with the fabrication procedures. This
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prototype device involved the use of PDMS microchips bonded to the elemental

exchanger, these PDMS chips house the mesochannels and reservoirs required to

feed the microchannels.
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APPENDIX A

Modelling the Elemental Exchanger using

COMSOL Multiphysics

This appendix chapter contains the technical details of the implementing a 1D

simulation of the Elemental Exchanger in the COMSOL Multiphysics software.

We use a equation-based modelling approach corresponding to the numerical res-

olution of the transport equations given in Chapter 4 Sections 2 and 3.

We start with the Model Wizard and select the 1D space dimension that prepares

the software to support a geometry suitable for our simulation. The next step

is the selection of the Physics Interfaces, where we select General Form PDEs

with two dimensionless variables and Domain ODEs and DAEs, which will be

elaborated in the upcoming subsections. Following the physics interfaces, we

select the type of Study we wish to perform on the model, where we choose the

option for Stationary. After the study selection we get the access to the main

interface of COMSOL, elaborated in the following subsections:

A.1 Simulation Geometry

The simulation geometry for our 1D model is just a straight line that is equal to

the length of the exchanger (LM ). Therefore for the initial simulation we define

a parameter, L in the parameter tab and declare its value to be equal to 100µm.

Following this, we select the Interval option with Coordinates (0, L) in the Geom-

etry tab under the Component list. Additionally we also declare a point (P) 0.1µm
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from the origin by selecting Point in the geometry tab and select Build All Objects

option. This results our geometry being displayed on the Graphics pane on the

right side of the window.

The additional point in the geometry is essential when defining the mesh required

for the simulation as the ionic concentration in the microchannels varies rapidly

in the beginning stages of the exchanger which will be elaborated further in the

later subsection.

A.2 Governing Equations and Boundary

Conditions

The governing equations (eq.4.13) are entered in the General Form PDE tab in the

component list, where term PDE stands for Partial Differential Equation. The two

variables that will be solved for are the two normalized microchannel concentra-

tions (c̄l, c̄h) defined in equation 4.12. When this tab is selected, it allows the user

to select the dimensions of the source term, which in our case is the nanochannel

flux term after normalization with dimension [m−2]. There are multiple sub-tabs

under General Form PDE elaborated as follows:

A.2.1 General Form PDE sub-tab

When selected with two variables, this option allows the user to input the flux

term and the source term for the governing equation, along with damping and

mass coefficient. The equation is input in the following form:

ea
∂2u

∂t2
+ da

∂u

∂t
+∇.Γ = f ∇ =

∂

∂x
(A.1)
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where ea, da are the mass and the damping coefficient respectively, Γ is the flux

term, f is the source term and u is a column matrix with two variables being

solved.

When comparing eq. 4.13 and eq. A.1, it is evident that the mass and damping

coefficients will be a zero matrix, as our governing equations are steady state

equations with no time dependence. Hence the final governing equation in matrix

form is given as:

∇.

−( 1
Pe
)(∂c̄h

∂x
) + 1

L
c̄h

−( 1
Pe
)(∂c̄l

∂x
) + 1

L
c̄l


︸ ︷︷ ︸

Γ

=

− (nanoj)
2L2Sh

(nanoj)
2L2Sh


︸ ︷︷ ︸

f

u =

c̄h
c̄l

 (A.2)

where (nanoj) is the implicit function (1+S)(E −∆Ψ), which will be calculated

separately and is detailed in the “Algebraic Compuations” subsection. It should

be noted that a partial space derivative of a variable is written as “variable name”

followed by the name of the spacial axis. For example, if the variable name chosen

for ionic concentration is “C” then ∂C/∂x would be written as “Cx”.

The next option in the tab is for Zero Flux boundary condition, which need not

be altered as it will be overridden by the boundary conditions we will apply. Fol-

lowing this, we have the Initial Values tab where we input the inlet values of c̄l, c̄h

from equation 4.12. Similar to the microchannel length, the real ionic concentra-

tions of the microchannel liquids in [mol/m3] are first declared as parameters, to

give us the ability to vary the concentrations after each study.

The last step in this section is choosing the boundary condition at the inlet and

outlet. At both these points, the microchannel liquids posses a flux, which is

responsible for their travel across or out of the exchanger. Hence we choose the

Flux/Source option from the right click menu on the main tab and select the outlet
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point (right most point in the geometry). The equation for the Flux/Source option

is as follows:

−n.Γ = g − qu (A.3)

where n is the normal vector which always points in the outward direction from

the geometry (positive x−axis in our study), g is the boundary flux term, q is the

boundary absorption term and Γ, u are the flux and the variable matrices respec-

tively. The final equation of flux at this boundary takes the following form:

Inlet:

−n.

−( 1
Pe
)(∂c̄h

∂x
) + 1

L
c̄h

−( 1
Pe
)(∂c̄l

∂x
) + 1

L
c̄l

 =
1

L

c̄H
c̄L

 (A.4)

here c̄H and c̄L are the normalized initial concentrations in the microchannels.

Outlet:

−n.

−( 1
Pe
)(∂c̄h

∂x
) + 1

L
c̄h

−( 1
Pe
)(∂c̄l

∂x
) + 1

L
c̄l

 = − 1

L

c̄h
c̄l

 (A.5)

A.3 Algebraic Computations

The algebraic computations involve the computations of all the variables that vary

with the variation of the microchannel ion concentrations. We declare five sep-

arate Domain ODEs and DAEs by selecting it from the Physics tab on the Rib-

bon Toolbar on the top of the screen. The acronyms “ODE” and “DAE” stand

for “ordinary differential equation” and “differential-algebraic equation” respec-

tively. All the algebraic computations are performed simultaneously along with

the General form PDE and hence these equations can be inherently coupled to

each other. Each of these equations have only one dimensionless variable and the

source terms is also non-dimensional. The equations and the associated variables

are:
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A.3.1 DAE - 1: Nanochannel Selectivity (S) Variable name: v

To facilitate the solving of equation 4.3, the expression for nanochannel selectivity

(t) is modified by defining a new variable v as follows:

t =
th − tl

2 tanh (v)
+
th + tl

2
(A.6)

As a result the implicit equation now takes the form:

v

(
th − tl
tanh (v)

+ (th + tl)

)
= ∆Ψ− ln

(
c̄h(tl + 1)

c̄l(th + 1)

)
(A.7)

In the Domain ODE and DAE tab, the initial value for the variable is chosen to

be a small positive value arbitrarily. This small value allows COMSOL to start the

search for the roots of equation A.7 in the vicinity of the initial value. The initial

value chosen in this study is v = 10−4.

The next step is to input eq. A.7 in the Algebraic Equation sub-tab. COMSOL

solves an algebraic equation for zero, hence the input equation is written as:

v

(
th − tl
tanh (v)

+ (th + tl)

)
+ ln

(
c̄h(tl + 1)

c̄l(th + 1)

)
−∆Ψ (A.8)

The remaining options under the main tab are left unaltered.

A.3.2 DAE - 2: Nanochannel Flux (Jnano) Variable name:

nanoj

The expression for nanochannel flux is changes to accommodate the variable “v”,

which now quantifies the nanochannel selectivity. The motive for the introduction
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of variable v was to be able to simplify the expression of the nanochannel flux

using Taylor expansion of certain hyperbolic functions. Using equation A.6 to

express the nanochannel flux per unit exchanger length (eq. 4.2), we arrive at:

J+
nano = − Dσ

2eW

(
2 +

th − tl
tanh (v)

+ th + tl

)
(E −∆Ψ) (A.9)

This equation can be further simplified by using the implicit equation in v (eq.

A.7) to substitute the normalized potential (∆Ψ) and introducing the following

variables:

ss = (th + tl) dd = (th − tl) ff = ln

(
c̄h(tl + 1)

c̄l(th + 1)

)
(A.10)

These variables will be evaluated individually on COMSOL as they only vary

with the change in microchannel concentrations. From eq. A.7, the normalized

potential can be substituted as:

E −∆Ψ = dd

(
1− v

tanh (v)

)
+ vss (A.11)

This leads to the following expression for the nanochannel flux per unit exchanger

length:

J+
nano =

Dσ

2eW

1

tanh (v)

(
dd+(ss+2) tanh (v)

)(
dd
( v

tanh (v)
−1
)
+vss

)
(A.12)

The equation above calculates the value of nanochannel flux with high accuracy in

COMSOL as long as the variable v does not approach values close to zero. Error in

calculation of the nanochannel flux when v approaches zero arise as the term with

hyperbolic tangent approaches infinity leading no an undefined nanochannel flux.

This is rectified using Taylor expansion to approximate the value of the hyperbolic

tangent as follows:
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1

tanh (v)
=

1

v
+
v

3
− v3

45
;

v

tanh (v)
− 1 =

v2

3
− v4

45
v ≤ 0.1 (A.13)

Hence the nanochannel flux when v → 0 is expressed as:

J+
nano =

Dσ

2eW

(
1 +

v2

3
− v4

45

)(
dd+ (ss+ 2) tanh (v)

)(
dd

(
v

3
− v3

45

)
+ ss

)
(A.14)

The equations input in COMSOL are the non-dimensional functions in equations

A.12 and A.14. The dimensional coefficient in the equation is declared as a pa-

rameter. Therefore:

nanoj =
1

tanh (v)

(
dd+ (ss+ 2) tanh (v)

)(
dd
( v

tanh (v)
− 1
)
+ vss

)
v > 0.1

(A.15a)

nanoj = (1 +
v2

3
− v4

45
)
(
dd+ (ss+ 2) tanh (v)

)(
dd(

v

3
− v3

45
) + ss

)
v ≤ 0.1

(A.15b)

The coefficient (Jcoef ), decalared as a parameter hence takes the form:

Jcoef =
Dσ

2eW
or Jcoef =

Dσ

2FW
(A.16)

The Faraday constant (F ) is used instead of the fundamental charge (e) when the

input concentrations have the units [mol.m−3].

The equations are written in the Algebraic Equations sub-tab, while the remaining

options are left unaltered.
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A.3.3 DAE - 3: th + tl Variable name: ss

The expression for this variable is relatively simple and hence left unmodified. It

is however important to provide an initial value to this variable as it should be

equal to its value for the inlet concentration in the microchannels. The expression

and the initial value is written as:

ss =
√

1 + c̄2h +
√

1 + c̄2l (A.17a)

ssinit =

√
1 +

(
FHcinh
σ

)2

+

√
1 +

(
FHcinl
σ

)2

(A.17b)

ssinit is the initial value of the variable and cinl/h are the inlet concentrations in the

low/high concentration microchannels respectively in the units [mol.m−3].

A.3.4 DAE - 4: th − tl Variable name: dd

This variable is treated exactly the same as the variable ss. The expression and

the initial value for the variable dd is given below:

dd =
√
1 + c̄2h −

√
1 + c̄2l (A.18a)

ddinit =

√
1 +

(
FHcinh
σ

)2

−

√
1 +

(
FHcinl
σ

)2

(A.18b)

ddinit is the initial value of the variable and cinl/h are the inlet concentrations in the

low/high concentration microchannels respectively in the units [mol.m−3].
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A.3.5 DAE - 5: ln
(

c̄h(tl+1)
c̄l(th+1)

)
Variable name: ff

The expression for the variable ff is a logarithm of a fraction is written below:

ff =
1

2
ln

(
tl + 1

tl − 1

th − 1

th + 1

)
(A.19)

Therefore the solution for variable ff does not converge when tl, th approach 1.

Hence the expression is modified multiplying the numerator and the denominator

in the fraction by the factor (tl + 1)(th + 1) to ensure that the denominator is

always positive:

ff =
1

2
ln

(
(tl + 1)2(t2h − 1)

(t2l − 1)(th + 1)2

)
= ln

(
c̄h(tl + 1)

c̄l(th + 1)

)
as t2l/h − 1 = c̄2l/h

(A.20)

Also since the variables tl and th can be expressed as a function of ss and dd the

final expression written in COMSOL takes the form:

ff = ln

(
(ss− dd+ 2)c̄h
(ss+ dd+ 2)c̄l

)
(A.21)

The initial value of the this variable is written directly as a function of the initial

microchannel concentrations:

ffinit = ln

(
1+

√
1 +

(
FHcinl
σ

)2)
− ln

(
1+

√
1 +

(
FHcinh
σ

)2)
+ln

(
cinh
cinl

)
(A.22)

This concludes all the algebraic computations for the elemental exchanger and we

proceed to the configurations specific to the finite element simulation.
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A.4 Mesh

As mentioned previously, defining the mesh is the fundamentally important aspect

of finite element analysis. A mesh splits the simulation geometry into nodes and

all the governing equations are solved at each individual node, revealing the values

of the respective variables there. High number of nodes accounts to high accuracy

of the solution but it also increases the simulation time significantly.

Since our geometry is a straight line, the nodes here are a number of points on

the straight line where the variables ¯cl/h, v, nanoj, ss, dd and ff are computed

simultaneously.

The construction of the mesh is done by selecting the Mesh option in the Model

Builder sidebar. As we want to define the mesh suitable for our geometry, the

option of User Defined Mesh is selected from the Sequence type option. This

allows the user complete freedom in the node distribution. Upon selecting a user

defined mesh, it can be noticed that two additional options namely Size and Edge

appear on the mesh sub-tab. The next step is to select Distribution from the right-

click menu in the Mesh tab. The Distribution setting overrides the Size feature of

the mesh in the selected domain of the geometry and gives the user control cover

the number of nodes and the distribution of the nodes in the domain.

We first start by selecting Domain - 1, which is the segment of the line from the

origin to the point P, 0.1µm from the origin. As this point is close to the inlet

of the exchanger, the nodes here need to be dense to account for rapid change in

microchannel concentrations. Hence we choose the following options:

• Domain Selection: 1 Number of elements: 100

• Element ratio: 10 Growth formula: Geometric Sequence
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This specifies the mesh to have 100 nodes (elements) and the distance between

each of the nodes increases by a factor of 10 over the length of 0.1µm.

The Distribution option, however, requires the user to define a feature on the ge-

ometry to notify the software that the region is of special interest. This is done

by selecting Domain - 1 in the Edge sub-tab and it below the Distribution sub-tab.

This indicates COMSOL that a user-specified distribution of nodes takes place on

Domain-1 which happens to be an Edge.

Similar steps are followed for the remainder of the geometry. We select Size and

Edge option again from the right-click menu in the mesh tab. This time we use

a predefined mesh calibrated for fluid dynamics and select the Extremely fine ele-

ment size from the Size sub-tab. We select the Edge option and choose Remaining

in the Domain Selection and finally select Build Mesh. It should result to a mesh

similar to the one shown in fig.A.1.

Figure A.1: COMSOL geometry after meshing. Nodes are represented by points
on the line segment.
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A.5 Study Steps and Solver Configuration

The study chosen for this simulation is Stationary Study which solves all the gov-

erning equations simultaneously for a given value of geometrical parameters, sur-

face charge and the potential difference across the electrodes. The dependent vari-

ables are the normalized concentrations (c̄l, c̄h), v, nanoj, ss, dd and ff ; which

are fully coupled to one another.

By default the Study tab on the Model Builder is configured to solve simultane-

ous equations but as we declared the normalized potential difference between the

electrodes (∆Ψ) as a parameter with a fixed value, we need to add an Auxiliary

Sweep to the Stationary Study which allows us to plot the IV-characteristics of

the exchanger. This is done by selecting Stationary - Step 1 - Study Extensions -

Auxiliary Sweep - ∆V and selecting a range form 0mV to 100mV. The increments

are small (0.01 mV) till the voltage reaches 1 mV and is increased to 2.5mV for

the remaining range of voltages. Select the Compute option from the Quick Ac-

cess Toolbar on the screen and if done correctly, the simulation should be finished

under two minutes.

Next step is to vary the convection velocity of fluids in the microchannel by chang-

ing the value of Sherwood number (Sh). This is done by adding an extra Paramet-

ric Sweep in the study and selecting a range of Sherwood number. For our study

we varied the Sherwood number from 10−3 to 108 with 3 steps/decade increase.

It is to be noted that the changing velocity results to a proportional increase in the

Péclet number also. Hence the results obtained need to account for an increase in

both the parameters (Sh, Pe).

Note: COMSOL can be configured to show certain results of the simulations si-

multaneously as it computes. This is very useful in determining the mesh dis-
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tribution along the simulation geometry. In our study observing the variation of

the normalized concentration in the high concentration microchannel indicates the

accuracy of the mesh. This is performed before adding the parametric sweep for

Sherwood number. Add a Line Graph in a 1D Plot Group in the Results, after the

initial stationary simulation. In the 1D Plot Group tab, select the appropriate Data

Set (default Study - 1), Parameter Selection(∆V ) - Last, choose All domains and

plot c̄h in the y -Axis data. This should be done before . Afterwards, select Study -

Solver Configurations - Stationary - Fully Coupled - Results While Solving. Here,

select 1D Plot Group 1 and check the Plot option. Errors in computation due to

improper mesh configurations have a clear sign and is explained in the fig. A.2.

Figure A.2: Variation of normalized concentration in the high concentration mi-
crochannel. Image on the left indicates a good mesh and left image is the result of
a coarse mesh. Concentration in high concentration microchannel should decrease
monotonically with the exchanger length. Any kinks in the normalized concen-
tration (red box) indicates the presence of mesh errors/imperfections.

A.6 Results and Evaluation Groups

Once the simulation is completed, the resulting values of the variables are stored

as Data Sets, which can be accessed through the Results tab in the Model Builder.
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The desired results from the simulation can be calculated using an Evaluation

Group. An evaluation group gives the user the ability to perform computations on

the evaluated variables. Here we can calculate the magnitude of nanochannel flux

per unit length, electrical current and the power density by integrating the vari-

ables over the exchanger length. The expressions for quantities with normalized

variables c̄h, c̄l and v is given below:

Jnano = − Dσ

2FW

ˆ L

0

1

L
(nanoj)dL (A.23a)

I = −Dσ
W

ˆ L

0

(
dd

tanh(v)
+ ss

)
(dd+ ff −∆Ψ)dL (A.23b)

Pdelec = − Dσ

bLW

kBT

e

ˆ L

0

∆Ψ

(
dd

2 tanh(v)
+
ss

2

)
(dd+ ff −∆Ψ)dL

(A.23c)

The Line Integration option inside the evaluation group calculates the integral of

the above expressions while the respective coefficients are declared as Parameters.

Since each study consists of two parametric sweeps (∆V, Sh), the user can plot the

variation of nanochannel flux with voltage, IV characteristics for the exchanger

for a given Sherwood number and also the maximum power per unit exchanger

surface with varying Sherwood number. The maxima of each quantity can be

extracted by selecting Operation - Maximum in the Data Series Operation at the

bottom of Line Integration screen.

This concludes the technical aspects of performing finite element simulations on

the elemental exchanger using the COMSOL Multiphysics environment.
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Abstract 

The mixing of two electrolyte solutions of different concentrations is characterized by a free 

enthalpy of mixing. The conversion of this enthalpy into useful mechanical work or electricity 

has the potential to be a new source of clean renewable energy. The energy generated by this 

process is termed as ``osmotic energy'', or more specifically “blue energy'' when energy is 

generated by the mixing of sea water with river water. The necessity to drastically lessen the 

world's reliance on fossil fuels and the remarkable advancement of membrane technology have 

encouraged the development of novel techniques for harvesting blue energy. The establishment 

of large-scale power plants focused at harvesting this energy revealed some inherent limitations 

in membrane-based approaches for the extraction of blue energy, most notably concentration 

polarization. This manuscript proposes a silicon-based nanofluidic exchanger, which aims at 

optimizing the coupled solute transport at the microscale and nanoscale to minimize 

concentration polarization issues and enhance energy recovery. The focus of this manuscript is 

on the theoretical modelling of the exchanger and the optimization of the exchanger reveals an 

expected power density two magnitudes higher than existing strategies aimed at blue energy 

harvesting. These theoretical results are used to propose a fabrication protocol for a Multiscale 

Exchanger, in collaboration with CEA-Leti, incorporating recent developments of the 

microfabrication industry to produce minute channels with a large potential for parallelization. 

 

Resumé 

Le mélange de deux solutions électrolytiques de concentrations différentes est caractérisé par 

une enthalpie libre de mélange. Sa conversion en travail mécanique utile ou en électricité peut 

constituer une source d’énergie renouvelable propre communément appelée “énergie 

osmotique” ou “énergie bleue” dans le cas du mélange d’eau de rivière et d’eau de mer. La 

nécessité de réduire drastiquement notre dépendance aux combustibles fossiles et le 

développement remarquable de nouvelles membranes sélectives ont encouragé la mise au point 

de nouvelles techniques d’extraction de l’énergie bleue. La mise en place de centrales 

électriques à grande échelle a permis d’identifier certaines limites inhérentes aux approches 

membranaires pour l’extraction de l’énergie bleue, notamment la polarisation de concentration. 

Dans ce manuscrit, nous présentons un échangeur nanofludique à base de silicium qui vise à 

optimiser le transport couplé des solutés à l’échelle nanométrique et à l’échelle microscopique 

afin de minimiser les problèmes de polarisation de concentration et d’augmenter la récupération 

d’énergie. L’accent est mis sur la modélisation théorique d’un tel échangeur. Des densités de 

puissance de deux ordres de magnitudes supérieures aux stratégies existantes sont ainsi prédites. 

Ces résultats théoriques ont été utilisés pour concevoir un protocole de fabrication d’un 

échangeur multi-échelle, en collaboration avec le CEA-Leti, incorporant les développements 

récents de l’industrie de la microfabrication pour produire une série de canaux infimes 

massivement parallélisés. La dernière section du manuscrit discute d’un tel potentiel de 

parallélisation, qui pourrait conduire à un changement de paradigme dans la génération 

d’énergie basée sur le gradient de salinité en utilisant des nanopores. 
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