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Abstract

Les défauts ponctuels jouent un rôle essentiel dans les applications technologiques
des semi-conducteurs, en fournissant des conditions de dopage appropriées. Dans le
même temps, les défauts présentant des caractéristiques de piégeage des porteurs peu-
vent s’avérer préjudiciables aux performances et aux rendements des dispositifs à l’état
solide. En raison de leurs implications sur les semi-conducteurs, en particulier sur les
propriétés électroniques et optiques, les défauts ont fait l’objet de recherches appro-
fondies au cours des dernières décennies.

Dans cette thèse, les impuretés ajoutées intentionnellement dans le tellurure de cad-
mium (CdTe) et leur interaction avec les défauts natifs ont été étudiées en utilisant des
méthodes basées sur les premiers principes de thermodynamique. Le CdTe a plusieurs
applications technologiques, telles que les cellules solaires, les détecteurs de radia-
tion nucléaire, et la spectroscopie astronomique. Les propriétés du CdTe sont étudiées
depuis plusieurs décennies. Cependant, le rôle des défauts dans le processus de crois-
sance, pour le photovoltaïque et d’autres applications, évolue encore avec une meilleure
compréhension des propriétés des défauts natifs et la connaissance des stratégies de
dopage et d’alliage.

Les deux principaux sujets abordés dans cette thèse sont liés au matériau CdTe, pour
le photovoltaïque et pour ses possibles applications dans le domaine quantique.

Le premier concerne la stratégie de conception de cellules solaires en CdTe poly-
cristallin impliquant l’utilisation de selenium (Se), qui a permis d’augmenter l’efficacité
des dispositifs en CdTe en couches minces à plus de 22 %. En termes de physique des
défauts, les études expérimentales ont permis d’élucider le fait que l’atome de Se diffuse
dans le CdTe massif et passive les pièges à porteurs intrinsèques qui y sont présents. La
découverte du mécanisme de diffusion du dopant Se est très importante pour compren-
dre le profil en profondeur du dopant et le mécanisme de passivation des défauts natifs.
Nous avons utilisé les calculs DFT basés sur les premiers principes pour identifier un
mécanisme unique en deux étapes expliquant la diffusion du Se dans le CdTe massif.
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Le processus de diffusion implique l’interaction du Se avec un Te interstitiel et permet
la diffusion dans toutes les directions du Te interstitiel dans le CdTe massif. La barrière
associée à la diffusion du Se a été calculée comme étant inférieure à 0,42 eV, reflétant la
diffusion rapide du dopant Se dans le CdTe. Dans l’étape suivante, nous avons utilisé la
trajectoire de diffusion du Se pour comprendre l’interaction du dopant avec les défauts
natifs qui agissent comme pièges à porteurs, la lacune de Cd, et l’antisite de Te, ainsi
que leur passivation, et la formation de complexes entre le Se et les défauts.

Les défauts ponctuels, en plus de leur forte implication dans les propriétés opto-
électroniques des semi-conducteurs, ont également prouvé leur pertinence, ces dernières
années, pour les applications quantiques telles que l’informatique et la détection. Les
métaux de transition insérés dans des nanostructures semi-conductrices avec un spin
localisé caractéristique, sont apparus comme des candidats appropriés pour ces appli-
cations, donnant lieu à un domaine émergent : la solotronique. Dans la deuxième partie
de la thèse, nous avons étudié la structure électronique de défauts isolés de métaux
de transition Cr et Mn dans le CdTe. Nous avons identifié l’effet du couplage électron-
réseau sur la symétrie locale des dopants dans le réseau et établi sa correspondance avec
la fonction d’onde électronique des défauts localisés. En utilisant l’énergie de liaison
thermodynamique associée à l’interaction entre le dopant et les défauts natifs, calculée
en DFT , nous établissons ensuite qu’il est difficile d’obtenir une configuration isolée
du dopant Cr dans les nanostructures de CdTe car il se lie fortement aux défauts natifs.
En revanche, le Mn, dans des conditions de croissance appropriées, peut être facile-
ment obtenu dans une configuration isolée. Nous avons également proposé un modèle
phénoménologique pour définir l’interaction des dopants de métaux de transition avec
les défauts natifs. Enfin, nous avons expliqué le changement observé expérimentale-
ment dans l’état de spin du Cr par rapport à la configuration de l’état fondamental du
dopant isolé en utilisant l’interaction du Cr avec un défaut natif dans le CdTe.

Ensemble, ces deux études démontrent que la compréhension du mécanisme sous-
jacent à l’échelle atomique peut être utilisée pour définir les phénomènes caractérisés
expérimentalement à l’échelle macroscopique et concevoir des stratégies de croissance.
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Point defects play an essential role in the technological applications of semicon-
ductors, providing suitable doping conditions. At the same time, defects with carrier
trap characteristics can prove to be detrimental to the performance and efficiencies of
solid-state devices. Due to their implications on semiconductors, especially electronics
and optical properties, defects have been the subject of extensive research for the last
several decades.

In this thesis, intentionally added impurities in Cadmium Telluride (CdTe) and their
interaction with native defects have been studied using first principles based methods.
CdTe has several technological applications, such as solar cells, nuclear radiation de-
tectors, and astronomical spectroscopy. The properties of CdTe have been studied for
several decades. However, the growth process related to defects composition, for pho-
tovoltaics and other applications is still evolving with a better understanding of native
defect properties and the knowledge of doping and alloying strategies.

The two main topics addressed in this thesis are related to CdTe photovoltaics and
possible quantum application. The first one deals with the design strategy involving the
alloying of polycrystalline CdTe solar cells with Se, which has pushed the efficiency of
thin film CdTe devices above 22 %. In terms of defect physics, experimental studies
have elucidated that the Se atom diffuses into CdTe bulk and passivates the intrinsic car-
rier traps present therein. Finding the Se dopant diffusion mechanism holds significant
importance for understanding the depth profile of the dopant and native defect passiva-
tion mechanism. We have used the first principles based DFT calculations to identify a
unique two-step mechanism to define the Se diffusion in the CdTe bulk. The diffusion
process involves the interaction of Se with the Te self interstitial and the enhancement
of Te interstitial diffusion in the CdTe bulk. The barrier associated with the Se diffusion
was calculated to be lower than 0.42 eV, reflecting the fast diffusion of the Se dopant in
CdTe. In the next stage, we used the Se diffusion trajectory to understand the interaction
of the dopant with the carrier trap native defects, Cd vacancy, and Te antisite, and their
passivation on interaction forming bound defect complexes with Se.

Point defects, along with their strong implication for opto-electronic properties of
semiconductors, have also proven their suitability for quantum applications such as
computing and sensing in recent years. Transition metal doped into semiconductor
nanostructures with characteristic localized spin have emerged to be a suitable candidate
for these applications, giving rise to the emerging field of solotronics. In the second part
of the thesis, we studied the electronic structure of transition metal Cr and Mn solitary
dopant defects in CdTe. We identified the effect of electron-lattice coupling on the local
symmetry of the dopants in the lattice and established its correspondence with localized
defect electronic wavefunction. Using DFT calculations of the thermodynamic binding
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energy associated with dopant and native defects interaction, we then establish that
achieving Cr isolated dopant configuration in CdTe nanostructures is challenging as it
binds strongly with native defects. In contrast, Mn in suitable growth conditions can
be readily obtained in an isolated configuration. We also proposed a phenomenological
model to define the interaction of transition metal dopants with native defects. Finally,
we explained the experimentally observed change in the spin state of Cr from that of
the isolated dopant ground state configuration using the interaction of Cr with a native
defect in CdTe.

Together these two studies demonstrate that understanding the underlying mecha-
nism at the atomic scale can be used to define experimentally characterized phenomena
at the macroscopic scale and devise growth strategies.
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C H A P T E R 1

Introduction

Semiconductors technology forms the basis of all modern electronics and is primarily
based on transistors and diodes. Bardeen, Brattain, and Shockley received the Nobel
prize for Physics in 1956 for building the first transistor, using the union of semicon-
ductors containing free majority charge carriers of opposite signs1. The study of the
physics of defects is a key aspect of understanding the physical properties of semi-
conductor materials. The source of point defects in materials can be intrinsic, atomic
imperfections arising due to entropy, and intentionally or unintentionally introduced
impurities into the crystal lattice. In semiconductor materials, point defects can impact
the optical, electrical, and mechanical properties of the host material and give rise to
many macroscopic properties, such as ionic, electronic, and thermal conductivity2. The
functioning of semiconductor devices depends critically on the concentration of native
defects and impurities introduced in the host lattice.

Defects can have an impact on the performance and efficiency of semiconductor
functional materials used for microelectronics and photovoltaics applications. Point
defects often introduce electronic levels in the band gap that can alter the position of
the Fermi level. The defects that introduce electronic levels close to band edges may
release extra carriers into the host and provide desired p-type and n-type conditions
for the practical application of electronic devices. In contrast, the defects that introduce
electronic levels deep in the band gap and localized on the defect can trap charge carriers
(electrons and holes). Such defects have often a detrimental impact on the electronics
and photovoltaic properties of the semiconductors, and may even pin the Fermi level
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Introduction

around midgap3,4. When the charge carriers get trapped at the defect centers, eventually,
either it leads to a reduction in the carrier lifetime in the case of radiative recombination,
or their disappearance due to non-radiative recombination activity. The energy released
through recombination of charge carriers, in the latter case, gets accommodated into a
local disruption of lattice at the defect site instead of resulting in a photon release.

The native point defects created due to entropy and the foreign element impuri-
ties introduced (unintentionally and intentionally) into a host crystal lattice increase
its energy and thus have an associated activation energy required for their formation.
The point defects also have a characteristic diffusion activation energy, which facili-
tates their migration to the surface of the crystal or allows them to recombine with the
complementary defect to restore the local order at the lattice site. In the case of impu-
rities, this diffusion characteristic allows their migration in the host lattice and to take
up a substitutional site or to interact with native defects present in the crystal. Semi-
conductors are usually grown at high temperatures and intentional impurities are either
introduced at these elevated temperatures or through high-energy processes like implan-
tation. Therefore there is always a considerable possibility that impurity atoms interact
with native defects and form bound complexes, in the case the activation energy of the
defect complex favors so.

The defect complex has different properties than the compositional defects. There-
fore, intentionally added foreign impurities can interact with unwanted native defects
to passivate them. In opposition to this, unwanted defect complex formation can result
in a decrease in the concentration of needed isolated defects. This can be a source of
a challenge when a particular isolated configuration of a point defect is desired for a
functional material.

The host native point defects are also responsible for the diffusion of impurities and
the self-diffusion of component elements in the host bulk lattice. The migration of a
substitutional impurity from one regular site to an adjacent site requires a high activa-
tion energy. Therefore, the migration of dopants is carried by vacancy and interstitial
defects. The dopant migration is desirable to achieve the target profile in the host. At the
same time, migration at room temperature with a very low activation barrier is undesir-
able as it can contribute to instability in the semiconductor device. The dopant diffusion
mechanism is driven by intrinsic defects. Therefore it is necessary to understand the dif-
fusion of the intrinsic defects present in the host lattice. This requires the knowledge of
the intrinsic defects ground state, metastable states configurations, and the associated
migration barrier. Self-interstitial defects have particularly shown to play an important
role in dopant diffusion in the case of II-VI semiconductors.

Identifying a probable diffusion mechanism for dopants requires the identification
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of the defect which acts as the driver of the dopant diffusion. Theoretical investigations
of the defect complex formed by the native defects and dopants and the associated dif-
fusion barrier can address the question regarding the dominant dopant (defect complex)
migration process.

The first problem that we have addressed in this thesis is related to photovoltaic
applications. In thin film solar cells, native defects play a very significant role in the
working efficiency of the device. Native defects with carrier trap characteristics can
reduce the concentration of photo-generated charge carriers and reduce their lifetime.
Doping (and alloying) strategies involving the introduction of large concentrations of
impurities can help in the passivation of the carrier traps through defect complex forma-
tion or shifting host band edges position. We specifically address the role of Selenium
(Se) alloying of CdTe. Indeed, for the CdTe solar cell application, an improvement
in efficiency from 17 to over 22 percent was achieved by the formation of CdSexTe1−x

alloy5. Photoluminescence and experiments tracing the Se diffusion profile pointed
to a 60 - 80 % reduction in the non-radiative recombination activity (defects) in both
grain boundaries and CdTe interior grain on alloying with Se6. Direct interaction of
Se with harmful native defects such as Cd vacancy and Te-antisite was proposed as the
most probable reason for the decrease in non-radiative recombination6. However, the
detailed underlying mechanism at the atomic scale was missing when we started our
work.

The second addressed problem is related to quantum applications. Indeed, point de-
fects present in semiconductors are also emerging as candidates for such applications7.
The change in optical and electronic activity brought by the isolated point defects in
semiconductor materials can be used for quantum sensing, communication, and com-
putation7–9. The defect systems can demonstrate a large spin coherence time and single
photon emission. Moreover, the spin associated with point defects can be manipu-
lated using external stimuli with a great degree of control9. While it is challenging
to isolate point defects hosted in a semiconductor crystal lattice from the surrounding
matrix, using magnetic dopants inserted into semiconductor nanostructures has shown
reproducible quantum properties and stability7 and can provide a platform for a two-
level energy system for quantum applications. This has been particularly shown for Mn
in II-VI and III-V semiconductor quantum dots (QDs) through optical excitation and
photo-luminescence probe10,11. Alongside, in the case of II-VI semiconductor QDs,
Cr doping has also been shown to provide unique functionalities such as large spin-
to-strain coupling12,13. In this second part of the thesis, we have focused on Mn and
Cr dopants in the CdTe host for the study of ground-state electronic structure and their
interaction with native defects.
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Introduction

Several experimental characterization techniques are present today, which are used
to identify the point defects in semiconductors and the associated phenomena, such as
the migration of dopants. Cathodoluminescence and Photoluminescence spectroscopy
are used to study the optical signature, Deep level transient spectroscopy (DLTS), and
temperature-dependent Hall measurement provide the knowledge of the electrical char-
acter and Electron paramagnetic resonance has been used to study the symmetry and
hyperfine structure of point defects and impurities14. Experimentally, the diffusion
mechanism of dopants is analyzed using the concentration profile, with techniques such
as secondary ion mass spectroscopy (SIMS)15. All these methods have been success-
fully used to characterize the point defects in terms of associated physical properties.
But they do not provide the full microscopic detail of the point defect and the associated
phenomenon at the atomic scale.

In contrast, the first principles methods allows the study of individual defects in
semiconductors and the identification of their atomistic and electronic structure with
a high level of accuracy. The various phenomena, such as the electronic activity of
defects and diffusion, can be understood at this microscopic scale. First principles
methods, therefore, provide the ability to compare the computational results with the
experimentally observed phenomenon and act as an analysis tool and a prediction tool
in some instances as well.

1.1 Outline of thesis

This thesis work discusses the structural, energetic, and electronic properties of native
defects and intentionally added Se, Cr, and Mn impurities (dopants) in CdTe. The main
focus of the first part of the work is on the Se dopant diffusion mechanism and its in-
teraction with native defects. The second part of the thesis deals with the interaction of
Chromium (Cr) and Manganese (Mn) dopants with the CdTe native defects. A compre-
hensive understanding of native defects’ electronic structure is required to study such
interactions. Therefore a detailed description of native defects is provided. The results
are obtained using ab - initio calculations based on density functional theory.

The work is organized in the following manner. In Chapter 2, we begin with a
discussion of concepts related to point defects in semiconductors, such as the electronic
states introduced by the defects in the band gap, the difference between shallow and
deep character, and the role of defects in doping. The chapter ends with a brief de-
scription of the experimental characterization techniques used for the point defects in
semiconductors.
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In Chapter 3, a detailed review of the theoretical and computational quantum me-
chanics methods that form the base for our simulations is presented, covering major
aspects related to Density Functional Theory (DFT) approach. In the second part of
the chapter, we discussed the physical properties of the defects that can be calculated
using DFT with reasonable accuracies, such as the formation energy, defects migration
barrier, defect complex binding energy, and charge transition level. We concluded the
chapter with a discussion on symmetry and Jahn-Teller distortion in point defects.

In Chapter 4, we have addressed the question related to the presence of Se im-
purity in the CdTe host bulk lattice. We begin with a discussion on the choice of our
supercell size and DFT exchange-correlation functional used for calculating point de-
fects and defect complexes’ electronic structure, with Cd vacancy as the model case.
We then discussed the electronic structure of native defects (Cd-vacancy, Te-antisite,
and Te-interstitial) corresponding to the Te-rich limit growth conditions in detail. In the
second part, we present a detailed analysis of the mechanism of Te self-diffusion and
Se diffusion in the CdTe host lattice. In the final part of the chapter, using the Se dif-
fusion defect trajectory, we studied the interaction of Se impurity with the major native
defects present in Te-rich conditions in the CdTe host. Based on the calculated results,
we provided a comprehensive explanation of the hybrid role played by Se in the alloyed
CdSexTe1−x solar cells that have an efficiency of over 22%. The results presented in this
chapter are published in Appl. Phys. Lett. 119, 062105 (2021).

In the Chapter 5, we describe our investigation of Cr and Mn dopants in the CdTe
host lattice. We present our interpretation of the local symmetry of the lattice around
these impurities using the interaction of the transition metal Cr and Mn 3d- orbitals
with the host lattice tetrahedral crystal field. In the second part, we present a detailed
analysis of the interaction of Cr and Mn impurities with CdTe major native defects
corresponding to both Te-rich and Cd-rich conditions. We have provided a detailed
analysis of such interaction in terms of native defects electronic states and impurity 3d-
orbitals. In the last part, we present the implications of these interactions on the impurity
behavior and ground state electronic structure and related observed phenomenon by our
experimentalist collaborators at Institut Neel located in CNRS, Grenoble. A small part
of the results presented in this chapter is published in Phys. Rev. B 104, L041301
(2021).

Finally, in Chapter 6, we present the summary of the results and discuss future
perspectives in relation to our analysis of the interaction of dopants with native point
defects in CdTe for solar cells and quantum applications.
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C H A P T E R 2

State of Art

2.1 Point defects in Semiconductors

The material scientist Colin Humphrey once stated about crystal defects that "Crystals
are like people: it is the defects in them that tends to make them interesting." This
statement stands true and is central to semiconductor physics, as it is defects that play a
pivotal role in their application.

The Thermodynamics principle makes it impossible to produce a crystal with per-
fect atomic structure at finite temperature due to the competing effect of ordering (en-
thalpy) and disordering (entropy) forces. Therefore crystal growth is always accom-
panied by the formation of a certain amount of imperfections or defects of some sort.
These imperfections are unavoidable even in cases where a highly developed fabrica-
tion process is already in place to produce high-purity crystals. As a result of entropy,
defect concentration in a crystal is dependent on the temperature and can be expressed
through a Boltzmann relation:

n = Ne−∆H f /kBT (2.1)

where N is the number of available sites in crystal, ∆H f is the defect formation en-
ergy, kB is the Boltzmann constant, and T is the temperature. The equation 2.1 suggests
that the lower the formation energy, the higher the concentration of the defect will be in
the crystal. The defect formation energy can be calculated using the first principle-based
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calculations and the value for significant defects lies typically below 4 eV.
The point defects critically impact the electrical, optical, and mechanical properties

of semiconductors. Alongside the native defects created in a crystal lattice due to en-
tropy, inadvertent impurity point defects can also form during the growth process by
foreign element atoms. These unintentional impurities can limit and negatively impact
the performance of semiconductor devices. Growth processes are usually highly opti-
mized to achieve high-purity semiconductors to avoid such imperfections. In contrast,
impurities are also intentionally added to the semiconductors during the growth process
to engineer and induce unique electrical, optical, and even magnetic properties, such
foreign element atoms are called dopants. This thesis is mainly focused on the dopant
defects intentionally introduced in the CdTe lattice (to improve performance and induce
local magnetic anisotropy) and their interaction with native point defects. Such defects
are associated particularly with one or two atoms in the crystal lattice, in contrast to
extended defects, which include grain boundaries and dislocations.

Binary semiconductors, such as CdTe, have a relatively high defect density in com-
parison to elemental semiconductor crystals of Si and Ge, as the growth process in-
volves more variables. The technological limitation on the part of the growth process
to avoid these imperfections raised the need to search for possible ways to control and
engineer the defect concentration and their impact on electrical and optical properties.

The point defects in equilibrium at the atomic scale induce local lattice distortions
and electron energy levels in the semiconductor band gap that are decisive for the elec-
tron activity of the defect centers. In this section, we discuss the basic ideas regarding
the point defects in semiconductors. The electronic eigenstates that appear in the crystal
due to the local symmetry breaking (2.1.2), their impact on the electronic activity of the
semiconductors (2.1.3), and link to the ability of point defects to generate free carriers
in the host band (2.2.2).

2.1.1 Crystallographic defects

Crystalline solids are defined by characteristic symmetry with a periodic arrangement
of atoms. This symmetry can be used by assuming the crystal to be made of perfectly
repeating units to study associated properties employing first principle methods. How-
ever, this assumption of the perfect arrangement of lattice atoms is interrupted by natu-
rally occurring imperfections in the crystal at atomic and mesoscopic scales, referred to
as crystalline defects. The concentration of each defect in the crystal can be estimated
under the thermodynamics equilibrium condition.

Crystal defects can be classified based on their dimensions as bulk defects (3D),
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plane defects (2D), line defects (1D), or point defects (0D). Point defects correspond
to a local imperfection in the crystal lattice, involving one or two atoms, with lattice
perturbation of a few atomic sites. Primary point defects are of types: Vacancies, inter-
stitials, and substitutions (Figure 2.1). Vacancy defects are formed in case an atom is
missing/absent from a regular periodic lattice site. We will denote the vacancies as VA,
where A is the chemical identity of atomic specie absent from the lattice site. Interstitial
defects represent an atom occupying a site in the host lattice, which is normally unoc-
cupied in the regular periodic lattice. We have used the notation Ai for the interstitial of
atomic species A. Substitutional defects are formed when an atom is found to replace
a regular atomic site of the different atom, for e.g., impurity X substituting a Te site in
CdTe lattice is denoted as XTe. In the case of binary semiconductors, where a cation
(anion) is found to substitute an anion (cation), it is referred to as antisite, for e.g., Te
atom occupying a Cd-site in a regular CdTe lattice is referred to as Te-antisite (TeCd).
Point defects can also bind to form a complex, such as in the case of a substitutional
defect bind with an adjunct vacancy or interstitial defect. The case of defect complexes
involving few atoms can be treated in the same formalism as point defects.

Figure 2.1: Schematic representation of common crystal point defects in AB type lat-
tice. (a) is an interstitial vacancy, (b) is an antisite, (c) is a vacancy defect, and (d) is a
substitutional defect (adapted from the the attached reference16).

An impurity can take up a substitutional site or be located in a position that is off
from the regular periodic crystal site i.e. interstitial. In the case when impurities are
present at an interstitial position, they are likely to be located in a position where they
cause the least strain locally in the lattice. In II-VI semiconductor lattice, there are three
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such interstitial sites: the two tetragonal sites, either coordinated to four group II or VI
atoms, and the hexagonal site (coordinated to three atoms of each group). However,
in some cases, a split interstitial configuration is also possible. In this configuration,
two atoms share a common lattice site, such that a regular site atom is displaced from
its initial position. In this case, electronic interaction among local defect electrons can
lead to lattice distortions to accommodate these interactions and compensate for strain
resulting from a split interstitial configuration.

In a compound semiconductor (AB), the degree of freedom of chemical stoichiome-
try, vacancy, and antisite defect concentration are highly interdependent. A slight abun-
dance of one component element A can lead to the vacancy of other type VB or the
antisite AB occupying the other site.

2.1.2 Point defects electronic levels

An ideal crystal lattice can be defined using a periodic arrangement of atoms extended
infinitely with translation symmetry. Therefore, electrons in a crystal are subjected to
a periodic potential of the form V(r) = V(r + R), where R is the vector representing
the periodicity of the so-called Bravais lattice. The single electron energies plotted
against the wave vector form the material’s band structure, where the definition of the
electronic wavefunction is not unique due to symmetry and periodicity (Figure 2.2).
Each eigenstate can be represented using a Bloch-like wavefunction.

Point defects result in a local disruption of the translation symmetry. Consider-
ing a vacancy defect at a position rD in a crystal, the local periodic electron potential
invariance at the defect site does not hold V(rD) , V(rD + R). Therefore the wave-
function within this region of electronic potential perturbation cannot be represented
using a Bloch-like eigenstate. Assuming point defects as local perturbations embedded
in a crystal localized on a few atoms, they can be treated as small molecules subjected
to the crystal field of the host material. Defects might induce localized defect states
of molecular orbitals form, within the semiconductor band-gap or close to band edges.
The corresponding wavefunction associated with the defect-induced state(s) is localized
in the crystal lattice in contrast with bulk-like states (Figure 2.2).

The electronic occupation of such orbital(s) can induce atomic distortion locally
at the defect site, presenting different geometry configurations and characteristic site
symmetry. Experimentally it has been well established that the localized defect elec-
tronic states (densities) are strongly coupled to the lattice and can trap charge carriers
accommodated in the form of local lattice distortions. The energy difference between
the defect-induced states and host band edges defines the character of single particle
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wavefunction of the electron(s) occupied at the defect level. A very small energy differ-
ence (∼ kBT ) reflects a dispersed wavefunction, whereas a sufficiently large difference
ensures spatial localization on the defect site. The degree of localization is strongly
dependent on defect type and the host material.

Figure 2.2: (a) Defect electronic eigenstate (εD) induced within a semiconductor band-
gap due to the localized perturbation created by a common Te-antisite (TeCd) defect
present in CdTe lattice. (b) The corresponding wavefunction (ψD) of the defect-induced
state is shown.

We aim to understand the electronic character of defects based on simple molec-
ular orbital approaches combined with the one-to-one comparison with point defects
induced localized electronic states in the host band structure along with symmetry con-
sideration.

2.1.3 Interaction of defects with charge carriers

Semiconductors have a characteristic gap of forbidden states separating occupied va-
lence bands and empty conduction bands through an energy bandgap. The concentra-
tion of free charge carriers, i.e. the number of electrons present in the conduction band,
nc, and the number of holes in the valence band, pv, at any given temperature, are the
most important physical quantity of a semiconductor. The free-charge carriers in intrin-
sic semiconductors created through excitation by thermal energy or energy transfer from
photons maintain the condition of charge neutrality (nc = pv), i.e., an equal number of
electrons and holes are created in the absence of defects. This inherent symmetry be-
tween holes and electrons is problematic, since most of the semiconductor devices are
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built using the components having one of the charge carrier concentrations dominant
over the other (n >> p or p >> n). The imbalance between the carrier concentration of
electrons and holes is created by the presence of intrinsic defects or mainly through the
introduction of a significant number of impurities (or dopants) in the host crystal.

The concentration and dynamics of free carriers in semiconductors are strongly de-
pendent on the point defects concentration. Since, the Fermi level of the intrinsic semi-
conductor lies close to the mid-band-gap and thermal energy (kBT ) is insufficient to
excite electrons and form charge carriers in an appreciable concentration in the absence
of defects. Physically point defects introduce electronic levels in the band gap, which
can capture charge carriers (electrons and holes), as shown in Figure 2.3. Defect states
that lie close to the band edges can ionize readily, and the states that are present deep
in the band gap can trap carriers. The charge states of defects are represented using a
notation, e.g., a doubly negative charge vacancy defect of specie A with two trapped
electrons can be represented as V−2

A . Point defects play a central role to create charge
carriers in appreciable concentration for industrial applications, e.g., in microelectron-
ics and photovoltaics.

Figure 2.3: Schematic illustration of carrier capture and emission by a deep level defect-
induced state. (On the left) An empty defect level can capture an electron from CB with
the rate cn and emit a hole to the VB with the rate ep, (On the right), whereas a filled
electronic level can emit an electron to the CB with the rate en and capture holes from
VB with the rate cp. The exchange of electrons with band edges is shown with solid
arrows and that of holes with dashed arrows.

The electronic activity of the point defects is based on their ability to generate or
capture charge carriers from host bulk bands in the region of lattice defined by the
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defect-induced eigenstate wavefunction. The capture of the charge carrier involves the
transfer of a free carrier from the valence band (VB) or conduction band (CB) to the
trap electron level, εD, which lies within the bandgap. The impact of point defects on
the concentration of free carriers can be determined using the position of the electronic
level (εD), ionization level, electron capture cross-section (σn), and the hole capture
cross-section (σp).

Not all point defects in the semiconductor host lattice are active in the sense that
they induce electronic states in the forbidden band gap. The defect which introduces
these electronic levels interacts with free-charge carriers and controls their concentra-
tion. Such point defects are referred to as defect centers or carrier traps.

2.1.4 Shockley Read Hall recombination

Defect-induced state(s) associated with an active character defect, impacts carrier dy-
namics such that when it is empty, it can capture an electron from CB with a rate of
cn or emit a hole with a rate ep and vice versa when filled. The carrier capture rate is
dependent on the character of the defect, the position of the defect-induced state with
respect to band edges, the concentration of charge carriers, and temperature. The effect
of the defect state on the semiconductor electronic activity is dependent on the rela-
tive magnitude of charge carriers’ capture and emission rates. In the case where en,
ep << cn, cp, the defect may act as Shockley Read Hall (SRH) recombination centers,
which are detrimental for photovoltaics applications17,18. In the case of cn, cp << en,
ep, the defect act as a carrier generation center and lead to carrier leakage issues. If the
defect states mainly interact only with one of the CB or VB of the host, it will change
the carriers’ equilibrium concentration. The condition for a defect to act as an SRH
center is most likely to be satisfied only when the defect-introduced electronic level(s)
lie(s) close to the middle of the band gap so that both carrier capture rate for electron
cn and holes cp are large enough (Figure 2.4). The successive capture of an electron
and a hole at a SRH defect level results in a non-radiative recombination, contrasting to
the radiative recombination in optoelectronic semiconductor devices. Therefore these
defects are called deep non-radiative recombination centers.
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Figure 2.4: (a) Schematic representation of electron-hole recombination in an opto-
electronic semiconductor device and (b) Non-radiative recombination of carriers at a
deep electronic level associated with a Shockley Read Hall (SRH) recombination cen-
ter (adapted from the the attached reference16).

2.2 Conceptualization of defects

2.2.1 Shallow vs deep centers

Point defects depending on the position of their defect electronic levels in the semicon-
ductor band gap, can be classified as shallow and deep defects. The shallow defects
introduce energy levels in the band gap located at ∼ KBT ( depending on band-gap or
within ∼ 50 meV) from the bottom of the conduction band or top of the valence band.

Shallow defects can be described by hydrogen-like electrostatic potential and are
often introduced intentionally into semiconductor host lattice as impurities. These in-
tentionally added impurities are called dopants and contribute excess charge carriers to
the VB and CB of the host. The shallow native defects or foreign impurities can con-
tribute an electron to CB or trap electrons from VB. This charge carrier created by the
ionized point defect will occupy a bulk-like eigenstate (Figure 2.5 (a)) that is highly
delocalized (spread over a distance of tens of angstroms from the point defect). The
electron or hole contributed to the host band edges by a shallow point defect is sub-
jected to a spherical potential of (ionized) shallow defect, screened by the dielectric
constant of the host material. The contributed charge carrier within the hydrogen model
is considered to be weakly bound to the ionized defect with an extended effective radius
(> 15Å). The hydrogen-like electrostatic potential created by the ionized dopant can be
described using the following expression.
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V(r) = −
Q
εrr

(2.2)

where εr is the relative dielectric constant of the host material and Q the charge.
The effective radius of the wavefunction associated with the point-like shallow de-

fects extends beyond the first and second neighbors (Figure 2.5 (c)), which can be esti-
mated as

a∗ =
a0εr

m∗
(2.3)

The εr can be quite large due to the small band gap of semiconductors and, there-
fore, the potential decays in a few tens of angstroms from the impurity atom. The
charge carrier contributed by the impurity to the host band should be treated as a free
quasiparticle with an effective mass (m∗e or m∗h) rather than as a free carrier. The shallow
defects are characterized by the ionization energy determined using the hydrogen model
within the effective mass approximation, where quasiparticle charge carriers are defined
by the binding energy of the carrier (Ec

b) with the host band such that Ec
b << Eg (Eg is

band-gap of host semiconductor). The ionization or charge state transition represents
the transition between charge state q and q + 1 and is termed as D(q + 1/q).

Charge carriers (electrons or holes) bound to shallow defects strongly interact with
the band edges, with their wavefunction delocalized into the host lattice with respect
to the position of the defect site. In contrast, deep levels cannot be described using
a hydrogen-like potential and introduce highly localized defect states (Figure 2.5 (b))
with electronic wavefunction having an effective radius of 3.5 to 6.5 Å(Figure 2.5 (d)).
Deep levels can originate from native defects or impurities that introduce a large dis-
ruption of the lattice at the defect site. Therefore the charge carrier can be trapped
locally into the wavefunction associated with large lattice distortion. Deep defects trap
the charge carriers and, therefore, potentially have a detrimental impact on the opto-
electronic properties of semiconductors as they can reduce the net carrier concentration.
Consequently, they can trap both electrons and holes and can also act as recombination
centers. As the deep defects usually trigger large distortions of the neighboring lattice
atoms, they have a characteristic optical transition signal. In some cases, deep acceptor
defects can also trap holes on to the nearest neighbor anion atoms in a polaronic state.
Cation site Zinc vacancy in Zinc Oxide (ZnO) is an example of such a point defect19.

Along with defect-state electronic wavefunction and lattice distortions, shallow and
deep defects are usually defined with ionization level. It takes in to account both the
position of the defect electron level in the band gap and carrier capture and emission
rates. The results from the first principle based calculations can be compared with
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Figure 2.5: (a) Illustration of an effective-mass electron-donor defect state derived from
the conduction band edge (indicated by a dotted line). (b) A defect state introduced by
a deep electron donor within the band gap is indicated with a bold flat line representing
strong localization. (c) An effective-mass like perturbed host state associated with a
shallow defect Cd-antisite (CTe) present in the CdTe lattice is shown, presenting electron
density delocalized into the lattice region. (d) A localized deep defect state associated
with Cr impurity in CdTe, (CrCd) is shown, representing electron density localization at
the defect site.

ionization activation energy measured from the experiments.

2.2.2 Role of defects in doping

Since the discovery of transistors in the late 1940s, semiconductors doped with impu-
rities have remained a subject of ongoing research. The electronic properties of semi-
conductors can be controlled by engineering the type and concentration of impurities
added to a perfect crystal to make a doped (extrinsic) crystal. The position of electron
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chemical potential (µe) within the band gap of the semiconductor can be expressed as:

µint
e = εv +

1
2

Eg +
3
4

kBTln
m∗h
m∗e

(2.4)

Where εv is the energy position of the valence band edge, Eg is the band gap, and
m∗h and m∗e are the effective mass of hole and conduction band electron, respectively.
The effective mass of charge carriers depends on the density of states close to the host
band edge. In intrinsic semiconductors (assuming the absence of native defects or very
small concentration), the number of free electrons in the conduction band (nc) is similar
to the number of holes in the valence band (pv). Therefore, the ratio of effective mass
becomes, m∗h

m∗e
≃ 1, making the last term very small. Consequently, in this case, µe

remains very close to the middle of the band gap.

Figure 2.6: (a) Schematic representation of n-type doping condition resulting from a
presence of shallow electron donor shifting the electron chemical potential (µe) from
the initial position (µint

e ) toward the conduction band (µn
e) and (b) n-type doping with a

relative shift of µe towards the valence band caused by a shallow electron donor present
close to the valence band.

Dopants can be classified either as electron donors or acceptors. Donor impurities
introduce an occupied electronic state slightly below the conduction band edge, such
that defect electrons can be excited thermally into the conduction band, creating a neg-
atively charged quasi-particle with effective mass m∗e. In contrast, an acceptor induces
an empty state slightly above the valence band edge, and electrons can be excited to
this eigenstate, leaving behind a positive charge carrier (hole) of effective mass m∗h in
the valence band. As a result of this introduction of dopants, the position of µe shifts
from the intrinsic position towards one of the band edges (Figure 2.6). This is driven by
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an increase in the concentration of one type of charge carriers (majority carriers) and a
decrease in other type (minority carriers). Electron donor impurities naturally shift µe

towards CB and acceptor impurities towards VB.
This shift in the position of µe towards one of the band edges can be expressed

through the following expression:

µn(p)
e = εc(v) +

1
2

Eg +
3
4

kBTln
m∗h
m∗e
− (+)KBTln

Nc(v)

ND(A)
(2.5)

µ
n(p)
e is the electron chemical potential of doped crystal, ND(A) is the concentration of

donor (acceptor) impurities, and Nc(v) is the effective density of states in the conduction
(valence) band, dependent on the effective mass m∗e and m∗h.

When a large concentration of acceptors is present or introduced into a semiconduc-
tor, an appreciable population of positively charged holes is present in the valence band
leading to a p-doped condition. Concurrently, an n-doped semiconductor has a large
concentration of donors, leading to a high number of electrons present in the conduc-
tion band.

Native defects are always present in a semiconductor host lattice and, in many cases,
can be present in a large enough concentration to impact the number of charge carri-
ers present in the host. For e.g., in the case of III-nitrides binary semiconductors, va-
cancy defects have very low formation energy and can lead to a large concentration of
charge carriers of one type (either hole or electrons)20. A large concentration of native
donors present in a semiconductor will make it difficult to dope the material p-type, as
the donors will recombine with intentionally added acceptor impurity atoms. This is
known as self-compensation. For instance, many new promising semiconductors can
only be doped either p-type or n-type due to this self-compensation phenomenon21,22.
The capacity to dope a semiconductor material is referred to as ’dopability’ and is a
very important issue for current and future solid-state technologies.

For an impurity atom, one can predict to some extent whether it will behave as an
acceptor or donor depending on the number of valence electrons. In a II-VI semicon-
ductor, e.g. a group III atom substituting on the cation (group II atom) site and a group
VII atom on the anion (group VI) lattice site will act as donors. For native defects, it is
not possible to infer in priori the character and the position of defect levels with respect
to host band edges.
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2.2.3 Experimental defect characterization

The impact of point defects on the material properties can be very significant at the
macroscopic level and therefore, their presence is readily identified. However, the ex-
perimental characterization of the defects to know the element type and the accurate
position of the corresponding electronic level in the band gap is challenging. Some of
the common characterization techniques used to identify the point defects in semicon-
ductors are quickly discussed in this section, with an emphasis on the figures that will
be compared to our theoretical results in the next chapters.

Optical absorption and luminescence

Optical absorption is among the first characterization techniques that have been used
to study defects in solids, employed first by R. W. Pohl to identify F-centers present in
alkali halide solids23. The color of the sample containing defects was explained to be
resulting from the absorption of visible light by electrons localized on the anion vacancy
site. In the case of semiconductors, point defects with carrier trap electronic levels
present in the band gap, allow the electronic excitation (induced by light absorption) or
spontaneous emission of a photon (luminescence) triggered by de-excitation of electron
(leading to electron-hole recombination). Consequently, in the case of deep defects
with localized eigenstate wavefunction, an electronic transition between the defect state
and host band edge by means of absorption may produce a measurable photocurrent.
The associated optical absorption and luminescence can be used to characterize point
defects with localized wavefunction present in lattice.

Electron paramagnetic resonance (EPR)

EPR is a powerful spectroscopy technique that can be used to characterize paramag-
netic centers or point defects with localized unpaired electron(s), present in a perfect
diamagnetic crystal24. It can give information about the local environment (and local
defect site symmetry) present around the unpaired electron(s). This involves analyzing
the relativistic interaction of the unpaired electron with an externally applied magnetic
field and the surrounding nuclei. The experiment uses the absorption of a photon having
energy resonant to the Zeeman energy splitting resulting from the unpaired electron(s),
subjected to a static magnetic field, to identify the defect. In a more realistic model, the
shift induced by the hyperfine interaction of electron and magnetic dipole is also taken
into account. In this thesis, we have compared the local symmetry of point defects in
CdTe, as reported from the experimental EPR results, with our ground state calcula-
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tions for several native and impurity defects such as Cd vacancy, Te-antisite, Cr and Mn
single impurity in CdTe.

Deep level transient spectroscopy (DLTS)

DLTS characterization technique to identify defects was first proposed by D. V. Lang
in 197425. DLTS allows to observe the capacity of deep defect trap levels to emit
electrons at a given temperature. This then gives an estimate of the relative position of
deep defect electronic level with respect to host band edges. The electronic activity of
trap centers through DLTS is characterized by measuring the activation energy required
for the deep defect to release an electron. This activation energy is equivalent to the
binding energy of the negatively charged quasiparticle associated with a shallow donor.
The technique is based on the fundamental operation of the p-n junction. A p-n junction
is formed by joining p-doped and n-doped semiconductor components. The carrier
traps present in the depletion region of the p-n junction can contribute to the so-called
p-n junction capacitance at a given temperature. The variation in capacitance (transient
capacitance) caused by the release of an electron by a deep defect is measured to find
the activation energy of the carrier trap present in the p-n junction. However, the atomic
scale composition of the deep defect presenting the DLTS signal is not presented by the
technique. The activation energy of the deep defects can then be compared with the first
principle based calculations of the ionization level of the defects present in the material
to predict the defect responsible for the DLTS signal.
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Computational Methodology

3.1 The Density Functional Theory

The description of the electronic structure of both molecules and periodic solid systems
requires an understanding of the behavior of nuclei, electrons, and their interaction with
each other. At the atomic scale, quantum nature governs the electronic behavior and is
explained using the time-dependent Schrödinger wave equation.

iℏ
∂

∂t
Ψ(r, t) = −

ℏ2

2me
∇2Ψ(r, t) + VΨ(r, t) (3.1)

It is important to specify that the above equation is for a single electron. Here, ℏ is
Planck’s constant, me is the mass of an electron and V is some external potential, Ψ(r, t)
is the wavefunction of the electron, where |Ψ|2 defines the probability distribution of the
electron. In ab-initio methods, concerning static state and involving T = 0 K, the time
dependence part is commonly neglected, which changes equation 3.1 as follows:

−
ℏ2

2me
∇2Ψ(r) + VΨ(r) = ĤΨ(r) = EΨ(r) (3.2)

Here, E is the energy eigenvalue of the electron. Therefore Ĥ, the Hamiltonian
operator, defines the eigenstate and energy of the electron.
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3.1.1 Many body problem issues and Hartree-Fock theory

All the practical problems involve systems containing multiple electrons and nuclei, the
Schrödinger equation is then defined by a so-called many-body equation

ĤΨ(r1, r2, ...,R1,R2, ...) = EΨ(r1, r2, ...,R1,R2, ...) (3.3)

where Ψ(r1, r2, ...,R1,R2, ...) is the many-body wavefunction, ri corresponds to the
position of electrons and Ri is the analogous position for the ith nuclei. The Hamiltonian
operator Ĥ operator can be represented as the sum of the operator of kinetic energy (T̂ )
and potential energy (V̂) of the electrons (e) and nuclei (N)

Ĥ = Te(r) + TN(R) + Ve−e(r) + Ve−N(r,R) + VN−N(R) (3.4)

These terms can be written in terms of Laplacian operator ∇2 and coulomb interac-
tion as in the following equation

Ĥ = −
Ne∑
i

ℏ2

2me
∇2

i +

NN∑
i

ℏ2

2mI
∇2

I +
1
2

Ne∑
i, j

e2

4πε◦ri j
−

Ne,NN∑
i,I

e2ZI

4πε◦RiI
+

1
2

NN∑
I,J

e2ZIZJ

4πε◦RIJ
(3.5)

The first two terms in equation 3.5 represent the kinetic energy of the electrons and
nuclei with the respective mass of me and mI , defined on index i for electrons and I for
nuclei, respectively. The third term represents the Coulomb interaction between i and
j electrons excluding self-interaction (i = j). The fourth term describes electrostatic
interaction between electron i and nuclei I, and the fifth term is between I and J nuclei.
Nuclei have charge +ZIe, where ZI is the number of protons present in the nucleus. The
third and fifth terms are factored by 1/2 to remove the double counting of electrons and
nuclei.

The exact numerical solution of the many-body Schrödinger equation is analytically
not possible and computationally feasible for only a few electrons. Therefore approxi-
mations are relied up on to reduce the number of variables involved in the equation. In
this section, these approximations, which have been implemented to make possible use
of the first principle, Density functional theory (DFT) based calculations of complex
systems, will be discussed.

The first of these is the adiabatic approach as assumed under the Born-Oppenheimer
approximation26. It is based on the fact that the mass of nuclei is several orders larger
than the mass of electrons. This makes the relative motion of nuclei with respect to
electrons static and therefore, the dynamics of nuclei could be neglected by assuming
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them as frozen with respect to electrons. This approximation thus allows to separate
electronic, and nuclei wavefunction, and the total wavefunction can be written as their
product.

Ψ = Ψe(r1, r2, ...)ΨN(R1,R2, ...) (3.6)

Therefore the total energy of the many-body system can be written as the sum of
electronic and nuclei energy.

E = Eelectronic + Enuclei (3.7)

For a given ionic configuration, the many body problem reduces to

ĤeΨe = EΨe (3.8)

with many-body Hamiltonian written as

Ĥe = −

Ne∑
i

ℏ2

2me
∇2

i +
1
2

Ne∑
i, j

e2

4πε◦ri j
−

Ne,NN∑
i,I

e2ZI

4πε◦RiI
(3.9)

Hartree-Fock theory

The Born-Oppenheimer approximation helps in simplifying the many-body Schrödinger
equation involving nuclei and electrons to a many-body problem involving electrons
only. However, there are several degrees of freedom associated with each interacting
electron and their spin. The dimension of the many-body equation electronic equation
are further reduced using the Hartree approximation introduced in the year 1928, which
is one of the earliest proposed approaches. The most challenging part of the many-body
electronic Hamiltonian is the Coulomb electron-electron interaction. The Hartree ap-
proximation allows to reduce the many-body problem to the one-electron problem. The
approximation is based on the assumption that the N-body wavefunction of a system
can be approximated by a product of single electron wavefunctions.

Ψtot(r1, r2, ........, rn) = Ψ(r1)Ψ(r2), .......,Ψ(rn) (3.10)

where each of the wave functions Ψ(ri) satisfies the single electron Schrödinger
equation.

The challenging part of electron-electron repulsion that makes the separation of
electron coordinates and individual treatment of each electron difficult, is tackled by
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expressing this interaction in an average manner. Hartree assumed that instead of cal-
culating the coulomb repulsion terms separately for all the electron pairs, we could
calculate the effective repulsion experienced by an electron due to the average field
of electrons. Therefore the Hamiltonian, as a result of the Hartree approximation, is
written as the sum of one electron operators:

Ĥe =

Ne∑
i=1

f (xi) , f (xi) = −
ℏ2

2me
∇2

i −

NN∑
I

e2ZI

4πε◦RiI
+ VHF(ri) (3.11)

where VHF is the average electrostatic potential experienced by ith electron due to all
the other electrons. f (x) is the one-electron operator, called the fock operator.

The Hartree-Fock (HF) potential depends up on the total wavefunction, and the
solution of the wavefunction is achieved in a self-consistent field (SCF) manner. The
Hartree approximation does not consider the spin of the electron explicitly, which is
taken into account in the Hartree-Fock approximation. The Pauli exclusion principle
considers the anti-symmetric nature of electronic wavefunction, and the Hartree-Fock
total wavefunction can be expressed as an anti-symmetric product of single particle
wavefunction in the form of N × N Slater determinants as

Ψe
HF(x1, x2, ...xN) =

1
√

N!

∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)
...

...
...

χ1(xN) χ2(xN) · · · χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.12)

Here, χi(x) is one-electron wavefunctions, where each of them is a function of three
spatial coordinates and one spin coordinate written as χi(x) = ψ j(r)ς(s). The anti-
symmetric nature of HF wavefunction expressed using the Slater determinant intro-
duces some degree of correlation between electrons of the same spin, which is called
exchange-correlation. However, it does not account for the correlation between elec-
trons with opposite spins. The correlation component for both the same spin and oppo-
site spin electrons can be approximated by an alternative method of Density functional
theory (DFT), discussed in next section 3.1.3. Using the quantum mechanics varia-
tional principle, Hartree-Fock equations can be solved with the self-consistent field cy-
cle. However, a full set of single-particle wavefunctions is still required to produce the
non-local potential in the HF approach, making the treatment of solid-state problems
computationally challenging. Therefore it leaves a need for an approach that signif-
icantly reduces the number of variables and takes care of electron correlation energy
to enable the electronic properties calculations for larger multi-electron systems with a
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high degree of accuracy.

3.1.2 Hohenberg-Kohn Theorems

A possible way to reduce the number of variables and degree of freedom is provided by
Density functional theory (DFT). Hohenberg and Kohn in 1964 laid the foundation of
the DFT27. They showed that the ground state electron density n(r) is directly related
through a functional (a function of function) to the total energy of the system and its
physical properties. In contrast to Hartree-Fock theory which deals with many-body
N electron wavefunction dependent on 3N spatial coordinated and N spin coordinates,
DFT is fundamentally based on only three variables associated with electron density
n(r). The two Hohenberg-Kohn equations form the basis of DFT and are given as
follows :

Theorem 1 For a system of Ne interacting particles, under the influence of external
potential Vext(r), the potential Vext(r) is uniquely determined by the ground state elec-
tron density n0(r) (up to an additive constant)

Theorem 2 Consider a functional E[n(r)] relating system energy to electron density
n(r), which is valid for any external potential Vext(r). The exact ground state energy of
the system is given by the global minimum value of functional, and the corresponding
electron density n(r) is the exact ground state density n0(r).

The ground state energy functional for a given external potential Vext(r) in terms of
electron density n(r) can be written as

EVext[n(r)] = F[n(r)] +
∫

Vextn(r)d3r (3.13)

Hohenberg-Kohn theorems direct that the exact solution of the many-body problem
is possible only if universal functional F[n(r)] is known. However, the precise form
of the universal functional relating a system of interacting electrons with the energy of
the system is not known; therefore raises the need for approximation. Moreover, the
calculations for interacting electrons will be expensive with an approximate functional
as well.

3.1.3 Kohn-Sham one particle picture

Kohn and Sham devised an approach to replace the interacting electrons system with
an auxiliary non-interacting electrons system (that interacts only through an effective
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potential)28. The key to the Kohn-Sham approach is that it requires that the auxiliary
system of non-interacting electrons has the same ground-state electron density n0(r) as
the interacting system. In this case, the Hohenberg & Kohn universal functional takes
the form

F[n(r)] = T0[n(r)] +
e2

8πε0

∫
n(r)n(r′)d3rd3r′

|r − r′|
+ Exc[n(r)] (3.14)

where T0[n(r)] is the kinetic energy of the non-interacting particles, Exc[n(r)] is the
so called exchange correlation energy functional. The effective potential, sensed by the
interacting particles can be expressed as

Ve f f (r) = Vext(r) +
e2

4πε0

∫
n(r′)d3r′

|r − r′|
+ Vxc(r) (3.15)

The second term on the right side of equation 3.15 describes the mean-field electro-
static interaction of non-interacting particles. The last term accounts for the many-body
effect of the physical, interacting electron system. This term can be defined through the
functional derivative of exchange-correlation energy functional

Vxc(r) =
δExc[n(r)]
δn(r)

(3.16)

The minimizing electron density n(r) can be obtained by solving the Kohn-Sham
equations of N non-interacting particles through the variational principle(

−
ℏ2

2m
∇2

i + Ve f f (r)
)
φ(r) = ϵiφ(r) (3.17)

with

n0(r) =
N∑
i

| φ2
i (r) | (3.18)

n0(r) is the ground state electron density, which in the one-particle picture is de-
termined by one-particle Kohn-Sham orbitals φi. Kohn-Sham one-particle picture can
therefore be interpreted as a single electron being subjected to a mean-field effective po-
tential defined by the ground state electron density of the physical system. Kohn-Sham
equations provide a complete solution of ground state electron density and energy of
the interacting many-particle system.
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3.1.4 Exchange-correlation functional

The exchange-correlation energy accounts for the following energy terms: the kinetic
correlation energy, exchange energy (arising from the antisymmetry of electron wave-
function), Coulombic correlation energy (associated with inter-electronic repulsions),
and a self-interaction correction (SIC). Conventionally, the functional EXC is expressed
as the sum of exchange energy functional EX and correlation energy functional EC as

EXC[ρ] = EX[ρ] + EC[ρ] (3.19)

The Kohn-Sham equations allow approximation of exchange and correlation func-
tional that are local or semi-local in character, such that effective potential depends on
the electron density and its derivative. Local density approximation (LDA) proposed
by Kohn-Sham is the simplest and most widely used approximation (in the case of
crystals) to exchange and correlation energy Exc[n(r)], defined as

ELDA
xc [n(r)] =

∫
euni f

xc (n(r))n(r)d3r (3.20)

where euni f
xc (n(r)) is the exchange-correlation energy per particle of uniform electron

gas of density n(r). The exchange contribution was defined using the analogy from
the Thomas-Fermi approximation to the kinetic energy of the homogenous electron gas
and the correlation energy was calculated from accurate Monte-Carlo calculations. The
generalization of LDA for spin-polarized systems where the spin of the electrons can be
considered explicitly is commonly referred to as the local-spin-density approximation
(LSDA)29,30.

A slight improvement over the LDA functional to account for non-uniformness in
the density of physical systems was proposed by introducing the dependence on the
derivatives of density through Generalised gradient approximation (GGA)31. In
GGA, exchange-correlation energy is expressed as a function of the gradient of electron
density

EGGA
xc [n(r)] =

∫
f (n(r),∇n(r))d3r (3.21)

The functional proposed by Perdew, Burke, and Ernzehrof is the most commonly
used GGA-based functional and is popularly known as PBE32 and has a form

EGGA
xc [n(r)] =

∫
euni f

x (n(r))Fxc(n(r),∇n(r))d3r (3.22)

Exchange-correlation energy functionals based on Kohn-Sham formalism have shown
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tremendous predictive power and consistently provides accurate results in various range
of solid-state physics problems. However, they fail to account for the self-interaction of
Kohn-Sham particles and lead to an underestimation of the semiconductor band gap.

Hybrid functionals were introduced to circumvent this problem by replacing a part
of (semi)-local exchange energy with Hartree-Fock (HF) or exact exchange energy of
Kohn-Sham particles. This is due to the well established fact that the total correlation
has a predominant contribution from the exchange energy of electrons with the same
spin. The most common of the hybrid functionals is PBE0 functional, which is based
on PBE GGA functional. The exchange-correlation energy in case of PBE033 is written
as

EPBE0
xc = αEHF

x + (1 − α)EPBE
x + EPBE

c (3.23)

α is the mixing parameter of HF exchange, which is most typically set as α = 1/4
based on various physical arguments. SIC, in the case of hybrid functionals, cancels out
due to the contribution from HF exchange and KS exchange energy terms.

3.1.5 Pseudopotentials

In atoms, electrons can be divided in to two categories: core electrons which are tightly
bound to the nucleus, and valence electrons which are further away from the nucleus.
The electronic wavefunction has a 1/r singularity at the position of each nucleus and os-
cillates rapidly close to the nuclei in the system and thus requires a large number of basis
functions to model accurately. This makes all-electron calculations very computation-
ally demanding. The core electrons are weakly affected by the electronic environment.
It is generally only the valence electrons that participate in chemical bond formation and
reaction, thus it is reasonable to assume that the core electrons’ wavefunction remains
unaffected by the electrons present in bonded atoms (when two atoms are put together).

Pseudopotential approximation is based on the key idea of considering the tightly
bound core electrons as ’frozen’ and replacing them with an effective (pseudo) potential,
which attenuates the coulomb potential close to the nucleus, satisfying the 1/r singu-
larity35. Pseudopotentials are built to replace/reflect the potential of the nucleus outside
the sphere of a certain radius called the cut-off radius rc, while inside that sphere, they
are artificially smoothed. This helps in getting rid of the oscillation of wavefunction
in regions close to nuclei while keeping a correct description of valence electrons in
all other regions of space (Figure 3.1). The main advantage of the pseudopotential ap-
proximation is that it removes the orthogonality constraint on the valence electrons’
wavefunction with that of the core electrons. This thus reduces the nodes in the ra-
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Figure 3.1: Schematic illustration of all electron potential having form V ∼ Z/r, shown
with blue color dashed curve and the pseudopotential Vpseudo shown with a solid red
curve. The corresponding wavefunctions are shown alongside. Pseudopotential Vpseudo

and the corresponding wavefunction reflects the all-electron potential outside of the cut-
off radius rc. The Figure is reproduced from the the attached reference34

dial part close to the core, being replaced by pseudo wavefunction and leading to a
valence electrons wavefunction that varies smoothly in the core region by smoothing
the coulomb potential to cut-off radius rc. The relation between all electrons wave-
function and pseudo wavefunction under the pseudopotential approximation is shown
in Figure 3.1. The smooth wavefunction for core electrons is computationally less de-
manding as it can be approximated by either a truncated basis expansion or real-space
grid representation.

The pseudopotential method, therefore, considers the potential of the bare atomic
nuclei plus the core electrons, taking into account the screening of nuclei by core elec-
trons. In this manner, the many-body electron problem is now simplified to a problem
dealing only with valence electrons. During the course of this thesis, all calculations
were performed using norm-conserving Hartwigsen-Goedcker-Hutter potential36. In
the so-called norm-conserving pseudopotential, the integrated electron density in the
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pseudo wavefunction corresponds to the original wavefunction, and, for r > rc; the
pseudopotential must coincide with the original all-electrons wavefunction.

3.1.6 Geometry optimization algorithms

The total energy of a system calculated using DFT formalism depends on the atomic
configuration EDFT (R1,R2, .......,RN). The position of different nuclei, therefore, forms
a potential energy surface depending on the nuclei coordinates. Identification of a sta-
ble configuration of the system of interest, which reflects the physical state and helps in
studying associated properties, is important. The study of point defects involves iden-
tifying ground state (GS) and metastable configurations along with the transition state
(TS) configuration associated with the minimum energy path (MEP) connecting two
neighboring GS configurations.

The potential energy surface is defined as E(x), where x is a point on the PES map
corresponding to the atomic configuration defined by coordinates of nuclei (R1,R2, ......,RN).
The shape of the PES can then be investigated to find critical points such as minima,
metastable minima, and transition state (saddle point) by solving Kohn-Sham equa-
tions, starting with different initial guess configurations. For a given configuration, a
self-consistent charge density is calculated using DFT. The forces on each atom are de-
fined using the energy calculated from the electron density (equation 3.24). The ground
state atomic structure (and meta-stable configurations) can be identified by using DFT
to find points on the PES, such that all atomic forces are minimized and for which
adjacent points on the PES are energetically less favorable.

The stable configurations present across the PES are identified using energy-minimizing
optimization methods. The optimization methods can be put in to two categories. The
first approach is based on the gradient of energy functional, and the second on the Hes-
sian matrices of the double derivative of energy functional. Energy gradient methods
require forces, i.e., the first order of derivative of the energy functional on atomic con-
figurations, to be minimized. For a given atomic configuration, force on ith nuclei is
given as

Fi =
−δE(R1,R2, ......,RN)

δRi
(3.24)

The second-order derivative of energy functional is defined using the Hessian ma-
trix. This approach requires the terms in the Hessian matrix to be minimized. Although,
the Hessian matrix based approach provides a more accurate description as they give
energy value as well as the slope of the PES at a given point, they are often too computa-
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tionally expensive. We have used an approach based on the gradient based optimization
method in this thesis, which is described briefly in the next sub-section.

Energy Minimization algorithm

To identify the stable configuration of point defect local electronic structure on the PES,
we have used an optimization method known as fast inertial relaxation engine (FIRE)37.
The scheme relies on inertia. This method is based on a molecular dynamics approach.
The trajectory of molecular dynamics (MD) optimization is evolved at each step of
the self-consistent field (SCF) optimization cycle, by modification of the velocities in
an energy-downhill manner. For a system of N nuclei of mass m, with coordinates
x ≡ (x1, x2, .....x3N), the potential energy surface E(x) only depends on the relative
position of the nuclei and thus can be thought of as 3N dimension map. The equation of
motion for nuclei in the system under the FIRE algorithm can be defined by a corrected
acceleration given as:

v̇(t) = F(t)/m − γ(t)||v(t)||[v̂(t) − F̂(t)] (3.25)

here t denotes time, m is nuclei mass, v(t) is the velocity of the particles (v(t) = ẋ(t)),
F(x(t)) is the force acting on the system i.e. is the gradient of the potential energy
F(x(t)) = −∇E(x(t)) and γ(t) is scalar function of time. The first term of the equa-
tion 3.25, on the right side represents classical Newtonian dynamics. The second term
directs the trajectory of the system at a particular x(t) on PES towards the steepest de-
scent by reducing the angle between v(t) and F(x(t)). The basic principle of FIRE is to
perform dynamics that allow downhill motion on this map. The function γ(t) controls
the direction and acceleration of the trajectory. A global quantity referred to as power
factor P(t) = F(x(t)).v(t), which corresponds to the power delivered to the nuclei by
force acting on them, is used to monitor and direct the energy minimization process. A
negative value of P(t) suggests the system is moving in an uphill motion on the PES
map. If this occurs at a certain time step, the velocity is set to zero, and the scaling
parameter γ(t) is adjusted to ensure downhill motion on the PES map. It has to be noted
that the FIRE algorithm, optimizes only nuclei position keeping the volume and lattice
parameter unchanged.

The FIRE algorithm works efficiently in the case of rough PES, where even popu-
lar Broyden-Fletcher-Goldfart-Shanno (BFGS) minimization based on the Hessian ma-
trix often fails37. The optimization methods present the energy minima configurations,
which are local rather than global minima. Therefore, several initial configurations are
required to find the structure with the lowest energy.
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Along with the local minima search in the case of a point defect system, the de-
termination of saddle point or transition state (TS) configurations is another geometry
optimization problem. The TS optimization approach used in this thesis is briefly men-
tioned later in sub-section 3.2.5.

3.2 Ab-intio calculations of point defects properties

3.2.1 Supercell approach

An ideal crystal is made up of an infinite number of periodic repetitions of the unit cell
and all the physical properties of the crystal can be calculated using a small unit cell
(Figure 3.2 (a)). For the electronic structure calculation of point defects, the introduc-
tion of a point defect leads to translation symmetry breaking of the lattice locally at the
defect site and thus disrupting the electronic band structure. The two standard methods
that are usually employed to calculate electronic structure are based on an approach
of embedding the point defect into a finite-size cluster with free boundary conditions
or a supercell with periodic repetition of the host material. Both methods have their
advantages and disadvantages. In the case of the cluster approach, dependence on the
size and shape of the cluster, along with surface dangling bond passivation, results in an
undesirable effect on the calculated point defect properties. In this thesis, the supercell
approach for the calculation of point defects electronic structure is used. The relevant
drawbacks and the strategies to overcome those issues (to a great extent) are discussed
here briefly.

The supercell approach with periodic boundary conditions (PBC) eliminates the
need for surface passivation. But the supercell approach is also impacted by the lim-
itation on the number of (bulk-like) atoms that can be considered under PBCs. The
supercell method correctly describes the band structure of the host crystal and is ideal
for the calculation of the electronic structure of point defects with highly localized
defect-induced electronic states. However, PBCs used in the supercell approach leads
to the interaction of the point defect with its periodic images. This electronic interaction
impacts the position of localized defect states and points defect properties (such as tran-
sition levels). Another implication arises in the case of charge point defects, as there is
no absolute reference for the calculation of electrostatic potential in the periodic struc-
ture. This makes the description of electronic chemical potential ambiguous, and the
comparison of different configurations of point defects in terms of structure and charge
requires a potential alignment term. These two issues of image charge interaction and
ambiguous description of electrostatic potential are not present in the cluster approach
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and thus are identified as advantages of the cluster approach. However, these two is-
sues can be circumvented to a great extent by considering a large enough supercell,
which attenuates the periodic image charge interaction, and by applying a correction to
electrostatic potential.

Figure 3.2: (a) A schematic 2D representation of a hypothetical unitary cell with pe-
riodic boundary conditions (periodic images are shown in the light shade). (b) The
corresponding supercell formed by extending the unitary cell three times in the plane
with an impurity defect atom (blue) present in the lattice. (c) Example of a 216-atom
CdTe supercell (110 plane view) with the presence of an impurity defect.

For the study of semiconductor crystals, band structure and physical properties are
modeled using unitary cells containing one or a few atoms with PBCs. To minimize
the interaction of image charges, unitary cells with a relatively large number of atoms
called supercell is employed. The supercell method is presented in Figure 3.2 (b). In
a supercell, a perfect lattice is obtained by repeating a unitary cell of the host material
(e.g., eight atoms in zinc-blende lattice) and then embedding the defect in the super-
cell (as shown in the Figure 3.2 (c)). Increasing the size of the (unitary) supercell
reduces the interaction between the defect and periodic images as they are placed fur-
ther apart. One thus obtains a superlattice of periodically repeated unit cells with the
embedded point defect (and periodic images). In the case of charged point defects, the
jellium background charge is introduced to neutralize the supercell, circumventing the
divergence of electrostatic energy between periodic charge defect images. In realistic
crystals, point defects are found in a dilute regime, such that the defects are isolated and
non-interacting. To obtain accurate results, large supercells are required. However, the
computational cost limits the number of atoms that can be considered. In our calcula-
tions discussed in this thesis, we have used 64 (2 × 2 × 2 × 8), 216 (3 × 3 × 3 × 8), and
512 (4 × 4 × 4 × 8) atoms supercell with zinc-blende lattice. In most of the cases, 216
atom supercell results have provided good results for our qualitative description.
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3.2.2 Formation energies

The primary physical quantity associated with the point defects is the formation energy;
however, its description is not straightforward. The defect formation energy (E f ) can
be regarded as the energy required to embed a defect in a pristine crystal (in the dilute
limit) by a combination of addition, removal of defect atoms, and local rearrangement.
Following the definition given by Zhang and Northrup, E f under the supercell treatment
is defined as the difference between the total energy of the host supercell containing
defect (Ede f ) and the same supercell of the pristine bulk system (Ebulk)38. Taking into
consideration the addition and removal operation of atoms needed to create the defect
with no net charge, the following expression defines E f

E f = Ede f − Ebulk −
∑

i

∆niµi (3.26)

where i labels the atomic species, ∆ni is the difference in the number of atoms of
ith atomic specie between defective supercell and pristine bulk supercell, and µi is the
chemical potential of ith atomic specie in a theoretical external reservoir. Any particle(s)
added or removed in the process of embedding (creating) a defect in a perfect semicon-
ductor crystal is considered to come from or being moved to a particle reservoir of a
certain chemical potential.

The chemical potential associated with each atomic species is needed to be defined
for non-stoichiometric defects. For example, considering the case of vacancy defect
in binary semiconductors, we need to subtract the contribution of the atom removed
(to create a vacant site) from the energy of pristine bulk. The definition of chemical
potential is not trivial and will be discussed later in detail in the section 3.2.4. The
stoichiometric defects are the ones where there is ∆ni = 0 i.e. no change in the number
of atomic species or where all atomic species are added or removed in stoichiometric
proportions, as in the case of Frenkel defects.

In the case of charged defects, E f is also dependent on the semiconductor bulk
electronic chemical potential µe as given by the following expression:

Eq
f = Ede f , q − Ebulk −

∑
i

∆niµi + qµe (3.27)

where q is the charge of the system, and µe is the Fermi level, which in the case
of semiconductors is present in the band-gap and is dependent on other defects present
in the crystal and the external potential applied to the system. The µe is consequently
defined in terms of its relative position to the valence band maximum (VBM) and can
take value from 0 eV to the conduction band minima (CBM) value with respect to VBM
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εv.

µe = εv + ∆µe (3.28)

This definition of µe also allows to align the density of states of the defect supercell
with that of the pristine bulk supercell in order to correct the spurious electron potential
shift.

3.2.3 Charge transition levels

The electronic levels as induced by point defects in semiconductors are fundamental
for understanding their character and comparison with the experimental results. How-
ever, the electron activity levels as measured in the experiments, do not correspond to
one electron eigenvalues calculated using DFT Kohn-Sham formalism. In experiments,
transition levels associated with a state change are measured. Charge transition levels
(CTLs) corresponding to point defects are the most common experimental identification
signatures.

Baraff et. al. defined the charge state transition levels E(q1/q2) as the value of
electron chemical potential µe ( with respect to pristine bulk valence band edge εv),
where there is a crossover point of the defect formation energies of two charge states q1

and q2
39. As the Fermi level is raised, the most stable charge state changes from q1 to

q2 (Figure 3.3).
Once the choice of chemical potential values of atomic species is made, defect for-

mation energies can be studied as a function of µe. In terms of the formation energies
calculated for the ground state configurations corresponding to charge state q1 (Eq1

f ) and
q2 (Eq2

f ) at µe = 0; CTL can be equated using the following equation.

E(q1/q2) =
Eq1

f (µe = 0) − Eq2
f (µe = 0)

q1 − q2
(3.29)

=
Eq1 − Eq2 − (q1 − q2)εv

q1 − q2
(3.30)

Here, Eq1 and Eq2 are the total energy of the defect supercell with charge state q1

and q2, respectively. Therefore, E(q1/q2) is simply the energy difference between the
two charge state of the defect system on the transfer of a single electron from/to electron
reservoir, i.e., |q1 − q2| = 1.

For the CTL calculations, the ionic configurations are independently relaxed and
correspond to the ground state. In cases where ionic configurations significantly differ
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for two charge states, refer to the deep character of the defect.
The charge state stability transition levels can be represented by a plot (Figure 3.3)

showing the defect formation energy of the most stable charge state as a function of
electron chemical potential µe. As suggested by Equation 3.28, the formation energy of
each charge state varies linearly with µe with a slope equal to charge. It is important to
mention that CTLs are commonly referred to as defect levels and represent a different
electronic occupation of defect-induced states.

Figure 3.3: Schematic diagram presenting the variation of formation energy of a (hypo-
thetical) defect with the value of electron chemical potential (Fermi energy) in charge
state (q) +1, neutral, and −1. The thick blue solid lines represent the thermodynam-
ically most stable charge state for a given Fermi energy. The charge transition levels
(CTLs) within the band gap representing a change in the most stable charge state are
marked with dashed lines. The Figure is reproduced from the the attached reference40

The calculated CTLs correspond to the defect levels as measured in quasi-equilibrium
experiments such as deep-level transient spectroscopy (DLTS) and temperature-dependent
measurements of resistivity and Hall data. The position of the CTLs with respect to host
band edges reflects the shallow or deep character of the defect.

DFT calculations performed using DFT-LSDA calculations do not give a correct
quantitative estimate of CTLs due to the underestimation of band-gap. However, a good
qualitative description of the CTL position with respect to band edges can be obtained
in general41.

Since CdTe is a II–VI binary semiconductor, defects tend to be either neutral or
have a ±2 charge. In the case of (de-)excitation of a valence electron (from)to a defect
state, it becomes less likely for the next electron to be excited to the same defect state
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due to coulomb repulsion. However, in the case of CdTe point defects, the energy
lowering induced by local ionic perturbation overcomes the coulomb energy making
it more favorable for the second electron(hole) to occupy the same electronic defect
state. This is known as Anderson’s negative-U effect; U stands for electron-electron
repulsion42.

3.2.4 Chemical potential

It is non-trivial to define the chemical potential for binary semiconductors and the sys-
tem with impurities, as there is no unique way to choose, and the values depend on the
experimental growth conditions (such as temperature and pressure). However, the upper
bound and lower bound can be defined without taking the growth conditions into con-
sideration. As mentioned in the previous section 3.2.2, the chemical potential values
depend on the atomic species external reservoir from which defect atom(s) are being
removed to or taken from. A reasonable choice in the case of binary semiconductors
could be the elemental phase of atomic species being the reservoir. In such a case, e.g.
for a point defects present in CdTe bulk, atomic pair Cd-Te pair energy can be obtained
using a simple supercell calculation of pristine bulk. However, it is ambiguous how to
define the energy contribution between individual atomic species, i.e. Cd and Te. The
relation of the Cd-Te pair (µCdTe) chemical potential in CdTe bulk under thermodynamic
equilibrium with the individual chemical potential of Cd (µCd) and Te (µTe) in CdTe is
defined as

µCdTe = µCd + µTe (3.31)

µCd = µ
bulk
Cd + ∆µCd (3.32)

µTe = µ
bulk
Te + ∆µTe (3.33)

where ∆µCd and ∆µTe are the deviation in the value of µCd and µTe in CdTe from
the elemental bulk phase. The upper bound on the µCd and µTe can be defined noting
the fact that neither of these chemical potential values can be higher than the per atom
energy of each species (Cd and Te) in elemental phase. This then leads to

µCd ≤ µ
bulk
Cd (3.34)
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µTe ≤ µ
bulk
Te (3.35)

where µbulk
Cd and µbulk

Te is the energy per atom of Cd and Te bulk in most stable elemen-
tal phase. By combining these two inequalities lower bound on the chemical potentials
can be defined as well in this manner

µCd ≥ µCdTe − µ
bulk
Te (3.36)

µTe ≥ µCdTe − µ
bulk
Cd (3.37)

These upper and lower bound corresponds to the experimentally defined (extreme)
Cd-rich and Te-rich conditions. In extreme Te(Cd)-rich conditions, Te(Cd) chemical
potential corresponds to bulk Te (Cd), equation 3.36 (3.37). Therefore it is important at
times to set the upper bound defining corresponding rich condition. Under this upper
bound limit for the chemical potential of one constituent atomic specie, constitutional
defects can be defined. In the case of Te-rich (Cd-rich) conditions, the constitutional
defect can either be VCd (VTe) or TeCd (CdTe). This can be determined by comparison
of corresponding formation energies.

For impurities, it is not simple to define the reservoir. The reservoir choice depends
on the source of the impurity and the compounds formed by the impurity with the bulk
host constituent atoms. Although an upper bound can be defined by energy per atom
of impurity bulk elemental phase. This thesis deals majorly with the interaction of
impurity atoms with intrinsic points defects present in CdTe. In chapter 4, Se impurity-
related defect complexes have been discussed; we have defined the impurity-related
defects using the relative formation with respect to constitutional (VCd) defect in Te-
rich limit. We used the most stable configuration of the Se impurity interstitial defect to
define the Se chemical potential.

Defect complexes are formed when isolated defects present in close vicinity bind
together in such a way they are placed adjacent in the lattice.

In chapter 5, transition metal (TM) impurity defect interactions with constitutional
defects in Te-rich and Cd-rich are defined by the binding energy of defect complexes.
The binding energy can be defined without the need to define the chemical potential of
component defects. This way, we get over the need to define the chemical potential for
TM impurities. The definition of binding energy for defect complexes is given in the
following section 3.2.6.
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3.2.5 Diffusion barrier and Nudged Elastic band method

Knowledge of the dopant diffusion mechanism on the microscopic level is important to
understand the dopant diffusion profile and defect interaction in the host lattice. Dopant
diffusion, in the majority of cases, is assisted by the interaction with native defects
such as vacancies and self-interstitial. Diffusion with the help of interstitial can take
place with two different mechanisms, either through interstitialcy mechanism, in this
case, substitutional impurity and self-interstitial diffuse as a pair, or kick-out mechanism
where the impurity is kicked out from a lattice site and diffuses as an isolated interstitial.

The diffusion coefficient DA of impurity is temperature dependent and given by a
Boltzmann relation, expressed as

DA = D0
Aexp

(
−

Ea

kbT

)
(3.38)

where D0
A is the pre-exponential factor that contains temperature-independent con-

tributions, and Ea is the activation energy, which is roughly the sum of formation energy
and the diffusion barrier.

As pointed out in equation 3.38, the diffusivity of impurities (defects) in the semi-
conductor host lattice depends on the formation energy E f of the mobile defect and
the corresponding migration barrier Emb for diffusion. The calculation of E f is already
defined in the previous subsection 3.2.2. The barrier Emb can be determined using DFT
calculations employing a theoretical framework based on the harmonic transition state
theory (HTST). The Emb is defined using the minimum energy path (MEP) connecting
two energy minima on the PES of the mobile defect (interstitial) as the associated barrier
related to the movement from initial to final configuration through a unique transition
state (saddle point). The work by Vineyard et. al. provides (laid) out the theoretical
foundation for nudged elastic band method (NEB) commonly used for DFT calculation
of point defect mobility43,44.

The diffusion of impurities in a crystal is simply the migration of associated point
defects in the lattice. The defect moves from site A to B (adjacent stable (metastable)
configurations) by means of thermal energy. The barrier can be obtained by establishing
the minimum energy path (MEP) on the PES E(Ri) (PES depends on the coordinate of
nuclei of the point defect system). The algorithms used to define the MEP reduce the
multidimensional character of the PES to establish the diffusion path.

In search of the minimum energy path, once the saddle point configuration is found,
the gradient of energy downhill in both forward and backward directions of unstable
mode can establish the diffusion path trajectory.
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Nudged Elastic band method (NEB)

NEB algorithm is the method used to find the MEP between local minima on a PES44,45.
The algorithm is based on the transition state theory, following which a set of replicas
configurations connecting two adjacent local minima configurations is created along a
guess energy path. These replicas are assumed to be connected through springs, which
forces the configurations to be equidistant along the transition path.

The entire chain of replica configurations attached through springs joining initial
and final configurations is then relaxed, keeping the endpoints fixed. The forces on the
images are minimized through an approach where images are ’nudged’ perpendicular
to the local tangent of the path, ensuring relaxation with respect to the true force in that
direction. Following such an approach, the force on each image contains the parallel
component of spring force expressed as

F s
i ||| = k(|Ri+1 − Ri| − |Ri − Ri−1|)τ̂i (3.39)

and the total force on each replica is:

Fi = F s
i ||| + F t

i |⊥ = k(|Ri+1 − Ri| − |Ri − Ri−1|)τ̂i − ∇E(Ri)||| (3.40)

The tangent at an image i is estimated from the position of two adjacent images Ri+1

and Ri−1 along the path, as follows:

τi =
Ri − Ri−1

|Ri − Ri−1|
+

Ri+1 − Ri

|Ri+1 − Ri|
(3.41)

where τ̂i is the unit vector.
Force on each replica is minimized to establish MEP and provide an initial guess

for the transition state configuration.
Improved implementation of NEB referred to as climbing image NEB uses a Inter-

mediate step to speed up the search of the saddle point. In this case, the image with the
highest energy is identified and made to move uphill along the elastic band by consid-
ering that only the inverted parallel component of true force acting on it.

Transition state optimization

The optimization of TS is performed using the Direct Inversion in the Iterative sub-
space (DIIS) algorithm46. This method is used to minimize the forces on a given atomic
configuration, once the initial guess is close to the target (metastable/unstable) config-
uration. Therefore a reliable initial guess for the TS that is in the quadratic region (of
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energy gradient) of the first-order saddle point is required. This initial guess of the TS is
obtained using the NEB method. The saddle point configuration in case of point defect
migration usually has a regular symmetry, and thus an initial guess can be made.

3.2.6 Binding energy

The binding energy of defect complex AB with respect to component defects A and B
can be calculated using the formation energies of isolated defects A (E f (AqA)) and B
(E f (BqB)), and that of defect complex AB (E f (ABqAB)) as

Eb(AqA BqB) =
[
E f (AqA) + E f (BqB)

]
−

[
E f (ABqAB)

]
(3.42)

where qAB = qA + qB. The defect formation energies of component defects are
calculated in separate supercells, which are identical except for the embedded defect is
under the dilute limit.

Therefore, according to equation 3.42, the binding energy is not dependent on the
chemical potential of impurity as it cancels out in the above expression. The positive
binding energy of a defect complex AB suggests that the complex formation is driven by
thermodynamics and is energetically favorable. The negative binding energy suggests
that the defect complex will not form.

The binding energy of a defect configuration where component defects A and B
are separated and are present within the same supercell can be compared with defect
complex AB configuration to understand the stability trend. In this case, the equation
becomes,

Eb(ABqAB) = E(AqA + BqB) − E(ABqAB) (3.43)

Where E(A+B) is the total energy of the supercell containing the two separated
component defects. In this case, qA and qB cannot be controlled and may show the
change in the charge state of one of the component defects as controlled by the other
component defect with respect to the most stable charge state of isolated component
defects (and qAB = qA + qB situation may not hold).

3.2.7 Symmetry and Jahn-Teller distortion

An infinitely extended perfect crystal have a periodic arrangement of atoms with trans-
lational symmetry invariance. Electron number density n(r) in such an arrangement
follow the periodic potential and can be described as n(r) = n(r+T). The introduction of
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point defects in an otherwise perfect infinite lattice leads to the breaking of the trans-
lation symmetry of the lattice structure. Vacancy defects are the most common point
defects present in a semiconductor lattice and are the most studied. Therefore local
electronic structure changes brought by point defects are generally defined using the
models proposed for vacancy defects. The translation symmetry breaking resulting
from the presence of a point defect is accompanied by a strong chemical change in the
small region around the defect as a result of (in the case of a vacancy) the creation of the
dangling bonds/broken bonds on under-coordinated atoms. These dangling bond host
unpaired electrons whose electronic wavefunctions are very different from the Bloch-
like eigenstate of electrons present in perfect crystal potential and are rather localized.
Electrons in dangling bonds interact and recombine to create localized states in the host
band structure.

Experimental measurements and theoretical calculations consistently suggest that
atoms hosting dangling bond electrons undergo strong re-arrangement to attain a config-
uration with lower energy. The major interactions at play are electron-electron Coulomb
interaction, Jahn-teller distortion47 (electron-lattice/phonon coupling), and elastic de-
formation resulting as a reaction to distortion induced from the electronic effect. Such
electron-electron and electron-lattice interaction induce large atomic displacements of
first neighbor atoms and as a consequence, second or even third neighbors of the va-
cancy. The range of the defect-associated distortion and the consequent elastic defor-
mation depends strongly on the charge state of the defect, atoms hosting dangling bond
electrons, and semiconductor physical properties. These issues related to different de-
fects are are usually need to be addressed specifically for an individual defect.

Previosuly, local distortions around vacancy defects have been studied in detail,
with particular emphasis on Si and diamond vacancy defects. Ab-initio calculations of
point defects in semiconductors generally understand the electronic structure in terms
of the Coulson-Kearsley defect molecule model48. In the subsequent subsection, we
will briefly discuss the defect molecule model.

Defect molecule model

The defect molecule model exploits the molecular character of the vacancy point defect,
considering the point defect could be approximated as a local perturbation embedded
in to a host lattice. In such a situation, the defect system is assumed to be de-coupled
from the host lattice and can be defined only by the electronic orbitals, which are most
perturbed because of the creation of vacancy defect/removal of an atom from the lattice.
The model is originally proposed to understand the color centers related to vacancy
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defects in the Diamond lattice. In a diamond lattice with covalent bonds, the removal
of a single atom from the lattice leaves behind one out of four valence electrons in
broken/dangling bonds on each neighboring atom. The model makes two assumptions
related to the electron that the vacancy electrons are highly localized, and the atomic
orbital eigenstate associated with electrons do not diffuse in to host lattice. Thus the
model is limited to the covalent bonded systems and the vacancy defects, which are
deep in character where dielectric effects are greatly reduced.

Figure 3.4: Electrons in the dangling bonds of vacancy defect resulting in to sp3 type
linear combination of atomic orbitals (a, b, c, d) where singlet a1 is formed by symmet-
ric in-phase contribution and triply degenerate orbitals are formed by combination of in
and out of phase contributions.

The four one-electron atomic orbitals associated with dangling bonds pointed to-
ward the vacancy site form the basis of the model. Considering such orbitals a, b, c,
and d hosting electrons on atoms A, B, C, and D atoms as shown in Fig.X (a). In
a diamond-like lattice, the defect molecule has a tetrahedral (Td) symmetry, and the
wavefunction of the defect can be expressed using molecular orbital (MO) theory with
the molecular orbitals expressed as a linear combination of the atomic orbitals (LCAO)
of the one-electron eigenstates a, b, c, and d. Adopting the Td symmetry (considering
Td symmetry transformation) and sp3 coordination, four MOs result from the combi-
nation of atomic orbitals. The resulting MOs are shown with their respective energy in
Fig.X(b). The lowest energy state results from symmetric contribution from the atomic
orbitals and transforms as (a+b+c+d) is consequently node-less. Three combinations
result from different phase(±) relationships of the atomic orbitals expressed as a+b-c-d,
a-b-c+d, and a-b+c+d. These states are degenerate in energy and are represented as
t2 for triple-fold degeneracy, whereas the symmetric defect state is represented as a1
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in the point group symmetry scheme. The vacancy configurations with partially occu-
pied orbital t2 degenerate states depending on charge state are subjected to the uplifting
of degeneracy leading to symmetry breaking caused by lattice distortion as a result of
the Jahn-Teller theorem. The distortion is brought out by electron-phonon/lattice cou-
pling. The distortion around the vacancy defect can be defined in terms of distances di j

between the atoms, where i and j represent one of the four nearest neighbors of vacancy.
The point group symmetry of the defects is generally modeled using the defect

molecule approximation and the group theory principles. We have consistently used
one-to-one correspondence between the Kohn-Sham wavefunction of defect eigenstates
and the LCAO as suggested through defect molecule representation, to model and in-
terpret the local electronic structure of point defects considered in this thesis.

Watkins’ Model

Watkins’ proposed a scheme to explain the Silicon vacancy local structure symmetry
and distortion induced by the electronic interaction for different charge states based
on the symmetry-adapted orbitals from the defect molecule model. The model is con-
ceived to sustain the evidenced symmetry from the electron paramagnetic resonance
experiment results for the charge state q=± of mono-vacancy. The main contribution
of the model is to describe the instability of the vacancy un-distorted Td symmetry to
Jahn-Teller symmetry breaking induced by lowering of energy of partially occupied
degenerate defect states. According to Watkins’ in +2 charge state, vacancy structure
sustain the Td symmetry locally around the vacant site with s-like (a+b+c+d) defect
state labelled as a1 in completely filled and the p-like t2 degenerate all empty. The en-
ergy of defect state lowers on occupation of an electron in p-like b2 defect state MO of
the form a+b-c-d in q=+1 charge state which lead to pairing between the atoms with the
same phase on MO i.e. atom A-B and C-D make pair. This brought out a tetragonal dis-
tortion lowering the symmetry to D2d leading inward relaxation. The six inter-atomic
distances transforms as d13 = d24 < d12 = d23 = d14 = d34. The tetragonal distortion
mode is not unique with three equivalent distortion mode possible with three possible
combination of pairing among atoms.

Further addition of one electron leading to neutral state push one electron in to the
state a+b-c-d and thus sustaining and stabilizing more the overall D2d symmetry of the
vacancy structure with stronger inward relaxation. This addition of electron to a singly
occupied state is against the scheme of Hund’s rule which advocate parallel spin cou-
pling due to electron-electron coulomb repulsion. However in the case of Si vacancy the
Jahn-Teller energies resulting from the degeneracy uplifting of defect states overcome
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Figure 3.5: Jahn-Teller instability induced by the partial filling of tripet t2 states for dif-
ferent charge state of the Silicon vacancy. The local structure of vacancy is shown with
four neighboring atoms and their respective distortions (green arrows). Td symmetry is
stable in charge state +2 with empty t2 (p-like) states. Symmetry reduces to D2d and
C2v with filling of electrons (brown arrows) in the t2 states which split in to components
due to Jahn-Teller effect.

the coulomb repulsion energies. This is known as Anderson’s effective-negative-U sys-
tem where the energy lowering due to local distortion is higher than the compensating
e-e repulsion. In this case second electron will rapidly follow the first electron on addi-
tion. Further addition of an electron to q=-1 charge state breaks the overall symmetry
of defect states of defect molecule model due to additional dihedral distortion lower-
ing the symmetry to C2v. In turn the MOs in C2v symmetry with complete degeneracy
breaking take up the form b+c; a+d; a-d; and c-d labelled as a1, a′1, b1, and b′1 (in group
theory scheme) in that energy order suggesting an outward relaxation of atom A and D
away due to occupation in anti-bonding type orbital a-d. Consequently six interatomic
distance in this case are given as d24 = dJT1 < d13 = dJT2 < d12 = d23 = d14 = d34.

Watkins’ Jahn Teller symmetry description of the vacancy defects based on the num-
ber of electrons present in LCAO formed under defect molecule approximation has been
extensively used to interpret the symmetry lowering in point defects and the influence
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of charge on electronic structure. We have consistently used the defect molecule model
and the ideas of Watkins’ model to relate the calculated symmetry of the point defects,
considered in thesis, with the defect electronic states position in host band structure and
the Kohn-Sham wavefunction character to interpret our results. These two models can
be used effectively to model initial configurations to find the local ground state sym-
metry of the point defects and compare the symmetry of ground state with the reported
EPR results in temrs of electronic structure of the defect.
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C H A P T E R 4

Se diffusion mechanism and
passivation of critical defects in CdTe

4.1 Introduction

Cadmium telluride (CdTe) is a II-VI semiconductor that can be easily doped both p-
and n-type and have a direct band gap energy of ∼ 1.5 eV49,50. CdTe has a wide range
of applications and is one of the most important semiconductor materials used in pho-
tovoltaics, medical imaging, and high-energy astronomy51–62. In the thin film solar
cells industry, CdTe based solar cells have been one of the front runners with success-
ful commercialization and worldwide installed capacity of more than 15 giga watts63.
CdTe band-gap value of ∼ 1.5 eV is optimal and close to the ideal band-gap value of
1.35 eV corresponding to maximum efficiency of ∼ 32 % according to the Shockley-
Queisser limit64,65 (Figure 4.1). The near-optimal band gap for visible absorption is
responsible for the absorber layer thickness in CdTe solar cells going down to a level
of ∼ 3 µ m in comparison to Si solar cells, which are typically of 50 times thicker in
size52. Thin film CdTe absorber layer gives a manufacturing advantage over Si-based
solar cells. In addition, it has a high optical absorption coefficient (> 5×105 cm−1)
near the band edge, allowing it to absorb most of the sunlight in large visible spectral
range66–68. These factors make CdTe a suitable material for use in thin-film solar cells
as the absorber layer. Recent years have seen rapid improvement in the efficiency of
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CdTe-based solar cells. In the last decade, the efficiency of CdTe solar cells has im-
proved from 16.7 to 22.1 %69. This surge in efficiency has seen the manufacturing cost
reduced to such levels that now the unsubsidized levelized cost of electricity from CdTe
photovoltaics is cheaper than popular silicon photovoltaics and conventional fossil fuel
resources70.

Figure 4.1: Plot of lab-grown solar cells record power conversion efficiency of high-
performance semiconductor materials corresponding to their band-gap values, repro-
duced from the the attached reference71. The blue curve represents the theoretical
Shockley-Queisser limit.

The basic structure of a solar cell is made of a p-n junction such that an in-built
electric field separates electrons and holes generated by photons from light illumina-
tion. The solar cell efficiency, defined as the power ratio between electric output and
photo-generated energy input, depends on three factors: open circuit voltage (V0c),
short circuit current density (Jsc), and filling factor (FF)72. Microscopically, Voc, Jsc,
and FF are related to carrier density and carrier lifetime. The Voc is directly related to
the band-gap and the carrier concentration, these two factors decide the Fermi energy
splitting between n-type and p-type layers73,74. The Jsc depends on the carrier density
and their lifetime75. The carrier concentration and lifetime rely on the defect proper-
ties and their control76. The point intrinsic defects or impurities with shallow character
contribute to n-type and p-type doping. Whereas, the defects with deep character form
non-radiative recombination centers can capture both electrons and holes with the help
of phonons based on Shockley-Read-Hall (SRH) recombination process17,18,77. The
carrier lifetimes are therefore limited by the defect-mediated recombination.

The most recent improvement in CdTe-based solar cell efficiency from 19.5 to
22.1 % has been achieved by the addition of Selenium (Se) to the front of the CdTe
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absorber layer5. This increase in efficiency from the previous record performing CdCl2

treated CdTe solar cell is explained based on lower material band-gap value ∼1.4 eV
(closer to the optimum band-gap value of ∼1.35 eV), increased absorption of long-
wavelength of the spectrum, device short-circuit current density (Jsc) and a slight im-
provement in open-circuit voltage (V0c)5,78–80. For record performing cell, open circuit
voltage V0c is ∼887 mV and is severely limited by defects, compared to the theoretical
Shockley–Queisser (SQ) limit of 1157 mV81,82. This large gap between the achieved
value of V0c and the theoretical limit is largely attributed to the low carrier lifetimes in
CdTe.

Munshi et. al. suggested that Se alloying results in a bandgap grading from 1.50
to 1.40 eV leading to an increase in the wavelengths adsorption range83. Recent ab
initio studies based on Density Functional Theory (DFT) support this reduction in band-
gap in the case of CdSexTe1−x (CdSeTe) alloy formation, that is caused by bowing of
the band-edges84,85. In agreement with experimental values, these studies suggest a
minimum value of band-gap at ∼1.40 eV for a value of x∼0.35. However, this band gap
reduction does not capture on its own the reported efficiency improvement as it cannot
account for an efficiency increase of more than 2.5 %. This puzzle was recently solved
by Fiducia et. al. through means of cathodoluminescence (CL) experiments coupled
with Secondary Ion Mass Spectrometry (SIMS) measurements that revealed long-range
diffusion of Se into the CdTe absorber86. They showed segregated diffusion of Se in
to inter-diffused CdTe region, and fast diffusion of Se in the CdTe region along grain
boundaries based on photons count mapped with their energy in CL experiments and
SIMS analysis (Figure 4.2). At low concentrations of Se, a radiative transition level, in
addition to the bowing of the band-gap was also noted down, corresponding to a defect
transition level at an energy value of ∼1.36 eV. Through the photon counts recorded at
different distances from the top of the absorber layer, they also showed a clear increase
in the local luminescence directly related to the Se content (Figure 4.2 (d)). Based on
this dependence, they suggested that Se leads to the passivation of critical deep defects
in CdTe and higher luminescence efficiency.

Recent DFT study by Watts et. al. on CdSexTe1−x alloy confirmed that transition
level at an energy value of ∼1.36 eV does not correspond to CdSexTe1−x bulk at any
concentration. They suggested that it could be due to the possibility of interaction of
Se with the intrinsic defect, such as Cd vacancies (VCd) and Te antisites (TeCd) leading
to the defect complex formation which is responsible for 1.36 eV emission85. This
suggestion was based on the knowledge that most of the CdTe crystals are grown by
conventional Bridgman and high-pressure Bridgman techniques, resulting in a Te-rich
material with a high concentration of VCd and TeCd, which both act as non-radiative
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Figure 4.2: (a) Secondary Ion Mass Spectrometry (SIMS) map of Se concentration in
solar cell device (CdSe layer present at the front of absorber). (b) map of the peak
emission energy as observed in cathodoluminescence (CL), which corresponds to the
effective bandgap of the material (on the same area as in (a)). (c) band-gap variation at
each recorded point with Se concentration and (d) Photon counts in CL corresponding
to band-gap value at the point of observation in the CL experiment. This Figure is taken
from the experimental study by Fiducia et. al.86

recombination centers87–89.
Li et. al. following the results from Fiducia et. al. addressed how the Se dop-

ing/alloying impacts the major critical defect present in CdTe, using transient photo-
capacitance (TPC) spectroscopy90. TPC spectroscopy is a powerful tool for identifying
deep defects. In the TPC measurements, they identified a defect band centered at 1.07
eV above the valence band as the major critical defect transition level with an activa-
tion energy lower than 0.43 eV (Figure 4.3 (a)). Based on previous simulation results,
they suggested that the defect level corresponds to TeCd. Temperature-dependent TPC
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measurement results based on the CdTe devices with the presence of the CdSe layer
were shown to have reduced defect signal in comparison to devices with no CdSe layer.
They deduced that decreased defect signals were mainly due to the lower defect (criti-
cal defect) density in the CdSeTe alloy. They also pointed out that the carrier lifetime
increased by more than six times in Se alloyed devices.

Figure 4.3: (a) Schematic diagram showing the transition level associated with the
deep defect in CdTe (b) Temperature-dependent normalized transient photo-capacitance
(TPC) signal corresponding to CdTe devices with CdSe (and without CdSe) layer shown
with black (red) markers illuminated using 1.07 eV monochromatic light. The solid
lines indicate the fitted curves using the thermal quenching mode. This Figure is taken
from the experimental study by Li et. al.90.

The experimental works by Fiducia et. al. and Li et. al. clearly established at the
microscopic levels, two key reasons for efficiency improvement i.e. (i) band-gap grad-
ing and (ii) critical defects passivation in CdSeTe alloy86,90. We took motivation pri-
marily from these two and a number of other experimental studies80,83,91,92 conducted
on Se alloyed CdTe solar cells to give atomistic level insight on the two factors be-
hind efficiency improvement, by means of DFT calculations. Diffusion mechanism at
the atomic level can give detailed information on the Se related diffusion defect and
interaction with intrinsic defects in CdTe such as TeCd. The stability of the defects com-
plexes, which can result from such interaction of Se with intrinsic defects VCd and TeCd,
can then be calculated based on their formation energy.

In this chapter, using DFT based ground state calculations, we will explain the pro-
cess of Se diffusion in CdTe bulk. We found low energy barriers for chalcogenide Se
and Te diffusion in the CdTe lattice between neighboring stable sites. We, then, us-
ing our knowledge of chalcogenide diffusion, discuss the interaction of the diffusing
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chalcogenide defect with Cd vacancy. We propose a possible passivation mechanism
of Cd vacancy and Te antisite critical defects on interaction with Se diffused into CdTe
bulk.

4.2 Methodology

All the calculations are performed in the framework of DFT using BigDFT code93.
CdTe zinc blend structure belonging to F4̄3m space group is used. Valence electrons of
Cd (12 e−, including semi-cores), Te (6 e−), and Se (6 e−) were described on a wavelet
basis set94 and core electrons were frozen in the approximation of pseudo-potentials us-
ing Hartwigsen-Goedecker-Hutter formalism36. Local Density Approximation (LDA)
functional95 is used to approximate the exchange-correlation energy. The calculated
value of the CdTe lattice constant for these pseudo-potentials is 6.42 Å, which is close to
the experimental value of 6.48 Å96. The electronic structure calculations of the ground
state of all the defects considered in this study are performed employing a 3 × 3 × 3 su-
percell of 216 atoms. The ground state structure of all stable defect configurations were
optimized using Fast Inertial Relaxation Engine (FIRE) algorithm37. The calculations
were performed with only gamma-point. Formation energy (∆EF(q)) of all considered
point defects in charge state q is calculated using the following equation 4.140.

∆EF(q) = E(de f ect,q)
T − Eper f ect

T ∓
∑

i

(ni × µi) ∓ qµe (4.1)

Where E(de f ect,q)
T , Eper f ect

T , i, n, µi, and µe are total energy of the supercell with
point defect, the total energy of the pristine supercell, index for atomic species present,
change in the number of atoms of each atomic species in defective supercell respective
to pristine supercell, the chemical potential of atomic species, and electron chemical
potential (Fermi level) respectively. Arithmetic operator, ∓ in Equation 4.1 indicates
additional or removal of atomic species in the defect, respectively. Barrier energies
corresponding to diffusion steps were obtained with the Nudged Elastic Band (NEB)
method97? in 64-atom super-cells while the saddle point configurations were later re-
laxed in 216-atom super-cells using Direct Inversion in the Iterative Subspace (DIIS)
algorithm46.

Kohn-Sham eigenvalue energies closely related (corresponding) to defect (induced)
electronic states were corrected using potential alignment scheme. In this scheme the
potential in the defect cell is aligned to that of bulk by a value δVBM. For δVBM we use
the energy difference between the potential of the least perturbed point in the defect-
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containing supercell and the same point in the defect-free supercell.

4.3 Intrinsic and doping Defects

In the case of typical Te-rich growth conditions, Cd-vacancy (VCd), Te-antisite (TeCd),
and Te-interstitial (Tei) are consistently proposed as the major defects previously both
in experiments90,98 and DFT calculations 72,99–101. TeCd and VCd are predicted to have
non-radiative recombination character responsible for carrier trap and reducing the pho-
tovoltaic efficiency of CdTe72,89,100,102,103. Tei is predicted to be the primary mobile de-
fect responsible for Te diffusion in CdTe104–106. We have studied the electronic structure
of both critical defects VCd, and TeCd and mobile defect Tei. For the case of Se present
in CdTe, we studied the Se substitution defect at both Cd-site and Te-site. The lower
energy configurations of S ei were then identified to help explain the diffusion of Se in
CdTe bulk.

4.3.1 Critical intrinsic defects

Cd-vacancy

For calculation of Cd-vacancy (VCd) electronic structure, a Cd atom is removed from
a regular 216 atom supercell. Neutral charge state VCd structure can be modeled using
the defect molecule model48 proposed by Coulson and Kearsley based on the number
of electrons present in dangling bonds of neighboring Te atoms89,107,108. Removal of
a Cd atom from a regular Cd-site in the CdTe bulk results in four Te dangling bonds.
The vacancy leaves behind 6 electrons in Te dangling bonds with Td symmetry from
the Zinc-blend structure. These 6 electrons are hosted in sp3 like defect states with a
bonding character. Defect electrons are filled in these states such that two electrons
are placed in singlet a1 (s-like), and four electrons are placed in three-fold degenerate
triplet t2 (p-like) states.

The VCd can adopt different local point group symmetry configurations in accor-
dance with the defect molecule model and the previously reported results89,108. The va-
cancy local structure depends on the localization of electron density in dangling bonds,
the position of the defect electronic states with respect to the band-edges, and Jahn-
Teller distortion. Considering the possibility of Jahn-Teller distortion (keeping degen-
erate empty states in mind), we assumed several initial configurations for the neutral
vacancy local electronic structure with point group symmetry lower than Td, such as
pD2d, C2v, and C3v. The symmetry lowering is introduced by ad-hoc distortion along
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the high symmetric axis of Td symmetry. The local symmetry is interpreted in terms
of the relative position of four Te-neighboring atoms of the defect site (Figure 4.4).
The choice of initial configuration becomes very important in cases where the point
defects adiabatic potential energy surface (APES) generally has several local minima.
We calculated that the vacancy structure with local symmetry of Td, C2v, and pD2d are
stable. The Td symmetry structure is calculated to be the global minima. The Td sym-
metry structure is lower in energy than that of C2v and pD2d symmetry by 0.48 eV and
2.25 eV, respectively. We found out that the Td symmetry is stabilized because of the
presence of two-hole (polarons) localized on the vacancy defect site. This result of the
localized polarons is consistent with the prediction made by Watkins in 1996 for neu-
tral Cd-vacancy in CdTe based on electron paramagnetic resonance (EPR) results109

and recent DFT result by Kavanagh et. al.103. In the ground state Td symmetry con-
figuration, the four Te neighboring atoms move inward by 0.34 Å (13.5%), sustaining
the local symmetry (Figure 4.4). The inter-atomic distance between the four Te-atoms
neighboring VCd reduces by 13.5% in respect of the CdTe pristine lattice.

Figure 4.4: Cd-vacancy (VCd) geometry parameters of the ground state Td symmetry
and metastable C2v and D2d symmetry structure. VCd, Cd and Te atoms are shown with
white, pink, and olive spheres, respectively. Blue arrows represent the displacement of
defect site Te neighboring atoms. Dashed red lines shows broken Cd-Te bonds in C2v

(2) and D2d (4) symmetry structure with respect to Td symmetry

The C2v symmetry is characterized by the formation of a Te-Te dimer along the
< 110 > axis, as shown in Figure 4.4. The two Te atoms bonded together displace
inward along < 110 > axis (family vectors) by 0.85 Å (61%). The bond length of the
Te-Te dimer is 2.83 Å. In comparison, the Cd-Te bond length in pristine CdTe structure
is 2.74 Å. The other two atoms are displaced inward by 0.28 Å along < 111 > axis
(family vectors) and remain three-fold coordinated. Interestingly, the Te atoms forming
dimer are also three-fold coordinated as their inward displacement leads to the breaking
of one of the three Cd-Te bonds. Similar to the C2v symmetry case, the D2d symmetry
structure is characterized by two Te-Te bonds formation with all four atoms relaxing
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inward along the < 110 > axis. The symmetric Te-Te bond distance for the two dimers
is 2.83 Å. Also, all four Te atoms neighboring Cd-vacancy remains three-fold coordi-
nated, each breaking one of the Cd-Te bonds.

VCd Electronic structure

The ground state Td symmetry configuration is characterized by the singlet a1 state ly-
ing deep in the valence band (Figure 4.5). The triplet t2 state lies just above the valence
band minima (VBM) with a very small splitting between the spin-up and spin-down
states such that spin-up and spin-down states lie at 24 meVs and 58 meVs above VBM,
respectively. The Td symmetry structure with non spin-polarised calculation shows a
metallic character such that the Fermi level lies below the occupied defect electronic
levels by 10 meVs in the band gap. The calculated metallic character is consistent
with the previously reported DFT results based on LDA calculations89,108,110. The spin-
polarised solution is 18 meV more stable than the metallic solution. The triplet state
in the spin-up channel is completely filled, whereas in the spin-down channel, there
are two empty states representing localized holes. Therefore, the Td symmetry ground
state structure is represented by a net spin value of S=1. The ground state Td symme-
try structure with small spin-splitting is a semi-conducting solution. In Td symmetry
ground state structure with spin S=1, of the six localized electrons in the vacancy, two
occupy electronic state deep in the valence band, and 4 populate quasi-degenerate (near-
degenerate spin split states) 3 electronic states in band-gap, one doubly occupied state,
and two singly occupied states. These singly occupied electronic state can accommo-
date two electrons, and thus Cd vacancy act as a double acceptor. The relative position
of these electronic states to valence band maxima (VBM) suggests that it may act as a
non-shallow electron and hole trap. In fact, previous studies with both LDA and HSE06
hybrid functional have also suggested double acceptor character89,100,101,108. A compre-
hensive mechanism explaining the non-radiative recombination activity of Cd-vacancy
was recently proposed by Kavanagh et. al103.

Lower symmetry structures are characterized by strong degeneracy breaking of sp3

symmetry and triplet t2 states. C2v symmetry structure is characterized by an electronic
structure with all electronic states present in the valence band completely filled and all
states in the conduction band as empty (Figure 4.5). There are no localized defect states
present in the band gap. This results from the splitting of triply-degenerate t2 defect
states and change in their character driven by Jahn-Teller distortion. Defect states in
C2v symmetry are spin-degenerate and do not show any splitting based on spin-channel.
The sp3 symmetry breaking changes the character of four defect states into a pair of two
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Figure 4.5: Defect states (and host band state) hosting VCd 6 electrons corresponding to
Td symmetry both spin-polarised and non-polarised solution with C2v and D2d symmetry
non-spin polarised electronic structure. Electrons are shown with arrows and empty
states are shown with hollow circles. The defect states close to the valence band are not
scaled in energy for graphical reasons as they lie in less than 50 meV range to band-
edge

bonding type states and two anti-bonding states. We have referred bonding type states
as b1 and b′1 and anti-bonding states as c1 and c′1. This splitting of vacancy defect states
is similar to the Silicon vacancy electronic structure in -1 charge state, as proposed
famously by Watkins107. The Symmetry lowering into C2v results in the splitting of
bonding-type defect states into two non-degenerate singlet states (b1 and b′1) occupied
by four electrons lying resonant in the valence band at 0.24 eV and 0.82 eV below
VBM. The anti-bonding states are split into doubly occupied singlet c1 and an empty
singlet state c′1, lying in the band-gap and conduction band, at 0.052 eV below VBM
and 0.18 eV above conduction band minima (CBM), respectively. On the other hand,
pD2d symmetry structure have completely filled degenerate bonding-states b1 and b′1
lying at 0.43 eV below VBM. The two anti-bonding states are also degenerate and
empty, positioned at 0.1 eV above CBM. Two of the six vacancy electrons hosted by
the VCd defect center are occupied in a bulk-like state resonant in the CBM (and thus
result in a metallic solution). Therefore pD2d symmetry structure has a double donor
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character. The calculated electronic character matches well with the previously reported
by Orellana et. al. based on 216 atom supercell HSE06 functional calculations21.

Consistent with the previously reported results based on LDA89,108, we calculated
a +2/0 ionization level of the Cd-vacancy defect lying at the edge of the valence band.
However, this result does not agree even qualitatively with the previously reported val-
ues of 0.36 eV above VBM from the HSE06 hybrid functional103, which also corre-
sponds well to the single thermal ionization level observed at 0.3-0.4 eV above VBM
in experiments111,112. One of the reasons for the difference in the ionization level values
calculated from LDA by us and the reported hybrid functional results is the different
ground state symmetry of Cd-vacancy as obtained using two functionals. The local
structure with C2v symmetry is reported as the ground state in HSE06 calculations with
energy stabilization of 0.52 eV over Td symmetry103. Although, in terms of topology,
the results match quite well from our LDA and the reported HSE06 calculations89,103,108.
One reason that could derive the energy difference between the Cd vacancy local struc-
tures (with different symmetry) from the two different functionals could be attributed
to the strain field and bond-strength treatment in the two cases. We reckon that in the
case of our LDA calculations, the energy lost because of the Cd-Te bond breaking as
calculated in the case of pD2d and C2v symmetry structure must be significantly larger
than the energy gained by Te-Te dimer formation. However, this energy order must be
different in the case of HSE06 calculations.

To compare our LDA functional calculations results with that of hybrid functionals,
we also calculated the ground state symmetry structure of Cd-vacancy using PBE0 hy-
brid functional. In this case, we also obtained C2v symmetry structure to be 966 meV
more stable than the Td symmetry structure. Although, distortion around the vacancy
site brought by the C2v symmetry relaxed structure in a 216 atom supercell PBE0 func-
tional calculation is not local in character. In contrast, we found out that the Jahn-Teller
distortion corresponding to C2v structure from LDA calculations in 216 atom supercell
does not progress far away from the defect site and is local in character (Figure 4.6).
In our understanding, the strain field resulting from the Jahn-Teller distortion is not ac-
counted for properly in 216-atom supercell PBE0 hybrid functional calculations. Such
an extended strain field in the supercell will result in large interaction between defect
images under the periodic boundary treatment113. Therefore a larger supercell may be
required to account for proper ground state electronic structure calculation using PBE0
hybrid functional.

The computational task (resource and time) for a larger supercell will increase and
scale as N3 (N is the number of atoms in the supercell, which will become (4/3)3 fold
in a larger supercell). Keeping in mind the computational cost of hybrid functional
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Figure 4.6: Extended strain field represented using Cd-Te bond-length for all atoms as a
function of distance from vacancy corresponding to C2v symmetry structure in 216 and
512 atom supercells with LDA, PBE, PBE0 exchange-correlation functionals.

calculations, we, therefore, have chosen to do our (qualitative) analysis of the Se role in
defect passivation of CdTe performance limiting defects using LDA 216 atom supercell
calculations. Moreover, for the Cd-vacancy case, Td symmetry structure, as obtained
using LDA calculations, has an active acceptor character, which is not true for C2v

symmetry structure. Also, the recombination activity of the vacancy defect is reported
to be dependent on both C2v and Td symmetry structure by Kavanagh et. al103.

Te-antisite

Te-antisite (TeCd) is modeled by replacing a regular Cd site atom, with a Te atom. This
initial structure has a Td symmetry, such that TeCd has 12 electrons localized on the
defect center. Six electrons are contributed by four Te-neighbours and six by TeCd

atom. Eight of these electrons are occupied in defect states resulting from the sp3 type
bonding interaction among the four neighboring Te-atoms. The other four electrons are
occupied in a singlet a1c (2) and triply degenerate t2c (2) defect states. These states are
anti-bonding in character. Unlike the case of Cd vacancy, the potential energy surface
of the local structure of TeCd is rather simple. The ground state of TeCd is character-
ized by a stable C3v local symmetry with energy stabilization of 0.92 eV over Td sym-
metry structure. The local symmetry configuration of TeCd reported previously using
LDA114,115, hybrid functionals HSE106 and HSE0672,89,99 is consistently the same.

The symmetry lowering from Td to C3v is driven by Jahn-Teller distortion brought
by relative displacement of the TeCd atom off the Cd-site into plane formed by the three
(of four) Te-neighboring atoms (Figure 4.7). The displacement of TeCd atom is along
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Figure 4.7: (i) Te-antisite TeCd C3v symmetry structure presented in Te-tetrahedron
(shown in translucent olive), small white box represent VCd site. (ii) Geometric position
(and parameters) of TeCd defect shown with solid olive spheres with respect to the
position of Te-atoms in Td symmetry structure (shown as white spheres); blue arrows
show the relative displacement in optimized geometry. (iii) TeCd atom distance from
four neighboring Te-atoms.

the axis (< 111 > crystal symmetry axis) joining the fourth atom (marked as Te4) and
TeCd atom, which is perpendicular to the plane formed by the three neighbors (marked
as Te1, Te2, and Te3 in Figure 4.7). This movement places the TeCd atom at the center
of the triangle (in the same plane) formed by three neighbors. As a result of TeCd atom
displacement, the three neighboring atoms bonded to TeCd are further pushed outward
by 0.31 Å. This increases their inter-atomic distance by 0.52 Å (11.2%). The distance
between TeCd atom and the closest neighboring three atoms is 2.93 Å and that from
the farthest Te-atom of the enclosing Te-tetrahedron is 3.58 Å (increased by 30.6% in
comparison to pristine Cd-Te). In comparison, the Cd-Te pair distance in the pristine
CdTe lattice is 2.74 Å.

TeCd electronic structure

In the ground state C3v symmetry structure, all four defect electronic states of bond-
ing character are present deep in the valence band. The C3v symmetry breaking also
leads to degeneracy uplifting of sp3 bonding states into sp2 and a s-type singlet116.
The reason behind this degeneracy uplifting is the three-fold coordination of TeCd atom
(Figure 4.7). Although, it is anti-bonding type defect states, which are of primary inter-
est as they are responsible for the Jahn-Teller distortion and active electronic structure
of TeCd. The singlet defect state corresponding to sp2 coordination b1c lie 0.44 eV be-
low VBM (Figure 4.8 (i)) and the singlet defect state b2c involving (anti-bonding) Te4
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atom is placed at 0.19 eV above VBM. The doubly degenerate ec empty defect states
are positioned at 0.73 eV above CBM.

Figure 4.8: (i) Position of anti-bonding defect states of TeCd in C3v symmetry shown in
respect of host band-edges. (ii) Kohn-Sham wavefunction plots of defect states lying in
band-gap and above conduction band with an electron density value of 0.005 e/Å3.

The wavefunction plot corresponding to the b2c defect state suggests that it is re-
sponsible for the anti-bonding interaction between the TeCd atom and the farthest Te
atom on Te-tetrahedron around antisite (Figure 4.8 (ii)). This anti-bonding interaction
explains the displacement of TeCd atom (away), increasing the distance between the
atoms (TeCd and Te4) on which b2c defect state is localized (Figure 4.7). The degener-
ate ec defect states are characterized by the anti-bonding interaction of TeCd atom and
three nearest Te-neighbors (Figure 4.8 (ii)). The position of localized b2c anti-bonding
defect state in previous LDA and HSE06 combined study by Lindström et. al. was re-
ported as 0.16 eV above VBM for LDA and 0.23 eV above VBM for hybrid functional
(HSE06) calculations89.

The doubly occupied anti-bonding defect state (b2c) present in the band-gap repre-
sents that TeCd can capture two holes, meaning it can easily give away two electrons.
As this defect state lies deep in the band gap, it may act as a deep donor. The ionization
level corresponding to the conversion of Te0

Cd neutral charge state to +2 charge state
Te2+

Cd (characterized by Td symmetry) is calculated as to lie 0.21 eV above VBM. This
reflects a deep double donor character of neutral TeCd defect. This value is close to the
previously reported values (∼ 0.32 eV) based on LDA calculations89,114,117. In the DFT
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results reported using HSE06 hybrid functional, the ionization level was calculated to
lie 0.55 eV above VBM72,89. Whereas the ionization level value reported by Flores
et. al. with the use of the beyond-DFT GW method is 0.99 eV above VBM99. The
value reported by Flores et. al. from DFT-GW calculations matches with the ioniza-
tion level of ∼ 1.1 eV above VBM as observed in photothermal deflection spectroscopy
(PTDS)118 and Time-Resolved Photoluminescence (TRPL) experiments90. In experi-
ments, this level was assigned to Te-antisite as it reflects from the chemical analysis
done in Te-rich grown CdTe119. Te-antisite with deep double donor character is con-
sistently reported as the main non-radiative recombination center previously in both
experiments120 and DFT calculations89,99.

4.3.2 Te-interstitial

We have studied primarily only the neutral charge state of the Te-interstitial (Tei). Since
we tend to discuss the Tei defect to define Te-diffusion in CdTe and Tei in neutral charge
state is proposed to have the lowest diffusion energy barrier in various previous stud-
ies104–106. In the zinc-blende structure, several interstitial sites are possible. We consid-
ered a number of high symmetry interstitial sites in lattice, namely the two tetrahedral
symmetry site configurations with the nearest neighbor four i)regular Cd (TeTetCd

i ) and
ii)Te site atoms (TeTetTe

i ), hexagonal site configuration (Tehex
i ), split interstitial at Cd and

Te sites.

Figure 4.9: Schematic representation of split interstitial at Te-site (Cd-tetrahedron) and
Cd-site (Te-tetrahedron)

The split interstitial configuration is characterized by an interstitial atom displacing
a regular lattice site atom such that they form a bond ((Tei − Te)Te and (Tei − Cd)Cd)
being placed on either side of the regular site (Figure 4.9). We calculated that the split
interstitial configuration of Te-Te aligned along < 110 > directions ((Tei − Te)[110]

Te )
has the lowest formation energy among the high symmetry interstitial configurations.
A similar observation about the stability of the split configuration of Te self-interstitial
was made by Du et. al.114. The Te-Te split interstitial along the < 001 > directions
((Tei − Te)[001]

Te ) is higher in energy by 0.33 eV. The Cd-Te split interstitial ((Tei −
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Cd)[001]
Cd ) has slightly higher formation energy (0.14 eV) in configuration aligned along

< 001 > directions and has a saddle point character on the PES of the Tei defect.
The pure interstitial Tei coordinated to Cd-atoms (TeTetCd

i ) is higher in energy than the
(Tei − Te)[110]

Te configuration by 1.92 eV and Tei tetrahedrally coordinated to Te-atoms
(TeTetTe

i ) is not stable.

Figure 4.10: (i) bond distances of lowest energy Te-Te split interstitial configuration
rotated by 10.7 degrees from [110] axis. (ii) bond-distance of Cd-Te split interstitial
perfectly aligned along [001] axis. (iii) pictorial view showing rotation of Te-Te split
configuration from [110] axis. (iv) and (v) models showing Te-Te split and Cd-Te split
configurations in Cd-tetrahedron and Te-tetrahedron, respectively. For each panel axis-
diagram represents the corresponding axis orientation

A configuration (Figure 4.10 (i)) with 28 meV further lower energy than the high
symmetry ((Tei − Te)[110]

Te ) split interstitial configuration is also calculated. This con-
figuration is slightly displaced from the high symmetry configuration of (Tei − Te)[110]

Te

(having C2v symmetry) with a rotation of 10.7 degrees reducing symmetry to C2 (Figure
4.10 (iii)). We have referred to this lower symmetry configuration as r(Tei − Te)[110]

Te .
The Cd-Te bond-length values representing this lowest energy configuration are shown
in Figure 4.10 (i). The bond-length values are close to symmetric and Cd-Te bond
length value of 2.74 Å in pristine CdTe lattice. This configuration is also displaced in
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[001] direction by 0.58 Å in comparison to the Te-site position in the pristine lattice. In
contrast, (Tei − Cd)[001]

Cd split configuration is perfectly aligned and does not show any
further lowering in energy through C2v (symmetry) breaking. The Cd-Te bond lengths
corresponding to split interstitial are shown in (ii) panel of Figure 4.10.

For the calculation of the diffusion path of Tei, we have considered high symmetry
(Tei − Te)[110]

Te interstitial as the initial configuration, since the energy difference is very
small from r(Tei − Te)[110]

Te and obvious high symmetry reason.

4.3.3 Se doping defects in CdTe

Se substitution at Te-site (S eTe)

Se is iso-valent to the Te-atom and replaces the Te-atom on its regular site and brings
about a symmetric very small 0.14 Å local inward distortion in the lattice. The Td sym-
metry is maintained (Figure 4.11). Due to its isovalent nature and larger electronegativ-
ity in comparison to the Te-atom, Se does not introduce any defect state in the band gap.
A moderately localized state corresponding to S eTe defect resonant in the conduction
band is calculated. The defect state is situated at 1.08 eV above CBM.

Figure 4.11: (i) Ground state configuration of S eCd showing symmetric inward relax-
ation and Se-Cd bond length. (ii) Localised defect state wavefunction of S eTe defect
state wavefunction located in conduction band with an electron density value of 0.0018
e/Å3.

Se substitution at Cd-site S eCd

S eCd has a similar electronic structure to Te-antisite (TeCd), with Se atom shifting off
from the substitutional site, and is 1.49 eV less stable than the S eTe defect in Te-rich
limit. This defect results from the interaction of Se-interstitial interaction with Cd-
vacancy, and therefore the electronic structure is discussed in the later section 4.5, where
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defect complexes resulting from the diffusing Se interstitial interaction with Cd vacancy
are discussed.

Se-interstitial

For the Se interstitial defect atom, the different high symmetric position shows a similar
adiabatic potential energy surface as in the case of the Te-interstitial defect. The split
interstitial defect at Te-site, such that S ei displaces the regular Te-site atom forming an
asymmetrical dumbbell (S ei − Te)Te, is most stable. In its ground state, the dumbbell
is aligned along the < 110 > direction (off-rotated), as shown in Figure 4.12. The Se
interstitial split configuration at Cd-site ((S ei−Cd)[001]

Cd ) aligned along < 001 > direction
is slightly higher in energy by 0.18 eV. In comparison, other interstitial defects are much
higher in energy, like the hexagonally (S ehex

i ) coordinated interstitial (1.27eV) and the
one with tetrahedrally coordinated with Cd atoms (S eTetCd

i ) (1.62 eV).

Figure 4.12: (i) and (ii) Important bond-length parameters corresponding to (S ei −

Te)[110]
Te (off rotated) and ((S ei − Cd)[100]

Cd ) split interstitial respectively. (iii) graphical
view representing rotation of (S ei − Te)[110]

Te by 12.2 degrees. (iv) and (v) respective
view of Se-Te and Se-Cd split interstitial in Cd-tetrahedron and Te-tetrahedron.

Similar to the case of Tei, the lowest energy configuration, r(S ei − Te)[110]
Te (Figure
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4.12 (i)) is the one displaced off from the high symmetry structure of (S ei − Te)[110]
Te

configuration. This configuration has lower energy of 47 meV and is rotated by 12.2
degrees (Figure 4.12 (iii)) in respect of (S ei − Te)[110]

Te configuration. S ei − Te forms
a strong and shorter (2.58 Å) bond in comparison to the anion Te-Te bond (2.80 Å in
Te-Te split). Also, Se-Te bond lengths are shorter than Cd-Te bond lengths by ∼ 0.14 Å
(Figure 4.12 (i)). Se forms shorter bonds due to large electronegativity and small atomic
radii. The split interstitial is displaced along the [001] axis by 0.48 Å in comparison
to the Te atom position in the pristine lattice. Although the Se-Te bond length in the
case of (S ei − Cd)[001]

Cd split interstitial are larger than Cd-Te bond lengths (Figure 4.12
(ii)) derived by asymmetric displacement of Se (∼ 2.20 Å) to Cd atom (∼ 0.65 Å) from
regular Cd-site position in pristine lattice.

Following the small energy difference between r(S ei − Te)[110]
Te and (S ei − Te)[110]

Te

configurations we will use high symmetry (S ei − Te)[110]
Te as initial configuration as S ei

diffusing defect.

4.4 Diffusion process of Te-self diffusion and Se impu-
rity diffusion in CdTe

Understanding of diffusion path of Se interstitial (S ei) and the associated energy barrier
of diffusion is very important to decipher the deep segregation of Se into CdTe grain and
as well the impact of Se presence at the atomic level in electronic terms. We first studied
the self-diffusion of Tei and then used the developed understanding to propose a new
diffusion mechanism (for zinc-blende lattice) to define the S ei diffusion in CdTe bulk.
The diffusion paths of both chalcogenide atoms are proposed using calculations based
on nudged elastic band (NEB) method97. The method helps in finding the saddle point
configuration along the diffusion path for the migration of a defect from one site in the
lattice to an adjacent site. The barrier to migration from one site to another is defined
as ∆Em, which is the energy difference between saddle point configuration and defect
ground state. The corresponding diffusion rate is proportional to exp(−∆Em/KBT ).
According to Lordi et. al., in the case of CdTe at room temperature, point defects with
a barrier value of ∼ 0.25 eV are highly mobile, with a barrier value of ∼ 0.5 eV are
moderately mobile. The defects with a migration barrier value of ∼ 1.0 eV need a high
temperature of 1000 ◦C to be moderately mobile106.
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4.4.1 Te-interstitial diffusion

The most straightforward diffusion mode in a number of zinc-blende lattice materials is
interstitial diffusion along [110] channel and related symmetry equivalent directions104.
For the Tei defects, split interstitial (Tei − Te)[110]

Te has the lowest formation energy.
Therefore, it is very much plausible that the Te-Te split configuration must be the defect
configuration that drives the diffusion of Te in the CdTe grain. The Te-interstitial con-
figuration of (Tei − Cd)[001]

Cd with second lowest energy and saddle point character (that
relaxes to (Tei − Te)[110]

Te on optimization) could then be assumed as an intermediate
state present along the path facilitating Te diffusion. We performed NEB calculations
in a 64-atom supercell considering the (Tei−Te)[110]

Te and (Tei−Te)[1̄1̄0]
Te split interstitials

as the initial and final configuration of the NEB diffusion step/path (Figure 4.13). The
two configurations essentially have the same formation energy as they are identified as
being aligned along the symmetric 110-axis of different orientations. The (Tei−Cd)[001]

Cd

split interstitial is identified as the saddle point corresponding to this diffusion step.

Figure 4.13: On left Pictorial representation of (Tei−Te)[110]
Te split interstitial translation

movement from the end of a Te-tetrahedron to another with consecutive linear diffusion
step. Arrows represent each step in the diffusion process. (Right) Energy graph corre-
sponding to linear diffusion process showing the energy of saddle point configuration
(on top of maxima point) with respect to the energy of minima.

This diffusion step can repeat and lead to the formation of the final configuration
(Tei − Te)[110]

Te split, the same as the initial configuration of the diffusion path at the end
of the second cycle. Therefore this diffusion path can explain a long-range diffusion
of Te-interstitial. We refer to this diffusion mode as linear, since diffusing Tei keeps
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its track along the same 110-axis family. To calculate the corresponding barrier for the
diffusion from the initial (Tei − Te)[110]

Te to final (Tei − Te)[1̄1̄0]
Te configuration, the energy

maxima high symmetry Cd-Te split interstitial configuration is optimized in a larger
216 atom supercell. The height of the migration barrier is calculated as 0.14 eV.

Previously Roehl et. al. reported a very high value of 1.2 eV for the Te-interstitial
diffusion barrier using LDA functional with diffusion path involving high symmetry Tei

tetrahedral site104. More recently, Ma et. al.105 and Yang et. al.121 reported value of ∼
0.09 eV using PBE and HSE06 functionals, respectively for the Te split-interstitial dif-
fusion. Our results correspond well with the diffusion mode suggested in these two stud-
ies. We also calculated the diffusion barrier, considering the TeTet

i and TeHex
i as diffus-

ing defects. However, the corresponding barriers for Tei are ≥1 eV, and therefore, such
diffusion processes are considered unfavorable. We identified another (Tei − Te)[110]

Te

interstitial diffusion mechanism, which involves an additional rotation step that allows
the diffusing Te-interstitial to access the direction other than the [110]-axis, belonging
to the [011] and [101] families of vectors. This diffusion path has a slightly higher bar-
rier than the linear diffusion process and is discussed alongside the diffusion process of
Se-interstitial defect later in 4.4.2

4.4.2 Se-interstitial diffusion

We used the study of Tei diffusion as a basis initial guess to propose the interstitial
diffusion path for S ei. The (S ei − Te)[110]

Te split configuration has the lowest formation
energy among the various Se-interstitial configurations. Therefore, it is practical to as-
sume it as the initial configuration for the diffusion process in CdTe bulk. Accordingly,
we first considered the linear diffusion process for S ei as a possible mechanism in a
similar manner as defined for the Te-Te split interstitial diffusion step. We identified
the energy barrier corresponding to the NEB path with initial (Te − S ei)

[110]
Te to final

(Tei − S ei)
[1̄1̄0]
Te as 0.21 eV (Figure 4.14). The split interstitial (S ei − Cd)[001]

Cd configu-
ration corresponds to the saddle point on the diffusion step. Although, in this case, the
initial and final configurations of the split interstitial are different, as the dumbbell is
formed by different group VI atoms pair. The initial configuration is identified as the
Se-Te split configuration directed along the [110] direction, whereas in the final config-
uration, Se and Te are swapped in reference to their respective positions in the initial
configuration.

As a result, when this chalcogenide atom diffusion step repeats itself, it leads to
the formation of the (Tei − Te)[110]

Te split interstitial as the final configuration and a
S eTe antisite at the end of the second cycle of the diffusion process. Here we call the
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Figure 4.14: On left, two consecutive linear diffusion steps starting with the initial
configuration of (Te − S ei)

[110]
Te are shown. Se is left trapped at the end of the first step

(Cycle 1). (Right) Energy profile of diffusion path showing the energy of saddle point
configuration (on top of maxima point) and of local minima (written below the curve).

movement of chalcogenide atom as split interstitial ((S e/Te)i−Te)[110]
Te from one end of

the Te-tetrahedron to the other as one cycle. Therefore at the end of the second cycle,
Se is left behind at S eTe substitutional site. Consequently, this linear diffusion process
of ((S e/Te)i − Te)[110]

Te split interstitial leaves Se trapped and cannot account for the
long-range diffusion of Se in CdTe grain.

To define the Se interstitial long-range diffusion, next, we take motivation from the
previously reported case of Cl dopant split interstitial. In this case, a 90-degree rotation
step in Cd-tetrahedron along with a kick-out mechanism was proposed by Yang et.
al.121 to explain the diffusion path for positively charged Cl+ − Te split interstitial. A
low diffusion barrier of 0.6 eV corresponding to this path was reported using HSE06
functional DFT calculations.

Rotation step of split interstitial at Cd-tetrahedron

We, therefore, then considered a diffusion process with a rotation of Se-Te interstitial
in conjunction with the linear diffusion step as the second possible diffusion path. We
defined the rotation of chalcogenide Se-Te split interstitial in Cd-tetrahedron as the
second step following the first step of linear diffusion of (Te − S ei)

[110]
Te to the (Te −
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S ei)
[1̄1̄0]
Te configuration (Figure 4.14 and Figure 4.15). This possible diffusion path is

then defined as a combination of the linear part having a diffusion barrier of 0.21 eV
and the (Te−S ei)

[1̄1̄0]
Te rotation step. For the rotation step (Figure 4.15) with (Te−S ei)

[1̄1̄0]
Te

as initial configuration and 90-degree rotated (Te− S ei)
[1̄10]
Te as the final configuration, a

high energy barrier of 0.95 eV is calculated.

Figure 4.15: Representation of diffusion path involving a 90-degree rotation step of Se-
Te split ((Te − S ei)

[1̄1̄0]
Te ) followed by translation diffusion step. The rotation of the split

interstitial is followed by another translation step. Arrow represents the consecutive
movement of Se in the lattice. On the right, the energy profile corresponding to 90-
degree rotation is shown for Se (solid line) and Te (dashed line). The energy barrier
height is shown as vertical lines between the minima and saddle point configuration.

This rotation of the Se-Te split interstitial in Cd-tetrahedron thus allows the Se atom
to be mobile by means of repeated linear and rotation consecutive steps. Although the
total barrier for the diffusion process is 0.95 eV. This barrier height for the diffusion
process is very high and thus does not successfully describe the fast and long-range
diffusion of Se as observed in experiments86,122. The corresponding barrier calculated
for the diffusion of self Te-Te split interstitial involving linear diffusion step and rotation
step in Cd-tetrahedron is 0.94 eV.

Rotation step of split interstitial at Te-tetrahedron

However, there is a possibility of diffusion of Se by means of rotation movement involv-
ing the other S ei split interstitial defect configuration with formation energy slightly
larger than (S ei − Te)Te interstitial. (S ei −Cd)[001]

Cd split interstitial has a slightly higher
energy than (Te − S ei)

[110]
Te interstitial configuration for Se dopant in CdTe. This S ei

configuration is also identified as the saddle point along the linear diffusion step of
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(Te − S ei)
[110]
Te split interstitial (see Figure 4.14). To explain long-range diffusion, we

have thus considered the intermediate NEB step of (S ei −Cd)[001]
Cd interstitial 90-degree

rotation in Te-tetrahedron (Figure 4.16 (a)). Here, (S ei − Cd)[001]
Cd and (S ei − Cd)[1̄00]

Cd

are considered as the initial and final configuration for the NEB step. We identified
(S ei − Te)[010]

Te in Cd-tetrahedron (Figure 4.16 (b)) as the maxima (saddle point) along
this path with an energy barrier value of 0.19 eV. This value corresponds to the rela-
tive energy of saddle point configuration (S ei − Te)[010]

Te with respect to (Cd − S ei)
[001]
Cd

interstitial in a 216 atom supercell.

Figure 4.16: (a) Diffusion path of Se presenting low diffusion barrier involving 90-
degree rotation of Se-Cd split interstitial, followed and preceded by translation step of
split interstitial. (Right) Energy graph representation of chalcogenide Se (solid line) and
Te (dashed line) rotation step in Cd-tetrahedron. Barrier heights are shown with vertical
lines, and corresponding values are written in italics. (b) Saddle point configuration
(S ei − Te)[010]

Te (in Cd-tetrahedron) corresponding to Se-Cd split rotation.

Therefore a diffusion path can be defined such that at the end of the (Cd − S ei)Cd

rotation step, (S ei − Cd)[1̄00]
Cd dissociates and forms (Te − S ei)

[110]
Te at another edge of

the Te-tetrahedron (Figure 4.16 (i)). Thus at the end of this devised new diffusion
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path, initial and final configurations are the same as (Te − S ei)
[110]
Te . The complete

barrier for the diffusion process starting from (Te − S ei)
[110]
Te configuration, dissociation

step leading to formation of intermediate (Cd − S ei)
[001]
Cd configuration and rotation step

((Cd − S ei)
[1̄00]
Cd ) is 0.40 eV (0.21 + 0.19). This diffusion process can repeat itself with a

low effective energy barrier and establish a long-range diffusion of S ei in CdTe grain. In
comparison, this diffusion path for Te-self interstitial involving rotation of (Cd−Tei)

[001]
Cd

split, is less likely with a barrier of 0.33 eV, making the full diffusion process of Te
interstitials in volume through linear and re-orientation mechanism around 0.47 eV.

To summarize, a mix of translation and rotation diffusion movements defines the
migration path for both the chalcogenides with a low energy barrier in CdTe bulk. The
diffusion rate is different for the Te-self interstitial and Se interstitial as defined by the
calculated energy barriers. The lowest energy barrier of 0.14 eV, for the case of Te-self
interstitial, corresponds to the linear diffusion path involving simple translation move-
ment of (Te − Te)[110]

Te split. Whereas the S ei long-range diffusion is represented by a
combination of rotation and translation steps with a collective barrier of 0.40 eV. For the
(Te − Te)Te self-interstitial diffusion mechanism involving both translation and reori-
entation steps, the barrier is relatively higher than both pure translation linear diffusion
path of Te-Te split (by 0.33 eV) and (S ei − Te)Te interstitial diffusion (by 0.07 eV) with
the same trajectory. Therefore, Te-self interstitial diffusion through translation motion
will be predominant over the reorientation possibility, leading to the fast disappearance
of Te interstitial atoms on interfaces or grain boundaries. This interpretation is consis-
tent with the Te-rich clustering region proposed to be present at grain boundaries and
interfaces in experiments performed on Te-rich grown samples123. However, the Se
substitutional atom (CdSeTe alloy) at Te-site can actually moderate this diffusion rate
of the Te-interstitial by facilitating the formation of a Te-Se split through a push mech-
anism. This situation then allows the Te-interstitial atoms to explore a wide volume of
CdTe grains with both chalcogenide atoms diffusing as pairs. It has been reported by
Kuciauskas et. al. by means of combined ab-initio calculations and experimental result
analysis that Tei in CdTe actually can form several defect complexes with Cd-vacancy
and Te-antisite defects120. Therefore, Se also allows and enhances the Te atoms diffu-
sion as interstitials to the critical isolated Cd-vacancy and Te-antisite defects and the
formation of defect complexes.

Next, to understand how Se impacts the electronic structure of critical defects and
their recombination activity we then considered the interaction of Te self-interstitial and
Se-interstitial with critical Cd-vacancy defects. Depending on the topology of the ap-
proaching diffusing defect, several defect complexes with different configurations can
form on the chemical reaction of the chalcogenide interstitial with the Cd vacancy.
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To compare the energetics of the defect complexes with that of the interacting defect
species, we have used standard formation energy formulation40. To calculate the for-
mation energy, the total energy of a supercell with a defect is reduced (increased) based
on the number of added (removed) atoms to (from) the supercell, times their respective
chemical potentials (section 4.2). For this purpose, we defined the chemical potentials
of Cd, Te, and Se species based on the CdTe bulk and intrinsic defects. According to the
convention, we defined the chemical potential of the Cd-Te pair using the CdTe bulk.
Next, we defined the chemical potential for Cd and Te atoms using the Cd-vacancy de-
fective supercell total energy. This choice is based on the fact that we want to describe
crystals grown in Te-rich conditions where Cd-vacancies are constitutional defects. This
way, Cd-vacancy defective supercell complemented with Cd-Te pair chemical potential
set up chemical potential values for the two species. We, therefore, used CdTe bulk
and Cd-vacancy as a reference and equated their total energy as zero defining in this
manner the chemical potential of Te and Cd atoms. For the chemical potential of Se,
since Se diffuses as an interstitial, we defined the diffusing (S ei − Te)[110]

Te interstitial
with the lowest formation energy as the reference for Se chemical potential. Therefore
Se-Te split interstitial total energy is set to zero, and the formation energy of all defect
complexes involving the Se atom is calculated based on that.

4.5 Se interaction with critical VCd and TeCd defects and
passivation

The diffusion mechanism of both chalcogenide Se and Te atoms is discussed in the pre-
vious section 4.4. Both the chalcogenide can diffuse with significant ease in CdTe bulk.
Split (S ei − Te)[110]

Te is the main diffusing defect that assists the chalcogenide diffusion.
In other words, this defect is very diffusive with a low diffusion barrier (0.40 eV) such
that it can diffuse to reach isotropically deep in the CdTe grain. These diffusing chalco-
genide defects can then interact with the intrinsic defects such as VCd and TeCd and
make defect complexes. These defect complexes can alter the carrier recombination
activity (electronic defect states) of critical intrinsic VCd and TeCd defects and, as a re-
sult, may lead to the passivation of these defects. Defect complex formation affects the
defect-related levels and thus changes their position with respect to band-edges. This
change in the position of defect electronic levels (closer or into band-edges) of active de-
fects could change the carrier capture rates and thus may reduce the non-recombination
activity of critical defects124.

Interaction of diffusing defect (S ei−Te)[110]
Te with the VCd shows that it is the Te atom
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among the two chalcogenide atoms which preferably diffuses into the corresponding
chalcogenide tetrahedron to occupy the vacancy site (Figure 4.17). The interaction
of (S ei − Te)Te split diffusing defect with VCd results in three unique configurations
depending on the approach trajectory of Se/Te chalcogenide split close to VCd site (small
pink tetrahedron on the left panels in Figure 4.17). In the case where Se gets trapped
(section 4.4.2) at the Te substitution site in close vicinity and diffusing (Tei − Te)Te

approaches to the VCd, the resultant defect complex is a Te-antisite (TeCd), as shown
in Figure 4.17 (b) (with Te-atom displaced off from the vacancy site). This scenario is
based on the assumption that the major part of the diffusion of Tei atom close to VCd

site is facilitated by the Se atom. On the other hand, when (S ei − Te)Te approaches the
VCd, it leads to the formation of two stable defect complex configurations that can be
referred to as S eCd and TeCd − S eTe (Figure 4.17 (a) and (c)). (Antisite defects TeCd

and S eCd here are referred to as defect complexes as they result from the reaction of
diffusing chalcogenide interstitial with VCd. Although, they can form as isolated point
defects in Se alloyed CdTe bulk.)

Figure 4.17: Three unique configurations resulting from the interaction of S ei approach-
ing the VCd defect and their respective formation energies (in eVs). The type of chalco-
genide atom involved in the last diffusion step is coded by a golden or yellow barrier
symbol, while its exact topology is described inside the small pink tetrahedron.

The resulting configurations are equivalent to an anti-site where the chalcogenide
atom is displaced within a Te tetrahedron face adopting a C3v symmetry as for the TeCd.
In all final configurations, the chalcogenide atom is displaced along a < 111 > direction
inside the vacancy. All three defect complexes have negative formation energy less than
-1.3 eV with respect to the choice of our chemical potentials. The formation energy
values suggest that these defect complexes are very stable in comparison to the Cd-
vacancy constitutional defects. Comparing the energetics, S eCd (-1.35) is less stable
than TeCd (-1.46) because of two reasons i) first, Se is more electronegative, which
leads to strong coulomb repulsion (yet Se form strong Se-Te bonds) among the S eCd
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atom and Te atoms sitting on edges of Te-tetrahedron and (ii) second, smaller atomic
radii size of Se atom with respect to Te atom. The high stability of TeCd − S eTe (-1.54)
can be explained on the basis of the high stability of S eTe and TeCd defect. The energy
required to form strong anion-anion bonds in the case of S eCd (2.74 Å) destabilizes it
in comparison to TeCd (2.93 Å). Whereas strong cation-anion bonding provides more
stability in the case of TeCd − S eTe (2.56 Å) over TeCd (2.74 Å).

Stable defect complexes resulting from this interaction of split (S ei − Te)Te inter-
stitial defect with VCd have a similar electronic structure to TeCd with a characteristic
anti-bonding electronic state that drives C3v local symmetry. This defect state results
from antisite atom interaction with one of the four chalcogenide atoms sitting at Te-
tetrahedron (Figure 4.19 and Figure 4.18). These interactions lead to the passivation
of three dangling bonds present in the VCd. One dangling bond still remains, driven
by anti-bonding interaction. In the case of the antisite defect complexes (Figure 4.18),
there are no longer any singly unoccupied electronic levels present in the band gap.
This results from the occupation of singly-unoccupied states of VCd by the electrons of
the chalcogenide antisite atom. For the TeCd defect, the corresponding anti-bonding
defect state is present at 195 meV above VBM. This defect state is responsible for
the non-radiative recombination carrier trap activity of the TeCd. The defect is a deep
double donor due to the presence of two electrons occupying the anti-bonding defect
state. In the other two cases of chalcogenide antisite configurations, where the Se atom
is involved in the anti-bonding interaction, the corresponding defect electronic state is
shifted lower in energy and close to VBM.

Quantitatively, the anti-bonding defect state moves to a value of 48 meV above
VBM in the case of S eTe − TeCd, whereas it moves 36 meV below VBM for S eCd.
This change in the anti-bonding state position with respect to the VBM is driven by the
reduction in anti-bonding interaction and electronic repulsion between chalcogenide Se
and Te atom involved in anti-bonding. These two factors can be qualitatively repre-
sented by the wavefunction isosurfaces corresponding to the anti-bonding interaction
and the local distortion induced by the defect complex. The Kohn-Sham wavefunction
plots for the anti-bonding defect states are shown in Figure 4.19. A significant reduc-
tion in anti-bonding interaction is clearly seen in the case of S eTe − TeCd. A downshift
of 147 meV in the energy of the anti-bonding electronic state present in band-gap (in
reference to TeCd defect state) for the case of S eTe − TeCd, matches quite well with the
previously reported value of 130 meV from more precise GW calculations99. The two
latter configurations with one Se atom display weak anti-bonding interaction and defect
states lying close to VBM, significantly reducing hole-trapping probability. Both are
thus expected to be tolerant for solar applications and enhance radiative recombination.

74



4.5 Se interaction with critical VCd and TeCd defects and passivation

Figure 4.18: Simplified electronic structure of (a) CdTe bulk, VCd and (b) defect states of
three antisite configurations resulting from the chalcogenide diffusing interstitial with
VCd. The respective energy difference (in meVs) of defect states with respect to the
valence band edge is written in the band-gap region.

Figure 4.19: Kohn-Sham isosurfaces corresponding to (a) TeCd, (b) S eCd, and (c) S eTe−

TeCd antisite defects with electron density value of 0.005 e/Å3.

It should be noted here that all three defects can be present in substantial concen-
tration based on growth temperature keeping in mind their relatively close formation
energy. With respect to the choice of our chemical potentials, the formation energies
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of these anti-sites are negative, so that all of them are thermodynamically stable defect
complexes over the Cd-vacancy constitutional defect. Although the formation energy is
negative for the three antisite defect complexes, they are still characterized by one dan-
gling bond and an anti-bonding defect state. It is, therefore, possible that these defect
complexes can interact chemically with another diffusing chalcogenide defect to form
more stable defect complexes. Indeed, the displacement of the chalcogenide anti-site
atom along the < 111 > direction inside the vacancy leaves a dangling bond that could
be passivated by a second chalcogenide approaching the vacancy site.

Therefore we considered further the interaction of these three chalcogenide antisite
defect configurations with another diffusing chalcogenide interstitial. These interac-
tions result in to several configurations depending on the exact nature of the diffusing
chalcogenide involved in the two consecutive passivation steps. We identified six of
these interactions as distinct and characterized by a unique chemical environment on
Cd-site and the neighboring chalcogenide tetrahedron (Figure 4.20). The six unique
configurations are identified as each leading to the passivation of the one remaining
dangling bond and represented by a chalcogenide dimer formation at the Cd-site. As
all these configurations have two chalcogenides passivating the dangling bonds at the
Cd-vacancy site. Therefore, we have referred to them as bi-passivated configurations.

The chalcogenide dimer present at the Cd-site in a split interstitial manner is aligned
along the < 001 > direction in bi-passivated configurations. These bi-passivated con-
figurations have further lower formation energy in the magnitude of more than 1 eV in
comparison to three antisite defect complexes, resulting from stable coordination. The
most stable of the six configurations is the one where a < 001 > Te dimer occupies a Cd
site with two selenium atoms present in the first neighbors’ shell (bottom right config-
uration Figure 4.20). This configuration is reminiscent of the proposed defect complex
formed by Te interstitial and Te-antisite interaction (top left Figure 4.20) by Lordi et.
al.106. The coordination of a Se atom with each Te atom of the split interstitial at the
Cd-site results in further lowering of the energy by 0.35 eV. This factor is reflected in
S eCd − TeCd antisite defect complex and in several bi-passivated configurations, where
S eTe reduces the formation energy when introduced at Te-site (Figure 4.17 and Figure
4.20).

The bi-passivated configurations with a chalcogenide dimer present at Cd-site in-
volve strong bonding interaction between the two chalcogenide atoms inside the va-
cancy and the absence of any dangling bond for the six configurations. The defect
states for all the cases are majorly present in the valence band, and a few defect states
are present within an energy gap of 40 meV above the valence band. (In total, bi-
passivated configurations have nine doubly occupied defect states and one empty defect
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Figure 4.20: Six bi-passivated configurations resulting from the interaction of antisite
defects with a diffusing chalcogenide interstitial defect. The split interstitial configura-
tion involved in the reaction is shown in small pink tetrahedrons. Relative energy (in
eVs) of these bi-passivated configurations in comparison to constitutional VCd defect are
written at the bottom of each configuration. The position of defect states corresponding
to each configuration present close to the valence band-edge is shown on its right with
the energy (in meVs) of the top-most filled state with respect to the valence band edge
written in the band gap.

state.) Although the energy of Kohn-Sham defect states calculated based on LDA func-
tional is not very precise, they can be used for qualitative analysis125. For the defects
considered in this study, the position of defect states with respect to band edges for the
respective ground state structure has been predicted quite well as in comparison to the
reported cases of VCd, TeCd, S eTe − TeCd defect complex, with more accurate hybrid
functional and GW calculations89,99,103,106. Therefore, we can say with sufficient con-
fidence that the defect states corresponding to all bi-passivated defect configurations
provide shallow defect states which lie within the few tens of meVs (40 meVs in our
case) close to the valence band edge. The bi-passivated configurations are characterized
by an empty anti-bonding state corresponding to the chalcogenide dimer being present
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in the conduction band. The chalcogenide dimer anti-bonding defect state for all six
configurations lies deep in the conduction band (therefore not shown in Figure 4.20).
Therefore, all the bi-passivated configurations can act as both electron donors and ac-
ceptors. Although, the position of the defect states (empty states lying too far from the
valence band and filled state too far from the conduction band) suggest that both elec-
tron and hole capture rates leading to non-radiative recombination are not possible. In
other words, all these bi-passivated configurations rectify the defect states of both Cd
vacancy and Te antisite defects that otherwise are detrimental to solar applications.

4.6 Conclusion

In this chapter, we have extensively defined at the atomistic level how Se plays a hy-
brid role in the efficiency improvement of Se alloyed CdTe. We have first studied the
electronic structure of critical intrinsic defects Cd-vacancy and Te-antisite, which act
as non-radiative recombination centers and limit the efficiency of CdTe-based photo-
voltaics. We explained how the strain field generated by local re-configuration of the
lattice around the defect site can be strongly dependent on the choice of DFT exchange-
correlation functional, and a careful analysis of strain field dependence on the supercell
size should be made.

To understand the long-range diffusion of Te self-interstitial and Se-interstitial in the
CdTe grain, we then identified their diffusion pathways. A combination of translation
and rotation of split-interstitial defects was defined to explain the diffusion of both the
chalcogenides. We finally demonstrated that the Cd-vacancy and Te-antisite intrinsic
defects can be passivated by diffusing Se in the CdTe grain. The interaction of diffusing
Se interstitial with the two critical defects in CdTe obliterates their dangling bonds. We
identified the low formation energies defect complexes resulting from such interaction
of two (one) Se interstitial defects with Cd-vacancy (Te-antisite) defects. The activation
energy corresponding to the formation of these defect complexes is lower than -1.2 eV.
The lowest formation energy defect calculated by us in the Te-rich conditions with the
presence of selenium impurities consists of a < 001 > Te-dimer on a Cd site with two
Se atoms in the first neighbor shell. The five other combinations with similar topology
also present the same kind of passivating effect in terms of defect electronic levels
position with respect to band-edges. Qualitatively speaking, we predict that all these
configurations to have low electron and hole capture rates. Due to the diffusion-driven
passivation mechanism, we expect that all six configurations with chalcogenide dimer
at Cd-site can co-exist.
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4.6 Conclusion

In summary, the role of Se in the context of defect passivation of critical defects in
the CdTe grain is a hybrid one. Firstly, Se moderates the fast and linear diffusion of
Te, thus enabling both chalcogenide atoms to diffuse isotropically inside the volume of
CdTe grain and reach Cd-vacancies and Te anti-sites. Secondly, the peculiar diffusion
mechanism promotes a Se alloying at the Te-substitution site in the first shell of the
Cd-site related defects (Cd-vacancy, Te-antisite, chalcogenide dimer). This lead to a
systematic reduction in the carrier capture rates as the defect states are pushed close to
band edges or into semiconductor electronic bands. We think that this comprehensive
insight on the role of Se in the passivation mechanism of CdTe absorbers should allow
further improvements in understanding of defects physics of CdTe-based photovoltaics
alongside with other doping strategies126,127 to push efficiencies in the range of 25 % in
the coming years128.
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C H A P T E R 5

Transition metal single dopant defect
in CdTe for solotronics application

5.1 Introduction

Transition metals (TM) with 3d-valence electrons are commonly found impurities in
semiconductors129–135. The growth of new materials where TM doping alters the phys-
ical properties of the material, such as its electric136,137, optical138–141, and magnetic
properties142–144, is gaining attention. Precise control over these impurities provides
a platform for defect engineering of optoelectronic behavior of materials and various
other applications based on spin associated with the physics of 3d-electrons.

TM doping of semiconductor in both bulk and nanostructures forms have found ap-
plication in different fields ranging from photovoltaics to nuclear radiation sensors145–149.
In the context of this thesis, Copper (Cu) doping of p-type Cadmium telluride (CdTe)
layer for improving the hole concentration of the CdTe absorber is an example of TM
doping of semiconductors for photovoltaics application150–153. Manganese(Mn) doped
CdTe is a promising material emerging as a successor of CdxZn1−xTe (widely used
commercially) for room temperature gamma-ray detection149,154–156. Mn-doped CdTe
shows improved homogeneity and the ability to produce large monocrystal detectors
over CdxZn1−xTe157–159. Among the other applications based on optoelectronic con-
trol, II-VI crystals doped with TM, such as Mn and Chromium (Cr), have been gaining
attention for potential application in infrared solid-state lasers160–165.
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For the application based on the spin of 3d-electrons, spin associated with TM ion
can be detected and manipulated by opto-electronic means166–169, providing the plat-
form for various spin-based future solid state device technologies170–175. Among such
possibilities, diluted magnetic semiconductors(DMSs) have been extensively explored
over the last two decades for spintronic and spin-photonic applications144,176–178. The
spin of unpaired electrons localized on the TM ion impurity interact with the delocal-
ized spin of band carriers (free and photo-generated) with coupling strength related to
the spatial overlap of spin wavefunction leading to s, p − d exchange interaction. Such
exchange interaction is responsible for the emergence of magneto-optical properties in
TM-doped semiconductors with effects such as carrier-mediated ferromagnetism179–181,
giant band-edge Zeeman splitting and Faraday rotation182,183 in DMSs.

With the progress in doping strategies reaching ultra-high precision levels, the av-
enue to control the various opto-electronic and magneto-optical properties at a single
impurity level is plausible. A lateral accuracy of 35 nm for adjacent intentional single
impurities has been observed by Pacheco et. al. in Silicon-based devices184.

Typically at very low concentrations where impurity TM atoms do not interact with
one another, they are similar to trapped or embedded atoms. The trapped TM dopants
originate individual electronic states well separated from the host band states with an
orbital and spin degree of freedom, that can be controlled by means of electromagnetic
fields. One of the ways to achieve isolated impurity is to trap one single atom in the
semiconductor nanostructures, such as a quantum dot (QD) or quantum wells, through
control of growth kinetics. Over the past decade, several advancements have been made
in the fabrication process of the epitaxially grown and colloidal doped QDs9,185,186.
The sensitivity of the trapped impurity localized spin (isolated with the background) to
the local fields such as electronic, magnetic, thermal, and strain provide several func-
tionalities187–191. Access to the d-orbital manifolds provides an additional degree of
freedom for coherent spin manipulation. One opportunity is to coherently control the
spin embedded in semiconductor nanostructures, relying on electromagnetic fields to
drive transition between spin multiplet states192,193. Such impurities hosted in semicon-
ductor nanostructures present long coherence times even at room temperature in some
cases194,195.

The main application of the single dopant impurity atoms in semiconductor nanos-
tructures with opto-electronic control is in the emergent field of Solotronics (a term
coined for electronics based on the spin of solitary dopant) with the potential to be used
for quantum information processing7,9,196. Such intentional doping into a semiconduc-
tor nanostructure or binary semiconductor QDs could provide tunable materials with
emergent electronic, optical, and magnetic properties due to the formation of (isolated)
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sub band-gap states in electronic band-structure. Among the non-magnetic dopants, an
impurity nitrogen atom placed adjacent to a vacancy in diamond (popularly referred
to as N-V center), and phosphorus doped in Silicon, with localized spin, are the most
widely studied defect systems for potential Solotronic application195,197–200. For the
purpose of Solotronics, magnetic dopants embedded in semiconductor QDs show many
promising features such as reproducible quantum signature properties, stability, and
scalability for potential application in quantum information processing196. TM impuri-
ties Manganese (Mn) and Chromium(Cr) embedded in CdTe bulk and QDs as isolated
dopants are the subject of discussion for this chapter.

The 3d-TM magnetic atoms in the semiconductor host provide a large set of op-
tions for orbital momentum with electronic and nuclear spin. Electron spin probe and
control have already been shown for Mn in II-VI & III-V, Co in II-VI, and Fe in II-VI
semiconductors9,10,12,166,201. Among the variety of 3d-TMs, the 4s03d5 Mn2+ a pure spin
system with zero orbital momentum is most widely studied, which have the electronic
d-levels lying either in or very close to the valence band in energy. In the case of Mn2+

ion in II-VI semiconductors, exchange interaction with the free holes is dominated by
p − d hybridization, the so-called kinetic exchange with the anti-ferromagnetic sign202.
Magnetic dopants with non-zero orbital momentum and zero nuclear spin, are expected
to have longer spin relaxation time and large spin-mechanical coupling in comparison
to Mn2+ (L = 0, S=5/2) solitary dopant and light atom dopants defect such as N-V
center12. Large coupling between spin and lattice vibrations provides a possibility of
coherent mechanical control of spin associated with such an impurity defect. Chromium
(Cr) doped in II-VI semiconductor QDs is of particular interest, due to its net S=2 spin,
zero nuclear spin (for most of the isotopes), and non-zero orbital momentum L=2. The
latter point opens the way for coherent mechanical control of the Cr spin through surface
acoustic waves, for example203. The zero nuclear spin leads to a simplified spin-level
structure.

The solitary dopant properties are strongly influenced by the local environment fac-
tors such as strain, electric, magnetic, optical fields, and dopant position within the
device196. Coherent control of spin embedded in semiconductor nanostructures typi-
cally rely on electromagnetic fields to derive transition between spin states. Another
possibility based on mechanical control driven by the interaction of spin with lattice
vibration is gaining attention12,204–207. This provides a platform also for mediating the
interaction between the solid-state spin qubits achieved by the strong coupling of the
spin to the resonance mode of a mechanical resonator. In such a spin-mechanical res-
onator, the vibration mode of an oscillator will be coherently coupled to the spin state
of a single atom, driving switching between the spin multiplet states208.
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Figure 5.1: Schematic view of the spin multiple structure of a single Cr2+ atom doped
in CdTe/ZnTe QDs excited with an optical pumping photon203

Besombes et. al. have shown the probe and optical control of both Mn2+ and Cr2+

doped in CdTe grown over ZnTe surface by means of optical pumping excitation and
photoluminescence readout201,209,210. The magneto-optical spectroscopy of Cr doped
CdTe/ZnTe QDs shows a large magnetic anisotropy of Cr spin, induced by bi-axial
strain in the plane of dots resulting due to lattice constant mismatch of CdTe and ZnTe.
This anisotropy leads to zero magnetic field splitting of the 0,±1,±2 spin quantum states
(order of meV), and to the difference in their occupancy at low temperatures (5K)12,210.
The spin transition between these spin quantum states can be derived by optical means.

As part of this thesis, under the ANR Mechaspin project (ANR-17-CE24-0024),
we worked in collaboration with Besombes et. al. to provide atomistic-level insight
into these Soltronics systems to address growth-related challenges and understand the
experimentally observed electronic state of Cr single dopants in CdTe QDs. In this
chapter, we have discussed our DFT analysis of the systems and addressed two ques-
tions that came to light during the experiments performed by our collaborators. The
first is that they found out that the number of QDs presenting the correct single dopant
configuration for the Cr atom turned out to be much lower in comparison to Mn-doped
CdTe/ZnTe QDs grown by the same approach. Two, they reported, for the first time,
stabilization of Cr+ oxidation state in CdTe/ZnTe QDs, such that Cr captures an electron
from background doping.
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background

In this chapter, we first studied, using the Density Functional Theory (DFT), the
electronic structure of Cr2+ and Mn2+ solitary dopant defects in CdTe. We identified
the effect of host interaction in terms of Jahn-Teller coupling and local symmetry of
the dopant in the lattice. Then in the second part, we did a detailed analysis of the TM
dopants interaction with native impurities in CdTe to answer the two questions, one of
the concentration of the single Cr doped CdTe/ZnTe QDs and the second of the Cr+

oxidation state. We provide plausible explanations for the two phenomena as observed
in the experiments.

5.2 Cr and Mn dopant electronic configuration in CdTe:
Experimental background

Cr and Mn free ions have electronic configuration of [Ar] 3d54s1 and [Ar] 3d54s2 re-
spectively. For Cr ion half-filled d-states are more stable than [Ar] 3d44s2 configuration.
When TM, Cr, and Mn are doped into the CdTe matrix, taking a substitutional position
at the Cd site, 4s electrons are exhausted in bonding interaction with the neighboring Te
atoms. Mn and Cr thus take up an oxidation state of II in terms of coordination, same
as that of Cadmium (Cd), and thus introduces no net charge. The electronic configura-
tion for Cr and Mn, therefore, changes to [Ar] 3d44s0 and [Ar] 3d54s0 respectively. In
the defect notation, Mn and Cr dopant are represented as Cr0

Cd and Mn0
Cd, whereas in

TM dopant representation, they are referred with the oxidation state as Cr2+ and Mn2+

respectively. EPR experiments establish that Cr and Mn impurities inserted in CdTe fol-
low Hund’s rule, and the ground state has an electronic spin of S =2 and S= 5/2, respec-
tively211–214. According to spectroscopic notation (2S+1)L, the ground state of Cr and Mn
in CdTe is noted as 5D(L = 2, S = 2) and 6S (L = 0, S = 5/2). Mn substitution impurity
is characterized by zero orbital angular momentum and no spin-orbit coupling. Cr2+ and
Mn2+ configurations in CdTe DMSs and quantum dots (QDs) have been extensively re-
ported in the experiments with electron paramagnetic resonance (EPR)212,215–217, infra-
red absorption11,218,219, magnetization measurements201,220,221, and Raman EPR spec-
troscopy222.

In the CdTe Zinc-blende structure with Td symmetry, Cr and Mn dopants experience
crystal field splitting. The crystal field affects only the orbital part of the wavefunction
and lifts the degeneracy of energy levels of the system. Since the 6S state of Mn2+ ion
is symmetrical and non-degenerate, except for spin, the crystal field does not affect the
electronic energy level of Mn2+ ion, as shown in Figure 5.2. For Cr2+ ion, the ground
state is orbital degenerate. Thus, the crystal field splits 5D state into an energy state
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Figure 5.2: Schematics diagram of energy levels of Mn2+ and Cr2+ single dopants in
CdTe bulk. The ground-state 5B′1 is defined by the electronic orbital splitting as shown
in inset

triplet 5T2 and doublet 5E. EPR results from Vallin et. al. suggest that the 5T2 is
susceptible to Jahn-Teller instability, which further splits into orbital doublet 5E′ and
singlet 5B′2

212. Consequently, it was proposed that tetragonal distortion also split term
symbol orbital doublet 5E into 5B′1 and 5A′1. They, by means of applied uni-axial strain
along three perpendicular axis of the Cr-doped CdTe crystal, reported that the Jahn-
Teller distortion mode is identified as compression along one axis of the tetrahedron
formed by four neighboring Te atoms. Therefore the distortion mode was proposed to
have 3-fold degeneracy.

Spin orbit coupling further splits the spin levels 5E′, 5B′2, 5B′1 and 5A′1 in to spin sub-
levels ms = ±2, ±1, 0. This spin-orbit interaction results in magnetic anisotropy (D0S 2

z ),
with zero field splitting(D0) ∼ 30 µ eV. In the case of the Cr doped CdTe/ZnTe QDs,
the zero field splitting grows large to a value of D0 ≃ 1 ± 0.6meV 12. In the presence of
electromagnetic fields, these spin levels could be used to create a two-level system, as
in for Cr2+ impurity embedded in CdTe/ZnTe for optical excitation b/w +1 and -1 ms

S z sub-levels with zero-field splitting and readout with the photoluminescence12,210.
A Mn2+ ion in CdTe matrix with L=0 symmetric wavefunction has zero spin-orbit

coupling. But in CdTe QDs grown on ZnTe surface with lattice mismatch results in a
non-negligible magnetic anisotropy of ∼ 40 µ eV. This system was reported to have a
spin memory with a magnetic relaxation lifetime of ∼ 100 ns201.

Another configuration of Cr impurity in CdTe with Cr+ oxidation state was also
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reported in several instances with photo illumination of CdTe bulk specimens containing
Cr2+, such that Cr+ was photo-generated213,223–225. Recently, Vivek et. al. reported the
Cr+ stable configuration in a Cr-doped CdTe QDs grown over the ZnTe layer. They
argued that a small fraction of single doped Cr2+ in CdTe QDs transformed into Cr+

acceptors by capturing an additional electron from a ’background’ doping source. The
ground state of Cr+ is 6S (L = 0, S = 5/2) with six-fold degeneracy having electronic
configuration similar to Mn2+. As in the case of Mn2+, a magnetic anisotropy and spin
memory lifetime of 20 µs was reported for Cr+ 226.

As DFT is an electronic levels-based (ground-state) theory. In subsequent sections,
we will discuss only the ground state and the electronic orbitals (as shown in the inset
of Figure 5.2) of the impurity Cr and Mn dopants.

5.3 Single transition metal impurity in Zinc-blende struc-
ture

5.3.1 Ludwig and Woodbury model

The electronic structure of transition metal (TM) single impurity in zinc-blende semi-
conductors can be understood in terms of the phenomenological model proposed by
Ludwig and Woodbury (LW)227–229. They based their model on electronic paramag-
netic resonance (EPR) spectrum results and postulated that the TM in the Silicon lattice
prefers to take up either a substitutional position or a tetra-coordinated interstitial posi-
tion. TM impurity, when introduced into the semiconductor matrix, perturbs the local
lattice electronic potential. The energy of electronic levels hosting TM impurity d-
electrons is different than bulk band-states and results in several electronic levels lying
deep in the semiconductor band-gap. The model is based on simple symmetry con-
sideration of impurity defect states and the local structure sustained from EPR results.
The model can be translated to the case of TM dopants in the II-VI semiconductor
matrix134,228. We will use here the basic assumption of the LW model, where local
symmetry around the defect can be understood in terms of localized d-like impurity
states and the interaction of electrons hosted in these states.

The 3d-TM isolated atoms have valence electronic configuration of the form 4sm3dn,
where m=2 except in the case of Cr and Cu, where it is m=1. When embedded in the
Zinc-blende lattice, TM, in the case of the substitutional position, involves in bonding
interaction with the neighboring anion (group VI) atoms. The dangling bonds associ-
ated with neighboring anion atoms interact with 4s shell electrons of TM, such that 2
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4s electrons are exhausted in the TM-anion bond resulting in sp3 type bonding. The
empty 4s electronic states are pushed deep into the conduction band. Thus the TM
electronic configuration changes to 4s03dn, referred to as oxidation. The 3d-electrons
of TM impurity are tightly bound to the atomic nucleus, and this is the reason why the
4s electrons are first to be lost upon oxidation.

Figure 5.3: (i) d-orbitals of an isolated TM atom. (ii) Schematic view of TM impurity
replacing a Cd atom site in CdTe. (iii) d-orbital splitting due to crystal field experienced
by TM impurity in zinc-blende lattice

The 3d electrons of the dopant atom are subjected to an electrostatic potential that
has a Td point group symmetry and strength dependent on the electronegativity of the
anion atoms. Neglecting the interaction among the 3d electrons of isolated TM impu-
rity atom, under single-particle approximation230, the 3d orbitals are degenerate in the
case of spherical symmetry as shown in the Figure 5.3. Within a simple electrostatic
repulsion treatment, TM at the substitutional site is surrounded by four negative ions.
Considering the electron density on the neighboring anion atoms is pointed towards the
TM along the bond. The electronic repulsion from neighboring anion atoms results in
an interaction similar to crystal field splitting, as seen in TM complexes in a Td sym-
metry environment. As a result of crystal field splitting, the 3d-orbital states split into
two groups; two of the orbitals have electronic lobes directed along the Cartesian axis
(denoted as the e orbitals as shown in Figure 5.3), while the other three are between
the axes (denoted as the t2 orbitals). Under Td symmetry crystal-field the d electronic
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orbitals transforming as xy, xz, yz are identified as triply-degenerate t2 states, whereas
orbitals transforming as x2 − y2 and z2 are identified as doubly-degenerate e states. The
three orbital xz, xz, and yz lie along the TM-anion bond and interact strongly with the p-
electrons of the neighboring anion atoms. The nature of the interaction is anti-bonding
thus, these states are raised in energy relative to the doublet.

The partial occupation of these d-electronic orbitals brings about the so-called Jahn-
Teller distortion in the case of TM complexes as well as in the isolated TM impurity
in the semiconductor host47,231,232. The d-electrons localized on TM impurity ions in
II-VI semiconductors prefers to be unpaired and the impurity has a high spin value130.
This arises as a result of the repulsive coulomb electron-electron interaction between
3d-electrons being dominant over the crystal field splitting. The absolute magnitude of
crystal field splitting is assumed to be small so that the electrostatic Coulomb repulsion
is larger than the d-splitting energy so that electrons remain unpaired. Following the
same, a one-to-one correspondence between the phenomenological model presented
here and results from ab-initio calculations can be made by comparing the Kohn-Sham
eigen states symmetry, defect electronic structure, and local symmetry around the TM
impurity in semiconductors233.

5.3.2 TM 3d-orbital overlapping with neighboring anion p-states

We discuss in this section, the electronic structure of embedded 3d-TM in the context of
II-VI semiconductor, explained in terms of defect-induced states as in Picoli et. al234.
TM in semiconductor lattice can be assumed to take up a cation vacancy site and form
a bond with anion neighbors. The electronic structure of point defect or impurity in Td

coordinated systems can be understood in terms of sp3 orbitals and the corresponding
single-particle energy levels. An unrelaxed cation vacancy, in Td symmetry environ-
ment with sp3 character dangling bonds, results in to s-like singlet a1 and p-like triply
degenerate t2 localized states48,107,108 as shown in the right end side of Figure 5.4.

TM atomic-like d-states overlaps and interact with vacancy defect states localized
on to the neighboring anion atoms leading to the formation of bonding and anti-bonding
states234,235. As shown in Figure 5.4, TM impurity triplet d-like t2 state interacts with
p-like t2 state of cation vacancy, which transforms with the same symmetry adapted
representation, and results in to bonding tb±

2 and anti-bonding tanti±
2 states (where plus

and minus indicate the spin orientation). Vacancy a1 like state interacts with the 4s state
of TM and forms a bonding state deep in the valence band and an anti-bonding state
resonant in the conduction band (not shown in the diagram). The doubly degenerate e
(d)-states of TM have no vacancy state to interact with and are essentially non-bonding
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Figure 5.4: Schematics diagram of TM impurity defect states resulting from the inter-
action of atomic like d-states of impurity and the sp3 like state of neighboring anions.

in character.
TM electrons in the d states, experience large exchange interaction among them-

selves, and therefore spin-up and spin-down electronic states are split into energy by
order of a few electron volts. As a result e state as well as tb

2 and tanti
2 states split in

to e±, tb±
2 and tanti±

2 states. These electronic levels are gradually occupied with the TM
impurity valence electrons and six electrons shared by the neighboring Te atoms. The
tb±
2 and e+ levels are fully occupied and lie in the valence band. These are followed

by spin-up tanti+
2 and spin-down e− and t−2 levels lying at higher energy values in that

order. With all the spin-down tanti−
2 and e− state being empty for Cr and Mn impurity

embedded in II-VI semiconductors.

5.3.3 Jahn-Teller distortion

Jahn-Teller effect47,232, which brings out symmetry breaking of orbitally degenerate
states in non-linear systems, is commonly seen in molecules and in point defects/impurities
in the semiconductor lattice. The basic principle statement is that any non-linear atomic
arrangement in a molecule (point defect) is unstable up on the degeneracy of molecular
orbitals (defect molecule orbitals) at static equilibrium47. As a result, deep localized
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defect states induced by TM impurity in the band gap might trigger local reconfigura-
tion in the lattice around the defect/impurity site. For the partially occupied states such
as triply degenerate tanti±

2 states of d orbital character, the total energy is lowered by
some local atomic distortion along with symmetry breaking of degenerate states. The
distortion modes usually occur along a high-symmetry axis of the local atomic con-
figuration defined by nearest neighbors (characterized by localized deep defect state(s)
electronic wavefunction). The magnitude of distortion varies linearly as the splitting of
degenerate states, and the energy lowering contribution of distortion is quadratic236. It
is worth mentioning that distortion is derived only in the case of deep localized impu-
rity states and not for the impurity states resonant with the host electronic bands. In the
Zinc-blende structure, TMs (Cr and Mn) are present in the Td symmetry of neighboring
anion atoms. The symmetry adapted distortion as discussed by Saboya et. al derived
by degeneracy breaking of Td symmetry adapted orbitals can be defined primarily as
tetragonal (D2d and C2v symmetry group) and trigonal (C3v, which can further reduce
to lower symmetry such as Cs in some cases) Jahn-Teller distortion237. Only tetrago-
nal distortion modes for isolated dopants are discussed here as they are the only ones
relevant in this case. We have not discussed here trigonal Jahn-Teller distortion mode.

Figure 5.5: Schematics diagram of tetragonal distortion D2d from Td symmetry in zinc-
blende lattice. The resonant rD2d distortion mode is driven by energy up-lifting of tanti↑

2
states of dxz and dyz orbitals character and the paired pD2d mode is driven by energy
up-lifting of state driven by dxy orbital. The energy uplifting in both modes results from
increased coulomb repulsion in the electron-density distribution corresponding to the
orbital.

We have defined distortion modes considering the point defect model48,230, which
assumes that the local lattice rearrangement around the defect can be modeled in terms
of the relative position of the four nearest neighboring atoms of impurity in a diamond-
like lattice. We define the position of the nearest neighbor as r0

i , where i indices repre-
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sent atoms as 1, 2, 3, and 4 in an ideal lattice. The rearrangement of atoms, ri in terms
of displacement δ can be defined as

δ(ri) = (δxi, δyi, δzi)

The displacement can be broken down into two components; the first one is the
symmetric breathing mode of neighboring atoms that can be defined as δ(rB

i ) = δxi =

δyi = δzi) for all i. The second component is defined as symmetry adapted Jahn-Teller
distortion/displacement of neighboring atoms as δ(rJT

i ) = δ(ri) − δ(rB
i ).

Here tetragonal symmetry distortion can be derived by two displacement modes
brought by symmetry breaking of degenerate d-orbital derived tanti±

2 states: (i) |δxi| =

|δyi| < |δzi| referred as resonant rD2d, (ii) |δxi| = |δyi| > |δzi| the paired pD2d symmetry
modes. The rD2d distortion mode is driven by the compression of the anion tetrahedron
along one of three cartesian axes, as shown in Figure 5.5. In this Figure 5.5, com-
pression mode is shown along the z− axis. This is brought by energy lowering of d−
orbitals having components along the z-axis, i.e., d2

z , dxz, and dyz. Whereas, pD2d dis-
tortion is driven by compression along a plane of the (110) family. In the Figure 5.5,
pD2d compression mode is shown in the x − y plane. This results from the lowering of
energy of dxy and dx2−y2 orbitals. The distance between nearest neighbor ri j as defined
in case of paired pD2d, out of 6, two are paired and shorter than the other 4, whereas in
case of resonant rD2d 4 resonant ri j are shorter than other 2. Consequently, tetragonal
distortion modes are 3-fold degenerate for 3 cartesian axes.

5.4 DFT results of the ground state of Cr and Mn single
dopant in CdTe bulk

Physical parameters, i.e. the lattice constant (a0) = 6.42 Å and bulk modulus (Bp)
= 45.03 GPa, as obtained by us in DFT calculations for pristine CdTe Zinc-blende
structure in equilibrium condition agrees closely with (a deviation of 1 % and 1.2 %)
the experimentally reported values of a0 = 6.48 Å and Bp = 44.50, respectively96. The
CdTe band-gap in our LDA calculations is underestimated as 0.61 eV instead of the
experimental reported band-gap value of 1.48 eV96. The band-gap underestimation is
a well-documented fundamental issue associated with the use of local and semi-local
exchange-correlation functionals in DFT31. Despite the quantitative error in band-gap,
DFT calculations with spin-resolved local density approximation (LSDA) functional
can provide a good qualitative description of the defect states appearing due to the TM
impurity in the semiconductor matrix that agrees and can be understood in conjunction
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with the experimental results238. The correct charge and oxidation state of TM ion and
the character of TM interaction with the other defects can be accounted for qualitatively.

The defect-induced states by localized d-orbitals of TM ion are supposed to be fur-
ther split by the spin-orbit coupling interactions. The spin-orbit interaction is not taken
into account here in the calculations and discussion as compared to the magnitude of
crystal field splitting of 0.52 eV (from the experiment)212, spin-orbit coupling induced
zero-field splitting is +30 µeV 12 and thus relatively very small.

5.4.1 Oxidation and spin state of Cr and Mn in CdTe

We studied the TM substitution doping configuration with Cr and Mn replacing the
cation Cd(II) site in a 2 × 2 × 2 zinc-blende supercell of CdTe with 64 atomic sites. We
did these initial calculations in a 64-atom supercell, as in case of CdTe, Cd d-electrons
have to be treated as valence electrons, this significantly increases the computation cost
in comparison to calculations of other zinc-blende structure semiconductors, such as Si
and GaAs. Firstly, in the neutral supercell, we identified an oxidation state +2 for Cr
and Mn, the same as that of the cation (Cd) oxidation state. The 4s atomic states of Cr
and Mn impurity are involved in bonding interaction with Te-dangling bonds resulting
from the Cd vacancy, which is filled by the TM substitution atom. The corresponding
bonding states move deep in the host band occupied states (valence band). This is
reflected in the d-orbital occupation of both TM dopants, where the d-electrons are
localized on the TM center and show the signature of non-zero net electronic spin.

The Cr2+ and Mn2+ TM dopants in the neutral charge (q=0) state, assumes the elec-
tronic configuration 3d44s0 and 3d54s0 characterised by the 4 and 5 electrons occupied
in the d-levels respectively. In the next step, for the case of the Cr impurity atom,
we calculated the occupation manner of the TM d-orbitals driven states (with orbital
overlapping from neighboring Te atoms), that split as a result of the CdTe crystal field.
We considered two possibilities for the electron population in the d-orbitals: first, the
one where Hund’s rule is followed, that support unpaired electrons, and the other with
spin-paring.

We calculated the stability of different net spin values of S = 2, 1, and 0 corre-
sponding to d4↑d0↓, d3↑d1↓, d2↑d2↓ respectively. The d4↑d0↓ configuration, with net spin
S=2 was stabilized over S=1, S=0 by energy of 0.85 and 5.32 eV respectively. These
value point to a strong tendency of d electrons in this system to remain unpaired. Initial
structure with unperturbed Td symmetry was considered for these calculations, as the
substitutional site presents Td symmetry in the zinc-blende structure. To calculate the
total energy of the meta-stable spin states with the different spin configurations (other

93



Transition metal single dopant defects in CdTe for solotronics application

than ground state S=2), we made constrained DFT calculations with magnetic moment
fixed to a specific value of interest. All three spin configurations were subjected to
geometry relaxation.

Consistent with experimental reported EPR results212 and phenomenological model
as discussed in sub-section 5.3.1, electrons prefer to be unpaired and follow Hund’s
rule. In the subsequent discussion, we thus have considered the unpaired electron con-
figuration with the net electronic spin S=5/2 as the ground spin state for MnCd impurity
as well. For all the calculated results in the following discussion self-consistent al-
gorithm for geometry optimization based on Pulay’s discrete inversion in the iterative
subspace (DIIS) technique46 is used. In these calculations, the net spin value has been
kept unconstrained.

5.4.2 Atomic and electronic structure of Cr and Mn single dopants
in CdTe

The calculated atomic structure of the two dopants agrees with the point defect model48,230,
which suggests that the lattice perturbations for a dopant are local in character and can
be understood in terms of rearrangement of the four nearest atoms forming a tetrahe-
dron. For the optimized geometry corresponding to spin (ground) state S=2 and S=5/2
in Td symmetry for CrCd and MnCd respectively, we find the distance of dopant CrCd

and MnCd TM ions with neighboring Te atoms (sitting at the edge of the tetrahedron)
(Figure 5.6) to be 2.74 Å and 2.66 Å respectively. In comparison, the Cd-Te bond length
in pristine CdTe is 2.78 Å. On geometry optimization, the Td symmetry is maintained.
The displacement coordinates of the four nearest neighbour of MnCd is symmetrically
inward and are given as |δx| = |δy| = |δz| = 0.1 Å . In comparison, the nearest neighbors
of CrCd dopant do not move significantly.

Compared to the ideal tetrahedral position of the four nearest neighbors in unre-
laxed structure (as in pristine CdTe), the four nearest neighbors of Cr and Mn impurity
on geometry optimization move closer to TM ion by the amount of δRB

i = 0.1 Å and
0.02 Å respectively, as symmetric breathing mode (introduced in sub-section 5.3.3). To
understand the effect of supercell size on the ground state configuration, for the case
of Mn impurity with Td symmetry, geometry optimization was performed in 216 atom
supercell. The optimized geometry and electronic structure results for the 216 atom
supercell calculations were the same as that of 64 atoms supercell. The values reported
here are from 3 × 3 × 3 (216 atoms) supercell calculations.

As explained in the sub-section 5.3.2, the d-orbitals of the TM undergo three types
of interactions (i) crystal field splitting resulting in triplet t2 and doublet e states, (ii)
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Figure 5.6: Optimized geometry parameters of Mn (green) and Cr (blue) impurity in
the immediate local environment formed by four Te neighboring atoms enclosed in the
tetrahedron, from 216 atom supercell calculations.

exchange splitting interaction which leads to spin-up and spin-down states (iii) or-
bital overlapping with the neighboring Te-states which splits t2 states into anti-bonding
(tanti±

2 ) and bonding (tb±
2 ) components. Thus the defect states in the following sections

are discussed in these terms.
Both the dopants lead to the appearance of localized defect states of d-orbital char-

acter (hybridized with neighboring Te atoms p-orbitals) in the conduction and valence
band. As a result of large exchange interaction, spin-up, and spin-down electronic lev-
els split by more than 1.5 eV for both Cr and Mn dopants. With d4 and d5 configuration
equivalent to d4↑d0↓ and d5↑d0↓ respectively for Cr and Mn only spin-up states are filled.
All the non-bonding and anti-bonding spin-down defect states are located in the con-
duction band for both the dopant cases.

We obtained TM ion d-states in both spin-up and spin-down channels split into triply
degenerate t2 (tanti

2 ) and e2 states corresponding to Td symmetry. The position for these
TM ion localized states is significantly different for both the dopants, pointing to their
different electronic activity. The tb±

2 defect states for both the dopants lie deep in the
valence band. The filled (spin-up channel) e↑2 state for both the dopants lies resonant in
the valence band. The (spin-up channel) tanti↑

2 state for the case of Cr in Td symmetry
lies in the band-gap positioned 0.42 eV above VBM. In the case of Mn impurity, the top
of the valence band is formed by the tanti↑

2 state with moderate localization (dispersion),
shifted from the pristine CdTe valence band lying above at 0.006 eV. The tanti↑

2 states
position for both the dopants are shown in Figure 5.7. The Kohn-Sham wavefunction
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Figure 5.7: Cr and Mn defect states diagram in constrained Td symmetry configura-
tion; showing states present in band-gap and close to band-edges, valence band minima
(VBM), and conduction band minima (VBM).

plots corresponding to Mn dopant tanti↑
2 defect states are shown in Figure 5.8.

Figure 5.8: Kohn-Sham wavefunction iso-surfaces corresponding to triply degenerate
tanti↑
2 defect states of Mn impurity with electron-density of 0.002 e/Å3

The crystal field splitting for the case of Cr impurity that can be calculated from the
splitting energy difference between TM impurity triply degenerate tanti↑

2 and e↑2 states
is 0.54 eV. This value closely matches with the experimentally reported value of 0.52
eV218. For the case of Cr impurity with Td symmetry configuration, triply degenerate
tanti↑
2 states are present in mid-gap and are partially filled with occupancy of 2/3 elec-

trons for each state (Figure 5.7). The Fermi level is located in the gap for the spin-down
channel and cut Cr impurity tanti↑

2 defect states in the spin-up channel. The spin-up

96



5.4 DFT results of the ground state of Cr and Mn single dopant in CdTe bulk

defect tanti↑
2 states forms dispersion-less highly localized band-pinned at Fermi level.

Therefore, the Cr case without symmetry breaking is half-metallic. One thus expects a
strong local Jahn-Teller(J-T) instability towards the splitting of the degeneracy in 2(oc-
cupied)+1(empty) electronic levels.

Figure 5.9: Splitting of the Cr impurity tanti↑
2 defect states on Jahn-Teller distortion from

Td to rD2d symmetry

Considering the spatial symmetry breaking, J-T distortion is perceived only when
ad-hoc symmetry breaking is added to the initial structure. To find the ground state
local configuration for Cr doped CdTe consistent with the J-T adapted symmetric dis-
tortions, the four nearest neighboring Te atoms were allowed to distort in such a sense
considering tetragonal (rD2d, C2v) and trigonal (C3v) symmetry lowering possibilities.
In agreement with the EPR212 and X-ray magnetic circular dichroism (XMCD)239–241

results for Cr2+ in CdTe, we found out that rD2d tetragonal distortion mode is most
stable. J-T effect brings about an energy stabilization of 22 meV over the Td symmetry
structure. For the comparison purpose, we considered the symmetry lowering distortion
configurations with tetragonal and trigonal distortion in the case of Mn single dopant
as well. Tetragonal and trigonal lower symmetry configurations were found to be not
stable (or metastable) against Td symmetry.

The lowest energy rD2d symmetry configuration of CrCd dopant was then relaxed in
the 216 atom supercell. The local geometry structure for the impurity was found to be
the same as that of the 64-atom supercell. Similar observation was made for the MnCd

impurity ground state structure in 64 and 216-atom supercell calculations. However, in
contrast to the MnCd case, the electronic structure of CrCd was calculated to be different.
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In the case of 64 atom supercell, the Cr impurity empty d-oribtal derived defect state
(banti↑) in the spin-up channel was calculated to lie above CBM at 0.02 eV, whereas this
electronic level lies below CBM at 0.09 eV in the case of 216 atom supercell (Figure
5.9). Therefore, we concluded that 64-atom supercell calculations do not provide an
accurate description of localized TM-induced defect states. Thus all the ground state
calculations for defects in this chapter are performed in 216 atom supercell.

In the ground state rD2d configuration, four nearest Te atom neighbors of the Cr
dopant move in such a sense, that symmetry is lowered from Td to rD2d, with displace-
ments |δxi| = |δyi| , |δzi|. Two neighboring atoms (1 and 2) of Te tetrahedron (formed
by Cr impurity neighboring atoms) displace inwards along the [001] direction towards
the other two Te atoms (3 and 4) of the tetrahedron, which displace inwards along
[001̄] direction as shown in the Figure 5.10. The displacements for the four neighbor-
ing atoms are |δxi| = |δyi| = 0.02 Å and |∆zi| = 0.18 Å. In terms of symmetry-adapted
coordinates, the magnitude of the breathing displacement is δRB

i = 0.02 Å and that of
J-T displacement is ∆RJT

i = 0.16 Å. This shows that the distortions are brought only by
the J-T effect, and the symmetric breathing effect is negligible. We also realized that
the calculated displacements of the second nearest neighbors of impurity atoms for both
the dopants are very small (smaller than numerical accuracy values) in comparison to
the nearest neighbors, indicating the Jahn-Teller and breathing distortions are local in
character in the context of our problem.

Figure 5.10: (i) Cr-Te bond distance for ground state rD2d symmetry configuration, (ii)
neighboring Te-Te atom distances, showing the prominent displacement mode of atoms
driving symmetry distortion (iii) the shaded planes along which rD2d compression mode
is applicable.

Jahn-Teller distortion is interpreted in terms of splitting of partially occupied tanti↑
2

defect states, which split into completely filled doublet eanti↑
2 and empty singlet banti↑

state at gamma point as shown in Figure 5.9, positioned at 0.382 eV and 0.521 eV
above VBM respectively. As a result of Jahn-Teller distortion, the non-bonding type
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doubly-degenerate splits into two singlet states, a and a′ lying at 0.006 eV and 0.158
eV below VBM, respectively.

The doublet eanti↑
2 and singlet banti↑ defect states results from the pure TM ion d-type

dxy, dyz, dxz states hybridised with Te-p states. The non-bonding states a and a′ are
essentially driven by Cr d2

z and dx2−y2 states. The Kohn-Sham wavefunction plots of
the defect states for the Cr dopant are shown in Figure 5.11. From the wavefunction
plots of Kohn-Sham eigenstates, we see that d2

z and dx2−y2 states are fully occupied and
are located well below the Fermi level while spin-up dxy, dyz, dxz states hybridized with
Te-p states of neighboring atoms and are occupied with 2 electrons in the two low lying
states and an empty state located around the Fermi level. The hybridization is more
pronounced in the case of eanti↑

2 and banti↑ defect states in comparison to a and a′ elec-
tronic states. The top of the valence band is composed of p(Te), and d(Cr) hybridized
states. The conduction band-edge is formed by the s(Cd) states and is not perturbed by
Cr d-states.

Figure 5.11: Kohn-Sham wavefunction isosurfaces corresponding to Cr impurity defect
states driven by d-atomic orbitals with an electron density of 0.0035 e/Å3 and their
respective position in reference to VBM

For the case of Cr impurity, due to the Fermi level lying close to the defect electronic
levels, the adding and removing of electrons will happen on the defect. It is worth
considering the realistic case of charge compensation, where the hole occupying the
defect level in the d4 configuration can be compensated by an electron added from
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the background leading to conversion of d4 to d5. Since a d5 state is a spatial singlet
and thus Jahn-Teller distortion will be suppressed. In this case of negatively charged
CrCd impurity, the addition of one extra electron fills up the Cr 3d shell and induces an
outward relaxation restoring tetrahedral coordination. As a result, Cr impurity defect
states are lifted in the energy up into the band-gap split by crystal field in e and t2

components. A detailed comparison of the defect electronic states of Cr neutral and -1
charge state, with the defect complex of Cr and CdTe native defect, is presented, later in
section 5.7.4 and Figure 5.29 and Figure 5.30.

5.5 Dopants, defects interaction and charge state of TM
dopant

Semiconductors are affected by native defects and unintentional dopants. Native defects
and the growth conditions result in to p-type and n-type material affecting the magnetic
properties of the TM doped semiconductors in terms of the charge and spin state of the
impurity. The Fermi level of the host semiconductor is affected by the character, con-
centration of intrinsic defects, and growth criteria. The concentration and TM impurity
magnetic state are directly decided by the Fermi level of the host. Especially the mag-
netic ground state can be manipulated where the Fermi level falls within the impurity
levels in the band gap. Consequently, the charge state of a single dopant defect depends
on the host semiconductor.

Experimentally in the case of TM-doped zinc-based II-VI diluted magnetic semi-
conductors, the exchange interaction between the TM ions is reported to be changing
from ferromagnetic to anti-ferromagnetic, affected by the local p-type and n-type dop-
ing from the intrinsic defects in several cases over the past two decades242–247. Ab-initio
calculations performed along with the experiments explained this change to be brought
by the interaction of TM dopant ions with the intrinsic defects (especially with vacancy
defects) by means of transfer of electron(s) or hole(s) from the native defects electronic
levels to the TM impurity d-type electronic levels248–251.

In the case of Mn-doped CdTe with typical concentrations of 1018 − 1020 at/cm3,
Solodin et. al. proposed that a high concentration of Cd vacancies results from the sig-
nature of Mn donor states. They explained the formation of Mn donor states based on
charge self-compensation and defect complex formation. By means of high-temperature
electrical measurement and quasi-chemical reaction analysis, it was established that Mn
interacts with Cd vacancy and forms complexes (Mn+Cd − V−Cd)− 252.

The dopants can interact with the intrinsic defects and can form bound complexes.
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Figure 5.12: Schematic diagram of defect states for TM impurity interaction with cation
vacancy in II-VI semiconductors. On the left and right isolated TM impurity defect
states and vacancy dangling bond states with C3v symmetry are shown respectively. The
middle panel shows the states corresponding to T MCd − VCd defect complex (adapted
from Rabiger et. al248).

The electronic defect levels of such defect-bound complexes and clusters are different
from the isolated defects. The interaction could lead to alteration in the energies of
defect levels and/or the introduction of new defect levels. Such interaction can have
an impact on the solubility of dopants, passivation of electrically active defects, change
in magnetic interaction among magnetic impurities in dilute magnetic semiconductors,
and change in the magnetic state of a single (TM) dopant. As an example, a schematic
diagram for the TM interaction with Cd vacancy defect interaction is shown in Figure
5.12 (adapted from Rabiger et. al248).

Therefore, we studied the interaction of Cr and Mn dopants with the major intrinsic
defects in CdTe extensively. We identified that the two issues related to Cr doped CdTe
QDs, i.e., the low concentration of single Cr doped QDs and the appearance of nega-
tively charged single Cr in CdTe, can be related to the interaction of Cr impurity with
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the intrinsic defects. In the next section, we discuss the electronic structure of the native
defects in CdTe and then the interaction of Cr and Mn dopants with native defects in
the subsequent sections.

5.6 Native defects in CdTe

Several defects or defect complexes can form during the growth of CdTe. Depend-
ing on growth conditions, various native defects could be present, providing different
types of doping conditions. Native defects in CdTe have been extensively studied in the
past, both experimentally and theoretically identifying the major native point defects in
CdTe72,90,99–101. First principle calculations in agreement with experimental data can be
summarized as follows. The cadmium vacancy (VCd) is a non-shallow double accep-
tor. The cadmium antisite (CdTe), Te-vacancy(VTe) and Cd-interstitial (Cdi) are shallow
double donors. The Te-interstitial (Tei) and Te-antisite (TeCd) are deep double donors
72. CdTe is commonly grown under Te-rich conditions, and Cd vacancy is the dominant
intrinsic defect under such growth conditions89. Te-antisite and Te-interstitial have rel-
atively low formation energies under Te-rich conditions, consistent with experimental
observations.

Defect complex formation of TM impurities with the native defects can be under-
stood in terms of single particle electronic levels (under the assumption of the point de-
fect model). The charge transfer and self-compensation interactions, along with orbital
overlap (hybridization) with the native defect electronic levels, drive a thermodynamic
association of point defects. We keep our focus mainly on the defect complexes result-
ing from the interaction of the neutral charge state of TM dopants and intrinsic defects.
Therefore single particle electron levels corresponding to only the neutral charge state
of intrinsic defects are discussed in this section.

The character of the native defects calculated by us is consistent with experimental
results and previous theoretical calculations. There are some divergences from the re-
sults of the ground state geometry and the electronic structure of Cd-vacancy reported
based on more accurate hybrid HSE06 functional calculations72,89,103. The HSE06 cal-
culations for the isolated defects and defect complexes considered here are computa-
tionally very expensive and thus were not feasible with HSE06 functional. The de-
scription from the LDA calculations provides a good platform for qualitative analysis
of the dopants and intrinsic defects character in terms of single particle electronic levels
corresponding to defect electrons with plausible physical understanding.

We base our discussion on single particle electronic levels for intrinsic defects in
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CdTe based on the suggestion by Su Hai Wei et. al.101. They suggest that in the case
where a high valence atom is replaced by a low valence atom (Cd-antisite CdTe) and
of vacancy defects (VCd and VTe), due to local electrostatic potential, the defect states
result from the host valence band of the sp3 character and split in to singlet a1v and
triplet t2v. These defect states are essentially bonding in character, and their energy
with respect to band edges depends on the magnitude of electrostatic potential. These
states are occupied by the defect site electrons (0 in case of a vacancy) and the valence
electrons of the four neighboring atoms.

Whereas in the case when a low valence atom is replaced by a high valence atom
(Te-antisite (TeCd)) or in case of self-interstitials (Cdi, Tei), the defect states a1v and t2v

lie resonant in the valence band. With them other defect states, singlet a1c and t2c are
created from the conduction band. Similarly, the defect states in this case as well are
filled by the defect (atom) electrons and the valence electrons of the four neighboring
atoms.

We will use this single-particle electron description of the intrinsic defects to explain
the electronic structure and ground state symmetry based on the Jahn-Teller distortion
and other electronic factors. In cases where native defect electrons partially occupy the
triply-degenerated t2 states, the system may undergo some distortion that splits the de-
generated levels. In this case, the system gains electronic energy from the level splitting
but pays strain energy. We have presented detailed discussion of electronic structure
of CdTe native defects corresponding Te-rich conditions (i.e. VCd, TeCd, Tei). Here
a part of those results is discussed again with additions relevant of the discussion for
single-particle electron description of the intrinsic defects.

Cd vacancy
Cd vacancy leads to the creation of localized a1v and t2v defect states originating

from the valence band. According to the point defect model101 (3.2.7), neutral charge
state Cd-vacancy (V0

Cd) has 6 electrons present in the four Te-dangling bonds equivalent
to Te valence (6). These 6 electrons are filled in a1v(2) and t2v(4) defect states, resulting
in partial filled triply degenerate t2v states (with 2 holes). Thus, according to the Jahn-
Teller theorem, the vacancy local environment can go through distortion to a group
symmetry lower than Td, leading to symmetry breaking locally on the vacancy site.

Although, in our LSDA calculations, we realized that the Td symmetry is stabi-
lized over Jahn-Teller tetragonal distortion mode D2d and C2v by 2.24 eV and 0.48 eV
due to the presence of two localized hole polarons on VCd site. Therefore the V0

Cd has
spin S=1 corresponding to two unpaired localized electrons and is acceptor by charac-
ter due to two localized hole polarons. The energy eigenvalues of Kohn-Sham states
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Figure 5.13: (i) Defect state diagram of Cd vacancy, (ii) Kohn-Sham wavefunction iso-
surfaces corresponding to two localized hole-polarons degenerate states present in the
spin-down channel with hole density 0.0025 e/Å3

corresponding to t2v localized states are shown in Figure 5.13 (i). The corresponding
wavefunction for 2-hole polaron is shown in Figure 5.13 (ii). The Td symmetry con-
figuration is characterized by an inward relaxation of Te neighboring atoms of 0.33 Å
towards the vacancy site.

Te vacancy
Removing one Te atom from its lattice site leads to the formation of four Cd dan-

gling bonds, each of which hosts a charge equivalent to half an electron. Te vacancy
(VTe) induces a1v and t2v defect states, hosting 2 electrons from neighboring Cd atoms
dangling bonds corresponding to the Cd oxidation state (2). Two electrons occupy the
localized a1v defect state located at 0.32 eV below the VBM.

The ground state configuration presents a C3v symmetry. This symmetry lowering
from Td to C3v is not driven by Jahn-Teller distortion, as there are no partially filled
degenerate states present in the Td configuration. This distortion is driven by the fact
that V0

Te does not follow the Watkins’ vacancy symmetry model proposed for vacancy
defects in Silicon (sub-section 3.2.7), where electron density in dangling bonds is sym-
metrically distributed on neighboring atoms. In this case of V0

Te, due to the high elec-
tronegativity difference between Cd and Te atoms, the defect electron density takes a
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Figure 5.14: (i) Optimized geometry of neutral Te-vacancy showing the distance be-
tween three inward relaxed atoms; Cd4 is the outward relaxed atom, (ii) change from Td

(un-relaxed) initial Cd-atom (white) tetrahedron neighboring Te vacancy to symmetry
reduced C3v Cd-tetrahedron (pink), (iii) a1v defect state of Te-vacancy with electron-
density 0.0025 e/Å3.

trigonal distribution.
This trigonal symmetry of electron density is evident from the wavefunction plot

corresponding to a1v defect state as shown in Figure 5.14 (iii). V0
Te with doubly occu-

pied a1v state have double donor character. The triply-degenerate t2v defect states are
empty, and due to C3v symmetry split in two doubly-degenerate e2v and singlet a2v states
present well above the conduction band at energy 0.76 eV +CBM and 1.10 eV +CBM
respectively. Three of the four Cd neighboring atoms at the vacancy site move inward
by 0.72 Å and are placed at a distance of 3.04 Å from each other. The fourth Cd atom
relaxes outward and moves away from the vacancy site by 0.54 Å along the 111 axis.

Cd-antisite
In the case of Cd-antisite (CdTe), the defect has 2 electrons corresponding to Cd

atoms tetrahedrally coordinated to CdTe atom and 2 electrons corresponding to the CdTe

atom. In our calculation, we found out that the doubly occupied a1v state lies well deep
in the valence band, and the triply degenerate t2v states are empty, lying well above the
CBM by 0.41 eV.
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Figure 5.15: (i) Ground state structure of Cd-antisite (zoomed on defect site) with Td

symmetry; showing Cd-Cd distance, (ii) Kohn-Sham isosurface of PHS resonant with
CBM with electron-density 0.0008 e/Å3

This is driven by the fact that the two defect electrons reside in the conduction band
minima (CBM) in a perturbed host state (PHS) manner weakly bound to the impurity in
an effective mass donor state. These 2 electrons are de-localized over the whole super-
cell of 216 atoms. The corresponding wavefunction of CBM is shown in Figure 5.15
(ii), hosting 2 electrons. This occupation of 2 electrons in CBM is consistent with the
fact that CdTe has a local Td symmetry around the defect site and shallow double donor
character.

Te-antisite (TeCd), Cd-interstitial (Cdi), Te-interstitial (Tei) defects have a character
where the a1v and t2v are completely filled as there are no unsaturated dangling bonds
present. They result in the creation of a1c and t2c states from the conduction band as
the number of electrons on the defect site is higher than the number of electrons in the
corresponding pristine (defect-free) CdTe Td site.

Te-antisite
In the case of neutral Te-antisite (Te0

Cd), the defect center have 6+6 = 12 localized
electrons: six electrons contributed by the Te atoms present on tetrahedron around TeCd

site and six electrons from TeCd atom. These electrons fill a1v(2), t2v(6), a1c(2) and t2c(2)
states. The states a1c and t2c are anti-bonding in character. The partially filled triply de-
generate t2c(2) lead to symmetry breaking of t2c states in to doubly occupied singlet
a2c(2) and empty doubly-degenerate ec(0) states resulting in Jahn-Teller distortion re-
ducing local symmetry from Td to C3v. This C3v symmetry is consistent with previously
reported calculations72,116. The defect state a1c, as a consequence of symmetry breaking
and large local lattice distortion, is localized onto the three Te atoms coordinated with

106



5.6 Native defects in CdTe

the Te-antisite atom hosting a lone pair and lies well below VBM. The a2c and ec defect
states lie in the band gap at 0.16 eV above VBM and in the conduction band at 0.73 eV
above CBM respectively.

Figure 5.16: (i) Te-antisite atom distance with four neighboring Te-atoms in C3v sym-
metry, (ii) and (iii) Kohn-Sham wavefunction isosurfaces of a1c and a2c defect states
with electron-density of 0.0035 e/Å3 and 0.0050 e/Å3 respectively.

Doubly occupied a2c state is anti-bonding in character localized on TeCd antisite
atom and one of the 4 Te-neighboring atoms as shown in Figure 5.16 (iii). This anti-
bonding interaction brings about the TeCd atom displacement along the vector joining
the two atoms in [111] direction increasing the distance between them. The Te-antisite
and Te atom involved in anti-bonding are placed at a distance of 3.58 Å. This changes
the TeCd bond length with the other three neighboring atoms to 2.93 Å only slightly
longer in comparison to the Cd-Te bond in pristine CdTe (2.78 Å ). Te-antisite has
a deep double donor character resulting from the two electrons residing in the anti-
bonding state deep in the band gap.

Unlike TeCd defect, interstitial defects do not represent the condition where dan-
gling bonds need to be passivated by the electrons from the substitutional defect atom.
In this case, interstitial atom defect electrons fill a1c and t2c states.

Cd-interstitial
For the case of interstitial defects in a zinc-blende lattice, two high symmetry Td

sites are possible, one where the interstitial atom is tetrahedrally coordinated with
cation(Cd) and the other with anion (Te) atoms. In neutral charge state Cd0

i , the config-
uration with tetrahedrally coordinated Cd atom is more stable. The defect is character-
ized by two interstitial atom electrons residing in a1c defect state lying at 0.42 eV above
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VBM and empty t2c states lying above CBM.

Figure 5.17: Cd-interstitial with Td symmetry bonded with four Cd-atoms, (ii) Cd-
interstitial local environment, (iii) wavefunction iso-surface of Cd-interstitial a1c defect
state with electron-density 0.0045 e/Å3.

The Cdi have a double donor character resulting from localized electrons with the
singlet energy level present in the band-gap. The barrier of diffusion for Cdi in previous
calculations is reported to be 0.36 eV, which is very low. Consequently, the concentra-
tion of Cdi defects in CdTe is expected to be significantly small253.

Te-interstitial
Tei has 6 electrons occupying the a1c(2) and t2c(4) defect states. In our calculations,

we observe that neutral Tei is unstable against the structural relaxation that displaces
the Tei atom towards a regular Te lattice site such that it shares the regular Te site and
forms a split interstitial (Te − Te)spl (Figure 5.18).

The Tei and the Te-regular site atom forms a bond such that the Te-Te dimer is
aligned along the 110 direction. The distortion is driven by partially filled triply degen-
erate t2c(4) states. The symmetry breaking split the t2c state into three non-degenerate
states. As the split interstitial configuration does not have any symmetry axis higher
than C2 rotation symmetry. One of these states is doubly occupied and lies deep in
the band-gap positioned at 0.3 eV above VBM and is responsible for the double-donor
character of the Tei. The other two empty singlet states resulting from degeneracy
breaking of t2c states lie in the conduction band. The doubly occupied state present in
the band-gap is responsible for the double donor character of Tei.

In the next section, we will discuss the interaction of Cr and Mn dopants with native
defects. We try to understand the dopant-defect interactions based on the single-particle
states that are active and lie in the band-gap and the hybridization overlapping of the
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Figure 5.18: (i)-(ii) 101 and 110 planar views of ground state interstitial configuration of
Tei aligned along 110 axis respectively, (iii) 101 planar view meta-stable configuration
with Cd-Te split interstitial at Cd-site.

orbitals that can result.
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5.7 Cr and Mn dopants interaction with native defects
in neutral charge state

Magnetic properties in the case of TM-doped semiconductors are typically dependent
on the growth conditions and co-doping. We have attributed here that one factor leading
to a low concentration of Cr-doped QDs is driven by the fact that the TM impurities can
interact with intrinsic defects present in CdTe. The formation of such defect complexes
can effectively change the character of TM ions in terms of magnetic and charge state.
The relative position and symmetry of in gap electronic levels induced by intrinsic point
defects can thus drive about a change in the TM impurity defect states. This thus im-
plies that the characteristic signature spectra of defect complex(es) in magneto-optical
experiments could be significantly different than the isolated dopants.

To evaluate the tendency towards defect complex formation, we calculated the bind-
ing energies associated with the defect configurations where the TM ion is placed at the
closest distance from intrinsic defects (with each intrinsic defect in a separate simula-
tion context). The interactions where the TM ion is present in the closest vicinity to one
of the intrinsic defects in a supercell are considered as defect-bound complex configura-
tions. A detailed description of binding energy formulation is given in the sub-section
3.2.6 of Chapter 3. The binding energy (Eb), in this particular context for TM and
intrinsic defects interaction, is defined as Eb = E f [T M] + E f [I.D.] − E f [T M − I.D.].

The E f [T M − I.D.] is formation energy when the two defects are present in the
simulation box at the closest distance. The E f [T M] and E f [I.D.] are the formation
energy of isolated TM impurity in CdTe and isolated intrinsic defect, respectively. The
acronym I.D. is used here in this particular instance for intrinsic defects. The closest
distance for TM ion and an intrinsic defect at the Te site (i.e. VTe and CdTe) is 2.78 Å
and that of Cd-site (i.e. VCd and TeCd) is 4.54 Å in an unperturbed lattice.

Defects interaction are described as favorable and unfavorable based on the sign(±)
of the dopant-defect binding energy. A positive Eb value indicates that there is a ther-
modynamic driving force for defect complex formation, whereas a negative Eb suggests
otherwise. The Eb (positive) values are larger when the association of defect is driven
by charge-compensation and charge transfer. Small values of Eb suggest that the defect
complex is susceptible to dissociation. Here we have defined Eb > 0.1 eV to be suffi-
ciently large to avoid dissociation. The binding energies Eb < 0.05 eV are considered
as very small, and such interactions are considered feeble associations. This threshold
value is taken by keeping in mind the thermal energy associated with the degree of
freedom at room temperature.

The calculated Eb values can be understood in the context of the growth process
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Figure 5.19: Local initial structure of the defect-complexes considered for Cr (and Mn)
impurity interaction with native defects of CdTe.

that typically can either be Te-rich or Cd-rich. In the case of the Cd-rich limit as per the
elemental pressure, during the growth, the major intrinsic defects present are likely to
be Cdi, CdTe, and VTe roughly speaking in order of increasing concentration. Similarly,
in the case of Te-rich limit Tei, TeCd, and VCd are the major intrinsic defects present.

The Eb values calculated for all the defect complexes are given in the Table 5.1

5.7.1 Te-rich limit

There is a complete contrast in the interaction character of Cr and Mn dopants with the
intrinsic defects present in CdTe. In the case of the Te-rich limit, positive Eb values
are calculated for each dopant and native defect interaction. These interactions are
regularly referred to as dopant-defect interactions in the following text. The Eb values
suggest that CrCd dopant interacts with Te-rich condition major intrinsic defects and
forms tight bound complexes. In contrast, for MnCd dopant calculated Eb values are
small interactions, and dopant-defect interactions are weak. This large difference is
attributed to two important factors (i) lattice distortion induced by impurity and (ii) the
impurity-associated defect states. MnCd substitutional impurity has high stability as it
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Table 5.1: Binding energy (Eb) values calculated with ground state configurations of the
dopant-defect complexes and isolated defects for Cr and Mn impurity in both Te-rich
and Cd-rich conditions

does not induce any significant lattice distortion, and also deep localized defect states
do not emerge in the band-gap (Figure 5.6 and 5.7). In contrast, the CrCd dopant induces
large structural distortion in terms of Jahn-Teller distortion and induces both localized
filled and empty defect states in band-gap (comparatively less dispersed than MnCd).
These defect states can overlap (hybridize) with the intrinsic defect electronic states to
form stable defect complexes.

In the case of dopants interaction with the VCd, the interactions are driven by the
double-acceptor character of the VCd. The electrons from the TM d-type state hybridize
with dangling bond Te-p states of VCd. This orbital interaction/overlapping leads to
the transfer of two electrons from the spin-up channel of CrCd and MnCd impurities to
the localized hole levels in the spin-down channel of VCd with t2 character (later shown
in Figure 5.23). A schematic diagram for such an interaction is shown in Figure 5.12
of sub-section 5.5. This results in the change of spin state for CrCd and MnCd isolated
dopants from S=2 and S=5/2 to S=1 and S=3/2 corresponding to CrCd−VCd and MnCd−

VCd respectively on defect complex formation with VCd. Positive Eb energy values of
0.67 and 0.09 eV for CrCd − VCd and MnCd − VCd defect complexes are calculated,
representing the favorable association.

For MnCd impurity, all the d-orbitals derived (hybridize with Te-p orbitals) states
in the spin-up channel are completely filled, and all the localized spin-down states are
empty. Thus, MnCd can act as a weak donor by interacting with holes. The reason being
the defect states corresponding to MnCd are relatively dispersed compared to CrCd and
are resonant with VBM. In the case of CrCd impurity, doubly degenerate filled states and
empty states are placed in the band gap and are highly localized (Figure 5.9). Therefore,
CrCd can accept and as well as donate electrons.
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Figure 5.20: Kohn-Sham wavefunction isosurfaces corresponding to the localized states
of CrCd−TeCd defect complex present in band-gap showing strong hybridization plotted
with the electron-density value of 0.0035 e/Å3.

Intrinsic defects Tei and TeCd both have localized doubly occupied defect states
present in the band-gap and are deep donor defects by character. Although these two
intrinsic defects are donor defects, the interaction of Tei and TeCd defects does not in-
volve charge self-compensation or electron transfer. This is brought by the fact that
the Fermi energy of CrCd isolated impurity system is placed at 0.52 eV above VBM,
and the doubly occupied states from Tei and TeCd intrinsic defect lie at a lower energy
of 0.3 eV and 0.16 eV above VBM respectively. Although, positive Eb values of 0.21
and 0.12 eV corresponding to CrCd − TeCd and CrCd − Tei defect complexes are cal-
culated respectively. These values suggest a favorable association, resulting from the
hybridization of the d-type localized states of CrCd and defect-induced localized states
of Tei and TeCd. This hybridization is driven by the fact that the CrCd impurity defect
states and native defects Tei and TeCd induced states are localized and are present in
the band gap. The localized defect states of CrCd − TeCd defect complex present in the
band-gap resulting from the hybridization of CrCd and TeCd defect states are shown in
the Figure 5.20.

Tei, in particular, is a fast mobile defect with a low barrier for diffusion of 0.21 eV
and is very likely to be not present in CdTe bulk or QDs. Tei fast converts into the stable
TeCd defect on interaction with VCd or diffuses to the surface.
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We will further discuss in detail the case of VCd interaction with TM ions in the
following sub-section 5.7.3 to understand the dopant-defect interactions in terms of
orbital overlap and also explain the reason for large positive Eb value for the case of
CrCd − VCd and considerably smaller Eb value in case of MnCd − VCd.

5.7.2 Cd-rich limit

In the case of the Cd-rich limit, native defects Te vacancy (VTe) and Cd-interstitial (Cdi)
show a very similar character in terms of interaction with both the CrCd and MnCd

dopants. Large negative Eb values (-0.13 and -0.31 eV) calculated for the TM dopants
and Te vacancy interactions imply that there is no signature of association of VTe with
CrCd and MnCd dopants. Although, Te vacancy defect site is adjacent to T MCd defect
site present at a distance of 2.78 Å. Of the two main reasons driving this behavior: (i)
First one stems from the vacant adjacent Te site, and results in T MCd dopant having one
dangling bond (5.21) leading to energy destabilization (ii) Second is the position and
character of doubly occupied defect state corresponding to the VTe. The defect a1v state
lies well below the VBM by 0.32 eV. The empty e2v and a2v defect states of VTe lie well
above CBM. The VTe defect a1v state in terms of symmetry and relative energy does not
overlap with t2 like states of TM localized state. The overlapping and hybridization are
not possible, as the VTe defect state is rather dispersed onto the Te-atoms away from
the TM dopant and vacancy site. The wavefunction plot corresponding to the case of
CrCd − VTe defect complex is shown in the Figure 5.21

Figure 5.21: Kohn-Sham wavefunction isosurface of a1v defect states of CrCd − VTe

defect complex with electron-density of 0.002 e/Å3

For the case of Cd-interstitial (Cdi) intrinsic defect, the configuration with tetra-
hedrally coordinated Cd-atoms is the most stable. On the defect complex formation
T MCd − Cdi, T MCd dopant forms one extra bond and is coordinated with five atoms.
Also, the spatial overlap of the orbitals of T MCd and Cdi favors a positive Eb value.
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Therefor Eb values of 0.39 and 0.23 eV corresponding to CrCd − Cdi and MnCd − Cdi

are calculated respectively. Although the Cdi is a donor defect in character with a dou-
bly occupied state present at 0.42 eV above VBM, the charge transfer to empty CrCd

defect present at 0.52 eV above VBM is not possible, as the fermi energy corresponding
to the isolated CrCd defect is higher than the defect level position of Cdi in the band-gap.

On the other hand, in the case of TM interaction with CdTe, T MCd is coordinated
with only four atoms (1 Cd atom, 3 Te atoms), as shown in Figure 5.22. The calcu-
lated Eb values suggest that dopants CrCd and MnCd behave in a contrasting manner for
dopant-defect interaction with the CdTe defect. A sufficiently large positive Eb value
of 0.45 eV is calculated for CrCd − CdTe defect complex. Whereas, a large negative
value of -0.31 eV is calculated for MnCd −CdTe defect complex. In the case of isolated
CdTe intrinsic defect, no defect state lies in the band-gap. The doubly occupied defect
a1c state lies deep in the valence band, and the other two electrons are occupied into
de-localized CBM. As there are no active electrons present in the band gap, defect in-
teraction driven by an overlap of the localized orbitals of T MCd and CdTe defect is not
possible.

Figure 5.22: (i) CrCd −CdTe defect complex C3v symmetry structure, (ii) wavefunction
isosurface of the PHS of CrCd −CdTe with electron-density of 0.0008 e/Å3

Although the charge compensation interaction of impurity and CdTe native defect is
possible, MnCd dopant having no acceptor electronic levels do not show a favorable Eb

for association with CdTe donor defect. Two defect electrons of CdTe that are present in
shallow dispersed state resonant with CdTe bulk CBM are de-localized over the whole
supercell in perturbed host state(PHS) shown in Figure 5.22. In the case of isolated
CrCd impurity, as there is an empty state present at 0.09 eV below CBM, a charge self-
compensation interaction between Cr−Cd and Cd+Te is possible. In other words, a charge
transfer from shallow de-localized CdTe defect state resonant in CBM is possible to
the CrCd empty state. This leads to the formation of a strongly bound defect complex
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CrCd −CdTe represented by Eb value of 0.45 eV.

Summary of the Eb values calculated for all the considered dopant-defect in-
teractions and the interpretation.

In the case of the Te-rich limit, CrCd favorably interact strongly with all three major
defects (VCd, TeCd, Tei) and MnCd, in contrast, interact weakly. The positive Eb val-
ues for these dopant-defect interactions implies that the defect complexes have lower
formation energy than the isolated defects. As the possibility of the defect formation
is directly related to the formation energy, defect complex formation in the case of Cr-
doped CdTe bulk and QDs is very likely. Consequently, in experiments, the isolated
CrCd dopant concentration in CdTe bulk and single dopant QDs grown under Te-rich
conditions is likely to be low in comparison to isolated MnCd dopant.

In the case of the Cd-rich limit, both the TM dopants interact strongly with Cdi

intrinsic defect. Although according to previous DFT calculations104, Cdi has a very
low barrier for diffusion, and it is quite possible during the growth process, Cdi may
diffuse to the surface or present mostly at the CdTe/ZnTe interface in case of CdTe
QDs grown over ZnTe. The CdTe on the other side has contrasting behavior in terms
of interaction; the native defect interacts strongly with CrCd and does not interact with
MnCd dopant. Thus, it is very likely that in the Cd-rich limit as well, the concentration
of isolated dopant CrCd in CdTe bulk and QDs will be low in comparison to MnCd and
considerably limited by the presence of intrinsic defects.

These results establish strong evidence for the assumption that the intrinsic defects
are likely to be the reason for the limited number of isolated Cr-doped QDs, as ob-
served by our experimental collaborators (Besombes et. al.) The presence of negatively
charged Cr+ − hole complex as observed in the case of Cr doped CdTe/ZnTe QDs also
supports our observation of charge-compensation interaction of CrCd and donor CdTe

defect.
In the next section, we will discuss in more detail the dopant-defect interaction of

MnCd and CrCd dopants with the native defects VCd and CdTe. These two cases attracted
our interest for further analysis for the obvious reason of charge transfer bound defect
complexes and high positive Eb values in the case of CrCd.
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5.7.3 Charge transfer on Cr and Mn impurity interaction with VCd

vacancy

The defect complex formation for T MCd − VCd are driven by charge transfer from TM
occupied defect levels to empty VCd defect levels, as explained in the last section. A
defect levels diagram showing Kohn-Sham states corresponding to the isolated defects
and defect complexes is shown in Figure 5.23.

Figure 5.23: Defect levels diagram of isolated defects VCd, CrCd, MnCd and defect
complexes CrCd−VCd and MnCd−VCd. In four of the cases CrCd, MnCd, CrCd−VCd and
MnCd − VCd two filled localized electronic levels contributing to net spin are not shown
as they lie resonant in valence band at different positions w.r.t. VBM.

Only the energy levels lying in the band gap or close to the valence band edge with
significant localization of electron density around the defect are shown. Energies of
the Kohn-Sham states are shown in reference to the pristine CdTe bulk band-edges. A
clear result of such an interaction is the change in the number of unpaired electrons for
isolated CrCd and MnCd impurities from 4 and 5 electrons to 2 electrons (S=1) and 3
electrons (S=5/2) respectively on defect complex formation (T MCd − VCd).

In the case of unperturbed lattice (before the geometry relaxation) for the T MCd −

VCd defect complexes, both T MCd and VCd defects have C3v local site(point) symmetry.
At the impurity site, the T MCd is bonded with 4 Te atoms, of which one is under-
coordinated. Due to the same argument, the point symmetry at VCd site is also C3v. On
geometry optimization in the case of T MCd − VCd, this C3v symmetry on both sites is
completely broken as shown in the Figure 5.24 (in case of C3v symmetry Te-Te distances
make two triads with 3 Te-Te distances being same).
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Figure 5.24: Optimized geometry of CrCd −VCd and MnCd −VCd defect complexes with
selected Te-Te distances and arrows representing the displacement of four Te atoms at
vacancy site. The Te-atom common to both T MCd and VCd is marked as Te4. The
displacement arrows reflect the breaking of C3v symmetry.

This symmetry breaking is driven by the displacement of Te-atom, shared by both
defect sites considerably in 001 direction by |δz| = 0.32 Å(|δx| = |δy| = 0.05 Å) for
CrCd − VCd case, and |δz| = 0.36 Å(|δx| = |δy| = 0.0 Å) for MnCd − VCd. In comparison,
the other three atoms on the vacancy site in both cases relax inward towards the vacancy
site with |δx| = |δy| = |δz| = 0.22 Å.

The spatial symmetry breaking around the CrCd site also leads to symmetry breaking
of defect electronic levels. Three non-degenerate localized empty-states in band-gap are
present in case of CrCd − VCd, whereas in case of MnCd − VCd one filled and two empty
states are present in band-gap (Figure 5.23). The respective positions for the defect
levels for CrCd − VCd marked as (a), (b), and (c) in Figure 5.23, are at 0.22 eV, 0.28 eV,
0.35 eV above VBM respectively. In the case of MnCd − VCd, the defect states (i), (ii),
and (iii) are present at 0.006 eV, 0.011 eV, and 0.011 eV above VBM. Corresponding
wavefunction plots of Kohn-Sham states are shown in Figure 5.25.

To understand the charge transfer or/and the hybridization of electronic states of
T MCd and VCd, we did the charge analysis on the atoms involved in the defect complex
based on the radial integration of electron density around the T MCd and VCd site (Bader
change analysis, in this particular case, did not provide correct Voronoi volume descrip-
tion around the TM defect atom and therefore was not used). The analysis did not show
any significant signature of charge transfer from T MCd site to VCd (Figure 5.26). There-
fore, the difference in the number of unpaired electrons in the case of T MCd−VCd defect
complexes and isolated TM impurity defect is driven by the hybridization of vacancy
and impurity electron levels and passivation of holes due to this hybridization rather
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Figure 5.25: Kohn-Sham wavefunction iso-surfaces corresponding to defect states lying
in the spin-up channel band-gap for MnCd −VCd (marked as (i), (ii) and (iii))and CrCd −

VCd (marked as (a), (b), and (c)) defect complexes with electron-density 0.002 e/Å3 and
0.0035 e/Å3 respectively. Along-side doubly degenerate filled defects states of MnCd −

VCd (marked as (p) and (q))and CrCd − VCd (marked as (m), and (n)) defect complexes
in the spin-down channel are shown with the electron-density value of 0.0025 e/Å3 for
both the cases

than a site to site charge transfer.
Localized defect states in the spin-down channel are present near the top of the

valence band for both CrCd − VCd and MnCd − VCd defect complexes. Two filled states
at the top of the valence band in the spin-down channel localized on the VCd defect site
show the clear signature of the transfer of electrons from spin-up defect levels to spin-
down levels (consistent with the schematic diagram shown in the Figure 5.12). The
wavefunction plots of double degenerate states (Figure 5.23) in the spin-down channel
for both the defect complex CrCd−VCd (marked as (m) and (n)) and MnCd−VCd (marked
as (p) and (q)) indicating a transfer of 2 electrons from spin-up channel to the spin-down
channel are shown in the Figure 5.25

The defect complex formation of MnCd − VCd is consistent with the donor character
of Mn+Cd and (Mn+ − V−Cd)− defect complex formation reported in the experiment by
Solodin et al.252,254.

We also explored the possibility of change in the spin state of CrCd in the presence
of VCd defect, when two defects are present at a farther distance. We considered the
case where CrCd and VCd defect are placed at a distance of 9.09 Å. In this configuration
as well, we calculated that the spin state changes for CrCd impurity (with Cd vacancy
in close vicinity) to S=1 relative to isolated CrCd impurity spin state of S=2. Although,
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Figure 5.26: Radially integrated electron density around the Cr impurity site for isolated
CrCd defect (black) and CrCd − VCd defect complex (red)

this configuration is less stable than the bound defect complex configuration by 282
meV.
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5.7.4 Oxidation state change on Cr impurity interaction with CdTe

antisite

As discussed previously in this section 5.7, CrCd impurity on interaction with CdTe,
changes from d4 to d5 configuration. This is driven by the capture of one electron from
the shallow native defect state into localized d-type state, on CrCd−CdTe defect complex
formation. In this section, we go into further detail to analyze the Kohn-Sham defect
eigenstates and their corresponding wavefunction plot for CrCd−CdTe defect complex.

In Figure 5.27 Kohn-Sham eigenvalues corresponding to the defect complex CrCd −

CdTe and isolated defects are shown. Only defect states in the band gap and close to
band edges are shown. For CrCd − CdTe, no empty states are present in the band gap.
The d-type state, which accommodates an electron captured from the CBM, moves deep
in the valence band. The Kohn-Sham wavefunction plots of four localized states of d
character (marked in 5.27) corresponding to CrCd −CdTe defect complex are shown in
the Figure 5.28, after one of the delocalized electrons from the CBM is transferred to
the empty CrCd localized state.

Figure 5.27: Defect level diagram of isolated defects CrCd, CdTe and defect complex
CrCd − CdTe showing defect induced states. PHS resonant with CBM in case of defect
complex CrCd −CdTe, host 0.5 electron in each spin-up and spin-down channel.
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The CBM occupies only one electron with a fractional 0.5 electron occupation in
each of the spin-up and spin-down states representing the degeneracy resulting from the
symmetry. This fractional occupation suggests that the defect complex will preferably
be more stable in (CrCd − CdTe)+ charge state. CrCd − CdTe defect complex is charac-
terised by C3v symmetry. Unlike the case of CrCd − VCd, the symmetry at both defect
sites is maintained. Bond length of Cr − CdTe (three), Cr − Te (three), and CdTe − Cd
are 2.74 Å, 2.65 Å, and 2.96 Å respectively. In comparison Cr − Te bond length in iso-
lated CrCd (four) are 2.65 Å and CdTe − Cd (four) bond length in isolated CdTe defect
are 2.93 Å. The t2c defect state present in the conduction band at 0.41 eV above CBM
localized in case of isolated CdTe native defect, on defect complex formation split in to
the doubly degenerate ec and a2c placed at 0.41 eV and 0.82 eV above CBM in spin-up
channel respectively (with exchange splitting of 0.13 eV).

Figure 5.28: Kohn-Sham wavefunction isosurfaces corresponding to defect complex
CrCd − CdTe localised defect states lying close to band-edges with electron-density
0.0035 e/Å3

In the experiments performed on Cr doped CdTe DMSs by Lu et al.255, the signa-
ture of negatively charged Cr dopant with +1 oxidation state, (Cr+(Cr−Cd)) present in
a very low concentration was reported. They suggested that the change in the oxida-
tion state of Cr impurity results from some unknown background donor doping source.
Our experimental collobrators, Besombes et. al., highlighted that they stabilized an
isolated Cr+ − hole complex in CdTe QDs grown over the ZnTe surface. They pointed
that results from photoluminescence spectra shows that the Cr+ oxidation state does
not result from the capture of a free electron from the CdTe host and is rather resulting
from the background doping. We, therefore tried to trace the source of this background
donor defects using the results of our defect interaction calculations. As observed in our
calculations, CdTe intrinsic defect does change the configuration of dopant CrCd from
neutral to negatively charged state when placed adjacent in CrCd − CdTe configuration
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pointing to Cr−Cd−Cd+Te character. However, the experimental observation of Cr+−hole
complex in photoluminescence and opto-magnetic results was attributed to Cr−Cd with
a local Td symmetry. This signature of Td symmetry is typical of Cr−Cd (Cr+) isolated
defect configuration. It was thus assumed by us that the source of background doping
to be likely present at some distance from the Cr impurity, such that the intrinsic defect
does not perturb the Td symmetry of the Cr+ system with d5 configuration.

Figure 5.29: Kohn-Sham defect electronic states corresponding to (a) Cr0
Cd, (b) Cr−Cd,

(c) CdTe, (d) configuration with CrCd and CdTe present at distance of ∼ 9.5 Å.

As the CdTe is a shallow donor in character with delocalized electrons, it can act
as a donor even if present at some distance from the Cr impurity. We, therefore, con-
sidered two additional configurations where CdTe defect is present at a distance of 5.32
Å and 9.49 Å (farthest possible in a 216 atom supercell) from Cr impurity. We real-
ized that the calculated density of states in band-gap (as well as close to band-edges)
and the Kohn-Sham eigenvalues for a configuration where CdTe and CrCd are present
at a distance of 9.49 Å matches identically with the Cr+ isolated defect. The density
of states representing eigenvalues of Kohn-Sham states localized on the CrCd site in
case of isolated impurity in a negative charge state and configuration with CdTe native
defect present in the vicinity are shown in the Figure 5.29. A very small splitting of
doubly degenerate states present at the energy of 0.12 eV above VBM by 0.022 eV and
triply degenerate state lying 0.03 below CBM by 0.008 eV was also calculated in the
case where CdTe defect is present in the vicinity of CrCd. The very small splitting as
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calculated for this configuration is consistent with a small divergence from Td symme-
try for the d5 configuration of Cr+ as interpreted from the experimental results from
our collaborators. However, this configuration with a distance of 9.49 Å between the
two defects is less stable than defect bound complex configuration by 419.2 meV. The
localized defect state at CrCd defect site as calculated for isolated Cr+ and supercell
containing both CrCd and CdTe at a distance 9.49 Å shows identical wavefunction, as
shown in the Figure with same energy ordering (Figure 5.29).

Figure 5.30: Kohn-Sham isosurfaces corresponding to the defect states present in band-
gap for the isolated Cr−Cd and defect interaction configuration of CrCd and CdTe placed
at distance of ∼ 9.5 Å.

This gives ample support to the argument that the CdTe intrinsic defect present in
the vicinity can donate an electron to CrCd and change it to Cr−Cd state.

5.8 Conclusion

In this chapter, we have presented a detailed analysis of Cr and Mn solitary dopants’
ground configuration and the interaction of two dopants with intrinsic defects present
in the host CdTe. In the first part, we presented the experimental reported results for
the two dopants from the EPR spectroscopy, which reveal the local symmetry of the
lattice around the dopant. Then we have discussed the phenomenological models that
present the link between the local symmetry present at the impurity site in the tetrahe-
dral crystal field of lattice and the defect electronic states originating from transition
metal d-orbitals in terms of Jahn-Teller distortion.
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In the second part, we present our DFT calculated results with a discussion on re-
spective ground state rD2d and Td local symmetry of Cr and Mn impurity defect and the
electronic states originating in the band gap due to the presence of TM impurity. We
established a one-to-one correspondence between the experimental reported local sym-
metry from EPR results, crystal field phenomenological models, and the wavefunctions
of localized Kohn-Sham eigenstates present in the band gap or close to the band edges.

In the third part, we studied the interaction of TM dopants with the native defects
present in the CdTe host, corresponding to both Te-rich and Cd-rich growth conditions.
We first provided a brief discussion on the electronic structure of the native defects
and their interpretation in terms of the character of defect electronic states. Then, we
calculated the binding energies associated with the defect interaction of TM impuri-
ties and native defects. The values of binding energies were interpreted in terms of
the electronic states corresponding to defect complexes and their comparison with the
electronic states of isolated TM impurities and native defects. We proposed a small
phenomenological model to guide the analysis of the interaction of TM impurities in
II-VI semiconductors with native cation vacancy defects. The binding energy values
pointed to a strong contrasting character difference between Cr and Mn impurities. The
values suggested a very strong interaction of Cr dopants with the native defects present
in CdTe in both Te-rich and Cd-rich conditions. In contrast, Mn interacts weakly with
native defects present in the Te-rich conditions and interacts only with Cd interstitial
defects under Cd-rich conditions.

Finally, we establish that the interaction of Cr with Cd-vacancy and Cd-antiste, in-
trinsic defects in Te-irch conditions, and Cd-rich conditions can lead to change in the
spin and charge state of Cr, in comparison to the isolated configuration. The electronic
structure of Cr impurity present in the vicinity of Cd-antisite (not as in a bound defect
complex) showed a very similar signature as of isolated negatively charged Cr config-
uration. Using this configuration of Cr, we were able to provide reasoning for the Cr+
- hole complex detected in CdTe quantum dots through photoluminescence (PL) ex-
periments by our experimental collaborators (which pointed to a change in the ground
oxidation state of Cr from 2+ to +). Based on the electronic structure calculations, we
proposed that it is quite probable that the Cr+ - hole complex observed in the experiment
results from the charge transfer of an electron from Cd-antisite to Cr impurity.
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C H A P T E R 6

Conclusion

The need to improve the understanding of native defects, dopants, and defect complexes
present in the CdTe devices is gaining a lot of attention. A great deal of interest stem
from the application of CdTe in the field of commercial photovoltaics, medical imaging,
and nuclear radiation detector semiconductor devices57,61,128. The field of Solotronics,
in contrast to these well-developed applications of CdTe based devices, is in its initial
stage, and there are a lot of open questions that need to be addressed, which are related
to growth strategies to have control over a desired isolated defect configuration. Devel-
oping an understanding of point defects and growth strategies of semiconductor devices
and Solotronics systems requires a combination of a theoretical and experimental ap-
proach. The experiments can investigate the full complexity of the real devices and
growth process, while in parallel theoretical studies can provide information about the
individual defects and defect complexes to build knowledge about the defects associated
phenomenon at the atomic scale. Therefore the work presented in this thesis has been
conceptualized in a manner to build comprehension of experimental reported results.
We primarily focused on the calculation of physical properties associated with point
defects, such as migration barriers and binding energies of defect complexes outlined
in Chapter 3.

The first problem addressed in this thesis was dedicated to photovoltaic applica-
tions. In Chapter 4, we addressed the role of Selenium (Se) alloying in improving the
efficiency of CdTe based solar cells. Specifically, the aim was set to improve the un-
derstanding of the effects of selenium related point defects present in CdTe bulk. The
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motivation behind the work was the experimentally reported improvement in efficiency
from 17 to over 22 percent, achieved through the formation of alloyed CdSexTe1−x ab-
sorber layer in the polycrystalline CdTe solar cells fabricated in the lab (and commer-
cial modules of over 18 % efficiency)69. Cathodoluminescence and Secondary ion mass
spectroscopy experiments tracing the Se diffusion profile in CdTe bulk reported a long-
range diffusion of Se along the grain boundaries and deep into CdTe grains86.

The first question that we dealt with was to suggest a diffusion mechanism of Se in
CdTe bulk. We using our DFT-based calculations of the electronic structure of point
defects, suggested Te self-interstitial and Se-split interstitial as the defects responsible
for Te and Se atomic diffusion in the CdTe bulk. We then, through nudged elastic band
calculations, identified the diffusion trajectories that can explain the long-range diffu-
sion of chalcogenide Se and Te atoms in the CdTe bulk. A combination of translation
and rotation of split-interstitial defects were outlined to explain the diffusion of both the
chalcogenides. The values calculated for diffusion energy barriers for both elements
were lower than 0.45 eV, these small values explain the long-range diffusion of the Se
as observed in the experiments. Another important deduction that we made from dif-
fusion energy barrier calculations is that the presence of Se in CdTe, moderates the
otherwise fast Te self-diffusion in the CdTe lattice.

The next question that we addressed was the reported reduction of 60 - 80 % in
the non-radiative recombination activity (defects) in both grain boundaries and CdTe
interior grain on alloying with Se6. In previous DFT calculations, Te-antisite TeCd and
Cd-vacancy VCd were predicted to have non-radiative recombination character responsi-
ble for carrier trap and reducing the photo-voltaic efficiency of CdTe72,103. Through the
means of electronic structure calculations, we revisited and pointed to the respective
electron capture and hole capture characteristic of VCd and TeCd critical intrinsic de-
fects, resulting from the presence of defect electronic states in the semiconductor band
gap.

We demonstrated, using the defect association calculation of Se diffusing defect
with the VCd and TeCd defects and the resulting defect complexes formation energies,
that these critical defects can be passivated on interaction with Se in the CdTe grain.
The interaction of diffusing Se interstitial with the two critical defects in CdTe obliter-
ates their dangling bonds. The defect complexes resulting from such interaction were
identified to have a low formation energy and predicted to have low carrier capture rates
as the corresponding defect states were calculated to be present close to band edges or
in the semiconductor electronic bands.

Summarizing these points, we conclude that the role of Se in the context of defect
passivation of critical defects in the CdTe grain is a hybrid one. Firstly, Se moderates
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the fast and linear diffusion of Te, promoting isotropic diffusion of both chalcogenides
inside the volume of CdTe grain, and secondly, passivation of critical Cd-vacancies
and Te anti-sites defects through Se alloying at the Te-substitution site in the first shell
of the Cd-site related defects (Cd-vacancy, Te-antisite, chalcogenide dimer). We have
published the results from this study in Appl. Phys. Lett. 119, 062105 (2021).

Our study on the role of Se in CdTe solar cells provides a comprehensive explana-
tion of the atomistic mechanism behind the passivation of critical defects in Se alloyed
CdTe absorbers and should allow further improvements alongside with other doping
strategies to push efficiencies in the range of 25 % in the coming years. In this study
of Se-related defects in CdTe, we have only considered the interaction of Se with major
native defects present in Te-rich conditions. However, along with Se alloying of CdTe,
treatment with CdCl2 that promotes Cl dopant segregation into CdTe grain is reported
to be also responsible for the record-performing CdTe polycrystalline solar cells. In the
future, the first principle based calculations focusing on the study of defect complexes
to explore the impact of co-doping of Cl and Se in CdTe can provide further insight
into the defect physics of CdTe solar cells and future growth strategies. Also, the inves-
tigation of Se interaction with dopants introduced for improving hole concentration in
CdTe, such as conventional dopant Cu and more recently used dopants As, P, and Sb,
could provide direction for further improvements.

The second problem that we addressed was related to quantum applications. Here
(Chapter 5), we focused on the study of the ground-state electronic structure of soli-
tary transition metal (TM) Mn and Cr dopants in the CdTe host and their interaction
with native defects. The aim of this study was to provide an explanation for our col-
laborators’ observation of a low number of quantum dots (QDs) with the correct single
dopant configuration for the Cr atom compared to Mn-doped CdTe/ZnTe QDs in pho-
toluminescence (PL) experiments, grown by the same approach. The concentration and
character of the solitary impurity can be strongly influenced by the presence of native
defects in the host. Therefore, we carried out a detailed analysis of impurities interac-
tion with native defects to explain the difference between the Cr and Mn-doped CdTe
solotronics systems.

In the first part, we defined the charge and spin ground state of Cr and Mn dopants
in the CdTe host and the defect electronic levels resulting in the host band structure due
to the impurities. We highlighted a one-to-one correspondence between the calculated
respective rD2d and Td symmetry of Cr and Mn dopants, with the experimental EPR
results, crystal field theory based Jahn-Teller distortion model, and electronic wave-
function of the Kohn-Sham states of the TM d-orbitals derived defect electronic levels
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Conclusion and perspectives

calculated using DFT.
In the second part, we studied the interaction of TM impurities with the CdTe na-

tive defects in both Te-rich and Cd-rich growth limits. This comparison allowed the
study of defect complexes that can form under different growth strategies. Through
the calculation of binding energies associated with defect complexes formation, we ex-
plored the possibility of deviation of the Cr and Mn impurities from their ground state
configuration, brought by interaction with native defects.

The calculated binding energies suggested a strong interaction of Cr with all the
native defects present in CdTe in both Cd-rich limits and Te-rich limits, except for the
Te-vacancy. In particular, high binding energy values of 0.65 eV of Cr with Cd-vacancy
and 0.45 eV of Cr with Cd-antisite defect, corresponding to Te-rich and Cd-rich con-
ditions, pointed to a strong interaction. In contrast, binding energies corresponding to
Mn interaction with native defects pointed to weak binding or no interaction (with val-
ues less than 0.1 eV), except for Cd-interstitial (with a binding energy of 0.23 eV). We
propose that the high binding energy values calculated in the case of Cr interaction with
the native defects in both Te-rich and Cd-rich conditions could explain the low number
of single Cr-doped QDs presenting isolated Cr atom ground state in PL experiments.

The next experimental observation that we were able to provide reasoning for was
the Cr+ - hole complex nano-magnet detected in CdTe QDs, through photolumines-
cence (PL) experiments. This configuration was reported to result from the change of
the +2 oxidation ground state to a +1 oxidation state. However, the experimental re-
sults did not provide an explanation for the source of the doping or the extra electron.
In the final part of this study, we provided a comprehensive explanation of the possi-
ble source of the electron donated to the Cr solitary dopant from the CdTe surrounding
matrix. Based on the electronic structure calculations, we proposed that it is quite prob-
able that the Cr+ - hole complex observed in the experiment results from the charge
transfer of an electron from Cd-antisite to Cr impurity. This final part of the study was
presented in the publication, Phys. Rev. B 104, L041301 (2021), with our experimental
collaborators.

Our work on solitary dopants in CdTe points to the fact that interaction of dopants
with the native defects could be really challenging for the fabrication of such systems.
In parallel, such interactions could also provide new defect systems with unique func-
tionalities, such as observed in the case of Cr+-hole nanomagnet. Therefore careful
investigation of such interactions with DFT calculations could prove useful insight for
growth strategies. We suggest the possibility of such interactions should not be over-
looked while designing growth strategies. In future work related to Cr and Mn solitary
dopants in CdTe, a practical next step for DFT-based calculations could be to define

130



the migration process of dopants from the CdTe surface to the bulk region. Another
possible direction is to study the dopant defect system using a cluster approach with
QM/MM approach, with the QM region defined with higher accuracy hybrid exchange-
correlation functional that could provide a more accurate description of the system.

In conclusion, the work presented in this thesis showed that the first principle based
calculations could provide a good qualitative description and help in the explanation of
experimentally observed phenomena and devising growth strategies for semiconductor-
based devices. The results were interpreted in a manner that they can be applied to
future engineering of semiconductor devices and experimental setup of the related sys-
tems.
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