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Abstract

Particle methods have been extensively used for modeling transport

problems in porous soils, aquifers, and reservoirs. They reduce or avoid

some of the problems of Eulerian methods, e.g. instabilities, excessive

artificial diffusion, mass balance, and/or oscillations that could lead to

negative concentrations. This thesis develops a new class of gridless

Lagrangian particle methods for modeling flow and transport phenom-

ena in complex porous media with heterogeneities and discontinuities.

Firstly, stochastic processes are reviewed, in relation to particle posi-

tions X(t) and to the corresponding macroscopic Advection-Diffusion

Equation (ADE). This review leads to the conditions required for the

Probability Density Function (PDF) of X(t) to satisfy the Fokker-Planck

equation (and the ADE). However, one of these conditions is the differ-

entiability of transport coefficients: therefore, discontinuities are difficult

to treat, particularly discontinuous diffusion D(x) and porosity q(x). In

the literature on particle Random Walks, the methods used to handle

discontinuous diffusion required excessively small time steps. These re-

strictions on the time step lead to inefficient algorithms. In this study,

we propose a novel approach without restrictions on time step size. The

novel RWPT (RandomWalk Particle Tracking) algorithms proposed here

are discrete in time and continuous in space (gridless). They are based

on an adaptive “Stop&Go” time-stepping, combined with partial reflec-

tion/refraction schemes, and extended with three new concepts: nega-

tive mass particles; adaptive mass particles; and “homing” particles. To

test the new Stop&Go RWPT schemes in infinite domains, we develop

analytical and semi-analytical solutions for diffusion in the presence of

multiple interfaces (discontinuous multi-layered medium) in infinite do-

mains. The results show that the proposed Stop&Go RWPT schemes

(with adaptive, negative, or homing particles) fit extremely well the semi-

analytical solutions, even for very high contrasts for transport proper-
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ties even in the neighborhood of the interfaces. The schemes provide a

correct diffusive solution in only a few macro-steps (macroscopic time

steps), with a precision that depends only on the number of particles,

and not on the macro-step. The algorithms are then, extended from

infinite to semi-infinite and finite domains. Dirichlet conditions are par-

ticularly difficult to implement in particle methods. Thus, in this thesis

we propose different methods on how to implement Dirichlet bound-

ary conditions with the “discontinuous” RWPT algorithm. This study

proposes an algorithm to solve diffusion equations semi-analytically in

heterogeneous semi-infinite and finite domains with Dirichlet boundary

conditions. The RWPT Dirichlet methods are then checked analytically

and verified for various configurations. Finally, the RWPT method is

applied for studying diffusion at different scales in 2D composite me-

dia (grain/pore systems). A zero-flux condition is assumed locally at

the grain/pore interfaces. At the macro-scale, diffusion occurs in an

equivalent effective homogeneous medium with macroscopic parameters

(porosity and effective diffusion coefficients) obtained from the tempo-

ral evolution of second order moments. The RWPT algorithm is then

applied to more complex geometries of grains and pores. Different con-

figurations or structures at the micro-scale level will be chosen in order

to obtain composite isotropic media at the macro-scale level with differ-

ent porosities. Then, by choosing elongated micro-structures, anisotropy

effects emerge at the macroscopic level. Effective macro-scale properties

(porosities, effective diffusion tensors, tortuosities) are calculated using

the second order moment. The different methods proposed in this the-

sis can be used for different problems, since each has its drawbacks and

advantages. The schemes proposed seem promising with a view to ex-

tensions towards more complex 3D geometries.
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Résumé (Français)

Abstract

Les méthodes utilisant des particules ont été largement utilisées pour

modéliser les problèmes de transport dans les sols poreux, les aquifères et

les réservoirs. Ils réduisent ou évitent certains des problèmes des méth-

odes eulériennes, par exemple instabilités, diffusion artificielle excessive,

bilan massique et / ou oscillations pouvant conduire à des concentrations

négatives. Cette thèse développe de nouvelles méthodes de particules la-

grangiennes pour modéliser les phénomènes d’écoulement et de transport

dans des milieux poreux complexes avec des hétérogénéités. Pour ce faire,

cette thèse passe d’abord en revue les processus stochastiques et leurs re-

lations avec l’équation (EDP) macroscopique d’Advection-Diffusion ADE.

Cette mise en revue permet de trouver les conditions nécessaires à un pro-

cessus stochastique pour que sa densité de probabilité vérifie l’équation

EDP de Fokker-Planck et donc l’ADE. Cependant, l’une de ces condi-

tions est la différentiabilité des coefficients de transport. Il est donc

difficile de traiter les discontinuités et les hétérogénéités, en particulier la

diffusion et la porosité discontinues. Dans la littérature sur les marches

aléatoires de particules, les méthodes précédentes utilisées pour traiter

ce problème de discontinuité nécessitaient de petits pas de temps afin

de converger vers la solution attendue. Ces restrictions sur le pas de

temps conduisent à des algorithmes inefficaces. Dans cette étude, nous

proposons une nouvelle approche sans restrictions sur la taille des pas de

temps. L’algorithme RWPT (Random Walk Particle Tracking) proposé

ici est discret en temps et continu en espace (sans grille). Le nouvel

algorithme RWPT est basé sur un pas de temps adaptatif « Stop&Go

», combiné à des schémas de réflexion partielle/réfraction, et étendu à

trois nouveaux concepts : particules de masse négative ; particules de

masse adaptative ; et particules à tête chercheuse ("homing"). Les algo-



6

rithmes en domaines infinis ont ensuite été généralisés au cas de domaines

finis ou semi-infinis. Les conditions aux limites de Dirichlet (concentra-

tions) sont particulièrement difficiles à mettre en œuvre dans les méth-

odes particulaires. Ainsi, cette thèse propose-t-elle différentes méthodes

de mise en œuvre des conditions de Dirichlet avec l’algorithme RWPT

utilisé pour traiter les discontinuités. Pour tester les nouveaux schémas

RWPT Stop&Go, nous développons des solutions analytiques et semi-

analytiques pour la diffusion en présence de multiples interfaces (milieu

multicouche discontinu) dans des domaines infinis, semi-infinis et finis

avec des conditions limites de Dirichlet. Les résultats montrent que les

schémas RWPT Stop&Go proposés correspondent extrêmement bien aux

solutions semi-analytiques, même pour des contrastes très forts des co-

efficients de diffusion et porosités, y compris au voisinage des interfaces.

Ensuite, la méthode RWPT est appliquée pour étudier les processus de

diffusion à différentes échelles dans des supports composites (systèmes

grains/pores 2D). Une condition de flux nul est appliquée localement aux

interfaces grain/pore. Au niveau macroscopique, la diffusion se produit

dans un milieu homogène avec des paramètres macro-échelle (porosité

et coefficients de diffusion effectifs) induits par des méthodes de montée

d’échelle à l’aide des moments spatiaux d’ordre 2. L’algorithme RWPT

est ensuite appliqué à des géométries plus complexes de grains et pores.

Tout d’abord, différentes configurations ou structures micro-échelle sont

choisies afin d’obtenir des milieux composites isotropes ayant différentes

porosités. Puis, en choisissant des micro-structures allongées, des ef-

fets d’anisotropies apparaissent au niveau macroscopique. Les différentes

méthodes proposées dans cette thèse pourraient être utilisées pour dif-

férents problèmes, chacune ayant ses inconvénients et ses avantages. Les

schémas proposés semblent prometteurs dans la perspective d’extensions

vers des géométries 3D plus complexes.
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1.1 General Introduction (English)

1.1.1 Context

The concept of diffusion has a wide range of applications: physics, mathemat-

ics, biology, economics, finance, etc. In physics, diffusion has been observed to

describe several phenomena at different scales see (Table 1). Thus, diffusion

can be studied using two different approaches: the first one uses flux-gradient

laws, e.g. Fick’s law. Such laws describe diffusion or conduction phenomena

at a macroscopic level. For instance solute diffusion is driven by the gradient

of concentration, a macroscopic quantity. The second approach uses Random

Walk particles. This approach can be seen as local or microscopic: each par-

ticle diffuses individually and independently from other particles, at least for

pure diffusion without reactions. This thesis focuses on Random Walk particle

methods.

Particle methods have been much used to model, mathematically and nu-

merically, the transport of mass, heat, and other quantities through solids,

fluids, and fluid-filled porous media. The last two cases may involve both

diffusive and advective transport phenomena (due to the moving fluid). Hy-

drodynamic dispersion due to detailed spatial variations of the velocity field

has also been modeled as a Fickian diffusion-type process, e.g. in turbulent

flows and in fluid-filled porous structures (see [Sahimi, 1993]).

Particle methods are based on a discrete representation of the transported

quantity (solute concentration, fluid pressure, fluid saturation, heat or temper-

ature) as discrete packets (the “particles”), each carrying a unit mass, or a unit

heat, etc. The advantage of particle methods is that they avoid some of the

problems of PDE (Partial Differential Equation) based Eulerian methods, such

as numerical instability, artificial diffusion, mass balance errors, and/or oscil-

lations that could lead for instance to negative concentrations or saturations.



CHAPTER 1. GENERAL INTRODUCTION 22

Ty
pe

s
of

di
ffu

sio
n

So
lu
te

di
ff.

in
Po

ro
us

M
ed

ia
Po

ro
us

M
ed

ia
flo

w
Eq

.
T
he

rm
al

co
nd

uc
tio

n
Q
ua

nt
ity

di
ffu

se
d

C
:
C
on

ce
nt
ra
tio

n
P

:P
re
ss
ur
e

T
:T

em
pe

ra
tu
re

Fi
ck
’s

1s
t
la
w

J
=
−
D
e
f
f
∇
C

J
=
−
k µ
∇
P

J
=
−
λ
∇
T

Fi
ck
’s

2n
d
la
w

θ
∂
C ∂
t

=
−
∇
J

C
a
∂
P ∂
t

=
−
∇
J

C
T
∂
T ∂
t

=
−
∇
J

D
iff
us
io
n
C
oe
ffi
ci
en
t

D
e
f
f
:
Eff

ec
tiv

e
D
iff
us
iv
ity

k µ
:p
e
r
m
e
a
b
il
it
y

v
is
c
o
s
it
y

λ
:T

he
rm

al
co
nd

uc
tiv

ity
C
ap

ac
ity

θ:
po

ro
sit

y
C
a

:C
ap

ac
ity

C
T

:H
ea
t
ca
pa

ci
ty

Ta
bl
e
1.
1:

R
el
ev
an

ce
to

se
ve
ra
lt
yp

es
of

di
ffu

sio
n
pr
ob

le
m
s
(p
he

no
m
en

a)



CHAPTER 1. GENERAL INTRODUCTION 23

Various types of particle methods have been devised: non-Lagrangian Particle-

in-Cell methods (PIC); particles undergoing Markov processes in a PIC frame-

work with stochastic time steps [Spiller et al., 2000]; continuous-time particles

on a grid; and Lagrangian particles with discrete time-steps in continuous space

(gridless). Particle methods, both continuous time and discrete-time, have

been extensively used for modeling advective-diffusive solute transport prob-

lems in porous soils, aquifers, and reservoirs. But they also have the potential

for solving a broader class of porous reservoir flow and transport problems,

including: solute mass transport, multiphase fluid displacements, heat trans-

port, and Darcy flow (pressure diffusion). Diffusion processes are important

in these transport phenomena, either directly (solute diffusion, heat diffusion,

pressure diffusion) or indirectly (when the hydrodynamic dispersion of trans-

ported quantities is modeled as a diffusion-type process).

In particle methods, the advective component is modeled by displacing

the particles according to the velocity (this is relatively straightforward); on

the other hand, the diffusive process is modeled by randomly displacing the

particles according to a Wiener process, or Brownian Motion, or RandomWalk.

In gridless “Lagrangian” particle methods, space is assumed continuous, and

particle positions X(t) are real numbers.

In the present work, we focus on gridless Lagrangian particle tracking to

solve diffusion processes by the random walk method, under the generic name

RWPT (Random Walk Particle Tracking). This is relevant for electrical con-

duction in solid materials (Ohm’s law), heat conduction in solids or fluid-filled

porous materials (Fourier ’s law)1, pressure diffusion in slightly compressible

fluid-filled porous media (Darcy’s law)2, and solute diffusion in partially or
1Thermal conductivity λ divided by heat capacity c yields the thermal diffusion coefficient

D, although λ and c should be considered separately if both are spatially variable.
2The pressure diffusion equation is obtained by combining Darcy’s law with Terzaghi

or Biot poro-elasticity. The pressure diffusion coefficient D involves Darcy permeability k
divided by fluid viscosity µ and by the bulk elastic compressibility of the fluid-filled medium
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fully water-saturated porous media (based on Fick’s law)3.

Heterogeneity and discontinuity

A specific study of the macroscopic behavior of Random Walk particles is nec-

essary when dealing with heterogeneous or discontinuous diffusion coefficient

D(x). The case of discontinuous diffusion is particularly troublesome, and this

is our main focus. Such discontinuities occur at “material interfaces” sudden

changes of microstructure (composite materials, layered porous media, etc.).

For solute diffusion in a porous medium, an additional point of interest is the

case of discontinuous porosity θ(x) (if the medium is water-saturated), or dis-

continuous volumetric water content θ(x) (if the medium is unsaturated). The

case of heat conduction with discontinuous conductivity λ(x) and discontin-

uous heat capacity c(x) is similar. The capacity c(x) for heat transport in a

heterogeneous solid material, plays a role similar to the porosity θ(x) for solute

transport in a heterogeneous water-filled porous medium.

As mentioned above, heterogeneities are difficult to treat, particularly the

case of discontinuous diffusion D (x) and discontinuous porosity θ (x). In the

literature on particle Random Walks, the displacement schemes used for han-

dling the discontinuity can be characterized into two classes as follows:

1. Interface coarsening, interpolation and drift velocity scheme (e.g. [Labolle et al., 1996,

Spiller, 2004])

2. Partial reflection schemes (e.g. [Uffink, 1985]).

The first class (“interpolation techniques”) smooth out the discontinuity: the

interface is coarsened and the parameters (diffusion, porosity) are considered

(not detailed here).
3For solute diffusion in a porous medium, Fick’s law is extended to account for porosity

θ and tortuosity τ .
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continuously variable rather than discontinuous through the coarsened inter-

face. The second class (“partial reflection methods”), introduced by [Uffink, 1985],

implements a probabilistic reflection/transmission of the particles across the

discontinuous interface: probabilities are assigned for particle reflection and

transmission across the interface4. One of the main drawbacks of these two

approaches is that a small time step is required in order to converge to the

correct solution of the discontinuous PDE, even if the number of particles is

very large. This is particularly limiting in the presence of many interfaces.

These time step restrictions lead to inefficient algorithms.

In Chapter 3 of this thesis, we propose a novel approach without restric-

tions on time step size. The RWPT algorithm proposed here is, like others in

the literature, discrete in time and continuous in space (gridless). The novel

aspects have to do with the treatment of discontinuities. The new RWPT al-

gorithm is based on an adaptive “Stop and go” time-stepping, combined with

partial reflection/transmission schemes, and extended with three concepts: (i)

negative mass particles; (ii) adaptive mass particles; and (iii) “homing” par-

ticles. To test the new stop-and-go RWPT schemes, we develop analytical

and semi-analytical solutions for diffusion in the presence of multiple interfaces

(discontinuous multi-layered medium). The results show that the proposed

stop-and-go RWPT schemes (with adaptive, negative, or homing particles) fits

extremely well the semi-analytical solutions, even for very high contrasts and

in the neighborhood of interfaces. The three schemes provide a correct diffusive

solution in only a few macro-time steps, with a precision that depends only on

the number of particles, and not on the macro-time step. These schemes seem

promising, with a view to extensions towards more complex 3D geometries.

In the next chapters, the RWPT algorithms are extended to treat Dirichlet
4The “transmission” step is sometimes loosely called “refraction” by analogy with ray

optics.
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conditions in Chapter 4, and zero flux conditions in Chapter 5 (Application

grain/pore systems), see subsection 1.1.3 “Scope of this thesis” below.

1.1.2 Literature review on RWPT with discontinuities

[Noetinger et al., 2016] extensively reviewed several particle methods for dif-

fusive or advective-diffusive transport, including the (classical) discrete time,

continuous space, gridless Random Walk Particle Tracking (RWPT) method

[Labolle et al., 1996], and other variants like the continuous time random walk

(CTRW) [Kang et al., 2015], and the time-domain random walk (TDRW) [Delay & Bodin, 2001,

Bodin, 2015]. In comparison, the present study focuses on an extension of the

gridless RWPT scheme for the case of multiple discontinuities, leading to an

adaptive “stop-and-go” macro-time step scheme coupled with various new types

of “adaptive” particles (more on this later). We now present, below, a brief

review of two types of “asynchronous” particle tracking schemes, applied to

Brownian Motion particles, in the case of a porous medium with discontinuous

D(x) and/or θ(x) coefficients. The two types of schemes that have been used in

the literature to treat such discontinuities are, essentially: (1) Partial reflection

schemes (e.g. [Uffink, 1985]); and (2) Interface coarsening, interpolation and

drift velocity scheme (e.g. [Labolle et al., 1996, Spiller, 2004]).

However, these methods present stringent restrictions on the time step.

[Ackerer & Mose, 2000, Bechtold et al., 2011] showed that the above methods

are only valid for ∆t → 0. A small time step must be used in order to avoid

the overshoot of heterogeneous and discontinuous regions of space by the par-

ticles. In addition, as particles may have to cross the same interface multiple

times (with small time step), another problem emerges: [Bechtold et al., 2011],

showed that each reflection introduces numerical error. Hence, restrictions on

the time step still persist, and so does the error with the scheme proposed by
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[Bechtold et al., 2011]. In addition, specific literature reviews are presented in

each chapter (Chapter 2, 3, 4, 5).

1.1.3 Scope of this thesis

Discontinuities of material properties have always been difficult to deal with for

diffusive transport phenomena, both at the macroscopic level (considering the

diffusion PDE with discontinuous diffusion parameter) and at the microscopic

level of random walk “particles” (which represent discrete packets of heat or

mass).

In previous particle methods proposed in the literature, the precision of the

solution depends on the time step. The solution is an approximation, which

becomes more precise as the number of time steps is increased for a given fixed

number of particles (issues of post-processing from particles to concentrations

will be discussed later in Chapter 3). The novel model proposed in this article

does not depend on time step constraints, i.e., its precision is not limited by a

priori choice of time step size. The precision of the solution will depend solely

on the number of particles required to recover particle moments and mass con-

centration or temperature distribution. The idea behind this new algorithm

is inspired, as in some of the previously reviewed particle methods, from the

analytical solution of the diffusion PDE for an initial Dirac source in an infinite

domain, with an interface where the diffusion coefficient is discontinuous. As

mentioned earlier, the corresponding quantity transported by diffusion could

either be mass (solute concentration), heat energy (temperature), or mechan-

ical work (pore pressure). The new proposed scheme (and its variants) have

several innovating features. One is that the time-steps, for each given parti-

cle, are adapted in such a way that the particle crosses each material element

between interfaces in a single “micro time-step”. The scheme is therefore asyn-
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chronous (during a “macro time-step”) across the ensemble of particles, and it

also remains gridless (the only “grid” being the material grid of elements gener-

ated by the discontinuous interfaces). Other novel features involve adaptation

of the particles as they cross the interfaces (including for instance the creation

of negative mass particles).

Dirichlet conditions5 are difficult to implement in particle methods. This

thesis proposes new methods to implement Dirichlet conditions with no re-

striction on the time step. The methods are induced from novel analytical and

semi-analytical solutions developed in this thesis. The Dirichlet conditions are

then, combined with RWPT algorithms, that treat discontinuities.

The RWPT algorithm is used for a multi-scale study of diffusion in grain-

pore systems. The RWPT algorithm proposed is based on 2D/3D analytical

solutions in finite and semi-infinite domains with zero flux boundary conditions.

The RWPT algorithm is then applied to more complex geometries of grains

and pores (that are difficult to solve analytically). Different configurations of a

composite media at the micro-scale level (grains and pores in a porous media).

We study the impact of porosity, then the effect of local anisotropy on macro-

scale properties. Effective properties at the macro-scale are calculated using

spatial moments of particles positions.

1.1.4 Summary

This thesis is organized as follows. The next chapter, Chapter 2, presents a

review on the theory behind stochastic processes, and the corresponding macro-

scopic PDE, particularly for advective-diffusive problems. Chapter 3 presents

novel particle-based Random Walk Particle Tracking (RWPT) methods and al-

gorithms for solving heterogeneous and discontinuous transport problems with
5In this thesis, the term Dirichlet conditions is used in relation to both: the PDE problem

based on concentration C (x, t), and the corresponding RWPT implementation of such BC’s.
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more precision and less restrictions on the time step. This chapter, develops

also new analytical and semi-analytical solutions for discontinuous diffusion

and porosity in multi-layered infinite domains. The schemes proposed fit ex-

tremely well the analytical solutions. Chapter 4 proposes new implementations

of Dirichlet boundary conditions for the RWPT algorithms of Chapter 3, with

no restrictions on the time step. To test these algorithms, we extend the semi-

analytical solutions of Chapter 3, to solve discontinuous diffusion and porosity

in multi-layered finite and semi-infinite domains. The results obtained for single

or multiple interfaces are presented and discussed based on the proposed Dirich-

let methods. In Chapter 5, we apply a RWPT based on multi-dimensional an-

alytical solutions on a 2D grain/pore system. A zero-flux condition is assumed

locally at the grain/pore interfaces. At the macro-scale level, macroscopic pa-

rameters (porosities, tortuosities and effective diffusion tensors) are induced

from moments upscaling methods. By choosing different sizes and elongated

grains, porosity and anisotropy effects emerge at the macroscopic level. The

conclusive chapter, Chapter 6, recapitulates results and discusses extensions.

1.2 Introduction générale (Français)

1.2.1 Contexte

Le concept de diffusion s’applique à de nombreuses disciplines : physique, math-

ématiques, biologie, économie, finance, etc. En physique, on a observé que la

diffusion décrivait plusieurs phénomènes et à différentes échelles, voir le tableau

1. On peut donc étudier la diffusion en utilisant deux approches différentes :

la première utilise les lois des gradients des flux (par exemple la loi de Fick).

Ces lois expliquent la diffusion ou la conduction à un niveau macroscopique.

Par exemple, la diffusion d’un soluté étant entraînée par des gradients de con-

centrations, des macro-quantités. La deuxième approche utilise des particules
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Random Walk. Cette approche peut être considérée comme locale ou micro-

scopique: chaque particule diffuse individuellement et indépendamment des

autres particules, dans le cas de la diffusion pure sans réactions. Cette thèse

porte sur les méthodes de particules Random Walk.

Les méthodes utilisant des particules ont été les plus utilisées pour mod-

éliser, mathématiquement et numériquement, le transport de masse, de chaleur

et d’autres quantités à travers les solides, les fluides et les milieux poreux rem-

plis de fluides. Les deux derniers cas peuvent impliquer des phénomènes de

transport diffusif et advectif (dus au fluide en mouvement). La dispersion hy-

drodynamique due aux variations spatiales détaillées du champ de vitesse a

également été modélisée comme un processus de type diffusion fickienne, par

exemple dans des écoulements turbulents ou dans des structures poreuses rem-

plies de fluide (voir [Sahimi, 1993]). Les méthodes particulaires sont basées

sur une représentation discrète de la quantité transportée (concentration de

soluté, pression de fluide, saturation de fluide, chaleur ou température) sous

forme de paquets discrets (les «particules»), chacun transportant une unité de

masse, ou une unité de chaleur, etc. L’avantage des méthodes particulaires

est qu’elles évitent certains des problèmes posés par les méthodes eulériennes

basées sur les équations différentielles partielles (EDP), telles que l’instabilité

numérique, la diffusion artificielle, les erreurs de bilan massique et / ou les

oscillations pouvant conduire par exemple à des concentrations négatives ou

à des saturations. Différents types de méthodes particulaires ont été mis au

point : méthodes non Lagrangiennes des particules dans des cellules (PIC)

; particules régies par des processus de Markov dans un cadre PIC avec des

pas de temps stochastiques [Spiller et al., 2000] ; particules à temps continu

sur une grille ; et des particules lagrangiennes avec des pas de temps discrets

dans un espace continu (sans grille). Les méthodes utilisant des particules, à
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la fois en temps continu et en temps discret, ont été largement utilisées pour

modéliser les problèmes de transport de soluté par la convection et la diffusion

dans les sols poreux, les aquifères et les réservoirs. Mais ils ont également le

potentiel de résoudre une classe plus large de problèmes de transport et de

flux de réservoir poreux, notamment : le transport de masse de soluté, les dé-

placements de fluide multiphasique, le transport de chaleur et le flux de Darcy

(diffusion de pression). Les processus de diffusion sont importants dans ces

phénomènes de transport, soit directement (diffusion de solutés, diffusion de

chaleur, diffusion de pression), soit indirectement (lorsque la dispersion hydro-

dynamique des quantités transportées est modélisée comme un processus de

type diffusion). Dans les méthodes particulaires, la composante advective est

modélisée en déplaçant les particules en fonction de la vitesse (ceci est relative-

ment simple); d’autre part, le processus diffusif est modélisé en déplaçant les

particules de manière aléatoire selon un processus de Wiener, ou mouvement

brownien, ou une marche aléatoire. Dans les méthodes de particules Lagrang-

iennes sans grille, l’espace est supposé continu et les positions des particules

sont des nombres réels. Dans le présent travail, nous nous concentrons sur le

suivi de particules Lagrangien sans grille pour résoudre les processus de dif-

fusion par la méthode de la marche aléatoire, sous le nom générique RWPT

(Random Walk Particle Tracking). Ceci est pertinent pour la conduction élec-

trique dans les matériaux solides (loi d’Ohm), la conduction thermique dans

les solides ou les matériaux poreux remplis de fluide (loi de Fourier), diffusion

de pression dans des milieux poreux légèrement compressibles saturés en fluide

(loi de Darcy) et diffusion de solutés dans des milieux poreux partiellement ou

totalement saturés d’eau (d’après la loi de Fick).
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Hétérogénéité et discontinuité

Une étude spécifique du comportement macroscopique des particules Random

Walk est nécessaire s’agissant du coefficient de diffusion hétérogène ou discon-

tinu. Le cas de la diffusion discontinue est particulièrement gênant, et c’est

notre objectif principal. De telles discontinuités se produisent aux «interfaces

matérielles», des changements soudains de la microstructure (matériaux com-

posites, supports poreux stratifiés, etc.). Pour la diffusion de soluté dans un

milieu poreux, un autre point d’intérêt est le cas de la porosité discontinue (si

le milieu est saturé d’eau) ou de la teneur en eau volumétrique discontinue (si le

milieu est insaturé). Le cas de la conduction thermique avec une conductivité

discontinue et une capacité thermique discontinue est similaire. La capacité

de transfert de chaleur dans un matériau solide hétérogène joue un rôle simi-

laire à celui de la porosité pour le transport de soluté dans un milieu poreux

hétérogène rempli d’eau. Comme il est mentionné ci-dessus, les hétérogénéités

sont difficiles à traiter, en particulier dans le cas d’une diffusion discontinue

et d’une porosité discontinue. Dans la littérature sur les marches aléatoires

de particules, les schémas de déplacement utilisés pour traiter la discontinuité

peuvent être divisés en deux classes :

1. Schéma de grossissement d’interface, d’interpolation et de vitesse de dérive

(par exemple [Labolle et al., 1996, Spiller, 2004])

2. Schémas de réflexion partielle (par exemple [Uffink, 1985]).

La première classe (« techniques d’interpolation ») atténue la discontinuité

: l’interface est grossie ou élargie et les paramètres (diffusion, porosité) sont

considérés comme continuellement variables plutôt que discontinus à travers

l’interface grossie. La deuxième classe (« méthodes de réflexion partielle »),

introduite par [Uffink, 1985], met en œuvre une réflexion / transmission prob-
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abiliste des particules à travers l’interface discontinue : des probabilités sont

attribuées pour la réflexion et la transmission de particules à travers l’interface.

L’un des principaux inconvénients de ces deux approches est qu’il faut un petit

pas de temps pour converger vers la solution correcte de la EDP discontinue,

même si le nombre de particules est très grand. Ceci est particulièrement lim-

itant en présence de nombreuses interfaces. Ces restrictions de pas de temps

conduisent à des algorithmes inefficaces.

Dans le Chapitre 3 de cette thèse, nous proposons une nouvelle approche

sans restrictions sur la taille des pas de temps. L’algorithme RWPT proposé ici

est, comme d’autres dans la littérature, discret dans le temps et continu dans

l’espace (sans grille). Les aspects nouveaux concernent le traitement des discon-

tinuités. Le nouvel algorithme RWPT est basé sur un pas de temps adaptatif

«Stop and Go», combiné à des schémas de réflexion / transmission partielle

et étendu à trois concepts: (i) particules de masse négative; (ii) particules

de masse adaptative; et (iii) les particules de "homing". Pour tester les nou-

veaux schémas RWPT stop-and-go, nous développons des solutions analytiques

et semi-analytiques pour la diffusion en présence de multiples interfaces (mi-

lieu multicouche discontinu). Les résultats montrent que les schémas RWPT

stop-and-go proposés (avec des particules adaptatives, négatives ou homing)

correspondent extrêmement bien aux solutions semi-analytiques, même pour

des contrastes très forts et au voisinage des interfaces. Les trois schémas four-

nissent une solution de diffusion correcte en quelques incréments de macro-

temps, avec une précision qui ne dépend que du nombre de particules et non

du pas de macro-temps. Ces schémas semblent prometteurs, dans la perspec-

tive d’extensions vers des géométries 3D plus complexes. Dans les chapitres

suivant, les algorithmes RWPT sont étendus pour traiter des conditions de

Dirichlet dans le Chapitre 4 et les conditions de flux nuls dans le Chapitre 5
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(Voir plus bas sous-section 1.3 « Cadre de cette thèse »).

1.2.2 Revue de la littérature sur les méthodes RWPT avec

discontinuités

[Noetinger et al., 2016] ont examiné de manière approfondie plusieurs méthodes

de particules pour le transport diffusif ou advectif-diffusif, y compris la méth-

ode de traçage par particule à temps discret (classique), à espace continu, sans

grille [RWPT] [Labolle et al., 1996], et d’autres variantes telles que la marche

aléatoire à temps continu (CTRW) [Kang et al., 2015] et la marche aléatoire

à domaine temporel (TDRW) [Delay et Bodin, 2001, Bodin, 2015]. En com-

paraison, la présente étude se concentre sur une extension du schéma RWPT

sans grille dans le cas de discontinuités multiples, conduisant à un schéma

de pas de temps adaptatif «stop-and-go» couplé à divers nouveaux types de

particules «adaptatives» (voir CH III pour plus de détails). Nous présentons

maintenant, ci-dessous, un bref aperçu de deux types de systèmes de suivi de

particules «asynchrones», appliqués aux particules de mouvement brownien,

dans le cas d’un milieu poreux à discontinu et / ou à coefficients. Les deux

types de schémas utilisés dans la littérature pour traiter de telles discontinu-

ités sont essentiellement : (1) Schéma de vitesse de dérive, d’interpolation et

de dérive d’interface (par exemple [Labolle et al., 1996, Spiller, 2004]) ; et

(2) les schémas de réflexion partielle (par exemple [Uffink, 1985]). Cependant,

ces méthodes présentent des restrictions strictes sur le pas de temps. [Ackerer

& Mose, 2000, Bechtold et al., 2011] ont montré que les méthodes ci-dessus

ne sont valables que pour Δ t → 0. Un petit pas de temps doit être utilisé

afin d’éviter le dépassement des régions hétérogènes et discontinues de l’espace

par les particules. De plus, comme les particules doivent parfois traverser la

même interface plusieurs fois (avec un petit pas de temps), un autre problème
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se pose : [Bechtold et al., 2011] ont montré que chaque réflexion introduisait

une erreur numérique. Par conséquent, les restrictions sur le pas de temps

persistent, de même que l’erreur avec le schéma proposé par [Bechtold et al.,

2011]. En plus, une revue de la littérature plus spécifique est présentée dans

l’introduction des chapitre 4 (Conditions de Dirichlet) et chapitre 5 (flux nul

et systèmes grain/pore).

1.2.3 Cadre de cette thèse

Les discontinuités des propriétés des matériaux ont toujours été difficiles à

traiter pour les phénomènes de transport diffusif, tant au niveau macroscopique

(considérant la EDP de diffusion avec paramètre de diffusion discontinue) qu’au

niveau microscopique de «particules» de chemin aléatoire (qui représentent des

paquets de chaleur Masse). Dans les méthodes de particules précédentes pro-

posées dans la littérature, la précision de la solution dépend du pas de temps.

La solution est une approximation, qui devient plus précise lorsque le nombre

de pas de temps augmente pour un nombre donné de particules (les problèmes

de post-traitement des particules aux concentrations seront discutés plus loin

au Chapitre 3). Le nouveau modèle proposé dans cet article ne dépend pas

des contraintes de pas de temps, c’est-à-dire que sa précision n’est pas limitée

par un choix a priori de la taille du pas de temps. La précision de la solution

dépendra uniquement du nombre de particules nécessaires pour récupérer les

moments et la concentration en masse ou la distribution de la température

des particules. Comme dans certaines des méthodes de particules examinées

précédemment, ce nouvel algorithme est inspiré de la solution analytique de la

diffusion EDP pour une source de Dirac initiale dans un domaine infini, avec

une interface où le coefficient de diffusion est discontinu. Comme mentionné

précédemment, la quantité correspondante transportée par diffusion pourrait



CHAPTER 1. GENERAL INTRODUCTION 37

être soit la masse (concentration de soluté), l’énergie thermique (température)

ou le travail mécanique (pression interstitielle). Le nouveau schéma proposé (et

ses variantes) présentent plusieurs caractéristiques innovantes. La première est

que les pas de temps, pour chaque particule donnée, sont adaptés de telle sorte

que la particule traverse chaque élément matériel entre les interfaces en un seul

«micro-pas de temps». Le schéma est donc asynchrone (pendant un «pas de

temps macro») sur l’ensemble des particules, et il reste également sans grille

(la seule «grille» étant la grille matérielle d’éléments générée par les interfaces

discontinues). D’autres caractéristiques innovantes impliquent une adaptation

des particules lorsqu’elles traversent les interfaces (y compris par exemple la

création de particules de masse négative). Les Conditions de Dirichlet 5 sont

difficiles à mettre en œuvre dans les méthodes particulaires. Cette thèse pro-

pose donc de nouvelles méthodes pour implémenter les conditions de Dirichlet

sans restriction sur le pas de temps. Les méthodes sont induites de nouvelles so-

lutions analytiques et semi-analytiques développées dans cette thèse. Les con-

ditions de Dirichlet sont ensuite associées aux algorithmes RWPT pour traiter

les discontinuités. L’algorithme RWPT est utilisé pour une étude multi-échelle

de la diffusion dans des systèmes à grains et pores. L’algorithme RWPT pro-

posé est basé sur des solutions analytiques 2D / 3D dans des domaines finis et

semi-infinis avec des conditions aux limites de flux nul. L’algorithme RWPT est

ensuite appliqué à des géométries plus complexes de grains et de pores (difficiles

à résoudre analytiquement). Différentes configurations d’un support compos-

ite à l’échelle micro (grains et pores dans un support poreux). Nous étudions

l’impact de la porosité, puis l’effet de l’anisotropie locale sur les propriétés à

l’échelle macro. Les propriétés effectives à l’échelle macro sont calculées en

utilisant les moments spatiaux des positions des particules.
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1.2.4 Récapitulatif

Cette thèse est organisée comme suit. Le chapitre suivant, le Chapitre 2,

présente une analyse de la théorie sous-jacente aux processus stochastiques

et de l’EDP macroscopique correspondante, en particulier pour les problèmes

convectifs-diffusifs. Le Chapitre 3 présente de nouvelles méthodes et algo-

rithmes de suivi de particules aléatoires à base de particules (RWPT) perme-

ttant de résoudre les problèmes de transport hétérogènes et discontinus avec

plus de précision et moins de restrictions sur le pas de temps. Ce chapitre

développe également de nouvelles solutions analytiques et semi-analytiques

pour la diffusion en discontinu et la porosité dans des domaines infinis mul-

ticouches. Les schémas proposés s’adaptent parfaitement aux solutions ana-

lytiques. Le Chapitre 4 propose de nouvelles implémentations des conditions

limites de Dirichlet pour les algorithmes RWPT du Chapitre 3, sans restrictions

sur le pas de temps. Pour tester ces algorithmes, nous étendons les solutions

semi-analytiques du Chapitre 3, afin de résoudre la diffusion discontinue et

la porosité dans les domaines finis et semi-infinis multicouches. Les résultats

obtenus pour une ou plusieurs interfaces sont présentés et discutés en fonction

des méthodes de Dirichlet proposées. Au Chapitre 5, nous appliquons un algo-

rithme RWPT, basé sur des solutions analytiques multidimensionnels, sur un

système de grains / pores 2D. Une condition de flux nul est supposée localement

aux interfaces grain / pore. Au niveau macro, les paramètres macroscopiques

(porosités, tortuosités et tenseurs de diffusion effectifs) sont induits par les

méthodes de mise à l’échelle des moments. En choisissant différentes tailles et

grains allongés, des effets de porosité et d’anisotropie apparaissent au niveau

macroscopique. Le chapitre concluant, le Chapitre 6, récapitule les résultats et

discute des extensions.
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2.1 Introduction

This study reviews the relation between the Probability Density Function PDF

of a Markovian stochastic process and the macroscopic Advection-Diffusion

Equation ADE (Fick), using the following books [Arnold, 1974, Gardiner, 1985,

Papoulis, 1991, Gillespie, 1992, Risken, 1996, Van Kampen, 2007, Gillespie & Seitaridou, 2013].

The aim of this review is to pinpoint the exact assumptions required for the

PDF of a stochastic process to follow the ADE. This chapter is organized as fol-

low: The next section, defines all functions (and properties) used in the follow-

ing sections in this chapter. Section 3 is a proof of the Chapman-Kolmogorov

equation. Starting from this last equation, section 4 gives Kramers-Moyal de-

velopments, both forward and backward. Section 5 shows the conditions for a

PDF to satisfy the Fokker-Planck equation, then it links this equation to the

ADE. Section 6 links Stochastic Processes to PDF’s. Finally, section 7 states

the main conclusions of this chapter.

2.2 Definitions

A real stochastic process (Xt)tεT with T ⊂ R+ is defined by, for every tεT; Xt

is a Random Variable (RV) from the probability space (Ω,F ,P) into R.

For tεT; Xt is a RV with distribution ∀xεR;F (x; t) = P (Xt ≤ x)

We suppose that there exists an integrable function P (x; t) ≥ 0 such that

F (x, t) =
∫ x
−∞ P (y; t) dy, P is called density of Xt. The probability to find

the random variable Xt in the interval [x, x+ dx] is given by P (x, t) dx.

If the function P (x; t) is continuous we can write P (x; t) = ∂F

∂x
(x; t)

Generally, let(t1, t2, ..., tn) be n times and (Xt1 , Xt2 , ..., Xtn) be n-RV’s.

We define the joint distribution function as : ∀ (x1, ..., xn) εRn

F (x1, x2, ..., xn; t1, t2, ..., tn) = P (Xt1 ≤ x1, Xt2 ≤ x2, ..., Xtn ≤ xn) (2.2.1)
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The joint distribution function F verifies: For every permutation (j1, ..., jn)

of (1, ..., n);

F (xj1 , xj2 , ..., xjn ; tj1 , tj2 , ..., tjn) = F (x1, x2, ..., xn; t1, t2, ..., tn) (2.2.2)

And for m < n;

F (x1, x2, ..., xm,∞, ...,∞; t1, t2, ..., tm, tm+1, ..., tn) = F (x1, x2, ..., xm; t1, t2, ..., tm)

(2.2.3)

We suppose that there exists an integrable function P (x; t) ≥ 0 such that:

F (x1, x2, ..., xn; t1, t2, ..., tn) =
∫ x1

−∞
...

∫ xn

−∞
P (y1, ..., yn; t1, ..., tn) dy1...dyn

(2.2.4)

P is called the probability density function or the PDF of (Xt1 , Xt2 , ..., Xtn).

The probability to find the random variablesXti in the intervals [xi, xi + dxi]

for all i = 1, 2, ..., n is P (x1, x2, ..., xn; t1, t2, ..., tn) dx1dx2...dxn.

If the function P is continuous we can write

P (x1, x2, ..., xn; t1, t2, ..., tn) = ∂nF

∂x1∂x2...∂xn
(x1, x2, ..., xn; t1, t2, ..., tn)

(2.2.5)

The PDF P (x; t) satisfies the property:

1. P (x; t) is positive.

2. ∫
R
...

∫
R
P (x1, x2, ..., xn; t1, t2, ..., tn) dx1dx2...dxn = 1 (2.2.6)

For all i ∈ J1;nK we have:

P (x1, ..., xi−1, xi+1, ..., xn; ; t1, ..., ti−1, ti+1, ..., tn) =
∫
R
P (x1, ..., xn; t1, ..., tn) dxi

(2.2.7)

Let us now define the conditional transition probability, let t1and t2 be two

times and x1and x2 in R.
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For P (x1; t1) 6= 0 we define:

P (x2; t2|x1; t1) = P (x1, x2; t1, t2)
P (x1; t1) (2.2.8)

and

lim
t2→t1

P (x2; t2|x1; t1) = δ (x2 − x1) (2.2.9)

If the time difference is infinitesimally small, the conditional probability will

have the sharp value δ (x2 − x1), where the distribution δ (x) (e.g. Schwartz

[Schwartz, 1951]) Dirac verifies:∫
R
δ (x− x0) f (x) dx = f (x0) (2.2.10)

Using Eq.2.2.7 and Eq.2.2.8 we have:∫ +∞

−∞
P (x3; t3|x1; t1) dx3 = 1

P (x1; t1)

∫ +∞

−∞
P (x1, x3; t1, t3) dx3 = P (x1; t1)

P (x1; t1) = 1

(2.2.11)

We will be using this Eq.2.2.11 in the next section Kramers-Moyal equation.

For t0 < t; P (x; t|x0; t0) dx is the probability that the RV Xt will lie in the

infinitesimal interval [x, x+ dx], given that Xt0 = x0. From Eq.2.2.8 we have:

P (x1, x2; t1, t2) = P (x2; t2|x1; t1)P (x1; t1) (2.2.12)

Generally, for n ≥ 2 and we define:

P (xn; tn|x1, x2, ..., xn−1; t1, t2, ..., tn−1) = P (x1, x2, ...xn; t1, t2, ..., tn)
P (x1, x2, ...xn−1; t1, t2, ..., tn−1)

(2.2.13)

For t1 < t2 < ... < tn; The conditional transition probability density of the RV

Xt at time tn under the condition that the RV at the time tn−1 < tn has the

sharp value xn−1; at the time tn−2 < tn−1 has the sharp value xn−2;...; at the

time t1 < t2 has the sharp value x1.

For n = 3 (in Eq.2.5.1) we have:

P (x3; t3|x1, x2; t1, t2) = P (x1, x2, x3; t1, t2, t3)
P (x1, x2; t1, t2)
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⇒ P (x1, x2, x3; t1, t2, t3) = P (x3; t3|x1, x2; t1, t2)P (x1, x2; t1, t2)

Then,

P (x1, x2, x3; t1, t2, t3) = P (x3; t3|x1, x2; t1, t2)P (x2; t2|x1; t1)P (x1; t1)

(2.2.14)

By mathematical induction we have:

P (x1, ...xn; t1, ..., tn) = P (xn; tn|x1, ..., xn−1; t1, ..., tn−1) ...P (x2; t2|x1; t1)P (x1; t1)

(2.2.15)

Definition A process is Markovian if: ∀ (t1 < ... < tn)∀ (x1, ..., xn) εRn;

P (xn; tn|x1, x2, ..., xn−1; t1, t2, ..., tn−1) = P (xn; tn|xn−1; tn−1) (2.2.16)

The conditional probability density depends only on the valueXtn−1 = xn−1

at the next earlier time, but not on Xtk = xk with k ∈ J1;n− 2K. The future

depends only on the present.

So for a Markovian process Eq.2.2.15 becomes:

P (x1, x2, ...xn; t1, t2, ..., tn) = P (xn; tn|xn−1; tn−1) ...P (x2; t2|x1; t1)P (x1; t1)

(2.2.17)

2.3 Chapman-Kolmogorov equation (Proof)

For a Markovian process the Chapman-Kolmogorov equation is: ∀ (t1 < t2 < t3) ;∀ (x1, x2, x3) εR3;

P (x3; t3|x1; t1) =
∫ +∞

−∞
P (x3; t3|x2; t2)P (x2; t2|x1; t1) dx2 (2.3.1)

Proof

In the subsection above we proved Eq.2.2.14 which is: ∀ (t1 < t2 < t3) ;∀ (x1, x2, x3) εR3;

P (x1, x2, x3; t1, t2, t3) = P (x3; t3|x1, x2; t1, t2)P (x2; t2|x1; t1)P (x1; t1)
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We integrate on x2 the equation above from −∞ to +∞:∫ +∞

−∞
P (x1, x2, x3; t1, t2, t3) dx2 =

∫ +∞

−∞
P (x3; t3|x1, x2; t1, t2)P (x2; t2|x1; t1)P (x1; t1) dx2

Using Eq.2.2.7 for i = 2 and n = 3 we have:

P (x1, x3; t1, t3) = P (x1; t1)
∫ +∞

−∞
P (x3; t3|x1, x2; t1, t2)P (x2; t2|x1; t1) dx2

(2.3.2)

We divide by P (x1; t1):

P (x1, x3; t1, t3)
P (x1; t1) =

∫ +∞

−∞
P (x3; t3|x1, x2; t1, t2)P (x2; t2|x1; t1) dx2

Finally, the Chapman-Kolmogorov equation is:

P (x3; t3|x1; t1) =
∫ +∞

−∞
P (x3; t3|x1, x2; t1, t2)P (x2; t2|x1; t1) dx2 (2.3.3)

And if the process (Xt) is Markovian then the Chapman-Kolmogorov equa-

tion becomes

P (x3; t3|x1; t1) =
∫ +∞

−∞
P (x3; t3|x2; t2)P (x2; t2|x1; t1) dx2 (2.3.4)

The PDF of Xt3 conditioned on Xt1 is the integral of the product of the

PDF of Xt3 conditioned on all the possible values of Xt and the PDF of all the

possible values of Xt conditioned on Xt1 .

2.4 Kramers-Moyal equation (development &

discussion)

2.4.1 Forward development

Let (Xt) be a Markovian process and P (x; t|x0; t0) the transition probability,

which is the probability for a particle to be at the position x at the time

t : (Xt = x) knowing that it was at the position x0 at the time t0 :(Xt0 = x0)

with t0 ≤ t.
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From the Chapman Kolmogorov equation (Eq.2.3.4) for a Markovian pro-

cess we have:

P (x; t+ dt|x0; t0) =
∫ +∞

−∞
P (x; t+ dt|y; t)P (y; t|x0; t0) dy (2.4.1)

Let y = x− ζ, then we have:

P (x; t+ dt|x0; t0) =
∫ +∞

−∞
P (x; t+ dt|x− ζ; t)P (x− ζ; t|x0; t0)dζ (2.4.2)

Let f (z) be the function defined for all zεR:

f(z) = P (z + ζ; t+ dt|z; t)P (z; t|x0; t0)

We assume that f verifies the following Taylor expansion around x:

f(x− ζ) = f(x) +
+∞∑
n=1

(−ζ)n 1
n!
dnf

dxn
(x) (2.4.3)

Then we have:

P (x; t+ dt|x− ζ; t)P (x− ζ; t|x0; t0) = P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0)

+
+∞∑
n=1

(−ζ)n 1
n!

∂n

∂xn
(P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0)) (2.4.4)

By using Eq.2.4.4 and assuming that the integral in Eq.2.4.2 is linear (Fu-

bini), so that we can permute the integral and the sum, Eq.2.4.2 becomes:

P (x; t+ dt|x0; t0) =
∫ +∞

−∞
P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0)dζ

+
+∞∑
n=1

∫ +∞

−∞
(−ζ)n 1

n!
∂n

∂xn
(P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0))dζ

P (x; t+ dt|x0; t0) = P (x; t|x0; t0)
∫ +∞

−∞
P (x+ ζ; t+ dt|x; t)dζ

+
+∞∑
n=1

∫ +∞

−∞
(−ζ)n 1

n!
∂n

∂xn
(P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0))dζ (2.4.5)
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By using Eq.2.2.11 with a change of variable we have:

P (x; t+dt|x0; t0)−P (x; t|x0; t0) =
+∞∑
n=1

∫ +∞

−∞
(−ζ)n 1

n!
∂n

∂xn
(P (x+ζ; t+dt|x; t)P (x; t|x0; t0))dζ

(2.4.6)

We divide Eq.2.4.6 by dt on both sides, then we have:

P (x; t+ dt|x0; t0)− P (x; t|x0; t0)
dt

=
+∞∑
n=1

(−1)n
n!dt

∫ +∞

−∞
ζn

∂n

∂xn
(P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0))dζ

(2.4.7)

Letting dt go to zero in Eq.2.4.7, we obtain:

∂P

∂t
(x; t|x0; t0) =

+∞∑
n=1

(−1)n
n! limdt→0

1
dt

∫ +∞

−∞
ζn

∂n

∂xn
(P (x+ ζ; t+ dt|x; t)P (x; t|x0; t0))dζ

(2.4.8)

Then we assume that we can invert the umpteenth derivative and the inte-

gral of Eq.2.4.8, and we obtain the Forward Kramers-Moyal equation:

∂P

∂t
(x; t|x0; t0) =

+∞∑
n=1

(−1)n
n!

∂n

∂xn
(Pn(x; t)P (x; t|x0; t0)) (2.4.9)

where

Pn(x; t) = limdt→0
1
dt

∫ +∞

−∞
ζnP (x+ ζ; t+ dt|x; t)dζ (2.4.10)

Eq.2.4.21 is called the Forward Kramers-Moyal equation. This equation

shows that the time evolution of the conditional probability P (x; t|x0; t0), at

(x; t) given the initial state (x0; t0), is fully determined by the set of functions

(Pn (x; t))n∈N∗ . Later in section 2.5 we will show that for n = 1 and n = 2,

Pn(x; t) is equivalent to a velocity and a diffusivity respectively. The unit of

Pn(x; t) is a length unit power n per time unit.

If we replace P (x; t|x0; t0) = P (x, x0; t, t0)
P (x0, t0) in Eq.2.4.21 we find that:

∂

∂t

(
P (x, x0; t, t0)
P (x0; t0)

)
=

+∞∑
n=1

(−1)n
n!

∂n

∂xn

(
Pn(x; t)P (x, x0; t, t0)

P (x0; t0)

)
1

P (x0; t0)
∂P

∂t
(x, x0; t, t0) = 1

P (x0; t0)

+∞∑
n=1

(−1)n
n!

∂n

∂xn
(Pn(x; t)P (x, x0; t, t0))
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∂P

∂t
(x, x0; t, t0) =

+∞∑
n=1

(−1)n
n!

∂n

∂xn
(Pn(x; t)P (x, x0; t, t0)) (2.4.11)

By integrating Eq.2.4.11 on x0 from −∞ to +∞ we find:

∂P

∂t
(x; t) =

+∞∑
n=1

(−1)n
n!

∂n

∂xn
(Pn(x; t)P (x; t)) (2.4.12)

Eq.2.4.12 is called the Forward Kramers-Moyal equation of the PDF P (x; t).

The PDF P (x; t) of all Markovian processes verifies the Kramers-Moyal equa-

tion. This equation is used in section 2.5 in order to prove that the PDF

P (x; t) of a Markovian process verifies, under certain conditions, the Fokker-

Planck equation and hence the Advection Diffusion PDE.

2.4.2 Backward development

Let (Xt) be a Markovian process and P (x0; t0|x; t) the transition probability,

which is the probability for a particle to be at the position x at the time

t : (Xt = x) knowing that it will be at the position x0 at the time t0 (Xt0 = x0)

with t ≤ t0.

The Chapman-Kolmogorov Eq.2.3.4 for a Markovian process with a transi-

tion probability P (x0; t0|x; t) is:

P (x0; t0|x; t) =
∫ +∞

−∞
P (x0; t0|x′; t′)P (x′; t′|x; t)dx′ (2.4.13)

with 0 ≤ t ≤ t′ ≤ t0.

By changing the variable of integration in Eq.2.4.13, it becomes:

P (x0; t0|x; t) =
∫ +∞

−∞
P (x0; t0|x+ ζ; t+ dt)P (x+ ζ; t+ dt|x; t)dζ (2.4.14)

with 0 ≤ t ≤ t+ dt ≤ t0.

Let h (z) be the function defined for all zεR:

h(z) = P (x0; t0|z; t+ dt) (2.4.15)
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We assume that h verifies the following Taylor expansion around x:

h (x+ ζ) = h(x) +
+∞∑
n=1

ζn
1
n!
dnh

dxn
(x) (2.4.16)

By inserting h (x+ ζ) in Eq.2.4.14 we obtain:

P (x0; t0|x; t) =
∫ +∞

−∞
h (x+ ζ)P (x+ ζ; t+ dt|x; t)dζ (2.4.17)

By inserting the Taylor development of h in Eq.2.4.17 we obtain:

P (x0; t0|x; t) =
∫ +∞

−∞
P (x0; t0|x; t+ dt)P (x+ ζ; t+ dt|x; t)dζ

+
∫ +∞

−∞

+∞∑
n=1

ζn
1
n!
∂nP

∂xn
(x0; t0|x; t+ dt)P (x+ ζ; t+ dt|x; t)dζ (2.4.18)

We assume that the integral in Eq.2.4.18 is linear (Fubini), so that we can

permute the integral and the sum, and by using Eq.2.2.11, we obtain:

P (x0; t0|x; t)− P (x0; t0|x; t+ dt) =

+
+∞∑
n=1

∫ +∞

−∞
ζn

1
n!
∂nP

∂xn
(x0; t0|x; t+ dt)P (x+ ζ; t+ dt|x; t)dζ (2.4.19)

We divide Eq.2.4.19 by dt then we have:

P (x0; t0|x; t)− P (x0; t0|x; t+ dt)
dt

=
+∞∑
n=1

1
n!
∂nP

∂xn
(x0; t0|x; t+ dt) 1

dt

∫ +∞

−∞
ζn.P (x+ζ; t+dt|x; t)dζ

(2.4.20)

We let dt go to zero in Eq.2.4.20, we obtain the Backward Kramers-Moyal

equation:

−∂P
∂t

(x0; t0|x; t) =
+∞∑
n=1

1
n!Pn (x; t) ∂

nP

∂xn
(x0; t0|x; t) (2.4.21)

where

Pn(x; t) = limdt→0
1
dt

∫ +∞

−∞
ζnP (x+ ζ; t+ dt|x; t)dζ (2.4.22)

Which is the same definition of Pn (x; t) found in Eq.2.4.10.
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This backward version of the Kramers-Moyal equation is sometimes used

in the literature to analyze inverse and source identification problems. Recall

that P (x0; t0|x; t) is the conditional probability density of being at initial state

(x0; t0) given the final state (x; t). In this work, we will not use directly this

backward version.

2.5 Fokker-Planck and Advection-Diffusion Equations

2.5.1 ADE with variable coefficients

The Advection-Diffusion Equation (ADE) for a deterministic space-time func-

tion P (x; t) with a variable diffusion coefficient D (x; t) and velocity V (x; t) is

the following PDE (Partial Differential Equation):

∂P

∂t
(x; t) = − ∂

∂x
(V P ) (x; t) + ∂

∂x

(
D
∂P

∂x

)
(x; t) (2.5.1)

where P (x; t) could represent concentration, temperature, etc. (see Chap-

ter 1)

Eq.2.5.1 is the “conservative” formulation of the ADE.

By developing Eq.2.5.1 (ADE) we obtain:

∂P

∂t
(x; t) = −

(
V
∂P

∂x

)
(x; t)−

(
P
∂V

∂x

)
(x; t) +

(
∂D

∂x

∂P

∂x

)
(x; t) +

(
D
∂2P

∂x2

)
(x; t)

∂P

∂t
= −

(
∂V

∂x
P

)
(x; t) +

((
−V + ∂D

∂x

)
∂P

∂x

)
(x; t) +

(
D
∂2P

∂x2

)
(x; t)

(2.5.2)

Eq.2.5.2 can be viewed as the developed form of the ADE.

2.5.2 The Fokker-Planck equation

Let us go back to the Forward Krames-Moyal equation (Eq.2.4.12) obtained in

the subsection 2.4.1 for a Markov process (Xt):

∂P

∂t
(x; t) =

+∞∑
n=1

(−1)n
n!

∂n

∂xn
(Pn(x; t)P (x; t)) (2.5.3)
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With Pn(x; t) = limdt→0
1
dt

∫ +∞

−∞
ζnP (x+ ζ; t+ dt|x; t)dζ .

First, let us assume that:

∃k ≥ 2;P2k = 0 (2.5.4)

By Pawula’s theorem (see Appendix A), under hypothesis Eq.2.5.4:

∀n ≥ 3;Pn = 0 (2.5.5)

As a consequence, from theorem Eq.2.5.5, Eq.2.4.12 becomes the Fokker-

Planck equation:

∂P

∂t
(x; t) = − ∂

∂x
(P1(x; t)P (x; t)) + 1

2
∂2

∂x2 (P2(x; t)P (x; t)) (2.5.6)

2.5.3 Equivalence between Fokker-Planck equation and ADE

We will now develop the resulting Fokker-Planck Eq.2.7.12 in order to identify

it with the ADE Eq.2.5.2.

By developing Eq.2.7.12 we obtain:

∂P

∂t
(x; t) = −

(
P
∂P1

∂x

)
(x; t)−

(
P1
∂P

∂x

)
(x; t) + 1

2
∂

∂x

((
P
∂P2

∂x

)
+
(
P2
∂P

∂x

))
(x; t)

∂P

∂t
(x; t) =

(
−∂P1

∂x
+ 1

2
∂2P2

∂x2

)
(x; t)P (x; t) +

(
−P1 + ∂P2

∂x

)
(x; t) ∂P

∂x
(x; t)

+1
2P2 (x; t) ∂

2P

∂x2 (x; t) (2.5.7)

Therefore, to find equivalence between the Fokker-Planck Eq.2.5.7 and the

ADE Eq.2.5.2, the probability function of the Markov process P (x; t) should

verify the following conditions:

−∂V
∂x

(x; t) =
(
−∂P1

∂x
+ 1

2
∂2P2

∂x2

)
(x; t) (2.5.8a)(

−V + ∂D

∂x

)
(x; t) =

(
−P1 + ∂P2

∂x

)
(x; t) (2.5.8b)
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D (x; t) = 1
2P2 (x; t) (2.5.8c)

By inserting Eq.2.5.8c in Eq.2.5.8a and Eq.2.5.8b we obtain:

−∂V
∂x

(x; t) =
(
−∂P1

∂x
+ ∂2D

∂x2

)
(x; t) (2.5.9a)(

−V + ∂D

∂x

)
(x; t) =

(
−P1 + 2∂D

∂x

)
(x; t) (2.5.9b)

P2 (x; t) = 2D (x; t) (2.5.9c)

Then by replacing P1 (x; t) in Eq.2.5.9a by its expression in Eq.2.5.9b we

have:

−∂V
∂x

(x; t) =
(
−∂V
∂x
− ∂2D

∂x2 + ∂2D

∂x2

)
(x; t) (2.5.10a)

P1 (x; t) =
(
V + ∂D

∂x

)
(x; t) (2.5.10b)

P2 (x; t) = 2D (x; t) (2.5.10c)

Eq.2.5.10a is trivial (always satisfied), therefore we obtain finally the fol-

lowing system of relations on the coefficients P1 (x; t) and P2 (x; t):

P1 (x; t) =
(
V + ∂D

∂x

)
(x; t) = limdt→0

1
dt

∫ +∞

−∞
ζP (x+ ζ; t+ dt|x; t)dζ

(2.5.11a)

P2 (x; t) = 2D (x; t) = limdt→0
1
dt

∫ +∞

−∞
ζ2P (x+ ζ; t+ dt|x; t)dζ (2.5.11b)

Conclusion If the PDF P (x; t) of a Markovian stochastic process verifies the

conditions of Eq.2.5.15 (???) and Pawula’s condition Eq.2.5.4, then P (x; t) is

the solution of the ADE Eq.2.5.1 with variable coefficients V (x; t) and D (x; t).
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2.5.4 ADE with constant coefficients

This subsection analyzes the particular case of ADE with constant coefficients

and in an infinite domains (the theory of Stochastic processes in this chapter

is in infinite domains).

For constant coefficients D and V the ADE Eq.2.5.1 becomes:

∂P

∂t
(x; t) = −V ∂P

∂x
(x; t) +D

∂2P

∂x2 (x; t) (2.5.12)

For an infinite domain with no boundaries and with the condition:

lim
x→±∞

P (x; t) = 0 (2.5.13)

The solution, for this Eq.2.5.12 with the boundary condition 2.5.13, is a

Gaussian with a mean equal to V t and a variance equal to 2Dt:

P (x; t) = 1√
4πDt

exp

(
− (x− V t)2

4Dt

)
(2.5.14)

Now Let us verify if this solution P (x; t) satisfies the system of equations

Eq.2.5.15

The system of equations 2.5.15 becomes :

P1 (x; t) = V = limdt→0
1
dt

∫ +∞

−∞
ζP (x+ ζ; t+ dt|x; t)dζ (2.5.15a)

P2 (x; t) = 2D = limdt→0
1
dt

∫ +∞

−∞
ζ2P (x+ ζ; t+ dt|x; t)dζ (2.5.15b)

In addition to Eq.2.5.15 the PDF P (x; t) should verify also the previous

Pawula’s hypothesis:

∃k ≥ 2;P2k = 0 (2.5.16)

Let us now calculate Pn (x; t) for this Gaussian process:

Pn(x; t) = limdt→0
1
dt

∫ +∞

−∞
ζn

1√
2π2Ddt

exp

(
− (ζ − V dt)2

4Ddt

)
dζ (2.5.17)
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Pn (x; t) of Eq.2.5.17 could also be written as:

Pn(x; t) = limdt→0
1
dt
E ((dXt)n)

with (dXt) is a Gaussian process with a mean equal to V dt and a variance

equal to 2Ddt. And E (dXt) is the expected value of (dXt) it can be noted as

E (dXt) = 〈dXt〉 see more details in the next section.

The moments of the Gaussian process are: for n = 1 ; we have E (dXt) =

V dt.

For k ≥ 1, for n = 2k + 1; E
(
dX2k+1

t

)
= 0.

Therefore for k ≥ 1 if n = 2k + 1; P2k+1 (x; t) = 0.

And if n = 2k;

E
(
dX2k

t

)
= (2k)!

2kk!

(√
2Ddt

)2k

So for n = 2k; with k > 1:

P2k(x; t) = limdt→0
1
dt

(2k)!
2kk!

(√
2Ddt

)2k
= limdt→0

(2k)!
2kk! (2D)k dtk−1

P2k(x; t) = limdt→0
(2k)!
k! Dkdtk−1 = 0

For n = 2 which means k = 1, we have:

P2 (x; t) = limdt→0
(2)!
1! D = 2D

And for n = 1 we have

P1 (x; t) = limdt→0
1
dt
V dt = V

And for n ≥ 3 we have

Pn (x; t) = 0

By inserting the previous expressions of Pn (x; t) in the Forward Kramers-

Moyal equation Eq.2.4.12 we obtain:

∂P

∂t
(x; t) = (−1)1

1!
∂

∂x
(P1(x; t)P (x; t)) + (−1)2

2!
∂2

∂x2 (P2(x; t)P (x; t))
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∂P

∂t
(x; t) = −V ∂P

∂x
(x; t) +D

∂2P

∂x2 (x; t)

Which is the ADE for constant velocity and diffusive coefficient.

2.6 From Stochastic Processes to PDF’s

The previous section, showed that under certain conditions the PDF of a

stochastic process verifies the ADE. Hence, the ADE could be solved using

stochastic processes then induce the PDF of the stochastic process which is

the deterministic solution of the ADE. This section gives a different approach

to the PDF from the one given in section 2.2. It shows how to induce the PDF

from its stochastic process using the Dirac function. This relation between the

PDF and its stochastic process Xt can be used in post-processing, to calculate

the PDF at the end of particles simulation.

The PDF PXt (x; t) of the random variable Xt is the derivative of P with

respect to x.

PXt (x; t) = d

dx
P (Xt ≤ x) (2.6.1)

with (Xt ≤ x) = {ωεΩ/Xt (ω) ≤ x}. Hence Eq.2.6.1 implies:

P (Xt ≤ x) =
∫ x

−∞
PXt (y; t) dy (2.6.2)

Let us define the Heaviside function:

Θ (x) =


1 if x ≥ 0

0 if x < 0
(2.6.3)

And the derivation of Θ in a distribution sense is the Dirac function:

〈DΘ,ϕ〉 = −〈Θ,ϕ′〉 = −
∫ +∞

0
ϕ′ (t) dt = ϕ (0) = 〈δ, ϕ〉 (2.6.4)
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with ϕ ∈ C∞ and compactly supported, ϕ is a Bump function. Hence:

DΘ = Θ′ = δ (2.6.5)

Eq.2.6.5 can also be expressed as:

d

dx
Θ = δ (2.6.6)

On the other hand, using Θ definition Eq.2.6.3:

Θ (x−Xt) =


1 if Xt ≤ x

0 if Xt > x

(2.6.7)

〈Θ (x−Xt)〉 =
∫
ωεΩ

Θ (x−Xt (ω)) dP (ω) = P (Xt ≤ x) (2.6.8)

By combining Eq.2.6.1 and 2.6.8 we obtain:

PXt
(x; t) = d

dx
P (Xt ≤ x) = d

dx
< Θ (x−Xt) > (2.6.9)

On the other hand, the Transfer theorem states that for a RV Ω ξ→ R and

a real function R h→ R:∫
ωεΩ

h ◦ ξ (ω) dP (ω) =
∫
R
h (y)Pξ (y) dy (2.6.10)

Thus,

< δ (x−Xt) >=
∫
ωεΩ

δ (x−Xt (ω)) dP (ω)

=
∫
R
δ (x− y)PXt (y; t) dy = PXt (x; t) (2.6.11)

Using Eq.2.6.11, Eq.2.6.6:

PXt (x; t) =< δ (x−Xt) >=
〈
d

dx
Θ (x−Xt)

〉
(2.6.12)

For two Stochastic processes (Xt, Yt) we find that:

< δ (x−Xt) δ (y − Yt) >=
∫
ωεΩ

δ (x−Xt (ω)) δ (y − Yt (ω)) dP (ω) (2.6.13)
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Using the Transfer theorem we have:

=
∫
R2
δ (x− x′) δ (y − y′)PXt,Yt

(x′, y′; t) dx′dy′ (2.6.14)

Using Fubini’s theorem:

=
∫
R
δ (y − y′)

(∫
R
δ (x− x′)PXt,Yt (x′, y′; t) dx′

)
dy′ =

∫
R
δ (y − y′)PXt,Yt (x, y′; t) dy′

(2.6.15)

Hence:

PXt,Yt (x, y; t) =< δ (x−Xt) δ (y − Yt) > (2.6.16)

Similarly we introduce the n-dimensional distribution function:

PX1,...,Xn
(x1, ..., xn) = P (x1, ..., xn) = 〈δ (x1 −X1) ...δ (xn −Xn)〉 (2.6.17)

Eq.2.6.17 gives a different approach to calculate the PDF of n-RV’s (X1, ..., Xn).

Calculus of the expected value 〈f (Xt)〉

Using the definition of the Dirac function Eq.2.2.10 applied to Xt instead of

x0:

f (Xt) =
∫
R
f (x) δ (x−Xt) dx (2.6.18)

Hence, the expected value 〈f (Xt)〉:

〈f (Xt)〉 =
〈∫

R
f (x) δ (x−Xt) dx

〉
=
∫
ωεΩ

[∫
R
f (x) δ (x−Xt (ω)) dx

]
dP (ω)

By Fubini’s theorem we inverse the integrals and we obtain:

〈f (Xt)〉 =
∫
R
f (x) 〈δ (x−Xt)〉 dx

Using Eq.2.6.12, we have:

〈f (Xt)〉 =
∫
R
f (x)P (x; t) dx (2.6.19)
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Eq.2.6.19 is the general case to calculate the expected value 〈f (Xt)〉, if

f (x) is taken as xn, then 〈f (Xt)〉 becomes the nth order moment of Xt (e.g.

moments were calculated in subsection 2.5.4).

2.7 From Langevin to Fokker-Planck equation

The general Langevin equation has the form:

dXt

dt
= h (Xt; t) + g (Xt; t) Γ (t) (2.7.1)

The Langevin force (stochastic force) Γ (t) is assumed to be a Gaussian random

variable with zero mean and δ − correlation function:

〈Γ (t)〉 = 0; 〈Γ (t) Γ (t′)〉 = qδ (t− t′) (2.7.2)

The parameter q will be determined by the physics of the problem (when q = 1,

Γ (t) is labeled in literature as “White noise”).

We assume g (x; t) = 1, Eq.2.7.1 becomes:

dXt

dt
= h (Xt; t) + Γ (t) (2.7.3)

Let us consider the finite difference scheme of Eq.2.7.3:

dXt = Xt+dt −Xt = h (Xt; t) dt+√qdWt (2.7.4)

where dWt = Wt+dt−Wt and Wt is the Wiener process and √q dWt

dt →
dt→0

Γ (t).

The increments dWt are independent and verify the following properties:

E (dWt) = 0;E
(

(dWt)2
)

= dt (2.7.5)

Let us now determine the drift terms P1 and the diffusion term P2:

Pn (x; t) = limdt→0
1
dt

∫ +∞

−∞
ζnP (x+ ζ; t+ dt|x; t)dζ (2.7.6)

Pn (x; t) = limdt→0
1
dt
E {(Xt+dt −Xt)n |Xt = x} (2.7.7)
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with E {dXn
t |Xt = x} is the conditional expectation.

By using properties of the conditional expectation and dWt properties

Eq.2.7.5, the drift terms P1 and the diffusion term P2 of Eq.2.7.7 become:

E {dXt|Xt = x} = h (x; t) dt (2.7.8)

E
{

(dXt)2 |Xt = x
}

= Γ (t) dt+O
(
dt2
)

(2.7.9)

Hence,

P1 (x; t) = limdt→0
1
dt
E {dXt|Xt = x} = h (x; t) (2.7.10)

P2 (x; t) = limdt→0
1
dt
E
{

(dXt)2 |Xt = x
}

= q (2.7.11)

And for n ≥ 3; Pn (x; t) = 0. Whence, using the expressions of Pn (x; t) in the

Forward Kramers-Moyal equation we obtain the corresponding Fokker-Planck

equation:

∂P

∂t
(x; t|x0; t0) = − ∂

∂x
(h(x; t)P (x; t|x0; t0)) + q

2
∂2

∂x2 (P (x; t|x0; t0)) (2.7.12)

Therefore, to solve the ADE Eq.2.7.12, we can start by solving the Langevin

Eq.2.7.3, by first integrating (e.g. Itô’s or Stratonovich’s integral) the Langevin

equation. Then use, for example, Random Walk Particle Tracking methods as

in Chapter 3, 4, 5. Finally, we calculate the PDF from the stochastic process

using section 2.6. The PDF P will be the solution of the Advection Diffusion

PDE, when the PDF is multiplied by mass we obtain the mass concentration.

2.8 Conclusion and recapitulation

In conclusion, the conditions for the PDF of a stochastic process (Xt) to follow

the Fokker Planck and hence the ADE with variable coefficients are:
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1. (Xt) is required to be a Markovian process.

2. The PDF P (x; t) of (Xt) must verify:

∃k ≥ 2;P2k(x; t) = limdt→0
1
dt

∫ +∞

−∞
ζ2kP (x+ ζ; t+ dt|x; t)dζ = 0

(2.8.1)

In addition, if the coefficients of the ADE are spatially variable, they

must be differentiable. The next chapter (Chapter 3) studies ADE’s with

discontinuities, in this case the ADE’s coefficients are not differentiable.

The second condition is difficult to be verified unless the PDF P (x; t) is known

explicitly. It has been shown [Gillespie & Seitaridou, 2013, Risken, 1996] that

Eq.2.8.1 is satisfied, if (Xt) is a continuous Markovian process (a Markov pro-

cess is continuous if it satisfies the continuity condition Xt+dt → Xt as dt→ 0)

.

When the coefficients of the ADE are constant then the PDF P (x; t) is the

Gaussian function and it verifies all the above conditions. This implies that for

a fixed time t, Xt becomes the Gaussian RV.

The next chapter proposes to solve ADE’s with discontinuous coefficients

with no restrictions on the time step.
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3.1 Introduction

3.1.1 Preamble

One of the methods described in this chapter (subsection 3.3.5.3) has been pub-

lished in a paper in the Journal of Computational Physics [Oukili et al., 2019].

3.1.2 Overview

Particle methods have been much used to model the transport of mass, heat,

and other quantities through solids, fluids, and fluid-filled porous media. The

last two cases involve both diffusive and advective transport phenomena (due to

the moving fluid). Hydrodynamic dispersion due to detailed spatial variations

of the velocity field has also been modeled as a Fickian diffusion-type process,

e.g. in fluid-filled porous structures (see [Sahimi, 1993]). Other purely dif-

fuse processes include heat diffusion in materials (Fourier ’s law), and pressure

diffusion (compressible Darcy flow in a fluid-filled porous medium).

Particle methods are based on a discrete representation of the transported

quantity (solute concentration, fluid pressure, fluid saturation, heat or tem-

perature) as discrete packets (the “particles”), each carrying a unit mass, or

a unit heat, etc. The advantage of particle methods is that they avoid some

of the problems of Eulerian methods based on Partial Differential Equations

(PDE’s), such as numerical instability, artificial diffusion, mass balance errors,

and/or oscillations that could lead to negative concentrations or saturations.

Various types of particle methods have been devised: non-Lagrangian Particle-

in-Cell methods (PIC); implementing Markov processes in a PIC framework

with stochastic times [Spiller et al., 2000]; continuous-time particles on a grid

[Kang et al., 2015]; the time-domain random walk (TDRW) [Delay & Bodin, 2001,

Bodin, 2015]; and Lagrangian particles with discrete time-steps in continuous
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space (gridless). Such particle methods have been extensively used for model-

ing advective-diffusive solute transport in porous soils, aquifers, and reservoirs

[Noetinger et al., 2016, Sbai, 2018].

In “Lagrangian” methods, space is assumed continuous, and particle posi-

tions X(t) are real numbers (the method is then “gridless”). In the present

work, we focus on Lagrangian particle tracking to solve diffusion processes by

random walk (Wiener process), under the generic name RWPT (Random Walk

Particle Tracking).

A specific study of the macroscopic behavior of Random Walk particles is

necessary when dealing with a heterogeneous or discontinuous diffusion coeffi-

cient D(x). The case of discontinuous diffusion is particularly troublesome, and

this is our main focus. Such discontinuities occur at “material interfaces”, with

sudden changes of microstructure (composite materials, layered porous media,

etc.). For solute diffusion in a porous medium, an additional point of interest

is the case of discontinuous porosity θ(x) (if the medium is water-saturated),

or discontinuous volumetric water content θ(x) (if the medium is unsaturated).

In the literature on particle Random Walks, the displacement schemes used

for handling the discontinuity can be characterized into two classes: (1) Inter-

face coarsening, interpolation, and drift velocity scheme (e.g. [Labolle et al., 1996,

Spiller et al., 2002]); (2) Partial reflection schemes (e.g. [Uffink, 1985]). The

first class (“interpolation techniques”) smooth out the discontinuity[Bagtzoglou et al., 1992]:

the interface is coarsened and the parameters (diffusion, porosity) are con-

sidered continuous through the coarsened interface. The second class (“par-

tial reflection methods”), introduced by Uffink [Uffink, 1985], implements a

probabilistic reflection/transmission of the particles across the discontinuous

interface: probabilities are assigned for particle reflection and transmission

across the interface. Other similar partial reflection/ transmission schemes
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were investigated by [Labolle et al., 1998, Ackerer, 1985, Cordes et al., 1991,

Semra et al., 1993, Hoteit et al., 2002, Lim, 2006, Bechtold et al., 2011].

Lejay & Pichot [Lejay & Pichot, 2012] proposed a “two-step algorithm”

(their Algo.2), equivalent to a Stop&Go procedure: the particle is stopped

at the interface, and then undergoes a “Skewed Brownian Motion”(SBM) for

the next step, which may lead the particle to cross the interface. Their two-

step algorithm was presented for a 1D finite domain with zero flux boundary

conditions. On the other hand, they also presented a “one-step algorithm”

(their Algo.3) where, it seems, they use a type of acceptance-rejection method

to obtain the displacement in the neighborhood of the interface (this method

is different from ours). More recently, Lejay & Pichot [Lejay & Pichot, 2016]

tested their approaches [Lejay & Pichot, 2012] by implementing 1D benchmark

tests, involving comparisons between their SBM and two Random Walks ap-

proaches in the literature [Uffink, 1985, Hoteit et al., 2002].

One of the drawbacks of these approaches is that a small time step is re-

quired in order to converge to the correct solution of the discontinuous PDE,

even if the number of particles is very large. This is particularly limiting in

the presence of many interfaces. This limitation becomes even more drastic

for very large diffusion contrasts, e.g., two orders of magnitude or more. Thus,

[Ackerer & Mose, 2000, Bechtold et al., 2011] showed that the above methods

are only valid for infinitesimal time steps. A small time step must be used in

order to avoid the overshoot of heterogeneous and discontinuous subregions of

space by the particles.

In this study, we propose a novel approach in the framework of “par-

tial reflection methods” but without restrictions on time step size. The new

RWPT algorithm is discrete in time and continuous in space (gridless), and

the novel aspects have to do with the treatment of discontinuities. The new
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algorithm is based on adaptive ”Stop&Go” time-stepping, combined with par-

tial reflection/transmission schemes similar to [Hoteit et al., 2002, Lim, 2006,

Bechtold et al., 2011, Lejay & Pichot, 2012], and extended with the concept of

negative mass particles.

This chapter is organized as follows. The next section, 3.2, presents the

theory behind Random Walk Particle Tracking methods (RWPT), and the

corresponding macroscopic diffusion PDE. Section 3.3 presents a novel particle-

based method for solving heterogeneous and discontinuous transport problems

using RWPT with “negative mass particles”. Section 3.4 compares analytical

solutions to our RWPT results. Section 3.5 recapitulates the method and

discusses extensions of this work.

3.2 Theory

This section presents the theory of advective-diffusive transport :

• The partial differential equations (PDE’s) (concentration based) at macro-

scopic scale.

• The related theory of stochastic differential equations (SDE’s), driven by

white noise governing particles at the microscopic scale (packets/quanta

of concentration).

3.2.1 Concentration based, the partial differential equations

(PDE’s)

3.2.1.1 The Gaussian function

Let us define the Gaussian function G, with a mean µ and a variance σ2. It is

convenient to define the Gaussian Probability Density Function (PDF) of par-

ticle positions (x) at any given time (t); and as a macroscopic concentration
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solution of the diffusion PDE for a particular case of initial sources (homoge-

neous advective-diffusive transport, heterogeneous diffusion).

∀xεR;G
(
µ, σ2, x

)
= 1
σ
√

2π
exp

(
− (x− µ)2

2σ2

)
(3.2.1)

A Gaussian random variable (RV) with mean µ and variance σ2 is denoted

N
(
µ, σ2) and has the Probability Density Function (PDF) G

(
µ, σ2, x

)
. Let-

ting σ2 = 2D0t, this Gaussian PDF represents the macroscopic concentration

solution C (x, t) of the diffusion PDE with spatially constant diffusion coeffi-

cient D0, for an initial point source condition C (x, t) = M0δ (x− µ), with unit

mass M0 = 1, in an infinite domain.

3.2.1.2 The advection-diffusion transport PDE for concentration

The equation governing the transport of solute concentration (C) in a heteroge-

neous medium with variable parameters D (diffusion coefficient), θ (porosity)

and V (velocity) is (see for instance [Labolle et al., 1998]):

∂ (θC)
∂t

= −∇ � (θVC) +∇ � (θD �∇C) (3.2.2)

Note that in this chapter we do not distinguish between vectors and second

rank tensors (Dij = Dδij in the case of scalar diffusion).

Eq.3.2.2 could also be written as follow :

∂ (θC)
∂t

= ∇· (−θCV + D·∇ (θC))

= −∇· {θC (V +∇·D + D·∇ (lnθ))}+ 1
2∇·∇· (2θCD) (3.2.3)

The first equality corresponds to the conservative (divergence) form of the

PDE, while the second equality corresponds to its decomposed form (from

which apparent "drift velocity" terms emerge due to spatially variable diffusion

and porosity coefficients).
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For a 1D problem with scalar diffusion D, the transport PDE for an initial

source at x = x0 in a homogeneous medium with constant parameters D, θ

and V is:
∀t > 0;∀xεR; ∂C

∂t (x, t) = −V ∂C
∂x (x, t) +D ∂2C

∂x2 (x, t)

∀t > 0; limx→±∞C (x, t) = 0

∀xεR; C (x, 0) = M0
θ δ (x− x0)

(3.2.4)

The last equation represents an initial point source located at x = x0 with

mass M0, and δ (x) represents the Dirac pseudo-function (δ distribution)(e.g.

Schwartz [Schwartz, 1951]).

This PDE will be later formulated for purely diffusive discontinuous diffu-

sion coefficients and water contents in section 3.2.3.

The analytical solution of Eq.3.2.4, is

∀t > 0;∀xεR; C (x, t) = M0

θ
G (x0 + V t, 2Dt, x) (3.2.5)

where G is the Gaussian PDF defined in Eq.3.2.1

3.2.1.3 From concentration to particle positions

Let us consider now a particle based method to solve Eq.3.2.4, and the con-

centration will be determined from the particles positions distribution PDF.

C (x, t) =
∫
R
C (Xt, t) δ (Xt − x) dXt (3.2.6)

C (x, t) =
∫
R
δ (Xt − x) dmt (3.2.7)

To solve Eq.3.2.4 using particle methods. For a time t. We need to generate

particles with a PDF equivalent to Eq.3.2.5. Thus, these particles must follow

the RV N (x0 + V t, 2Dt), hence

Xt = N (x0 + V t, 2Dt) (3.2.8)
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Using simple Gaussian RV operations, we obtain :

Xt = x0 + V t+
√

2D t N (0, 1) (3.2.9)

where N (0, 1) is a Gaussian RV, with 0 mean and unit variance.

In conclusion, the PDF of RV Xt is identical to the concentration solution

in Eq.3.2.5 multiplied by the porosity θ and divided by M0.

3.2.2 Discrete time SDE algorithms for diffusion for

constant or continuously variable parameters

Let (Xt) be a continuous Markovian process of particles positions1. The

Kramers-Moyal forward development of the PDF of(Xt) [Risken, 1996]:

∂P

∂t
(x; t) =

+∞∑
n=1

(−1)n
n!

∂n

∂xn
(Fn(x; t)P (x; t)) (3.2.10)

where

Fn(x; t) = lim
dt→0+

1
dt

∫ +∞

−∞
ζnP (x+ ζ; t+ dt|x; t)dζ = lim

dt→0+

1
dt
〈dX (dt, t)n〉

(3.2.11)

Fn is the nth moment of the random variable dX (dt, t) = Xt+dt −Xt

If (Xt) is a continuous Markovian process ([Gillespie & Seitaridou, 2013] p157,173)

then :

∀n ≥ 3;Fn = 0 (3.2.12)

And Eq.3.2.10 becomes the Fokker-Planck equation:

∂P

∂t
(x; t) = − ∂

∂x
(F1(x; t)P (x; t)) + 1

2
∂2

∂x2 (F2(x; t)P (x; t)) (3.2.13)

Therefore, by identification of Eq.3.2.3 with Eq.3.2.13, we can model advective-

diffusive transport problems using Markovian processes,
1Briefly, (Xt) is a continuous Markovian process if : (a) its future depends only on its

present ; and (b) it satisfies the continuity condition Xt+dt → Xt as dt→ 0.
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F1 = V +∇D +D.∇ (lnθ)

F2 = 2D

P = θC
M(t)

(3.2.14)

The stochastic equation equivalent to Eq.3.2.13, under the condition that

dX is a smooth and self-consistent2 function ([Gillespie & Seitaridou, 2013],

p.153-154)

dX (dt, t) =

N ((V (Xt) + div (D (Xt)) +D (Xt) div (lnθ (Xt))) dt, 2D (Xt) dt) (3.2.15)

Eq.3.2.15 shows that infinitesimal displacements of particles dX (dt, t), from

time t to t + dt, follow a Gaussian PDF. Whence, by using the properties of

Gaussian RV, Eq.3.2.15 becomes:

Xt+dt = Xt + (V (Xt) + div (D (Xt)) +D (Xt) div (lnθ (Xt))) dt+

+
√

2D (Xt) dt N (0, 1) (3.2.16)

Remark : Eq.3.2.15 is exact for infinitesimal time step dt, however further

below we will use it with finite ∆t. In addition, D (x) and θ (x) must be

differentiable.

To solve the transport problem of Eq.3.2.2 stochastically, we need to find the

PDF of the continuous Markovian process (Xt). Thus, one needs a discretiza-

tion of time of Eq.3.2.16 (and a random number generator). We choose here,

like many authors ([Uffink, 1985, Tompson & Gelhar, 1990, Labolle et al., 1996,

Labolle et al., 1998, Hoteit et al., 2002, Lim, 2006, Bechtold et al., 2011], an

explicit time-stepping scheme, which is compatible with the Itô integration of
2If the infinitesimal interval [t, t+ dt) is divided into two subintervals [t, t+ αdt) and

[t+ αdt, t+ dt), where αε [0, 1], then the increment incurred over the full interval [t, t+ dt)
should be the sum of the successive increments incurred over those two subintervals.
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SDE. We obtain:

X
(p)
i (tn + ∆tn) = X

(p)
i (tn) +

+∆tn

(
U

(p)
i (tn) +

∂D
(p)
ij

∂xj
+Dp

ij

∂lnθ(p)

∂xj

)
+

+
√

∆tn
(
B

(p)
ij Z

(p)
j (tn)

)
(3.2.17)

In this equation, the variable quantities are all Lagrangian quantities, and

they should be computed at the spatial position x = X(t) for each particle

“p”: Lagrangian velocity vector U , scalar porosity θ, diffusion tensor D and

its square-root matrix B, div(D), and grad(lnθ). More precisely, the different

terms are defined as follows:

• (p) : particle label (a positive integer number), or equivalently, replicate

number (p) of the trajectory Xi (tn)

• i = 1, 2, 3: coordinate index (three coordinate axes if 3D space)

• X
(p)
i (tn) is the position of the Lagrangian particle at time tn

• Z
(p)
j (tn) is a purely Gaussian random process or sequence N (0, 1)

• B : “Matrix square root” of the BB = 2D matrix

• U
(p)
i (tn): particle’s Lagrangian velocity

• θ
(
X(p) (tn)

)
: porosity or water content, taken at particle position X(p) (tn).

The second and third terms in equation 3.2.17 can be interpreted as follows:

• The second term, proportional to ∆t, is equivalent to a velocity term

containing the actual advective velocity of the fluid (if any) plus two

drift velocities due to the spatial variability of D and of θ.
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• The third term, proportional to
√

∆t, is the random walk term based

on the Itô representation of the diffusive Wiener process for a tensorial

diffusion coefficient Dij (let Dij = Dδij for scalar diffusion).

The spatial variability of Dij intervenes in both the second term (as drift

velocity) and in the third term (as a random white noise process with spatially

variable intensity). However, this is correct only if div (D) is well defined.

For scalar diffusion in 1D space, the requirement would be that D(x) must be

differentiable; otherwise equation 3.2.17 does not hold.

3.2.3 Prototype problem: 1D diffusive PDE with a single

initial source and a single discontinuity

In this section, we will define a purely diffusive problem, with an initial Dirac

source, in an infinite composite porous medium made up of two sub-domains

Ω1 and Ω2 separated by a single discontinuity, or “material interface”. The

interface between the two media is located at XInterface = 0, and the initial

point source is located at XSource = x0 < 0. The subdomains Ω1 and Ω2

have different diffusion coefficients D1 and D2, and different water contents

or porosities θ1 and θ2 (or equivalently, different heat capacities c1 and c2,

as explained in the introduction). Such discontinuous media can be found in

porous soils; porous and fractured rocks; and many other materials at various

scales, from geologic scales to sub-micron scales. For instance, at small scales,

[Spiller, 2004] studied oxygen diffusion through a discontinuous grains/joints

system in a sub-micron scale layer of Nickel Oxide. Here, to illustrate our

random walk particle methods, and without loss of generality, we focus on so-

lute diffusion in a porous medium. In that case, the diffusion coefficient D(x)

describes the diffusion phenomenon at the mesoscale of a Representative El-

ementary Volume (REV) containing many pores, which is different from the
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molecular diffusion coefficient DMol in free water. Thus, in a porous medium,

the solute diffusion coefficient D(x) could be discontinuous because of the dif-

ference in tortuosity of the porous medium, while the discontinuity of the water

contents comes from the difference on porosity of the medium.


∀t > 0;∀x ≤ x1−2; ∂(θ1C1)

∂t = ∂
∂x

(
θ1D1

∂C1
∂x

)
∀t > 0;∀x ≥ x1−2; ∂(θ2C2)

∂t = ∂
∂x

(
θ2D2

∂C2
∂x

) (3.2.18a)


∀t ≥ 0; lim

x→−∞
C1 (x, t) = 0

∀t ≥ 0; lim
x→+∞

C2 (x, t) = 0
(3.2.18b)


∀t ≥ 0; C1 (x1−2, t) = C2 (x1−2, t)

∀t ≥ 0; θ1D1
∂C1
∂x (x1−2, t) = θ2D2

∂C2
∂x (x1−2, t)

(3.2.18c)


∀x ≤ x1−2; C1 (x, 0) = M0

θ1
δ (x− x0)

∀x ≥ x1−2; C2 (x, 0) = 0
(3.2.18d)

In the system of PDE’s formulated above (3.2.18a), each PDE represents

a mass conservation equation for the solute per volume of space (and not per

volume of solvent). Nevertheless, in this particular case, the porosities θ1 and

θ2 are constant in each sub-domain and could be factored out from each PDE. 3

The system of equations 3.2.18c enforces the continuity of solute concentration

(mass per volume of solvent) and of solute flux density (mass per unit time

per unit sectional area of porous medium). In all these equations, Fick’s law is

used for the diffusive flux.

The exact analytical solution of problem 3.2.18 is given the following system

of equations:
3They should not be factored out in the more general case of spatially variable and

discontinuous porosity, with two subdomains θ1(x) and θ2(x).
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∀t ≥ 0;∀x ≤ x1−2;C1 (x, t) = CS1 (x, t) + CR1 (x, t) (3.2.19a)

∀t ≥ 0;∀x ≤ x1−2;

CS1 (x, t) = M0

θ1

(
1√

2π
√

2D1t
exp

(
− (x− x1−2 − (x0 − x1−2))2

4D1t

))
(3.2.19b)

∀t ≥ 0;∀x ≤ x1−2;

CR1 (x, t) = M0

θ1

(
R1−2√

2π
√

2D1t
exp

(
− (x− x1−2 + (x0 − x1−2))2

4D1t

))
(3.2.19c)

∀t ≥ 0; ∀x ≥ x1−2;C2 (x, t) =

M0

θ2

(
1−R1−2√
2π
√

2D2t
exp

(
− (x− x1−2 − β1−2 (x0 − x1−2))2

4D2t

))
(3.2.19d)

R1−2 = θ1
√
D1 − θ2

√
D2

θ1
√
D1 + θ2

√
D2

and β1−2 =
√
D2√
D1

(3.2.19e)

Eq.3.2.19 could also be written using the function G defined by Eq.3.2.1:

∀t ≥ 0;∀x ≤ x1−2;C1 (x, t) = CS1 (x, t) + CR1 (x, t) (3.2.20a)

∀t ≥ 0;∀x ≤ x1−2;CS1 (x, t) = M0

θ1
G (x1−2 + (x0 − x1−2) , 2D1t, x) (3.2.20b)

∀t ≥ 0;∀x ≤ x1−2;

CR1 (x, t) = M0

θ1
R1−2G (x1−2 − (x0 − x1−2) , 2D1t, x) (3.2.20c)

∀t ≥ 0;∀x ≥ x1−2;

C2 (x, t) = M0

θ2
(1−R1−2)G (x1−2 + β1−2 (x0 − x1−2) , 2D2t, x) (3.2.20d)

R1−2 = θ1
√
D1 − θ2

√
D2

θ1
√
D1 + θ2

√
D2

and β1−2 =
√
D2√
D1

(3.2.20e)

• CS1 (“S” for “Source”) is the solution of this same diffusion problem if

there were no interface (constant parameters with no discontinuities).

• CR1 is the symmetric of CS1 relative to the interface x = x1−2, multiplied

by a coefficient R1−2(R for Reflection).
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• C2 is the solution of a diffusion problem with an initial mass (1−R1−2)

located at x1−2 + β1−2 (x0 − x1−2), as illustrated in Figure 3.2.1

3.3 Methods and algorithms

In this section, we will first start by explaining the reason behind the need of

a new algorithm. Then we will be discussing previous proposed methods used

to fill this need. Finally, we will be presenting the new methods proposed in

this chapter and their advantages compared to the previous ones.

3.3.1 Discontinuity problem

The most straightforward test of an algorithm concerning the diffusion problem

with discontinuous D (x) is the uniform concentration test, where the exact

theoretical solution of the transient diffusion PDE is a constant concentration

C(x, t) = C0 at all times (t) and all positions (x). This is obtained simply by

imposing a constant initial concentration profile C(x, 0) = C0, and imposing

either zero flux conditions ∂C/∂x = 0, or else Dirichlet conditions C = C0 at

both boundaries. In Figure 3.3.1 we chose zero flux conditions.

The random walk equation can be written as follows for diffusion in 1D

space:

X(p) (tn + ∆tn) = X(p) (tn) + ∆tn
∂D

∂x

(
X(p) (tn)

)
+
√

2D
(
X(p) (tn)

)
∆tn Z(p) (tn)

(3.3.1)

However, this equation is limited to the case of continuously variable diffu-

sion coefficient. We now focus on the case of discontinuous D (x). If we naively

insert the discontinuous D (x) in the above equation, a deficit of concentration

appears near the interface of discontinuity, as illustrated in Figure 3.3.1 (where
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Figure 3.2.1: Component parts (bold dashed lines) of analytical solution given
in (a) Eq.3.2.19 for D1 > D2 and (b) equivalent form of Eq.3.2.19 for D1 < D2
are summed to form final solution (bold curve) about an interface.
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Figure 3.3.1: Kalia 2013 : Comparison of Probability density / or particle
concentration profile (distribution) (Concentration kg/m) .

D1 < D2). We can deal with this deficit of concentration using two different

schemes (reflection, smoothing). . .

One can deal with this deficit of concentrations around the interface us-

ing two different types of approaches, reflection or smoothing, as mentioned

earlier in the introduction section. For this purpose, a Stop&Go algorithm is

necessary; it is described in the following section.

3.3.2 Stop and go algorithm

This subsection 3.3.2 discusses the concept of time step splitting. This concept

has been mainly used in partial reflection techniques [Ackerer, 1985, Semra et al., 1993,

Hoteit et al., 2002, Lim, 2006, Bechtold et al., 2011] around one discontinuity.

The stop and go algorithm proposed here has been generalized into multi in-

terfaces. This scheme is essential for particles to explore all heterogeneities of

the medium during a time step, without over shooting.
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Most of the previous “Stop and Go” algorithms used the following scheme

for time-step splitting : 4t = 4t1 +4t2, where 4t is the overall time step used

to do calculations and post-processing, 4t1 is the time required by the particle

to reach the first interface that it crosses, 4t2 is calculated by subtracting

4t1 from 4t and is used to calculate the new step chosen by the algorithm

from the interface to its final position. However [Bechtold et al., 2011] have

shown, in their paper, that this algorithm is wrong, because it fails to pass the

“first test”, defined by these authors as follows: diffusion in the presence of

a “transparent” interface separating two half-domains (D1, D2) while setting

D1 = D2 = D for the purposes of the test. The results show that the method

is inconsistent. Indeed, the random walk displacement ∆X of a particle that

crosses the “interface” with D1 = D2 = D is calculated using the time step

splitting RWPT scheme as:

4X = ξ
√

2D4t1 + ξ
√

2D4t2 = ξ
√

2D
(√
4t1 +

√
4t2

)
(3.3.2)

On the other hand, since we know that with D1 = D2 = D, we can compare

this to the classical calculation of the random walk displacement ∆X of a

particle in a homogeneous medium with constant diffusion coefficient D:

4X = ξ
√

2D4t (3.3.3)

Combining the two previous displacement schemes leads to:

√
4t =

√
4t1 +

√
4t2 (3.3.4)

to be compared to the time-step splitting scheme:

4t = 4t1 +4t2 (3.3.5)
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This is a contradiction, and we conclude (along with [Bechtold et al., 2011])

that the proposed scheme (with 4t = 4t1 +4t2) is indeed inconsistent.

Another scheme that may come to mind, as an alternative to the previ-

ous scheme reviewed by [Bechtold et al., 2011], is to generate a new Random

Variable (RV) each time a particle reaches an interface, as follows:

4X = ξ1
√

2D14t1 + ξ2
√

2D24t2 (3.3.6)

where 4X is the displacement from time (t) to (t+4t). Hence, gener-

ating a new RV allows the algorithm to maintain the original time splitting :

4t = 4t1 +4t2, while apparently satisfying the correct rule 4X ∼ ξ
√

2D4t

in the case of a homogeneous domain. Indeed, if D1 = D2, then 3.3.6 leads to:

4X =
√

2D
(
ξ1
√
4t1 + ξ2

√
4t2

)
(3.3.7)

Furthermore, because ξ1 and ξ2 are independent Gaussian RV’s, both with

0-mean and unit variance, the previous 4X can be expressed equivalently as:

4X ∼ ξ
√

2D
√
4t1 +4t2 ∼ ξ

√
2D4t (3.3.8)

where ξ is again a unit variance zero-mean Gaussian RV. Note that the mean

and variance of 4X remains the same in the last two equations. However, even

though this scheme seems to be correct, it will be biasing the ensemble mean

distribution of random displacements 4X(p) over all particles or replicates

(p). This is due to the fact that particles (p) that are most likely to reach

an interface have a higher displacement value4X(p) than those far from the

interface. This will lead to alter preferentially the highest values of the random

4X. A bias is thus introduced, and the PDF will not be Gaussian anymore,

even in the case of diffusion in a homogeneous medium (see Figure 3.3.2). In

fact, we conclude that the displacement 4X should not be generated with two

different RV’s. Another reason for this will be given later on, while discussing

our proposed methods to deal with discontinuities.
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Figure 3.3.2: Schematic comparison between a Gaussian distribution of concen-
tration (bold blue curve), and a hypothetical result of the algorithm described
by Eq.3.3.6 (dashed red bold curve).

Let us now propose a new generalized version of the Stop and Go algorithm.

With this algorithm there will not be any restriction on the maximum step that

a particle does. This means that there will not be any restriction on (1) the

value of the random variables, and (2) on the time step :

1. The algorithm allows the use of a Gaussian random variable, while most,

if not all, previous algorithms use uniform random variables. Which needs

many steps to approach the Gaussian random variable.

2. In previous algorithms (e.g. Uffink1985, Labolle2000, Bechtold2011)

there was a restriction on the time step. So that the particles do not

overshoot many cells (without taking into account the heterogeneity of

intermediate cells). In the new proposed algorithm there will be no re-

strictions on the time step,( In case there are no other restriction on the

time step, then the time step can be put equal to the final simulation

time).

For all methods (reflection, refraction and smoothing). . . there are local re-
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Figure 3.3.3: Time step splitting scheme: Left (vertically): macro-time step
∆t0, and intermediate steps t1, t2, t3. Right: schematic space-time graph
illustration of the position of a particle, in one macro-time step ∆t0, that
crosses many interfaces in a domain with different diffusion coefficients.

strictions on time steps. Hence, the necessity of a new Asynchronous Stop &

Go time-stepping scheme with no restrictions on time steps (shown here for

heterogeneous advection+diffusion):

∆Xj+1
n =

√
2Dj

(√
tj+1
n −

√
tjn

)
Z (tn) +

(
tj+1
n − tjn

)
U j (3.3.9)

Figure3.3.3 shows the algorithm used to split the time step for a multi-

interface problem. Each time a particle crosses an interface, it stops at the

interface, and a new step is calculated with the new parameters. This allows

particles to avoid overshooting, and thus, explore all heterogeneities of the

medium in one time step.
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3.3.3 Reflection technique

The new random walk particle schemes proposed in this chapter consist ba-

sically in a combination of the previous “Stop and go” algorithm, combined

with a new partial reflection scheme and in some cases, three extensions of the

nature of the discrete particles: negative mass particles; adaptive mass parti-

cles; and homing particles. The resulting new schemes solve two problems in

the presence of discontinuities (material interfaces): (1) the particles do not

overshoot, i.e., they explore all the heterogeneities and discontinuities of the

medium; and (2) the particles do not need to be reflected multiple times across

each material interface (unlike previous methods in the literature). One con-

sequence of properties (1) and (2) is that there are no stringent restrictions on

the time step. In fact, the time step can be set equal to the final simulation

time, or else, it can be set to coincide with any desired sequence of discrete

output times. Figure 3.3.4 presents a flow-chart summarizing the new particle

schemes that are developed and tested in the sequel of this chapter for dealing

with diffusion in the presence of discontinuous material interfaces.

3.3.4 Partial reflection and extensions: the proposed

algorithms

3.3.4.1 Methods to deal with discontinuous coefficients in the

literature

Both Uffink’s and Semra’s methods are inspired from the analytical solution

Eq.3.2.19 of the Problem Eq.3.2.18. To deal with parameter discontinuities

in a medium, Uffink changes the transition probabilities of the particles near

the interface using the analytical solution Eq.3.2.19. Semra on the other hand,

splits particles step that crosses the interface into two steps. Once the par-
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Figure 3.3.4: Flow-chart illustrating the new particle schemes in this work, for
modeling diffusion via random walks in the presence of discontinuous material
interfaces. The “stop & go” is a basic asynchronous time step splitting scheme,
used each time a particle encounters an interface during the macro-time step
∆t0. Partial reflection is used at each interface. Several new methods are
implemented, based on extensions of the concept of “particle”, to deal with
the case where the calculated partial reflection coefficient R1−2 is negative, as
explained in the text.

ticles arrive at the interface, the transition probability is altered to deal with

parameter discontinuities.

As with the previous methods in the literature, the novel model proposed

in this chapter is also inspired from the analytical solution Eq.3.2.19. As shown

in sub-section 3.2.3, in the case of a single interface, this analytical solution

can be split into three Gaussian’s. The sum of the first two Gaussian’s is the

concentration field inside the sub-domain where the initial source is located.

The third Gaussian is the concentration field in the other sub-domain (where

the initial source is not located). Each of the three Gaussian components of

the analytical solution has two parameters (mean µ and variance σ2 ) and a

multiplicative factor which represents the intensity of the Gaussian.

The previous methods used in the literature avoided a direct utilization of
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the partial reflection coefficients R1−2 and 1 − R1−2 appearing in Eq.3.2.20

because they could not handle negative reflection coefficients for particles. In-

stead, these previous methods tried to approach the solution by using other

coefficients that are positive. In these methods, the distribution of particle

positions approaches the analytical solution only after the particles cross the

interface many times.

3.3.4.2 New schemes to deal with both positive and negative R

The novel idea proposed in this chapter is that both positive and negative par-

tial reflection coefficients “R” can be used, and that the particle positions may

converge to the exact analytical solution in just a single crossing of the dis-

continuous interface. In section3.2.3, we have presented the analytical solution

of Eq.3.2.20 for a pure diffusion problem with one discontinuous interface. In

this subsection, we will analyze this analytical solution; the analysis will lead

to the idea behind the new algorithm (three variants, or “schemes”) proposed

in this chapter.

3.3.4.3 Analysis of reflection and transmission coefficients at an

interface from the exact solution

First, let us analyze separately the different terms of Eq.3.2.20 :

• CS1 (x, t) is the concentration field that would obtain for a pure diffusion

problem with an initial source at x0, with no discontinuous interface

(spatially constant diffusion and porosity parameters). That is why it is

called the “Source” concentration solution, and labeled with an “S”.

• CR1 (x, t) is the symmetric of CS1 relative to the interface x = x1−2, and

multiplied by a coefficient R1−2. Note that fields CS1 and CR1 are re-

stricted to the sub-domain x ≤ x1−2. In addition, CR1 is the symmetric
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of the field CS1 is restricted to sub-domain x ≥ x1−2. That is why CR1 is

interpreted as if the restricted part of CS1 to sub-domain x ≥ x1−2 has

been partially reflected. It is noted with an R, which refers to reflection,

and R1−2 is the reflection coefficient.

• C2(x, t) is similar to the solution of a pure diffusion problem with an

initial source located at x1−2 + β1−2 (x0 − x1−2) and multiplied by a

coefficient (1−R1−2). This component of the solution is constructed

from a new apparent source that appears to be moved (reflected) to the

other side of the interface. It appears here, from the coefficients R1−2

and (1−R1−2) in CR1 and C2, that these two solutions components are

complementary, since we have R1−2 + (1−R1−2) = 1. We notice here

that the euclidean distance (x0 − x1−2) relative to the interface x = x1−2

is multiplied by β1−2 =
√

D2
D1

. This could be interpreted by the fact that

this distance (from the position of the initial Dirac source to the interface)

belongs to sub-domain 1 and has diffusion coefficient D1 (instead of the

coefficient D2 used in C2).

Based on these analyses, we now propose the following algorithm (“equivalent”

to Eq.3.2.20) to solve the diffusion problem Eq.3.2.18 using RWPT:

Let Xi be the position of particles labeled “i” ; and let x0 the position at

time t0 = 0 and X1 the position at time t.

The PDF of the first displacement would have to follow CS1 (x, t). Thus:

X1(t) = x1−2 +N (x0 − x1−2, 2D1t) = x0 +
√

2D1tN (0, 1) (3.3.10)

Then, we test if X1(t) has crossed an interface. If it has, we alter the

algorithm as follows :

• The PDF of a fraction|R1−2| of the particles that have crossed the inter-

face would have to follow the distribution CR1 , and they are reflected.
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Figure 3.3.5: Partial reflection scheme in a domain with one interface and
discontinuous diffusion coefficient. The interface between subdomains (D1,D2)
is represented as the yellow band. Particles at the interface are either reflected
and stay in the same subdomain, or refracted and cross the interface into the
other subdomain.

• The PDF of the remaining fraction (1− |R1−2|) of the particles that have

crossed the interface would have to follow C2(x, t), and they are refracted.

3.3.4.4 The partial reflection scheme (for the case R1−2 ≥ 0)

The general principle of this partial reflection scheme, so far, is illustrated

schematically in Figure 3.3.5, and is similar to the one previously used in

literature [Hoteit et al., 2002, Lim, 2006, Bechtold et al., 2011]

The fractions|R1−2| and(1− |R1−2|) are interpreted as probabilities, and

the issue of “negative probabilities” will be tackled later below and in the next

section3.3.5.

Thus X1 becomes :
if JR1−2K = 1; X1 = x1−2 −N (x0 − x1−2, 2D1t)

if JR1−2K = 0; X1 = x1−2 +
√

D2
D1

N (x0 − x1−2, 2D1t)
(3.3.11)

where JR1−2K designates a Bernoulli RV that is equal to 1 with probability

|R1−2| and equal to 0 with probability (1− |R1−2|), x0 is the initial particle
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position X (0), and x1−2 is the interface position.

Using Eq.3.3.10, Eq.3.3.11 becomes :
if JR1−2K = 1; X1 = 2x1−2 −X1

if JR1−2K = 0; X1 = x1−2 +
√

D2
D1

(X1 − x1−2)
(3.3.12)

Eq.3.3.12 could also be written as follows

X1 = (1− JR1−2K)
(
x1−2 +

√
D2

D1
(X1 − x1−2)

)
+ JR1−2K (x1−2 − (X1 − x1−2))

(3.3.13)

And using Gaussian RV properties Eq.3.3.13 becomes

X1 = x1−2 + (X1 − x1−2)
(
− JR1−2K +

√
D2

D1
(1− JR1−2K)

)
(3.3.14)

However, until now we have considered only the absolute value of R1−2.

Thus, the previous algorithm is sufficient in cases where R1−2 is positive. And

the final solution of the problem would be equivalent to the PDF of all the

particles.

A negative R1−2 means that there was a subtraction in the analytical so-

lution. Yet, subtractions at specific positions are more difficult to model in

RWPT than additions (adding particles). The next subsections will discuss

three new methods to deal with the case where R1−2 is negative.

3.3.4.5 Reflection/Refraction method for R1−2 < 0 with

restrictions on the time step

Here we propose, in the case R1−2 < 0, to use the value of R1−2 instead of the

Bernoulli RV JR1−2K in Eq.3.3.14. Replacing the Bernoulli RV JR1−2K by the

value of R1−2 can be seen as some form of averaging, hence this method requires

several steps to converge toward the solution (restrictions on time step).

Eq.3.3.14 becomes similar to a refraction (transmission) algorithm with no

reflections.
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X1 = x1−2 + (X1 − x1−2)T1−2 (3.3.15)

with the Refraction/Transmission coefficient T1−2 :

T1−2 = −R1−2 +
√
D2

D1
(1−R1−2) (3.3.16)

T1−2 is positive because here R1−2 < 0.

This method is similar to the one used by Bechtold [Bechtold et al., 2011], it

is a one sided partial reflection method. The difference between the two, is that

Bechtold’s coefficients are based on analytical solutions of equilibrium problems

(concentration constant in a steady-state bounded discontinuous domain with

two zero flux BC’s). While the method proposed here, is based on the solution

of the initial value problem in a discontinuous domain.

3.3.5 Three alternative schemes for negative reflection

coefficient R1−2 with no restrictions on the time step

Seeing that R1−2 is the amplitude of CR1 (representing reflected particles),

and (1−R1−2) is the amplitude of C2(refracted particles), one could expect

that the partial reflection method would take R1−2 as its reflection probabil-

ity threshold. But, this is not the case in most literature[Hoteit et al., 2002,

Lim, 2006, Bechtold et al., 2011]. The reason why all previously reviewed meth-

ods did not take R1−2 as the reflection probability, is because of difficulties with

the case R1−2 < 0. In that case, it does not make sense to define a negative

coefficient as the reflection coefficient. Hence, to circumvent this problem,

[Hoteit et al., 2002] chose a reflection coefficient RHoteit1−2 =
√
D1√

D1+
√
D2

, later

generalized by [Lim, 2006] into RLim1−2 = θ1
√
D1

θ1
√
D1+θ2

√
D2

. [Bechtold et al., 2011],

proposed a one sided reflection scheme with different positive coefficients. How-

ever, both schemes(Lim’s and Bechtold’s) need to converge toward the true
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solution that uses the reflection coefficient R1−2. Therefore, these methods

have restrictions on the time step, which needs to be small in order to reduce

the error and converge toward the solution [Ackerer & Mose, 2000]. On the

other hand, small time steps make particles undergo multiple reflections, going

back and forth through the interface many times. Yet, each reflection causes

a numerical error [Bechtold et al., 2011]. The next subsections describe new

algorithms proposed for particles that cross through an interface with R1−2

negative, complementary to the previous subsection 3.3.4.4 which discusses

the case where R1−2 is positive.

3.3.5.1 Homing particles

We have previously stated that CR1 represents the PDF of reflected particles,

and C2 of refracted ones. When R1−2 is negative, CR1 is negative too, and the

coefficient (1−R1−2) of C2 is greater than one. We propose here that each

particle reflected searches for the nearest particle to it, and takes it with it to

the position as if it was refracted (see Figure 3.3.6). This algorithm models

what happens when R1−2 is negative. This will allow us to have the final

solution with no restriction on the time step, and the possibility to take the

time step equal to the final simulation time for more efficiency.

3.3.5.2 Adaptive mass variation including negative as well as

positive masses

Introduction to the concept of negative mass The concept of negative

mass was first considered when Paul Dirac [Dirac, 1928] introduced his theory

of elementary particles, where he included negative mass solutions. It was later

formalized by Joaquin Luttinger in his research about gravity. He considered

the existence of negative mass particles, and how they would behave under

gravity and other forces[Luttinger, 1951].
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Figure 3.3.6: Homing particles scheme, in a domain with one interface between
subdomains (D2<D1), it is represented here as a black band. Particle’s algo-
rithm of displacement represented here is initially in D2. When it is reflected
by the interface, it searches for the nearest particle to it (red arrow), and takes
it with it to the position as if it was refracted (green arrow).

More recently, Washington State University physicists have created (2017

Phys. Rev. Lett) a fluid with effective negative mass[Khamehchi et al., 2017].

The dynamic behavior of the fluid seems to be explainable as if the effective

mass were negative. In addition, some theories, in quantum mechanics, are

being investigated concerning the spontaneous appearance (in vacuum) of pairs

of particles/antiparticles[Peskin & Schroeder, 1995].

We were inspired for this algorithm by this 2017 discovery.

In this chapter, we will be using the same concept of particles with negative

mass to do more efficient and accurate predictions of diffusion in heterogeneous

and discontinuous media (see Introduction section3.1).

The concept of particles with negative mass may seem absurd at first sight.

In this chapter we are not discussing their real physical existence, but we will
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be using the concept of particles with negative mass to solve a problem that

has always been avoided to deal with a negative reflection probability.

Adaptive mass particles for R<0 For a negative R1−2, the adaptive mass

algorithm for the particle may lead to a particle having a different mass than

the unit mass initially prescribed for all particles. The modified particle mass

may be either positive or negative. The algorithm is as follows.

Each time a particle is reflected, we multiply its mass by (−1). |R1−2| of

the particles are reflected and their mass is multiplied by sign (R1−2). Thus

the PDF of the reflected particles would model CR1 which has an amplitude of

R1−2.

On the other hand, we know that 1−|R1−2| are refracted, while the ampli-

tude of C2 is 1 + |R1−2|. Thus, if a particle is refracted, we multiply its mass

by 1 + |R1−2|
1− |R1−2|

(see Figure 3.3.7).

This allow us to model C2 with the remaining refracted particles. This

algorithm gives the correct solution at every time step. Hence, the possibility

to put the time step equal to the final simulation time. And the precision of

the solution, in terms of the concentration field, depends solely on the number

of particles.

3.3.5.3 Negative unit mass particles

Again for the case of negative R, we propose the following algorithm. Particles

are always refracted. In addition, in |R1−2|% of the cases, two particles are

created : one refracted and has the same mass as the original particle, and the

other is reflected with a mass of opposite sign (see Figure 3.3.8). Such algorithm

allows us to model the true solution. These new particles, in a way, look like

virtual particles in vacuum polarization [Dirac, 1934] in quantum field theory.

(Two opposite charge theoretical particles that pop up(spontaneous produc-
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Figure 3.3.7: Adaptive mass variation scheme in a domain with discontinuous
diffusion coefficient (D2<D1). When a positive particle is reflected at the
interface (with probability (|R1−2|)), its mass is multiplied by (-1) and becomes
negative. If it is refracted (with probability (1−|R1−2|)), its mass is multiplied
by the positive factor (1 + |R1−2|)/(1− |R1−2|).

tion) in a vacuum, these pseudo particles allow very accurate calculations of

atomic parameters). Here particles are either positive or negative with a unit

absolute value.

3.3.6 Multiple interfaces

3.3.6.1 Semi-analytical solution for a pure diffusion problem with

N ≥ 2 interfaces (discontinuities)

After crossing one interface, a particle could eventually cross a second interface.

The algorithm should be able to deal with any number of interfaces crossed by

a given particle, in a single time step. To obtain the RWPT algorithm that

deals with multiple interfaces, let us first generalize the solution Eq.3.2.19 of

the problem Eq.3.2.18 for N-interfaces and (N+1) layers. The generalization
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Figure 3.3.8: Partial reflection scheme for pseudo-particles, for a domain with
discontinuous diffusion and porosity (e.g., here, D2 < D1). Each given particle
arriving at the interface with negative R1−2 is refracted with probability 1. In
addition, two particles with opposite masses pop up into existence with |R1−2|
probability.

of Eq.3.2.18 for iε J1;N + 1K is:

∀t > 0;∀xεΩi;
∂ (θiCi)
∂t

= ∂

∂x

(
θiDi

∂Ci
∂x

)
(3.3.17a)


∀t ≥ 0; lim

x→−∞
C1 (x, t) = 0

∀t ≥ 0; lim
x→+∞

CN+1 (x, t) = 0
(3.3.17b)


∀t ≥ 0;∀iε J1;NK Ci (xi,i+1, t) = Ci+1 (xi,i+1, t)

∀t ≥ 0;∀iε J1;NK −θiDi
∂Ci

∂x (xi,i+1, t) = −θi+1Di+1
∂Ci+1
∂x (xi,i+1, t)

(3.3.17c)

∀xεΩi;Ci (x, 0) = M0

θi
δ (x− x0) (3.3.17d)

Since, the solution Eq.3.2.19 is composed of three Gaussian’s, one of which

(CS1 (x, t)) is the solution of a pure diffusive problem. While the other two

depend on the previous Gaussian and the position of the interface. Hence, we
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could consider that each time a Gaussian function, in the solution, encounters

a discontinuity, this Gaussian is considered as if it was a separate problem with

one discontinuity. Therefore, each time a Gaussian faces one new discontinuity,

we create two new Gaussian’s with parameters chosen to fit the solution.

Let us define two linear operators Lij and L∗ij :

Lij (G (x0, 2Dit, x)) = RijG (2xi−j − x0, 2Dit, x) (3.3.18)

L∗ij (G (x0, 2Dit, x)) = (1−Rij)G
(
xij +

√
Dj

Di
(x0 − xi−j) , 2Djt, x

)
(3.3.19)

Thus the solution Eq.3.2.20 could be written as follows:
∀t > 0;∀x ≤ x1−2; C1 (x, t) = CS1 (x, t) + L12

(
CS1 (x, t)

)
∀t > 0;∀x ≥ x1−2; C2 (x, t) = L∗12

(
CS1 (x, t)

) (3.3.20)

The decomposition (Eq.3.3.20) can be further generalized: for each indi-

vidual interface, new gaussians are generated, with parameters chosen to fit

the solution. Hence, each time a gaussian function g initially in a subdomain

(i) encounters an interface at position xi−j , we add Li,j (g) to the solution in

subdomain (i) and L∗i,j (g) to the solution in subdomain (j). See Algorithm

3.1.

For the two-interface problem (N = 2), the previous algorithm leads to

an analytical solution for diffusion with an initial source, with discontinuous

diffusion coefficients and porosities having three different values (three layers)

. Thus the analytical solution for a source located at the position x0 in subdo-

main (i = 1), ∀t ≥ 0 :

∀x ≤ x1;2; θ1
M0
C1 (x, t) = id+ L12+

+∞∑
i=0

L∗21 (L23L21)i L23L
∗
12

∀x1;2 ≤ x ≤ x2;3; θ2
M0
C2 (x, t) =

+∞∑
i=0

(id+ L23) (L21L23)i L∗12

∀x ≥ x2;3; θ3
M0
C3 (x, t) = L∗23

+∞∑
i=0

(L21L23)i L∗12

(3.3.21)
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Algorithm 3.1 Semi-analytical solution for diffusion with N ≥ 2 interfaces
1. Ck concentration in subdomain k

2. Initialize Cik = CS with CS the solution of a diffusion problem with no
discontinuity.

3. uk = ±1 the direction towards the interfaces limiting subdomain (k).

4. while (Ck) not converged do

a) Ck = Ck + Lk,k+uk
(Cik) and Ck+uk

= Ck+uk
+ L∗k,k+uk

(
Cik
)

b) uk+uk
= uk and uk = −uk

c) Cik = Lk,k+uk
(Cik) and Cik+uk

= Cik+uk
+ L∗k,k+uk

(Cik)

5. end

with the right side of Eq.3.3.21 is applied to G (x0, 2D1t, x).

The analytical solution for a source located at the position x0 in subdomain

(i = 2), ∀t ≥ 0 :

∀x ≤ x1;2; θ1
M0
C1 (x, t) = L∗21

+∞∑
i=0

(L23L21)i (id+ L23)

∀x1;2 ≤ x ≤ x2;3; θ2
M0
C2 (x, t) =

+∞∑
i=0

(id+ L21) (L23L21)i (id+ L23)

∀x ≥ x2;3; θ3
M0
C3 (x, t) = L∗23

+∞∑
i=0

(L21L23)i (id+ L21)

(3.3.22)

with the right side of Eq.3.3.21 is applied to G (x0, 2D2t, x).

This solution is detailed in B.1, and it has been verified by substitution into

the governing PDE’s.

3.3.6.2 Generalization of the RWPT algorithm for N ≥ 2 interfaces

The same idea of generalization of the analytical solution in subsection 3.3.6.1

(from one interface into a multi-interface) has been applied to the RWPT

method for a problem with N interfaces. If a particle crosses an interface,

then (step 1) its position is altered according to previous algorithms that deal

with discontinuities (see subsection 3.3.4, Eq.3.3.11 for R ≥ 0 and Eq.3.3.12
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Algorithm 3.2 RWPT algorithm for N ≥ 2 interfaces
• Consider particle (k) with mass mk and position Xk.

• while particle (k) crosses interfaces do

– If R1,2 ≥ 0 then
1. If JR1,2K = 0; then the particle (k) is refracted to the position
XRr
k as in Eq.3.3.11 endif

2. If JR1,2K = 1; then the particle (k) is reflected to the position
XRl
k as in Eq.3.3.11 endif

– Else (case R1,2 < 0)
1. The particle (k) is refracted to the position XRr

k .
∗ If JR1,2K = 1; then Create two particles “1” and “2”:

1. with mass mk and at the refracted position XRr
k .

2. with mass −mk and at the reflected position XRl
k .

∗ endif
– end

• end

for R < 0). After this (step 2), if the new particle position does not belong to

its initial subdomain, nor to the adjacent subdomains, then go back to “step

1”. Thereafter, the particle continues undergoing this algorithm within a condi-

tional loop, until the particle does not cross an interface (it then reaches its final

position within the loop). See Algorithm 3.2 (Negative particles algorithm).

This algorithm will be tested in section 3.4, with the analytical solution de-

fined in subsection 3.2.3. Then, it will be compared with a generalized analyti-

cal solution for a pure diffusion problem with two interfaces and three different

diffusion coefficients and water contents: the detailed analytical solution for

this 3-layer case is presented in Eq.3.3.21. And finally, it will be validated with

an even more generalized semi-analytical solution which algorithm has been

detailed in the previous subsection 3.3.6.1.
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3.3.7 Post processing: from particles to concentrations

Post-processing in Random Walk method is very essential since the primary

objective of the simulation is to get the concentration (temperature or pressure)

field. A special attention should be given to Negative unit mass and Adaptive

mass particle methods in particular, since they are very different from the clas-

sical Random Walk simulation. Here the mass conservation is still maintained,

since each time we create negative mass, we create also positive one.

The concentration is determined from distribution of particle positions Xt

weighted by their respective masses. dmt = C (Xt, t) dXt. This can be ex-

pressed formally as4 :

C (x, t) =
∫
R
C (Xt, t) δ (Xt − x) dXt (3.3.23)

C (x, t) =
∫
R
δ (Xt − x) dmt (3.3.24)

There are mainly three types of methods to obtain a spatial distribution of

concentration C (x, t) from particle positions :

1. The most basic one is Fixed windows method. The domain is meshed,

and the concentration is simply calculated by summing the masses of the

particles in each cell and dividing it by the size of the cell. It is basically

a histogram method. Note here that if the cells are very small, then some

cells may not contain any particle or worse they could contain negative

mass particles, thus the concentration would be negative in those cells.

That is why, the size of the concentration cells should be less refined if

adaptive or negative mass particles exist. Even without negative masses,

the size of the concentration cells should be selected in consideration of

the number of particles and the domain size (or the difference between
4More precisely, in a given domain Ω, the local concentration C (x, t) is related to the

PDF of particle positionsfXt (x; t) by C (x, t) = MΩ (t) fXt (x; t) where MΩ (t) is the total
mass of the particles inside the domain Ω at time t
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the maximum and minimum particles positions). This has been studied

mathematically for instance by Raviart [Raviart, 1983].

2. The second method is the Mobile window method. It consists in : (i)

Moving a window across the domain; (ii) Putting the center of the cell at

the position where we want to calculate the concentration; (iii) Summing

the masses of the particles in this cell and divide it by the size of the

cell. This method, gives more freedom to the user to calculate the con-

centration at whatever position he chooses, compared to simple meshed

methods.

3. The third method is called Convoluted filter method. Particle contribu-

tions to the local concentration are described by Gaussian-type windows

centered on particles positions. The concentration at (x,y,z) is then ob-

tained by summing the contribution of each particle on that point.

In this study we have used the first post-processing method the Fixed windows

method.

3.4 Results and discussion

In this section, we present test results for the three main particle schemes

presented earlier for diffusion problems with discontinuous diffusion coefficient

and porosity. The results are presented in terms of concentration profiles (his-

tograms) computed from particle positions using the fixed window method (see

subsection 3.3.7). Then, they will be compared with the generalized analyt-

ical solution, for a diffusion problem with two interfaces and three different

discontinuous diffusion coefficients and porosities, as described in subsection

3.3.6.1.
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x ]−∞; 0] [0; 100] [100; +∞[
D 1 102 101

θ 10−2 1 10−1

Table 3.1: Diffusion and porosity contrasts of Figure 3.4.3

3.4.1 Concentration profiles

Figure 3.4.1 shows the results of diffusion of an initial source in a discontin-

uous domain. Unlike the following methods, the method used here (Reflec-

tion/Refraction) have restrictions on the time step. Therefore, although the

method converges towards the analytical solution, this proposed method was

abandoned, because of its restrictions, in favor of the following methods with

no restrictions on the time step.

In Figure 3.4.2, we simulate a diffusion problem for an initial source located

in the sub-domain with the lowest diffusion coefficient (left sub-domain). This

corresponds to the complex configuration with negative R1−2), as seen in sub-

section 3.3.5. The algorithm here uses Homing Particles. The particle positions

were obtained here by setting the time step equal to the final simulation time,

for more efficiency (minimizing calculation time).

The figure shows the final concentration profile as a histogram, computed

from particle positions using the fixed window method (cf. section3.3.7): con-

centrations are obtained in each histogram box, by dividing the mass of all

particles contained in that box, by the total pore volume of that box.

We note that histogram fluctuations in sub-domain 1 (left, with lowest

porosity) are due to the fact that particles in regions with low porosity rep-

resent higher concentrations than in regions with higher porosity. Thus, the

concentration in low porosity regions has more fluctuations because of fewer

particles for same level of concentration.

Note in all tables, the coefficient D is dimensionless, as well as space and
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Figure 3.4.1: Comparison between analytical (PDE) and numerical (RWPT)
concentration histogram using Reflection/Refraction particles, for a 1D infinite
domain with an initial Dirac mass at x0 = −1 (“source”). The diffusion coeffi-
cient D(x) and porosity θ (x) are discontinuous. The dashed blue bold curve is
the analytical solution of the diffusion PDE, Eq.3.2.19. The slightly fluctuat-
ing histogram is the result obtained by the RWPT with 100,000 particles. The
diffusion contrast is D2/D1 = 100 and the porosity contrast θ2/θ1 = 100.
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Figure 3.4.2: Comparison between analytical (PDE) and numerical (RWPT)
concentration histogram using Homing particles, for a 1D infinite domain with
an initial Dirac mass at x0 = −1 (“source”). The diffusion coefficient D(x)
is discontinuous at x = 0 (black dashed line). The dashed bold curve is the
analytical solution of the diffusion PDE, Eq.3.2.19. The slightly fluctuating
histogram is the result obtained by the RWPT with one million initial particles.
The diffusion contrast is D2/D1 = 100 and the porosity contrast θ2/θ1 = 100.
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Figure 3.4.3: Comparison between analytical (PDE) (See Appendix) and nu-
merical (RWPT) concentration histogram using Adaptive mass particles, for a
1D infinite domain problem with an initial Dirac mass at x0 = −1 (“source”
red line). The diffusion coefficient D (x) is discontinuous at x1−2 = 0 and
x2−3 = 100 (black dashed line). The dashed bold curve is the analytical so-
lution of the diffusion (PDE) in the appendixB.1. The slightly fluctuating
histogram is the result obtained by the RWPT with one hundred million initial
particles. The diffusion and porosity contrasts are given in Table 3.1. This
result was obtained by setting the time step equal to the final simulation time,
for more efficiency and minimum calculation time.
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x ]−∞;−300] [−300;−100] [−100; 100] [100; 300] [300; +∞[
D 1 105 1 105 1
θ 10−1 1 10−1 1 10−1

Table 3.2: Diffusion and porosity contrasts of Figure 3.4.4

time units.

In Adaptive mass particles algorithm, some particles may have more mass

than others, and some could have also a negative mass. This dispersion of par-

ticles masses in addition to the difference in porosities, explain the fluctuations

seen in the histogram in Figure 3.4.3. On the other hand, these fluctuations

could be smoothed when using a different post-processing method instead of

the fixed window. Overall, the histogram obtained still follows the shape of

the analytical solution, while using one single macro time step.

In Figure 3.4.4, the histogram is the result obtained by the RWPT with

ten million particles initially. The diffusion and porosity contrasts are given

in Table 3.2. This result was obtained by setting the time step equal to the

final simulation time, for more efficiency. Such fluctuations are inherent to the

RWPT method for a finite number of particles, but they appear quite moderate

here given the large contrast ratio of the discontinuous coefficients (10/1 for

porosity, and 100,000/1 for diffusion).

3.4.2 Time evolution of concentration profiles

Figure 3.4.5 and Figure 3.4.6 display the analytical vs. simulation results, at

three times, of diffusion with one interface and two interfaces (where D (x) and

θ (x) are discontinuous). Figure 3.4.5 has diffusion contrast D2/D1 = 100 and

porosity contrast θ2/θ1 = 4. The values of diffusion and porosity for Figure

3.4.6 are shown in Table 3.3. The initial source is at x = −1; it is located in

the left subdomain with the lowest diffusion and porosity coefficients. Thus, in
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Figure 3.4.4: Comparison between analytical (PDE) and numerical (RWPT)
concentration histogram using negative particles, for a 1D infinite domain with
an initial Dirac mass at x0 = 0 (“source”). The diffusion and the porosity
coefficients D (x) and θ (x) are discontinuous at the black dashed lines (see
Table 3.2). The dashed blue curve is the semi-analytical solution of the diffusion
(See subsection 3.3.6.1). The histogram is the result obtained by the RWPT
with ten million initial particles. The diffusion and porosity contrasts are given
in Table 3.2. This result was obtained by setting the time step equal to the
final simulation time, for more efficiency and minimum calculation time.
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Figure 3.4.5: Time evolution of concentration profiles using the negative mass
algorithm. The vertical red line corresponds to the position of the interface
x = 0. The green, magenta and blue bold dots correspond to the simulation
results at times t1, t2 and t3 respectively. The bold black curves correspond to
the analytical solution of Eq.3.2.20.

x ]−∞; 0] [0; 100] [100; +∞[
D 1 102 101

θ 0.25 1.00 0.50

Table 3.3: Diffusion and porosity values of Figure 3.4.6

both figures, particles initially encounter an interface with negative reflection

coefficient R. Particles are either reflected at the interfaces and stay in the

subdomain, or they cross the interface and enter the next subdomain. The

simulation results were obtained by using 100 million particles and setting the

time step equal to final simulation time (∆t = Tf ). The fit is excellent in all

cases, including near discontinuities.

Figure 3.4.7 is the result of a pure diffusion problem with two interfaces

(where D (x) and θ (x) are discontinuous see Table 3.4) at three different times

t3 = 2t2 = 10t1. The initial source is at x = 0, in the subdomain in the
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Figure 3.4.6: Time evolution of concentration profiles using the Stop&Go al-
gorithm with negative mass particles for 100 million particles. The red vertical
lines correspond to the interfaces x = 0 and x = 100. The green, magenta and
blue bold dots correspond to the simulation results at times t1, t2, t3. The bold
black curves correspond to the semi-analytical solution of subsection 3.3.6.1.

x ]−∞;−100] [−100; 100] [100; +∞[
D 10 1 102

θ 5.10−1 2, 5.1 1.00

Table 3.4: Diffusion and porosity contrasts of Figure 3.4.7

center and with the lowest diffusion and porosity coefficients. Thus, in this

configuration, where we set the time step equal to the final simulation time,

particles only encounters interfaces with a negative reflection coefficient R.

Particles are either reflected at the interfaces and stay in the subdomain, or

they cross the interface and enter the next subdomain which is semi-infinite

here. This result was obtained by using 100 million particles.

Figure 3.4.8 is the result of a pure diffusion problem with two interfaces

(where D (x) and θ (x) are discontinuous see Table 3.5) at three different times

t3 = 102t2 = 104t1. The initial source is at x = 0 in the subdomain in the
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Figure 3.4.7: Time evolution of concentration profiles using Negative unit mass
algorithm. The red bold lines correspond to the position of the interfaces
x = −100 and x = 100. The green, magenta and blue bold curves correspond
to the result of the simulation of the negative unit mass method at three dif-
ferent times t1, t2, t3 respectively. The dashed black curves correspond to the
corresponding semi-analytical solutions described in subsection 3.3.6.1.

x ]−∞;−100] [−100; 100] [100; +∞[
D 1 104 102

θ 0.25 1.00 0.50

Table 3.5: Diffusion and porosity contrasts of Figure 3.4.8

center and with the highest diffusion and porosity coefficients. Similarly to

what have been explained in the paragraph above, particles only encounters

interfaces with a positive reflection coefficient R. This result was obtained by

using 100 million particles.
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Figure 3.4.8: Time evolution of concentration profiles using the Stop & Go
algorithm. The red bold lines correspond to the position of the interfaces
x = −100 and x = 100. The green, magenta and blue bold curves correspond
to the result of the simulation of the negative unit mass method at three dif-
ferent times t1, t2, t3 respectively. The dashed black curves correspond to the
corresponding semi-analytical solutions described in subsection 3.3.6.1.

3.4.3 Discussion on CPU Time

Explicit time-stepping methods usually have a linear evolution of CPU Time

vs. simulation time. We observe from Figure 3.4.9 that the CPU Time of the

Stop&Go algorithm behaves as a power law, then reaches a constant plateau

in a second stage. In Figure 3.4.9, the magenta curve with squares corresponds

to the two-layer problem of Figure 3.4.7, while the blue curve with circles cor-

responds to the three-layer problem of Figure 3.4.8. For very small simulation

time, particles have not yet reached the interface. Therefore, the algorithm

does not need to deal with discontinuity, and the CPU Time remains constant.

For intermediate simulation time, CPU Time evolves as the power 0.39 of sim-
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Figure 3.4.9: CPU Time versus Final Simulation Time. The bold blue curve
corresponds to the study of Figure 3.4.8, the dashed green line corresponds to
the final simulation time power 0.3867.

ulation time Tf (Figure 3.4.9). This exponent depends probably on diffusion

and porosity contrasts, number of interfaces, etc. Finally, as can be seen in

Figure 3.4.9, CPU Time reaches a plateau for Tf > 2 for the two-layer problem,

and for Tf > 2.104 for the three-layer problem.

For larger simulation times, more and more particles succeed in crossing

the outer interfaces (after many trials). This is because the transmission prob-

ability (1−R1−2), although small, is strictly non null. Once this crossing has

occured, particles only need to do a single step to reach their final position at

time Tf in the left or right semi-infinite layers. In summary, the computational

performance of the negative mass Stop&Go RWPT scheme is encouraging; the

CPU time evolves sub-linearly with simulation time, while it evolved linearly

in previous RWPT methods.
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3.5 Conclusion and perspective

To test the new stop-and-go RWPT schemes, we develop analytical and semi-

analytical solutions for diffusion in the presence of multiple interfaces (discon-

tinuous multi-layered medium). The results show that the proposed stop-and-

go RWPT schemes (with adaptive, negative, or homing particles) fits extremely

well the semi-analytical solutions, even for very high contrasts and in the neigh-

borhood of interfaces. The three schemes provide a correct diffusive solution in

only a few macro-time steps, with a precision that depends only on the number

of particles, and not on the macro-time step.

The new methods presented in this chapter could be considered as a mod-

ified type of “Partial reflection scheme”. The idea behind these new algo-

rithms come from the semi-analytical solution of the diffusion of an initial

source in an infinite domain, in the presence of many material interfaces where

the diffusion coefficient and porosity are discontinuous D (x) and θ (x) (see

Subsection3.3.6.1). With the concept of these exotic particles (Homing, nega-

tive unit mass and adaptive mass particles), the scheme converges to the correct

solution while keeping computational efficiency and robustness. In that config-

uration, it leads to the exact diffusion equation instead of approaching it. The

method is combined with an asynchronous algorithm that solves the overshoot

problem. Several test cases were investigated. For example, we have shown in

Subsection 3.4 the solution of the discontinuous diffusion problem at a given

time solved in one single time step, taking the time step equal to the final sim-

ulation time. This method has been verified analytically, and it is validated in

1D by comparing the concentration profile obtained by the RWPT algorithm

with the analytical solution.

The three schemes provide a correct diffusive solution in only a few macro-

time steps, with a precision that depends only on the number of particles, and
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not on the macro-time step. These schemes seem promising with a view to

extensions towards more complex 3D geometries (ongoing work).

The three variant schemes could also be considered in imple-

menting boundary conditions, or in modeling other phenomena like

chemical reactions or well production. This gives a new degree of

freedom, that could be discussed in another paper in a future study.
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4.1 Introduction

4.1.1 Preamble

This chapter is formatted as a paper to be submitted soon (whence the partial

redundancy between this Introduction with the general introduction of the

thesis).

4.1.2 Overview

This study develops new Lagrangian particle methods for modeling flow and

transport phenomena in finite complex porous media. Particle methods are well

known for modeling transport problems [Noetinger et al., 2016]. They reduce

or avoid some of the problems of Eulerian methods (e.g. instabilities, excessive

diffusion, or oscillations that could lead to negative concentrations). Random

Walk algorithms are used to model diffusion processes in the Lagrangian par-

ticle approach.

However, discontinuities and heterogeneities are difficult to treat, particu-

larly discontinuous diffusionD (x). The difficulties are different for the Eulerian

PDE approach and for the Lagrangian Random Walk approach. In the litera-

ture on particle Random Walks, previous methods used to handle this problem

could be characterized into two main types: the first one is called “Interpolation

technique” [Labolle et al., 1996] which smooths the discontinuity of the param-

eters, and therefore creates many cells near the interface that smooths it, so

that it could be considered as a continuously variable rather than discontinuous

coefficient. The second one is called “Partial reflection method”, introduced

by Uffink [Uffink, 1985]. The discontinuous interface is taken into account by

assigning probabilities for particle reflection and transmission across the inter-

face [Ackerer, 1985, Cordes et al., 1991, Hoteit et al., 2002]. One of the main
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drawbacks is the decrease in time step size required in order to converge to the

expected solution. All these restrictions on the time step, lead to inefficient

algorithms.

In this study, we propose a novel approach without any restrictions in the

treatment of the particles jump and time step size. Moreover, the algorithm

proposed here does not approach the solution but gives a semi-analytical solu-

tion with a maximum precision that depends solely on the number of particles.

The new method could be considered as a modified type of “Partial reflection

method”. The idea behind this new algorithm is inspired, from the analytical

solution of the diffusion of an initial source in an infinite domain with an inter-

face where the diffusion parameter is discontinuous. With the concept of nega-

tive mass particles, it allows to converge to the expected solution while keeping

efficiency and robustness. In that configuration, it leads to the exact equation

instead of approaching it. The method is combined with an asynchronous al-

gorithm [Lim, 2006] that solves the overshoot problem [Bechtold et al., 2011].

4.1.3 Dirichlet boundary conditions

Dirichlet conditions1 are difficult to implement in particle methods. Chan-

drasekhar [Chandrasekhar, 1943] was among the first to study Random Walk

inside finite and semi-infinite domains. He introduced absorbing and reflecting

barriers in Random Walk methods. Then Feller [Feller, 1957] studied Stochas-

tic Differential Equations using the Method of Images. Uffink [Uffink, 1985]

used Feller [Feller, 1957] Method of Images for SDE’s to propose a partial re-

flection method algorithm for RWPT to model discontinuous diffusion.

This chapter discusses four different methods on how to implement Dirichlet

BC’s with a random walk algorithm. Each has its drawbacks and advantages.
1In this chapter, the term Dirichlet conditions is used in relation to both: the PDE

problem based on concentration C (x, t), and the corresponding RWPT implementation of
such BC’s.
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The different methods could be used for different problems. The first method

is the one used in literature [Delay et al., 2005, Spiller, 2004], it is based on a

volume filled with particles that are distributed at a given time. The volume

is taken as large as the maximum step that a particle could do during a time

step and is refilled every time step. In the second method, method proposed in

this Chapter, the volume is taken as large as the maximum displacement that

a particle could do during the time of the simulation. The third method is a

flux one, where the particles are injected with a predetermined step: particles

are injected with a certain distribution.

The methods used to implement Dirichlet conditions in this chapter are

mainly for diffusion transport problems. These methods could be applied for a

mass transport by diffusion in fluid either in a whole volume or in porous media.

Or it could be a heat conduction problem. In this case the particles would

represent heat energy and their density would be the temperature. In addition,

for some cases, the diffusion transport equation could also be rearranged to

model the pressure of a fluid in porous media, and in that case the particles

would represent pressure energy and their density would be the pressure of the

fluid.

This chapter is organized as follows. Section 4.2, discusses the theory and

properties of Gaussian functions, their role as PDF’s and CDF’s in the char-

acterization of Gaussian Random Variables, and their role as PDE’s solutions.

Section 4.3 proposes several new RWPT algorithms to model diffusion prob-

lems in domains with Dirichlet BC’s. Then, results of simulations compared

to semi-analytical solutions are presented in section 4.4. Finally, section 4.5

concludes this chapter and gives perspectives.
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4.2 Theory

4.2.1 Gaussian PDF’s & CDF’s

This subsection defines properties and notations of Gaussian PDF’s and CDF’s

that will later be used in this Chapter.

4.2.1.1 Gaussian PDF’s

Let us define x → G
(
µ, σ2;x

)
which represents a Gaussian function with a

mean µ and a variance σ2. The Probability Density Function PDF of a Gaus-

sian Markovian process is :

G
(
µ, σ2;x

)
= 1
σ
√

2π
exp

(
−1

2

(
x− µ
σ

)2
)

(4.2.1)

A Gaussian random variable (RV) with a mean µ and a variance σ2, which

means it has the probability density function (PDF) x→ G
(
µ, σ2;x

)
, is :

N
(
µ, σ2). The normal centered PDF is defined as the PDF of a Gaussian

Markovian process with a mean µ = 0 and a variance σ2 = 1, so the normal

centered PDF is x→ G (0, 1;x).

δ (x) represents the Dirac pseudo-function (δ distribution) defined by Schwartz

[Schwartz, 1951]; it can be defined via test functions; and it can also be defined

in a certain sense as the limit of a Gaussian PDF as the standard deviation σ

goes to zero:

∀xεRn; δ (x) = lim
σ→0+

G
(
0, σ2;x

)
(4.2.2)

4.2.1.2 Gaussian CDFs

Let us also define the Cumulative Distribution Function (CDF) of the normal

centered PDF G (0, 1;x).
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Φ (x) =
∫ x

−∞

1√
2π
e−

x′2
2 dx′ (4.2.3)

Φ (x) can also be written as a function of the error function erf (x) or erfc (x):

Φ (x) = 1
2

[
1 + erf

(
x√
2

)]
= 1

2erfc
(
− x√

2

)
(4.2.4)

with the error function defined as:

erf (x) = 2√
π

∫ x

0
e−t

2
dt (4.2.5)

and the complementary error function:

erfc (x) = 2√
π

∫ +∞

x

e−t
2
dt (4.2.6)

For the more general case of a Gaussian RV N
(
µ, σ2), its CDF is of the form:

F (x) = Φ
(
x− µ
σ

)
= 1

2

[
1 + erf

(
x− µ
σ
√

2

)]
(4.2.7)

Reminder: the CDF F (x) of a RV represents the probability that the RV X

has a value smaller than x:

FX (x) = P (X ≤ x) = P (]−∞;x]) (4.2.8)

4.2.2 Dirichlet BC’s

4.2.2.1 Problem statement and analytical solutions of PDE’s

RWPT method used in this study and in general are based on initial value

problems (Cauchy’s problem Eq.4.2.9). Cauchy’s problems solve PDE’s in

infinite domains with a Dirac initial condition. In RWPT, each particle is

represented by the initial Dirac condition. And the algorithm of the particles

must reproduce the concentration based PDE. The aim would be to have the

PDF equivalent to the solution of the concentration based PDE. This study,
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uses some theorems that generalizes the solutions Cauchy’s problems to propose

new algorithms for RWPT.

∀t ≥ 0,∀xεRn; ∂C
∂t

(x; t) = D∆C (x; t) (4.2.9a)

∀t ≥ 0; lim
|x|→∞

C (x; t) = 0 (4.2.9b)

∀xεRn;C (x; 0) = M0

θ
δ (|x− x0|) (4.2.9c)

∀t ≥ 0;
∫
Rn

C (x; t) dx = M0

θ
(4.2.9d)

with n is the dimension number.

Eq.4.2.9d represents the conservation of mass throughout the simulation,

and it allows to have a unique solution. The solution of Eq.4.2.9 is:

∀t > 0;∀xεRn; C (x, t) = M0

θ

1
(4πDt)

n
2
exp

(
−|x− x0|2

4Dt

)
(4.2.10)

Theorem [Evans, 2010] Let us consider the problem described by Eq.4.2.11:

∀t, xεRn; ∂C
∂t

(x; t) = D
∂2C

∂x2 (x; t) (4.2.11a)

∀t ≥ 0; lim
|x|→∞

C (x; t) = 0 (4.2.11b)

∀xεRn;C (x; 0) = g (x) (4.2.11c)

The solution of problem Eq.4.2.11 is the following Eq.4.2.12

∀t > 0;∀xεR; C (x; t) = 1
(4πDt)

n
2

∫
Rn

exp

−
∣∣∣x− x′ ∣∣∣2

4Dt

 g (x′) dx′ (4.2.12)

The result of this Theorem is expected if g (x) is seen as a function of the

Dirac function:

g (x) =
∫
Rn

δ (x− x′) g (x′) dx′ (4.2.13)

Then, the solution Eq.4.2.12 is found by replacing δ (x− x′) in Eq.4.2.13 by the

solution of the δ initial problem Eq.4.2.12. This, transition from the solution
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of an initial Dirac to the solution of any function g (x) is possible because of

the linearity of the problem.

For a one dimensional problem n = 1 and in an infinite domain with a

Heaviside initial condition the problem becomes:

∀t ≥ 0, xεR; ∂C
∂t

(x; t) = D
∂2C

∂x2 (x; t) (4.2.14a)

∀t ≥ 0; lim
|x|→∞

C (x; t) = 0 (4.2.14b)

∀x ≤ 0;C (x; 0) = 2C0 (4.2.14c)

∀x > 0;C (x; 0) = 0 (4.2.14d)

Using the above Theorem 4.2.2.1 with ∀x ≤ 0; g (x) = 2C0, the solution of

Eq.4.2.14 is:

∀t > 0;∀xεR; C (x; t) = 1
(4πDt)

1
2

∫ 0

−∞
exp

−
(
x− x′

)2

4Dt

 2C0dx
′ (4.2.15)

On the other hand, the equation governing a pure diffusion transport (C)

problem in a semi-infinite domain (x ≥ 0), with a Dirichlet condition (constant

value C = C0) at a boundary(x = 0), and with a constant diffusion coefficient

D.

∀t, x > 0; ∂C
∂t

(x; t) = D
∂2C

∂x2 (x; t) (4.2.16a)

∀t ≥ 0; lim
x→+∞

C (x; t) = 0 (4.2.16b)

∀t ≥ 0;C (0; t) = C0 (4.2.16c)

The analytical solution of this problem is [Carslaw & Jaeger, 1959]:

∀t;x ≥ 0;C(x; t) = 2C0√
π

∫ +∞

x

2
√

Dt

e−t
′2
dt′ (4.2.17)
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Eq.4.2.17 could also be written using the complementary error function of

Eq.4.2.6:

∀t;x ≥ 0;C(x; t) = C0erfc

(
x

2
√
Dt

)
(4.2.18)

4.2.2.2 Equivalence of Dirichlet with an infinite domain problem

The diffusion of an initial Heaviside function in an infinite domain xεR Eq.4.2.14,

has the solution Eq.4.2.15. This analytical solution Eq.4.2.15 can also be writ-

ten in the form of Eq.4.2.17. The equivalence between the two solutions (the

solution of the initial infinite domain and the Dirichlet BC) induce that this

same equivalence could be used in RWPT methods. Since the study of RWPT

is well known in infinite domains, this study proposes to use this parallel be-

tween the solutions of the two problems to model the Dirichlet BC. Hence,

this study proposes to replace a Dirichlet BC in RWPT by a an initial semi-

infinite reservoir filled with particles with two times the concentration of the

fixed Dirichlet BC.

4.3 Methods and algorithms

4.3.1 Dirichlet BC in RWPT methods

The RWPT algorithms proposed in this study are inspired from the analytical

solutions of initial value problems studied in subsection 4.2.2. These initial

value problems (Cauchy’s problems) take the Dirac distribution as an initial

condition. And the Dirac pseudo-function δ (x− x0) represents particles at po-

sition x0 in RWPT. Gaussian functions in the analytical solutions are replaced

by Gaussian RVs in RWPT. Thus, the solution of the diffusion of an initial

Dirac in an infinite domain Eq.4.3.1:

∀t > 0;∀xεR; C (x, t) = M0

θ
G (x0, 2Dt;x) (4.3.1)
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In RWPT Eq.4.3.1 becomes Eq.4.3.2:

Xt = N (x0, 2Dt) (4.3.2)

with each particle has a mass mparticle = M0
Nparticles

, particles positions with

their mass will be used to induce the concentration based solution. Using basic

Gaussian RVs properties, Eq.4.3.2 could also be written as:

Xt = x0 +
√

2Dt N (0, 1) (4.3.3)

For problems like the one described by Eq.4.2.11, the initial condition is

a function g (x) instead of the Dirac δ (x− x0). This g (x) initialization is

translated in RWPT, into initializing the PDF of the positions of the particles

as g (x) instead of initializing all particles at the position x0.

4.3.1.1 External Mesh method

In previous work in literature of RWPT, the implementation of the Dirichlet BC

used an External Mesh method. This method, creates a mesh adjacent to the

domain of study. This mesh is, then, maintained at a constant concentration at

each time step. Either by adding the number of particles that left the mesh in

the previous time step. Or by completely updating the distribution of particles

in this mesh every time step.

This External Mesh method presents many problems. First, the time step

has to be very small for more precision. Theoretically, it has to tend towards

zero for maximum precision. Second, the process of updating or replacing the

particles in the mesh at every time step increases the CPU Time significantly.

Therefore, the next subsection (subsection 4.3.1.3) proposes a new method

to implement the Dirichlet BC. This new Dirichlet BC method is called Exter-

nal Reservoir Method. It has no restriction on the time step.
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4.3.1.2 Finite Dirichlet Flux method

In this subsection we propose a new method to implement Dirichlet BC’s, using

a Flux method based on Finite Difference scheme. This method uses the finite

difference scheme in the mesh adjacent (number i = 1) to the BC:

Cn+1
i = Cni + D∆t

2∆X2C0+ D∆t
2∆X2C

n
i+1−

D∆t
2∆X2 2Cni (4.3.4)

with n corresponds to time tn = n∆t and i the number of the mesh frontier to

the Dirichlet BC.

• The red − D∆t
2∆X2 2Cni term in Eq.4.3.4 corresponds to the particles that

will leave the mesh i to meshes i + 1 and i − 1, here the mesh i − 1 is

outside the domain.

• The blue + D∆t
2∆X2C

n
i+1 term in Eq.4.3.4 corresponds to the particles that

will enter the mesh i coming from mesh i+ 1.

• The green + D∆t
2∆X2C0 term in Eq.4.3.4 corresponds to the particles that

will enter the mesh i from the Dirichlet BC. We notice here, that the

green term is constant.

Using the above analysis of the Finite Difference scheme Eq.4.3.4, we propose

to model the Dirichlet BC in RWPT methods by injecting at each time step

a constant number of particles corresponding to the green + D∆t
2∆X2C0 term in

Eq.4.3.4:

N Injected
Particles = D∆t

2∆XC0 (4.3.5)

The advantage of this method, compared to the previous one External Mesh

method, is: it does not need to model the entire external mesh and update it

at each time step. Here, we inject only the particles that will enter the domain

(the number of particles injected is constant).
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However, this method, as the previous one, still has restrictions on the time

step and mesh sizes. Thus, we propose, in the following subsections, methods

with no restrictions on the time step.

4.3.1.3 External Reservoir method

RWPT methods are based on Initial value problems (Cauchy’s Problems).

These problems are in infinite domains. Hence the idea of transforming the

semi-infinite problem, with Dirichlet BC, into an infinite domain problem with

an initial condition.

Using this similarity, to model the Dirichlet problem, this study proposes

to model the Dirichlet BC in RWPT by an External Reservoir adjacent to the

domain of study. This adjacent External Reservoir is initiated at t = 0, but it

does not need to be updated during the simulation time.

In theory, this External Reservoir should be semi-infinite. But, particles,

that are initially in the External Reservoir and will not reach the domain of

study during the simulation time, do not need to be simulated. Hence, the

width of the External Reservoir will be set equal to the maximum displacement

that a particle might have:

LRes = ∆Xmax = max (XTSimu
− x0) =

√
2DTSimuMGAUSS (4.3.6)

with MGAUSS = max (N (0, 1)) is the numerically maximum value that a nor-

mal centered Gaussian RV might have. In theory, N (0, 1) is unbounded. But

numerically, the probability for N (0, 1) to exceed a value x is:

P (XTSimu
≥ x) = 1− Φ (x) = 1

2

[
1− erf

(
x√
2

)]
= 1

2erfc
(
x√
2

)
(4.3.7)

By choosing x = 6, P (N (0, 1) ≥ 7) = 9.87.10−10, which is a very small proba-

bility. It means that if the RV N (0, 1) is generated 109 times, one of the 109

values will likely be higher than 6. In all simulations used in this study the RV
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N (0, 1) will be generated no more than 109 times. Therefore, max (N (0, 1))

in Eq.4.3.6 is replaced by 6 and becomes:

LRes = 6
√

2DTSimu (4.3.8)

Eq.4.3.8 shows that the width of the External Reservoir LRes is correlated

with the square root of the simulation time TSimu. With the finite External

Reservoir with a width LRes instead of the semi-infinite reservoir the analytical

solution Eq.4.2.15 becomes: ∀t > 0;∀xεR;

C (x; t) = 1
(4πDt)

1
2

∫ 0

−LRes

exp

−
(
x− x′

)2

4Dt

 2C0dx
′ (4.3.9)

The External Reservoir is initially filled uniformly with a concentration 2C0

of particles Eq.4.3.10:

X0 = −LResU[0;1] (4.3.10)

with U[0;1] is the RV with the continuous uniform distribution.

Eq.4.3.11 describe the relation between the total initial number of particles

Nparticles (inside the External Reservoir and the domain of study), the mass of

one particle mparticle, the Dirichlet physical concentration C0, the numerical

parameter LRes. The mass of one particlemparticle is correlated to the precision

of the simulation, the smaller mparticle is, the greater the precision. While the

number of particles Nparticles evolves linearly with the CPU Time.

2C0 = mParticleNParticles
LRes

(4.3.11)

After initializing the positions, particles undergo the same algorithm Eq.4.3.2

they would if they were in an infinite domain. Then, in post-processing, only

particles that are inside the domain of study are considered. The next sub-

section, proposes a method that reduces the number of particles that will not

have an effect on the domain of study.
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4.3.1.4 Semi-Reservoir method

This method is based on the External Reservoir method described in subsection

4.3.1.3. As mentioned in the previous subsection, the number of particles that

will not be used in the post-processing must be reduced to reduce the CPU

Time and Memory. Even though these particles are not used in the post-

processing, they are still CPU Time consuming since all particles undergo the

algorithm Eq.4.3.2. Hence, this subsection proposes to reduce the total number

of particles Nparticles by reducing (halving) the size of the External Reservoir

LRes in Eq.4.3.11.

In subsection 4.3.1.3, for a domain of study [0; +∞[ with a Dirichlet BC

at x = 0, the External Reservoir is located in [−LRes; 0]. This subsection

proposes to halve the width of the Reservoir
[
−LRes

2 ; 0
]
with a full reflecting

barrier (method of images) at x = −LRes

2 (inside the reservoir).

The reflecting barrier adds a symmetric solution to the one without this

barrier. The solution Eq.4.3.1, of the initial value problem in an infinite domain,

becomes in a semi-infinite domain with a reflecting barrier: ∀t > 0;∀xεR;

C (x, t) = M0

θ
G (x0, 2Dt;x) + M0

θ
G (2xBC − x0, 2Dt;x) (4.3.12)

Eq.4.3.12 adds the symmetric of Eq.4.3.1 relative to the position x = xBC

of the reflecting barrier. Hence, by applying the same principle to the Semi-

Reservoir with xBC = −LRes

2 : ∀t > 0;∀xεR;

C (x; t) =
∫ 0

−LRes
2

2C0 (G (x′, 2Dt;x) +G ((−LRes)− x′, 2Dt;x)) dx′ (4.3.13)

Using integral properties, it can be shown that Eq.4.3.13 and Eq.4.3.9 are

equivalent.

The Semi-Reservoir method improves the performances of the previous Ex-

ternal Reservoir method by halving the Reservoir, i.e. halving the number of

particles, while keeping the same level of precision mparticle.
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4.3.1.5 Erfc Flux method (for Dirichlet BC)

This subsection proposes a new method for implementing Dirichlet BC via a

type of “flux” condition, rather than a concentration condition. As the methods

proposed in subsection 4.3.1.3 and 4.3.1.4, the method here has no restriction

on the time step. In addition, it does not use an External Reservoir, thus, less

particles outside the domain.

This Erfc Flux method proposes to inject particles, inside the domain, with

a distribution that follows the analytical solution Eq.4.3.9 of the Dirichlet prob-

lem with C = C0 at left. Thus, by combining Eq.4.3.10 (used to fill the Exter-

nal Reservoir) with the algorithm Eq.4.3.2 (particles displacements), equation

4.3.14 is obtained:

Xt =
√

2Dt
(
N (0, 1)−MGAUSSU[0;1]

)
(4.3.14)

Then, only particles that verifies Xt > 0 will be kept. The other particles are

discarded, they correspond to the one that stays inside the External Reservoir

in the method of External Reservoir. Xt > 0 means that all the negative values

of the RV N (0, 1) will be discarded. And since, N (0, 1) is an even RV then

it could be replaced, in Eq.4.3.14, with its absolute value |N (0, 1)| for more

efficiency.

The operation Eq.4.3.14 is similar to injecting particles with a distribution
1
2erfc

(
x√
2

)
. In addition, the sum of two independent RV’s is an RV with a

PDF that is the convolution of the PDF’s of the two independent RVs. Thus,

the PDF of Xt is:

P (x; t) =
∫ 0

−MGAUSS

√
2Dt

G (x′, 2Dt;x) dx′ (4.3.15)

On the other hand P = C
2C0

, thus the solution obtained is once again equivalent

to the one with the External Reservoir method Eq.4.3.9.
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4.3.2 Dirichlet BC combined with multiple layers with

discontinuous diffusion and porosity

4.3.2.1 Zero concentration Dirichlet BC

The Zero concentration Dirichlet BC is a particular case of Dirichlet BC’s.

Carslaw & Jaeger propose to solve the PDE associated to this BC using

the Method of Images [Carslaw & Jaeger, 1959] with a negative coefficient.

Whence, in this chapter we propose to implement the Zero concentration

Dirichlet BC by a negative full reflecting boundary. Which means that: each

particle, crossing the boundary, will be fully reflected and its mass will be mul-

tiplied by −1. This allows to deal with the zero concentration Dirichlet BC

with no restriction on the time step.

4.3.2.2 From Semi-infinite to finite Dirichlet BC’s

To implement Dirichlet BC in both ends of a finite domain, the methods pro-

posed in this section can be implemented in both ends of the domain. For ex-

ample, the External Reservoir method needs two External Reservoirs at both

ends of the domain. Similarly, the Semi-Reservoir and the Erfc Flux methods

need to be applied in both ends of the domain.

4.3.2.3 Algorithm of the semi-analytical solution

This subsection uses the same principle used in section 4.2. Note here, that the

analytical solution in a finite two-layered domain with two Dirichlet BC’s has

been described by Carslaw & Jaeger [Carslaw & Jaeger, 1959] as rather com-

plicated, instead they gave the solution in a very specific case (square root of

the contrast of diffusivities rational). This subsection, proposes a novel method

that gives a semi-analytical solution for an N-layered domain and with no con-

ditions on the contrasts. The principle transforms an initial value problem



CHAPTER 4. DIRICHLET CONDITIONS FOR RWPT 126

Algorithm 4.1 Semi-analytical solution for discontinuous diffusion with N ≥
2 interfaces and Dirichlet BCs

1. Ck concentration in sub-domain k

2. Initialize Cik = CS with CS the solution of a diffusion problem with no
discontinuity.

3. uk = ±1 the direction towards the interfaces limiting sub-domain (k).

4. while (Ck) not converged do

a) Ck = Ck + Lk,k+uk
(Cik) and Ck+uk

= Ck+uk
+ L∗k,k+uk

(Cik)
b) uk+uk

= uk and uk = −uk
c) Cik = Lk,k+uk

(Cik) and Cik+uk
= Cik+uk

+ L∗k,k+uk
(Cik)

5. end

in an infinite domain (Cauchy’s Problem), into a semi-infinite problem with

Dirichlet BC. This transformation is a superposition of initial Dirac functions

located in a semi-infinite domain (adjacent) outside of the domain of study.

Hence, the solution of the Dirichlet BC problem is a superposition of solutions

of initial value problems. In this study, the superposition is seen as an integral.

Therefore, to solve the Dirichlet BC problem with multiple layers, this study

proposes to integrate the semi-analytical solution of the initial value multi-

layer problem presented in Chapter 3. This integration starts from −∞ to

the Dirichlet BC location. Consequently, the algorithm of the semi-analytical

solution presented in Chapter 3 for an infinite domain stays the same here for

a Dirichlet BC, however, The Gaussian function used as a “seed” is replaced

by the complementary error function as in Eq.4.2.18.

4.3.2.4 RWPT in a heterogeneous discontinuous media with

Dirichlet BCs

The RWPT algorithm used in this subsection is similar to the Negative Par-

ticles Algorithm described in Chapter 3. The implementation of the Dirichlet
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Algorithm 4.2 RWPT algorithm for N ≥ 2 interfaces
1. Initialize the particles positions and their first step:

Xt =
√

2Dt
(
N (0, 1)−MGAUSSU[0;1]

)
(4.3.16)

2. Consider particle (k) with mass mk and position Xk.

3. while particle (k) crosses interfaces do

• If R1,2 ≥ 0 then
– If JR1,2K = 0; then the particle (k) is refracted to the position
XRr
k endif

– If JR1,2K = 1; then the particle (k) is reflected to the position
XRl
k endif

• Else (case R1,2 < 0)
– The particle (k) is refracted to the position XRr

k .
– If JR1,2K = 1; then mk = 2mk and create one particle (k∗)

with:
∗ The mass of k∗is mk∗ = −mk

∗ The position of (k∗) is the position of (k) if (k) was reflected
Xk∗ = XRl

k

– endif
• endif

4. end

BC consists on the initialization of the particles positions and their first dis-

placement. This algorithm allows the implementation of a Dirichlet BC with

no restriction on the time step and with maximum precision.
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x [−300;−100] [−100; 100] [100; 300]
D 100 10 1
θ 100% 40% 10%

Table 4.1: Diffusion and porosity contrasts of Figure 4.4.1

4.4 Results and discussions

4.4.1 PDE’s solutions: Time evolution of concentration

profiles

4.4.1.1 PDE’s solutions: Dirichlet BC’s equal to 1 in the left and

to 0 in the right

Figure 4.4.1 shows the results of the semi-analytical solution of the pure dif-

fusion in a three-layered medium with discontinuous diffusion and porosity at

four different times. The medium is bounded by two Dirichlet boundary con-

ditions equal to 1 in the left and to 0 in the right. The diffusion coefficient and

porosity are discontinuous, Table 4.1 shows the values that they have.

4.4.1.2 PDE’s solutions: Dirichlet BC’s equal to 1 in the left and

in the right

The second analytical solution, of Figure 4.4.2, is the result of the semi-

analytical solution Algorithm 4.1 in a three-layered domain. The diffusion

coefficient and porosity of the domain are discontinuous their values are shown

in Table4.2. The position of the interfaces and the values of the porosity and

diffusion coefficient are chosen so that the domain would be symmetrical. In

this case, both BC’s of the domain are kept at constant concentrations C = 1.

It can be seen that the solutions are symmetrical. This was expected since the

domain and the BC’s are symmetrical about the center of the domain (x = 0).
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Figure 4.4.1: The magenta, red, blue and green curves are the results of differ-
ent times of the analytical solution. The vertical dashed black lines represent
the interfaces between sub-domains that have different porosities and diffusiv-
ities. The Dirichlet boundary conditions are in the left C = 1 and in the right
C = 0.

x [−300;−100] [−100; 100] [100; 300]
D 1 100 1
θ 10% 100% 10%

Table 4.2: Diffusion and porosity contrasts of Figure 4.4.2
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Figure 4.4.2: The blue, green, red and magenta curves are the results of differ-
ent times of the analytical solution. The vertical dashed black lines represent
the interfaces between sub-domains that have different porosities and diffu-
sivities. The Dirichlet boundary conditions in the left and in the right are
C = 1.

4.4.2 RWPT method with Dirichlet BC’s

4.4.2.1 Homogeneous semi-infinite domain

Figure 4.4.4 shows the results of different simulations using the External Reser-

voir method. Different sizes of reservoirs were used. The figure shows all reser-

voirs with a size than LRes = 2
√

2Dt, fit the analytical solution (Black curve).

Using Eq.4.3.7, the error for a reservoir with a size LRes = 2
√

2Dt is less than

2%.

Figure 4.4.5 shows the results of a Dirichlet BC simulation using different

sizes of Semi-Reservoirs. This Figure shows that we can obtain results with
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Figure 4.4.3: The blue, green, red and magenta curves are the results of differ-
ent times of the analytical solution. The vertical dashed black lines represent
the interfaces between sub-domains that have different porosities and diffu-
sivities. The Dirichlet boundary conditions in the left and in the right are
C = 1.

the same precision as the one of the External Reservoir method, while using 2

times less particles, i.e. 2 times more efficient in CPU Time.

4.4.2.2 Heterogeneous semi-infinite domain

Figure 4.4.6 shows the results of simulations using Algorithm 4.2 compared

to the results of the semi-analytical solution Algorithm 4.1 at different times

t1, t2 and t3. The domain is semi-infinite with a Dirichlet BC, two interfaces

and three sub-domains that have different porosities and diffusivities (see Table

4.3).
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Figure 4.4.4: Concentration profiles using the External Reservoir method: The
blue, magenta, green and red bold curves represent the concentrations with a
Reservoir with a size of 6

√
2Dt, 4

√
2Dt, 2

√
2Dt and

√
2Dt respectively. The

black bold curve represent the analytical solution for a semi-infinite domain
with a Dirichlet BC.

x [−300;−100] [−100; 100] [100; +∞]
D 100 10 50
θ 50% 5% 30%

Table 4.3: Diffusion and porosity contrasts of Figure 4.4.6
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Figure 4.4.5: Concentration profiles using the External Semi-Reservoir method:
The red, blue and magenta curves represent the concentrations with a Semi-
Reservoir with a size of 3

√
2Dt, 2

√
2Dt,

√
2Dt respectively. The black dashed

curve represents the analytical solution for a semi-infinite domain with a Dirich-
let BC.

4.4.2.3 Heterogeneous finite domain

In Figure 4.4.7, we compare the analytical solution found in [Carslaw & Jaeger, 1959]

book, to the RWPT algorithm with Dirichlet BC’s implemented using the Fi-

nite Dirichlet Flux method described in subsection 4.3.1.2. The Figure shows

a deficit of concentration near the left Dirichlet BC (non nul). This deficit is

related to the time step and mesh size used.

Figure 4.4.8 shows a comparison between the results of the semi-analytical

solution described in subsection 4.3.2.3 and the RWPT simulation using algo-

rithm 4.2. The case studied here, is a diffusion problem in a three layer domain

with discontinuous diffusion coefficient and porosity (see Table 4.4). The do-

main is bounded with two Dirichlet BC’s. The left one is kept at C = 1, while
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Figure 4.4.6: Time evolution of log-concentration profiles using Algorithm 4.2
with the Erfc method and negative mass particles. The red dashed vertical
lines correspond to the interfaces x = −100 and x = 100. The green, ma-
genta and blue bold dots correspond to the simulation results. The bold black
curves correspond to the semi-analytical solution of algorithm 4.1. The Dirich-
let boundary conditions in the left is C = 1 at x = −300.

x [−300;−100] [−100; 100] [100; 300]
D 102 104 1
θ 50% 100% 25%

Table 4.4: Diffusion and porosity contrasts of Figure 4.4.8

the right BC is at C = 0.

4.5 Conclusion and perspectives

• This Chapter studies diffusion in discontinuous finite and semi-infinite

domains with Dirichlet Boundary Conditions (BC’s) via particle-based
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Figure 4.4.7: Comparison between the RWPT algorithm and analytical solu-
tion. The black bold curve corresponds to the analytical solution. The green
histograms correspond to the PDF of particles positions.

methods (RWPT).

• The heterogeneity consists in the discontinuity of the properties of the

domain. The domain can be divided into sub-domains with different

porosities and diffusivities.

• This study extends the algorithm of Chapter 3 that solves semi-analytically

diffusion PDE’s in heterogeneous infinite domains, into solving the same

problem but also in semi-infinite and finite domains with Dirichlet BC’s.

• It proposes also an extension of the RWPT Algorithm of Chapter 3 that

solves discontinuous diffusion and porosity using particle methods in infi-
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Figure 4.4.8: The blue, green and magenta curves are the results of different
times t1 > t2 > t3 of the Algorithm. The dashed black curves are the analyt-
ical solutions of the same different times t1, t2 and t3. The two vertical red
lines represent interfaces between three sub-domains with different properties
(different porosities, and different diffusion coefficients).
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nite domains, so that it handles also semi-infinite and finite heterogeneous

domains with Dirichlet BC’s. This extension of the algorithm is based

on the analytical solutions proposed in this Chapter.

• The methods have been checked analytically and verified for various con-

figurations.
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5.1 Introduction

Transport processes concern a broad class of porous reservoir flow and trans-

port problems, including: solute mass transport, heat transport, and Darcy

flow (pressure diffusion). Diffusion processes, in particular, are important in

transport phenomena, either directly (solute diffusion, heat diffusion, pres-

sure diffusion) or indirectly (when the hydrodynamic dispersion of transported

quantities is modeled as a diffusion-type process).

This chapter studies diffusion processes at different scales in composite

media (whether natural or man-made (industrial)). Considering a binary

grain/pore medium, at the “microscopic” level (micro-scale), diffusion occurs

inside the pore elements, while the grain elements are assumed inaccessible to

diffusion (extensions to aggregates instead of grains are discussed in the con-

clusion Section 5.5). A zero-flux condition is assumed locally at the grain/pore

interfaces. At the macro-scale level, diffusion occurs in a homogeneous medium

with macroscopic parameters (porosity and effective diffusion coefficients) in-

duced from moments upscaling methods.

Particle methods have been extensively used for modeling transport prob-

lems in porous soils, aquifers, and reservoirs. They reduce or avoid some of the

problems of Eulerian methods, e.g. instabilities, excessive artificial diffusion,

mass balance, and/or oscillations that could lead to negative concentrations. In

the Lagrangian particle approach diffusion processes are modeled by Random

Walk algorithms. The numerical (modeling) issues are different for the Eule-

rian PDE approach and for the Lagrangian Random Walk approach (for more

details, see Introduction Chapter 3, and see Oukili et al. 2019 [J.Compt.Phys.,

Submitted]).

In this study, the RandomWalk Particle Tracking (RWPT) method is based

on 2D/3D analytical solutions in finite and semi-infinite domains with zero flux
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boundary conditions. The RWPT algorithm induced from the analytical so-

lutions is then applied to more complex geometries of grains and pores (that

are difficult to solve analytically). Different configurations or structures at the

micro-scale level (e.g. grains and pores in a porous media) will be chosen in or-

der to obtain composite isotropic media at the macro-scale level with different

porosities. Then, by choosing elongated micro-structures, anisotropic media

emerge at the macroscopic level. These configurations will be of the form

of motifs of grains and pores with different porosities, repeated periodically

and indefinitely (infinite domain with grains and pores). Effective macro-scale

properties (porosities, effective diffusion tensors, tortuosities) are then calcu-

lated using moments of particles positions.

This chapter is organized as follows. The next section, section 5.2, presents

the theory behind Random Walk Particle Tracking methods (RWPT), and the

corresponding concentration based PDE, particularly for diffusion problems

with zero flux BC’s (Boundary Conditions). Section 5.3 presents a generaliza-

tion of particle-based methods and algorithms for solving diffusion transport

problems using RWPT in media with multiple zero flux interfaces. In section

5.4, the results obtained for different geometries of grains and pores are pre-

sented and discussed. An upscaling method using spatial moments (such as

σ2
xx (t)) is applied to the micro-scale simulation results to deduce macroscopic

properties. The conclusive section 5.5 recapitulates results and discusses ex-

tensions.
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5.2 Theory

5.2.1 PDE’s for initial-value problems in infinite domains

and with one zero-flux BC

5.2.1.1 The Gaussian function (PDF)

Let us define the initial-value problem (Cauchy’s problem) in an infinite porous

domain:
∀t > 0;∀xεR; ∂C

∂t (x, t) = −V ∂C
∂x (x, t) +D ∂2C

∂x2 (x, t)

∀t > 0; lim
x→±∞

C (x, t) = 0

∀xεR; C (x, 0) = M0
θ δ (x− x0)

(5.2.1)

where θ is the porosity, M0 the initial mass of solute at x = x0, and C is the

mass concentration of solute per volume of solvent [kg/m in 1D].

The solution of Eq.5.2.1, is:

∀t > 0;∀xεR; C (x, t) = M0

θ

1√
4πDt

exp

(
− (x− (x0 + V t))2

4Dt

)
(5.2.2)

Eq.5.2.2 can be written as follows:

∀t > 0;∀xεR; C (x, t) = M0

θ
G (x0 + V t, 2Dt;x) (5.2.3)

where G (x0 + V t, 2Dt;x) is the Gaussian function (PDF) with mean x0 + V t

and variance 2Dt. For instance, G (0, 2t;x) is the fundamental solution of the

heat equation [Evans, 2010].

N
(
µ, σ2) denotes a Gaussian Random Variable (RV) with mean µ and vari-

ance σ2, which means it has the probability density function (PDF) x→ G
(
µ, σ2;x

)
.
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The initial value PDE problem for pure diffusion (V = 0) in 2D space is:

∀t > 0;∀ (x, y) εR2; ∂C
∂t (x, y, t) = D

(
∂2C
∂x2 (x, y, t) + ∂2C

∂y2 (x, y, t)
)

∀t > 0; lim
x,y→±∞

C (x, y, t) = 0

∀ (x, y) εR2; C (x, y, 0) = M0
θ δ (x− x0, y − y0)

(5.2.4)

The solution of Eq.5.2.4 is:

∀t > 0;∀xεR; C (x, y, t) = M0

θ
G ((x0, y0) , 2Dt; (x, y)) (5.2.5)

whereG ((x0, y0) , 2Dt; (x, y)) is the bi-variate Gaussian PDF with mean (x0, y0)

and isotropic variance σ2
x (t) = σ2

y (t) = 2Dt. The bi-variate Gaussian of

Eq.5.2.4 will be used in subsequent subsections.

5.2.1.2 Semi-infinite domain with zero flux BC

In a semi-infinite 1D domain with a zero flux boundary condition at x = xBC

the diffusion of an Initial-value located at x = x0 is governed by the following

system of equations:



∀t > 0;∀xε ]−∞;xBC ] ; ∂C
∂t (x, t) = D ∂2C

∂x2 (x, t)

∀t > 0; lim
x→−∞

C (x, t) = 0

∀t > 0; −θD ∂C
∂x (xBC , t) = 0

∀xε ]−∞;xBC ] ; C (x, 0) = M0
θ δ (x− x0)

(5.2.6)

The solution of Eq.5.2.11 is Eq.5.2.8 (similar to the one found in [Carslaw & Jaeger, 1959]):∀t >

0;∀xε ]−∞;xBC ] ;

C (x, t) = M0

θ
(G (x0, 2Dt;x) +G (2xBC − x0, 2Dt;x)) (5.2.7)

Eq.5.2.8 could be written as:

C (x, t) = M0

θ
(G (x0, 2Dt;x) + LBC (G (xBC , 2Dt;x))) (5.2.8)
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Figure 5.2.1: Plot of different terms of Eq.5.2.8 and Eq.5.2.8. The red vertical
line represents the interface: BC with zero-flux. The green vertical line is the
initial source position located at x = 2. The bold curves are the solutions
inside the domain of interest, while the dashed curves are the same solutions
extended outside the domain. The green bold curve is a Gaussian: the source
solution in an infinite domain. The magenta curve is the symmetric Gaussian
of the green one relative to the interface. The bold blue curve is the left hand
side of Eq.5.2.8 and Eq.5.2.8, it is the sum of the green and magenta curves.

where LBC is a linear application that transformsG (x0, 2Dt;x) intoG (2xBC − x0, 2Dt;x).

Notice here, that LBC (G (x0, 2Dt;x)) is the symmetric of G (x0, 2Dt;x) rela-

tive to x = xBC (see Figure 5.2.1).
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In the 2D case Eq.5.2.11 becomes:

∀t > 0; ∀xε ]−∞;xBC ] ;∀yεR; ∂C
∂t (x, y, t) = D

(
∂2C
∂x2 + ∂2C

∂y2

)
(x, y, t)

∀t > 0; lim
x,y→−∞

C (x, y, t) = 0

∀t > 0; ∀xε ]−∞;xBC ] ; lim
y→+∞

C (x, y, t) = 0

∀t > 0;∀yεR; −θD ∂C
∂x (xBC , y, t) = 0

∀xε ]−∞;xBC ] ;∀yεR; C (x, y, 0) = M0
θ δ (x− x0, y − y0)

(5.2.9)

The solution of this equation (Eq.5.2.9) is the following combination of

Gaussians:

∀t > 0;∀xε ]−∞;xBC ] ;∀yεR;

C (x, y, t) = M0

θ
(G ((x0, y0) , 2Dt; (x, y)) +G ((2xBC − x0, y0) , 2Dt; (x, y)))

(5.2.10)

The half-domain solution Eq.5.2.9 (with zero-flux BC) will be used in sub-

sequent subsections.

5.2.2 PDE solutions under various geometries with zero-flux

BC’s

The concentration based analytical solutions shown in this section have been

checked by direct substitution in their respective system of equations and their

initial and boundary conditions. They take the form of infinite series. Their

convergence is studied in C. Using the same concept shown in this section for

2D analytical solutions, these solutions could be extended to solve 3D problems.

An analogous method, to the one used (in this subsection 5.2.2) to find these

analytical solutions, will be applied to RWPT (in the next subsection 5.3.2) to

develop an algorithm that treats multiple interfaces.
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5.2.2.1 1D Zero Flux, finite domain

As explained in subsection 5.2.1.2 and 5.3.1.2, the solution of a semi-infinite

domain with a zero flux boundary condition can be expressed as: the sum of the

solution in an infinite domain G and of its symmetric relative to the position

of the boundary LBC1 (G)1. Thus, LBC1 (G) added to G could be considered

as a correction so that it fits the zero flux BC number 1.



∀t > 0;∀xε [xBC1;xBC2] ; ∂C
∂t (x, t) = D ∂2C

∂x2 (x, t)

∀t > 0; −θD ∂C
∂x (xBC1, t) = 0

∀t > 0; −θD ∂C
∂x (xBC2, t) = 0

∀xε [xBC1;xBC2] ; C (x, 0) = M0
θ δ (x− x0)

(5.2.11)

Therefore, in this chapter, to solve the problem of Eq.5.2.11 with two zero

flux BC’s, we propose to apply the same concept for both BC’s, i.e. add also

LBC2 (G) to the solution G so that it fits zero flux BC number 2 too. However,

although G has now been corrected to fit both BC’s, LBC1 (G) and LBC2 (G)

do not fit zero flux BC2 and BC1 respectively. Hence, once again, using

the same algorithm LBC1 (G) is corrected by adding LBC2 (LBC1 (G)), so that

LBC1 (G) + LBC2 (LBC1 (G)) does fit zero flux BC2. Similarly, LBC2 (G) is

corrected by adding LBC1 (LBC2 (G)), so that LBC2 (G) + LBC1 (LBC2 (G))

does fit zero flux BC1. Eq.5.2.12 shows how G (the solution of the infinite

domain) is corrected by adding the red and blue terms to fit BC1 and BC2

respectively. Then, the red and blue terms are corrected by adding. The

difference in color is to show that for each correction we add a new layer of

corrections and so on and so forth.

C = G+ LBC1 (G) + LBC2 (G) + LBC2 (LBC1 (G)) + LBC1 (LBC2 (G)) + ...

(5.2.12)
1Analogy with the method of images
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Eq.5.2.12 becomes an infinite series (Eq.5.2.13) after applying the concept of

correction (or superposition) indefinitely.

C =
+∞∑
i=0

(id+ LBC1) (LBC2LBC1)i (id+ LBC2) (G) (5.2.13)

Eq.5.2.13 can also be written as the following infinite series:

∀t > 0;∀xBC1 ≤ x ≤ xBC2; θ

M0
CxBC12 (x, t) = G (x0, 2Dt, x) +

+
+∞∑
i=1

(G (−2ilx1−2 + x0, 2Dt, x) +G (2ilx1−2 + x0, 2Dt, x) +

+G (−2ilx1−2 + xBC1 − x0, 2Dt, x) +G (2ilx1−2 + xBC2 − x0, 2Dt, x))

(5.2.14)

where lx1−2 = xBC1 − xBC2.

5.2.2.2 2D Zero Flux, finite in X and infinite in Y

In 2D, the solution is the product obtained by multiplying the 1D solution in X

direction and in Y direction. Thus, the solution in the X and Y directions are

independent. In Figure 5.2.2, the 2D Zero Flux finite domain in X direction

and infinite in Y direction, there is no BC in the Y direction. Therefore, the

solution is a Gaussian in the Y direction multiplied by the solution in the X

direction Eq.5.2.14 obtained in subsection 5.2.2.1. This yields:

∀t ≥ 0;∀x1:2 ≤ x ≤ x2:3;∀yεR;

θ

M0
C (x, y, t) = G (y0, 2Dt, y)× θx

M0
CxBC12 (x, t) (5.2.15)

5.2.2.3 2D Zero Flux, semi-infinite domain in X and Y directions

In this problem, there is one zero flux BC for the X and Y directions. Hence,

the principle of correction (explained in subsection 5.2.2.1) must be applied

so that the solution fits the zero flux BC in X and Y directions (instead of
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Figure 5.2.2: 2D parallel zero flux interfaces

BC1 and BC2 of the same direction as in subsection 5.2.2.1). Since X and

Y are independent, then the solution of this problem (see Figure 5.2.3) is the

solution of the 1D semi-infinite problem in X multiplied by the solution of the

1D semi-infinite problem in Y. Hence, in this case the solution is not an infinite

series but only the sum of four Gaussian functions.

C = (id+ LxBC) (id+ LyBC) (G) (5.2.16)

θ

M0
C (x, y, t) = G ((x0, y0) , 2Dt, (x, y)) +G ((2x12 − x0, y0) , 2Dt, (x, y)) +

+G ((x0, 2y23 − y0) , 2Dt, (x, y)) +G ((2x12 − x0, 2y23 − y0) , 2Dt, (x, y))

(5.2.17)

5.2.2.4 2D Zero Flux, finite domain in X, finite or semi-infinite in

Y

The solution of the initial value problem finite in X and semi-infinite in Y (see

Figure 5.2.4) is the solution of the 1D finite in X problem multiplied by the

solution of the 1D semi-infinite in Y problem.
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Figure 5.2.3: 2D semi-infinite domain in X and Y directions
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Figure 5.2.4: 2D finite domain in X and semi-infinite in Y

∀t ≥ 0;∀x1:2 ≤ x ≤ x2:3;

θ

M0
C (x, y, t) = [G (y0, 2Dt, y) +G (2yBC − y0, 2Dt, y)] θ

x

M0
CxBC12 (x, t)

(5.2.18)

The solution of the initial value problem finite in X and Y (see Figure 5.2.5)
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Figure 5.2.5: 2D finite domain in X and Y

is the solution of the 1D finite in X multiplied by the solution of the 1D finite

in Y problem.

∀t ≥ 0;∀x1:2 ≤ x ≤ x2:3;

θ

M0
C (x, y, t) = θy

M0
CyBC12 (y, t) θx

M0
CxBC12 (x, t) (5.2.19)

5.2.2.5 Recapitulation

The method, used here to find concentration based solutions C (x, y, t), was

applied to different initial-Boundary-value problems with cartesian parallel in-

terfaces serving as zero-flux planes. In these problems, each and every interface

is infinite. Even when the domain is finite in one direction, the interface of this

same direction is supposed to be infinite. This last condition restricts the ap-

plication of this method to geometries with the above configurations (Figure

5.2.2, 5.2.3, 5.2.4, 5.2.5). These configurations, allow the solution to be the

product of the 1D solution in one direction multiplied by the 1D solution of

the other direction. In the following subsection 5.3.2, it is suggested that the
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independence between the two directions in these concentration based solutions

implies an independence between the X (t) and Y (t) positions of particles in

RWPT.

5.2.3 From particle positions to concentration

Let us consider now a particle based method to solve Initial-value problems.

The concentration will be determined from the particles positions distribution

PDF.

C (x, t) =
∫
R
C (Xt, t) δ (Xt − x) dXt (5.2.20)

C (x, t) =
∫
R
δ (Xt − x) dmt (5.2.21)

where Xt and dmt represent, respectively, the position and mass of an infinites-

imal concentration packet (to be discretized as a “particle”).

5.3 Methods and Algorithms

This section uses the same principle to solve concentration based PDE’s (see

subsection 5.2.2) to induce a RWPT algorithm that solves diffusion problems

in more complex geometries (compared to the geometries of subsection 5.2.2).

5.3.1 RWPT methods with one zero flux BC

RWPT methods are primarily inspired from initial-value problems (see Sub-

section 5.2.1). These methods consider particles to be independent. Therefore,

if a particle does not encounter any interface, then it will be considered as if

it were in an infinite domain, and follows the corresponding algorithm. While

particles that do encounter interfaces (e.g. interface with zero flux BC), their

algorithm will be altered.
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5.3.1.1 RWPT in an infinite domain

To solve Eq.5.2.1 using particle methods. For a time t. We need to generate

particles with a PDF equivalent to Eq.5.2.2. Thus, these particles must follow

the RV N (x0 + V t, 2Dt), hence:

Xt = N (x0 + V t, 2Dt) (5.3.1)

Using simple Gaussian RV operations, we obtain:

Xt = x0 + V t+
√

2D t N (0, 1) (5.3.2)

where N (0, 1) is a Gaussian RV, with 0 mean and unit variance.

In conclusion, the PDF of RV Xt is identical to the concentration solution

in Eq.5.2.2 divided by M0
θ .

In 2D, to solve a pure isotropic diffusion problem Eq.5.2.4 using a particle

method Xt must be:

Xt =

 x0

y0

+
√

2D t

 Nx (0, 1)

Ny (0, 1)

 (5.3.3)

where Nx (0, 1) and Ny (0, 1) are Gaussian RV, with 0 mean and unit variance.

5.3.1.2 RWPT in semi-infinite domain with zero flux BC

Let us define ΩBC and Ω∗BC as: ΩBC = ]−∞;xBC ] and Ω∗BC = [xBC ; +∞[,

so ΩBC
⋃

Ω∗BC = R. In subsection 5.2.1.2, we have shown that, the solution

of the semi-infinite domain with zero flux BC could be written as the sum of:

the solution of the infinite domain G and its symmetric LBC (G) relative to

the position of the interface x = xBC . Both are truncated on the semi-infinite

domain ΩBC . On the other hand, LBC (G) truncated on ΩBC is the symmetric

of G truncated on Ω∗BC . Therefore, in RWPT methods, G truncated on ΩBC

represent the particles that did not reach the interface. These particles algo-

rithm (i.e. infinite domain algorithm) is not altered because G is the solution
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of the infinite domain2. Whereas, LBC (G) truncated on ΩBC symmetry is

considered as if the particles that crossed the interface were totally reflected

(i.e. their final position is the symmetric relative to the interface). Hence, the

particles Random Walk algorithm becomes, in the presence of a zero-flux plane

at x = xBC :
∀p Xp

t = Np (x0, 2Dt)

If (Xp
t > xBC) Xp

t = 2xBC − x0 −
√

2D t Np (0, 1)
(5.3.4)

Note here that Np is a Gaussian random variate, i.e. a given realization of the

Gaussian Random Variable, for particle number p. Since its outcome is known,

it can be compared to the interface position xBC .

5.3.2 Multiple zero flux interfaces for RWPT

In RWPT methods, after crossing one interface, particles may eventually cross

multiple interfaces. First, because the spatial step depends on a Gaussian RV,

which has unbounded values. Secondly, in multidimensional problems, particles

located near a corner, e.g. around two perpendicular interfaces, might cross the

interfaces forming this corner [Uffink, 1985, Labolle et al., 1996, Salamon et al., 2006,

Bechtold et al., 2011]. Thus, the algorithm governing particles displacements

must take into account such possibility. Therefore, this subsection proposes a

generalization, analogous to the concept of subsection 5.2.2, of the algorithm

used to a single interface with zero flux boundary Eq.5.3.4 to treat multiple

interfaces.
2These considerations (properties) are due to the linearity of the corresponding PDE

problem. A superposition principle is being applied; and there are analogies with Green’s
functions approach and with the method of images as well.
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Algorithm 5.1 RWPT algorithm in a bounded domain with zero flux BC’s

∀p Xp
(
tn+1) = Xp (tn) +

√
2D (tn+1 − tn)Nn;p (0, 1)

While
(
Xp
(
tn+1) /∈ [xBC1;xBC2]

)
If
(
Xp
(
tn+1) < xBC1

)
Xp
(
tn+1) = 2xBC1 −Xp

(
tn+1)

ElseIf
(
Xp
(
tn+1) > xBC2

)
Xp
(
tn+1) = 2xBC2 −Xp

(
tn+1)

End
End

5.3.2.1 RWPT zero flux BC in 1D

Using an analogous method to the one used to solve concentration based prob-

lem with two zero flux BC’s (see subsection 5.2.2.1), and combining it with the

RWPT algorithm for one zero flux BC described in subsection 5.3.1.2, the 1D

RWPT for two zero flux BC’s becomes:

The method, used in subsection 5.2.2.1 to solve the concentration based

problem with two zero flux BC’s, is similar to the use of the method of images

through infinite superpositions. Each time it was used, it corrected the new

term to fit the boundary condition.

In RWPT, the method of images becomes a total particle reflection. If the

new particle position is outside the domain [xBC1;xBC2], it represents, in term

of PDE’s, the tail of the solution that it is outside of the domain and needs

to be corrected again. That is why reflections are repeated until the particle’s

final position becomes inside the domain [xBC1;xBC2]. Note here that the

number of reflections is finite, because spatial particles steps are finite. This

algorithm does not have restrictions on the time step. Therefore, the time step

can be set equal to the final simulation time.
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5.3.2.2 RWPT zero flux, interfaces in 2D

Subsection 5.2.2 presented 2D analytical solutions for various zero flux configu-

rations. In all these configurations interfaces are infinite. This condition allows

the concentration based solutions to be the product of the 1D solution in one

direction multiplied by the 1D solution in the other direction. In RWPT, if the

PDE of the stochastic process could be written as the product of the PDE’s of

its components, then the position of X and Y are independent. In this case,

there are no restrictions on the time step and the 2D RWPT algorithm can be

expressed as Algorithm 5.1 applied to X and Y .

On the other hand, if interfaces are not infinite, then it can be demonstrated

that the concentration based solution cannot be written as a product of two

functions with separate and independent variables. Therefore, the proposed

following algorithm is a generalization of the infinite interface case taking into

account the case of finite interfaces and complex geometries in a cartesian mesh.

5.3.2.3 Discussion on time step size

The algorithm 5.1 requires particles to encounter interfaces that are only par-

allel to each other. Hence, the generalization to Algorithm 5.2. However, this

algorithm (Algorithm 5.2) requires a time step small enough that most parti-

cles do not encounter multiple horizontal and vertical interfaces during a single

time step. Therefore, the maximum spatial step of a particle should not be

greater than the characteristic length of the micro-geometry. This limitation

could be interpreted in terms of constraints as follows:

max (∆Xstep) ≤ λPORE (5.3.5)

max
(√

2D∆t Z
)
≤ λPORE (5.3.6)
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Algorithm 5.2 2D RWPT for infinite or not infinite interfaces with zero flux
condition

1. Consider particle (p) with mass mp and position X(p)
1 and X(p)

2 .

2. For iε {1; 2} ;X(p)
i

(
tn+1) = X

(p)
i (tn) +

√
2D (tn+1 − tn)Nn;p

i (0, 1)

3.
{
X

(p)
i

(
tn+1) = X

(p)
i (1) ; X

(p)
i (tn) = X

(p)
i (0)

u = sign (Nn;p (0, 1)) t0 = 0

4. while particle (k) crosses interfaces do

a) Calculate the times t1 and t2 when (k) reach the nearest interface
in the X and Y directions

b) [I; tI ] = min(t1, t2); i is the direction that reached its interface first
(I could be either direction 1 or 2) and tI is its corresponding time

c)
{
X

(p)
I (0) = XInterface

X
(p)
3−I (0) = X

(p)
3−I (0) + u3−I

√
2D
(√

tI −
√
t0
)
Nn;p
I (0, 1)

d)
{
uI = −uI t0 = tI

e)
{
iε {1; 2} ; X

(p)
i (1) = X

(p)
i (0) + ui

√
2D
(√

(tn+1 − tn)−
√
tI

)
Nn;p
i (0, 1)

5. end

where Z is a normalized Gaussian RV N (0, 1).

∆t ≤ λ2
PORE

2D (max (Z))2 (5.3.7)

For this problem of 2D Grain/Pore, the maximum absolute value of the

Gaussian RV will not exceed 7 in practice (knowing that the probability of the

absolute value of a normal Gaussian RV to exceed 7 is around 10−12). Hence

Eq.5.3.7 becomes:

∆t ≤ 10−2 λ
2
PORE

DPORE
(5.3.8)

In addition, we should keep in mind that for the same simulation time,

a small time step costs more in term of computational time compared to a

larger time step. Hence, we choose the largest time step that verifies condition

Eq.5.3.8. In the following subsection we take λPORE = 1 and DPORE = 1,
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Figure 5.3.1: Effective diffusivity vs Time step. The bold blue curve represents
the effective diffusivity plotted against the time step chosen for the simulation.
The horizontal dashed red line correspond to the value of effective diffusivity
using a time step ∆t = 10−3 (or roughly ∆t ≤ 10−2). The vertical dashed green
line corresponds to the time step ∆t = 10−2 used in all subsequent simulations.

therefore the time step is equal to ∆t = 10−2. Furthermore, to validate ∆t =

10−2, we repeated the same simulations with different time steps. The result in

terms of the calculated effective Diffusion coefficient (explained later) is shown

in Figure 5.3.1 versus time step size. It is clear that the ∆t ≤ 10−2 is adequate

and required.
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Figure 5.3.2: 2D Micro-model motif for a 75% porosity. The red square repre-
sents the Grain, the white region represents the pore.

5.3.3 Grain pore Micro-model

5.3.3.1 Grain/Pore motif and pattern

This subsection describes the first configuration of the geometry that will be

studied. Figure 5.3.2 represents the Grain/Pore motif that will be repeated,

periodically and indefinitely, to create the infinite domain geometry. The red

square corresponds to the grain while the pore is in white. The area of the

pore divided by the area of the whole motif (Grain/Pore), is the porosity of

the motif (this case θ = 75%). Since the infinite domain geometry is a periodic

repetition of the previous motif (see Figure 5.3.3), then the effective porosity

of the infinite domain is the same: θeff = 75%.

5.3.3.2 Representative Elementary Volume (REV)

For this kind of periodic structure, we could naively imagine that the REV

would be composed of one grain and three pores as shown in Figure 5.3.2.

However, for this particular problem of the diffusion from an initial source in
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Figure 5.3.3: 2D Micro-model comprising 20 × 20 grains (red squares). The
blue dot in the center is used as the initial source. The three examples of
squares in magenta represent upscaling domains of various sizes .

an infinite domain, we will later define the REV using a convergence criterion

for macroscopic properties (such as effective diffusivity).

The first macroscopic property to be studied here is the porosity (θ). To

define the REV using the macroscopic porosity, we define first a square surface

(in 3D we would have used a volume) in which the effective porosity is calcu-

lated. In most cases, the surface is taken as a disc (sphere in 3D), but here,

in the interest of simplicity, we take a square. This area will be related to a

“Radius” (distance from the center (the initial source position) to the area’s

edge). This “Radius” is equal to half the edge of the square, in the case of a

disc this distance is the radius of the disc. Later we will use this “Radius” to

define the limits of our REV.

Figure 5.3.4 plots the porosity inside a square against the “Radius” of this
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Figure 5.3.4: Porosity profile vs “Radius” of the upscaling domain expressed in
pore size units in bold blue curve. The horizontal bold red line is the effective
porosity of the infinite domain 75%. The horizontal dashed red lines are ±5%
of the bold red line. The vertical magenta bold lines correspond to the three
magenta squares in Figure 5.3.3.

square. In Figure 5.3.3 the blue dot represents the center of the square, and

the three magenta squares are examples of areas over which the porosity is

calculated. The three magenta vertical lines in Figure 5.3.4 correspond to the

magenta squares in Figure 5.3.3.

Simulation time The simulation time should be large enough for the parti-

cles to explore the domain and the Representative Elementary Volume (REV).

The simulation time can be estimated by equating the Domain Length (LREF )
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to the standard deviation displacement (i.e. the so-called root-mean-square

dispersion length). This yields the estimated simulation time for the particle

cloud to reach the edges of the grain/pore domain:

TSimu ∼
L2
REF

2Deff
(5.3.9)

5.4 Results and Discussion

This section analyses the results of simulations of diffusion of an initial source

inside pores of a composite media Pore/Grain. Different structures are studied,

either isotropic or anisotropic and with different porosities. For each case, an

upscaling method, using moments of particles positions, is applied to determine

the macro-properties of the composite media (essentially, effective porosity tor-

tuosity, and diffusion coefficient).

5.4.1 Isotropic grains (λGrain,X = λGrain,Y )

5.4.1.1 Porosity θ = 75%

The first Grain/Pore configuration, where the diffusion (Algorithm 5.2) will be

tested, is the one described in Figure 5.3.3. An initial source diffuses inside

the center of the pore at the position (0.5; 0.5). The result of the simulation is

shown in Figure 5.4.1. The blue dots represents the particles after time tF = 20.

This time is chosen so that enough particles have explored the periodic infinite

domain.

Figure 5.4.2 is a zoom of Figure 5.4.1 centered on the position of the initial

source (0.5; 0.5). It shows clearly that particles are found anywhere but inside

the squared grains. Algorithm 5.2 makes particles bounce off the grains.

After post-processing, as described in subsection 5.2.3, Figure 5.4.1 is ob-

tained. In this Figure, concentrations C (x, y) were computed as 2D histogram
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Figure 5.4.1: 2D plot of particles positions (blue dots): result of diffusion
simulation at time tF > TSimu in the geometry of Figure 5.3.3

based on the smallest histogram bins corresponding pore size λPORE . It rep-

resents the 2D concentration of particles. As one might predict, the highest

concentrations are found near the center where the initial source was (0.5; 0.5).

Then, the concentration drops gradually while moving further away from the

center, as expected.

Effective diffusivity There are different methods to calculate the effective

diffusivity. The most common one in literature uses the concentration gradi-

ent in a Dirichlet bounded domain. This study uses the second order spatial
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Figure 5.4.2: Zoom at the center of Figure 5.4.1: 2D plot of particles positions
(blue dots) results of diffusion simulation at time tF > TSimu, in the geometry
of Figure 5.3.3

moments of particles positions M2 (t):

M2 (t) =

 σ2
X σXY

σY X σ2
Y

 (5.4.1)

If M2 (t) is diagonal then M2 (t) = σ2 (t) I, with I is the identity matrix.

Then, the effective diffusivity is determined by one of the two following equa-

tions:

Deff = σ2

2t (5.4.2)

Deff = 1
2
dσ2

dt
(5.4.3)
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Figure 5.4.3: 2D plot of concentrations of the simulated particle cloud shown
in Figure 5.4.1

Figure 5.4.4 and 5.4.5 plot the effective diffusivity as defined in Eq.5.4.2.

The convergence of the effective diffusivity is defined as: it is convergent when

its value stays between ±1% of its final mean value. This happens at around

t = 1 close to the value predicted by Eq.5.3.9.

Initially, the effective diffusivity is equal to the diffusion coefficient inside

the pore. Deff stays equal to D0 until particles start encountering grains

interfaces. Then, as times goes by, particles bounce off the grains, which limits

their diffusion, and Deff starts slowly to decline, until it converges towards its
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Figure 5.4.4: Effective diffusivity vs time. The blue and green bold curves are
the variance of the position X and Y respectively divided by (2 ∗ t) with t is
the time. The red bold line is the mean value of the variance 0.753. The red
dashed lines are ±1% of the bold red line.

final value (because of the periodicity of the geometry).

5.4.1.2 Experiments with different porosities

Table 5.1 shows the results of different simulations with different Grain/Pore

configurations. In all the configurations tested in this table, the grains are

taken as squares, characterized by their size λGrain. Here the tortuosity is

calculated as [Yong et al., 2014]:

τ2 = Dm

Deff
(5.4.4)

with Dm the diffusion coefficient inside the pore.

Figure 5.4.6 shows the trajectories of 3 particles. The particles circumvent

the grains (red squares), and that is what creates the tortuosity of the system.
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Figure 5.4.5: Log-log of Figure 5.3.1 effective diffusivity vs time. The blue and
green bold curves are the variance of the position X and Y respectively divided
by (2∗ t) with t is the time. The red bold line is the mean value of the variance
0.753. The red dashed lines are ±1% of the bold red line.

λGrain/λPore 1 4 9 19 49 99
θ 75% 36% 19% 9, 75% 3, 96% 1, 99%

Deff 0.753 0.586 0.542 0.521 0.508 0.504
τ2 1.33 1.71 1.84 1.92 1.97 1.98

Table 5.1: Porosity vs Effective diffusivity vs Tortuosity for different configu-
rations

Figure 5.4.7 shows clearly that the effective tortuosity of the Grain/Pore

geometry tends towards the geometric tortuosity:

τ = λGrain,X + λGrain,Y√
λ2
Grain,X + λ2

Grain,Y

(5.4.5)

as found in the literature[Hunt & Sahimi, 2017]. When λGrain,X = λGrain,Y ,

then τ =
√

2.

Figure 5.4.8 plots the tortuosity vs the porosity. This figure shows that

for θ ∈ [0; 0.36] the tortuosity is linear with the porosity with a determination
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Figure 5.4.6: Plot of the trajectories (green, brown and magenta) of 3 particles
inside the grain/pore system of Figure 5.3.3: the red squares are the grains
and the white regions are the pores. The bold blue dot is the initial position
x = (0.5; 0.5) of the three particles. The green, brown and magenta stars are
the final positions of the particles.
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Figure 5.4.7: Plot of table5.1. Red, blue and green bold curves correspond,
respectively, to the squared tortuosity, the effective diffusivity and the porosity.
The dashed red, blue and green lines correspond to the squared geometric
tortuosity (τ2

geo = 2), effective diffusivity (Deff ;geo = 0, 5) and porosity (θgeo =
0).

coefficient R2 = 99.99% and the corresponding empirical formula is:

τ ≈
√

2− 0.3θ = τgeo − 0.3θ (5.4.6)

5.4.2 Anisotropic grains (λX > λY )

This subsection studies micro and macro-scopic diffusion in anisotropic geome-

tries.

5.4.2.1 Anisotropic geometry with porosity θ = 75%

Figure 5.4.9 shows 2D concentration histogram of the result of an anisotropic

test case with elongated grain λX/λY = 8, and with the same porosity as

previously used θ = 75%.
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Figure 5.4.8: Tortuosity vs Porosity. The bold blue curve with diamonds is
the tortuosity from θ ∈ [0; 0.36]. The green line is a linear (τ = 1.41 − 0.3θ)
fitting of the blue curve with an R2 = 99.99%. The red curve with circles is
the torutosity from θ ∈ [0; 0.75].

5.4.2.2 Anisotropic geometry with porosity θ = 36%

Anisotropy ratio λX/λY = 2. Figure 5.4.10,5.4.11 and 5.4.12 shows the

results of the diffusion of an initial source inside the center of a pore. The

domain is a periodic repetition of a motif Grain/Pore with rectangular grains.

The grain’s length is two times longer than its width, and six times longer

than the width of the pore. The periodic repetition of this motif creates an

anisotropic infinite domain with a porosity of θ = 36%.

Figure 5.4.13 and its zoom Figure 5.4.14 plots the mean normalized con-

centration on each direction and divided by the local porosity to obtain the

concentration inside the pores. These 1D effective concentration profiles were

obtained by directional averaging in X and Y :

C̄Y (x) = 1
LY

∫
C (x, y) dy (5.4.7)

It is clear, that the diffusion inside the pores at the micro-scopic level (inside
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Figure 5.4.9: 2D concentrations of particles in anisotropic geometry with θ =
75%. The ratio between λX and λY is 8

the pores) behaves as a pure diffusion in the macro-scopic level with the macro-

properties calculated using moments particles positions.

Table 5.2 displays the results of different simulations in different configura-

tions of Grains/Pores with the same porosity θ = 36% and different anisotropy

ratios.

5.4.2.3 Anisotropic geometry with porosity θ = 19% and θ = 9.75%

The results shown in Table 5.2,5.3 and 5.4 suggest the following trends:

• The longer a grain is in one direction, the higher its effective diffusion is

in this same direction.
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Figure 5.4.10: 3D Histogram of particles in anisotropic 2D geometry with θ =
36%. The ratio between λX and λY is 2

λX/λY 4/4 6/3 24/2
θ 36% 36% 36%

Deff ;X 0.586 0.726 0.930
Deff ;Y 0.586 0.429 0.126
τ2
X 1.71 1.38 1.08
τ2
Y 1.71 2.33 7.94

Table 5.2: Macroscopic properties (effective diffusion and tortuosity on the
X and Y directions) for different configurations (different ratios of lengths of
elongated grains) with a fixed porosity θ = 36%.
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Figure 5.4.11: 3D Contour of particles positions in anisotropic 2D geometry
with θ = 36%. The ratio between λX and λY is 2

• When the anisotropic ratio λX

λY
tends towards infinity, the effective diffu-

sion tends towards 1 in the direction of the elongated grains (X), while

in the opposite direction (Y ) it tends towards 0.

• For a constant porosity, the sum of the effective diffusivity of both di-

rections stays constant regardless of the anisotropic ratio (See Figure

5.4.16).

Figure 5.4.17 shows a fit of the tortuosity obtained numerically with the fol-

lowing analytical function:

τfit;Y = (τiso − τ∞)
(
λX
λY

)(3/4)
+ τ∞ (5.4.8)

with τiso is the tortuosity in an isotropic configuration and τ∞ = 1 is the X

tortuosity when λX

λY
→∞.
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Figure 5.4.12: 2D concentrations of particles in anisotropic 2D geometry with
θ = 36%. The ratio between λX and λY is 2

λX/λY 9/9 10/8 12/7 17/6 34/5
θ 19% 19% 19% 19% 19%

Deff ;X 0.542 0.593 0.654 0.763 0.881
Deff ;Y 0.542 0.500 0.412 0.309 0.159
τ2
X 1.84 1.686 1.53 1.31 1.13
τ2
Y 1.84 2.00 2.40 3.23 6.27

Table 5.3: Macroscopic properties (effective diffusion and tortuosity on the
X and Y directions) for different configurations (different ratios of lengths of
elongated grains) with a fixed porosity θ = 19%.
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Figure 5.4.13: Effective concentration profiles C (x) and C (y) for anisotropic
micro-geometry: The bold blue and red curves correspond, respectively, to
the mean (on direction Y and X) concentration plotted against direction X
and Y . The bold green and magenta curves correspond, respectively, to the
analytical Gaussian functions with diffusive coefficient Deff ;X = 0.726 and
Deff ;Y = 0.429.

λX/λY 19/19 20/18 22/17 23/16 26/15 29/14 35/13 44/12 64/11 137/10
θ 9.75% 9.75% 9.75% 9.75% 9.75% 9.75% 9.75% 9.75% 9.75% 9.75%

Deff ;X 0.521 0.534 0.583 0.605 0.628 0.673 0.715 0.782 0.852 0.948
Deff ;Y 0.521 0.512 0.467 0.431 0.396 0.360 0.293 0.235 0.164 0.078

Table 5.4: Macroscopic properties (effective diffusion and tortuosity on the
X and Y directions) for different configurations (different ratios of lengths of
elongated grains) with a fixed porosity θ = 9.75%.
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Figure 5.4.14: Effective concentration profiles C (x) and C (y): Zoom on the
center of Figure 5.4.13

5.5 Conclusion and perspectives

5.5.1 Conclusion

• This study proposed a RWPT algorithm based on 2D/3D analytical so-

lutions for zero flux conditions.

• The algorithm was applied for diffusion of an initial source in an infinite

domain with different configurations of grains and pores (different porosi-

ties in isotropic systems, and constant porosity with different anisotropic

configurations).

• A multi-scale study was developed from the micro-scale of grains and

pores to the macro-scale level, leading to macro properties (porosity, effec-
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Figure 5.4.15: 2D concentrations of particles in anisotropic geometry with θ =
36%. The ratio between λX and λY is 12

tive diffusivity, tortuosity in different directions). The upscaling method

used moments of particles positions.

• Time step sensitivity study validated the time step choice for simulations.

Convergence of macro properties in time simulation defines REV.

• Convergence of macro properties towards the geometric theoretical values

when the Grain/Pore geometry’s porosity tends towards zero.
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Figure 5.4.16: Effective diffusivity vs anisotropy ratio λX

λY
: The bold green

curves with stars are for porosity θ = 36%. The bold red curves with squares
are for porosity θ = 19%. The bold blue curves with circles are for porosity
θ = 9.75%. For each color, the higher curve is Deff,X .

5.5.2 Perspectives

• Grains replaced by porous aggregates with their own local porosity and

diffusion coefficient (e.g., solute diffusion in a dual porous medium, or

possibly, pressure diffusion in a dual porous medium).

• Random rather than deterministic micro-geometries and structures for

pore-grain systems or pore-aggregate systems....

• Study in 3D instead of 2D.
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Figure 5.4.17: Tortuosity vs anisotropy ratio λX

λY
for a porosity θ = 9.75%. The

blue bold curve with circles is τX . The bold red circles are τY . The bold green
curve is the analytical function: τfit;Y = (τiso − τ∞)

(
λX

λY

)(3/4)
+ τ∞.
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6.1 Conclusion and Perspectives (English)

6.1.1 Conclusion

This thesis, reviews, in Chapter 2, the theory behind stochastic processes, and

gives the conditions for the Probability Density Function (PDF) of a stochastic

process X(t) to follow the Fokker-Planck equation, and thus, the concentration

based Partial Differential Equation (PDE) governing advective-diffusive trans-

port. In short, the conditions are met if:

• Transport properties of the PDE are differentiable.

• The stochastic process is Markovian and continuous.

The second condition is satisfied for infinitesimal time steps. If transport prop-

erties are constant, then the PDF of particle positions is the Gaussian function,

and the stochastic process X (t) [also denoted Xt] verifies all the above condi-

tions. In this case, at a fixed time t, Xt is a Gaussian Random Variable.

Chapter 3 presents new RWPT (Random Walk Particle Tracking) algo-

rithms that can be considered as modified types of “Partial reflection schemes”

(i.e., reflection/transmission schemes). Based on new concepts involving exotic

particles (homing particles, negative unit mass particles, and adaptive mass

particles), the new schemes converge to the correct solution while remaining

computationally efficient and robust. These schemes lead to the exact diffu-

sion equation instead of approaching it. The methods are combined with an

asynchronous algorithm that solves the overshoot problem.

To test the new stop-and-go RWPT schemes, we develop analytical and

semi-analytical solutions for diffusion in the presence of multiple interfaces

(discontinuous multi-layered medium). The results show that the proposed

stop-and-go RWPT schemes (with adaptive, negative, or homing particles) fit

extremely well the semi-analytical solutions, even for very high contrasts and
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in the neighborhood of interfaces. The three schemes provide a correct diffusive

solution in only a few macro-time steps, with a precision that depends only on

the number of particles, and not on the macro-time step.

Several test cases have been investigated. For example, we have shown

that we can obtain the solution of the discontinuous diffusion problem, at

a given time, in one single time step, by taking the time step equal to the

final simulation time. These methods have been verified analytically, and they

are validated in 1D by comparing the concentration profile obtained by the

RWPT algorithm with the analytical solution for one or several interfaces of

discontinuity of transport coefficients (diffusion and porosity).

Chapter 4 studies diffusion in discontinuous finite and semi-infinite domains

with Dirichlet Boundary Conditions (BC’s), where boundary concentration is

imposed via particle-based methods (RWPT). The heterogeneity consists in

the discontinuity of the properties of the domain. The domain can be divided

into sub-domains with different porosities and diffusivities. This study extends

the algorithm of Chapter 3 that solves semi-analytically diffusion PDE’s in het-

erogeneous infinite domains, to semi-infinite and finite domains with Dirichlet

BC’s. It proposes also an extension of the RWPT Algorithm of Chapter 3 that

solves discontinuous diffusion and porosity using particle methods in infinite

domains, so that it handles also semi-infinite and finite heterogeneous domains

with Dirichlet BC’s. This extension of the infinite domain RWPT algorithm is

based on the finite domain analytical solutions proposed in this Chapter (NB:

here the term “finite” is understood as “bounded” or “partially bounded” do-

mains). The methods have been checked analytically and verified for various

configurations.

Chapter5 proposes an application of the RWPT algorithm multidimensional

diffusion in grain-pore systems. The algorithm has been applied for diffusion



CHAPTER 6. CONCLUSION AND PERSPECTIVES 181

of an initial source in an infinite domain, with different configurations of grains

and pores (different porosities in isotropic systems, and constant porosity with

different anisotropic configurations). The diffusion algorithm used in this case

is based on analytical solutions for zero flux conditions. The main results

obtained by this diffusion algorithm in this chapter are as follows:

• A multi-scale study was developed from the micro-scale of grains and

pores to the macro-scale level, leading to macro properties (porosity, effec-

tive diffusivity, tortuosity in different directions). The upscaling method

used moments of particles positions.

• Time step sensitivity study validated the time step choice for simulations.

Convergence of macro properties in time simulation defines REV.

• Convergence of macro properties towards the geometric theoretical values

when the Grain/Pore geometry’s porosity tends towards zero.

It will be useful, in the near future, to generalize several of the concepts and

methods developed in this thesis: a list of possible extensions is proposed in

the next section on "perspectives".

6.1.2 Perspectives

These perspectives are just written as a list of items. All of them could be

considered as a short term study in order to enhance the complexity of the

transport problems to be solved.

• The schemes presented in this thesis seem promising and are currently

being extended to more complex multi-dimensional geometries (ongoing

work).

• In addition to treating discontinuities, the three proposed types of "ex-

otic" particle schemes (adaptive, negative, and homing particles) could
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be considered in implementing boundary conditions. They could also be

used for modeling other phenomena like chemical reactions or well pro-

duction. This would give a new degree of freedom to algorithms, so that

they would allow modeling different phenomena, this would be discussed

in a future study.

• Extending and adapting the Dirichlet BC’s schemes for multidimensional

domains and spatially distributed concentration conditions on the bound-

aries.

• Implementation of "internal" concentration conditions based on the con-

cepts already developed for particle-based implementations of Dirichlet

Boundary Conditions (example problem for the Darcy-based pressure dif-

fusion equation: imposed total pressure inside a subregion, corresponding

to a lake or open water reservoir).

• Grains replaced by porous aggregates with their own local porosity and

diffusion coefficient (e.g., solute diffusion in a dual porous medium, or

possibly, pressure diffusion in a dual porous medium).

• Random rather than deterministic micro-geometries and structures for

pore-grain systems or pore-aggregate systems....

• Considering advective as well as diffusive transport problems, i.e., adding

a velocity component to the RWPT schemes, and implementing the re-

sulting transport problem using one of the following methods:

– Combining advective and diffusive transport in a single step.

– One diffusive sub-step followed by one advective sub-step.

– Transforming the Advective-diffusive equation into a pure diffusion

problem by changing variables.
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6.2 Conclusion et Perspectives (Français)

6.2.1 Conclusion

Cette thèse passe en revue, au chapitre 2, la théorie sous-jacente aux proces-

sus stochastiques et donne les conditions pour que la fonction de densité de

probabilité (PDF) d’un processus stochastique Xt suive l’équation de Fokker-

Planck et, partant, la concentration. Equation différentielle (PDE) régissant le

transport advectif-diffusif. En bref, les conditions sont remplies si:

1. Les propriétés de transport de la PDE sont différentiables.

2. Le processus stochastique est markovien et continu.

La deuxième condition est remplie pour des pas de temps infinitésimaux. Si les

propriétés de transport sont constantes, le PDF des positions des particules est

la fonction gaussienne, et le processus stochastique X (t) [également noté Xt]

vérifie toutes les conditions ci-dessus. Dans ce cas, à une heure fixe t, Xt est une

variable aléatoire gaussienne. Le chapitre 3 présente les nouveaux algorithmes

RWPT (Random Walk Particle Tracking) qui peuvent être considérés comme

des types modifiés de «schémas de réflexion partielle» (c’est-à-dire de schémas

de réflexion / transmission). Basés sur de nouveaux concepts faisant appel à

des particules exotiques (particules de référence, particules à masse unitaire

négative et particules à masse adaptative), les nouveaux systèmes convergent

vers la solution correcte tout en restant efficaces et robustes sur le plan infor-

matique. Ces schémas conduisent à l’équation de diffusion exacte au lieu de

s’en approcher. Les méthodes sont combinées à un algorithme asynchrone qui

résout le problème de dépassement.

Pour tester les nouveaux schémas RWPT stop-and-go, nous développons des

solutions analytiques et semi-analytiques pour la diffusion en présence de mul-

tiples interfaces (milieu multicouche discontinu). Les résultats montrent que les
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schémas RWPT stop-and-go proposés (avec des particules adaptatives, néga-

tives ou homing) conviennent extrêmement bien aux solutions semi-analytiques,

même pour des contrastes très forts et au voisinage des interfaces. Les trois

schémas fournissent une solution de diffusion correcte en quelques incréments

de macro-temps, avec une précision qui ne dépend que du nombre de particules

et non du pas de macro-temps. Plusieurs cas de test ont été examinés. Par

exemple, nous avons montré que nous pouvons obtenir la solution du prob-

lème de diffusion discontinue, à un moment donné, en un seul pas de temps,

en prenant le pas de temps égal au temps de simulation final. Ces méthodes

ont été vérifiées analytiquement et elles sont validées en 1D en comparant le

profil de concentration obtenu par l’algorithme RWPT à la solution analytique

pour une ou plusieurs interfaces de discontinuité des coefficients de transport

(diffusion et porosité). Le chapitre 4 étudie la diffusion dans des domaines finis

et semi-infinis discontinus avec des conditions aux limites de Dirichlet (BC),

où la concentration aux limites est imposée via des méthodes basées sur les

particules (RWPT). L’hétérogénéité consiste en la discontinuité des propriétés

du domaine. Le domaine peut être divisé en sous-domaines avec différentes

porosités et diffusivités. Cette étude étend l’algorithme du chapitre 3 qui ré-

sout les PDE à diffusion semi-analytique dans des domaines infinis hétérogènes,

à des domaines semi-infinis et finis avec des systèmes de type BC de Dirich-

let. Il propose également une extension de l’algorithme RWPT du chapitre

3, qui résout la diffusion discontinue et la porosité à l’aide de méthodes de

particules dans des domaines infinis, afin de traiter également les domaines

hétérogènes semi-infinis et finis avec les systèmes de fichiers de Dirichlet. Cette

extension de l’algorithme RWPT à domaine infini est basée sur les solutions

analytiques à domaine fini proposées dans ce chapitre (NB: dans ce cas, le

terme «fini» est compris comme des domaines «liés» ou «partiellement liés»).
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Les méthodes ont été vérifiées analytiquement et vérifiées pour diverses config-

urations. Le chapitre 5 propose une application de la diffusion multidimension-

nelle de l’algorithme RWPT dans les systèmes à pores de grains. L’algorithme

a été appliqué à la diffusion d’une source initiale dans un domaine infini, avec

différentes configurations de grains et de pores (différentes porosités dans les

systèmes isotropes et une porosité constante avec différentes configurations

anisotropes). L’algorithme de diffusion utilisé dans ce cas est basé sur des so-

lutions analytiques pour des conditions de flux nul. Les principaux résultats

obtenus par cet algorithme de diffusion dans ce chapitre sont les suivants:

• Une étude multi-échelle a été développée de la micro-échelle des grains et

des pores au niveau macro, conduisant à des propriétés macro (porosité,

diffusivité effective, tortuosité dans différentes directions). La méthode

d’upscaling a utilisé des moments de positions de particules.

• Une étude de sensibilité par pas de temps a validé le choix du pas de

temps pour les simulations. La convergence des propriétés des macros

dans la simulation temporelle définit REV.

• Convergence des propriétés macro vers les valeurs géométriques théoriques

lorsque la porosité de la géométrie des grains / pores tend vers zéro.

Il sera utile, dans un avenir proche, de généraliser plusieurs des concepts et

méthodes développés dans cette thèse: une liste d’extensions possibles est pro-

posée dans la section suivante sur les "perspectives".

6.2.2 Perspectives

Ces perspectives sont simplement écrites sous forme de liste d’éléments. Tous

pourraient être considérés à court terme afin d’accroître la complexité des prob-

lèmes de transport à résoudre.
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• Les schémas présentés dans cette thèse semblent prometteurs et sont

actuellement étendus à des géométries multidimensionnelles plus com-

plexes (travaux en cours).

• Outre le traitement des discontinuités, les trois types de schémas de par-

ticules "exotiques" proposés (particules adaptatives, négatives et déri-

vantes) pourraient être pris en compte lors de la mise en œuvre de con-

ditions aux limites. Ils pourraient également être utilisés pour modéliser

d’autres phénomènes tels que les réactions chimiques ou la production de

puits. Cela donnerait un nouveau degré de liberté aux algorithmes, de

sorte qu’ils permettraient de modéliser différents phénomènes, cela serait

discuté dans une étude future.

• Extension et adaptation des schémas de Dirichlet BC pour les domaines

multidimensionnels et les conditions de concentration distribuées dans

l’espace sur les limites.

• Mise en œuvre de conditions de concentration "internes" basées sur les

concepts déjà développés pour les implémentations de Dirichlet Boundary

Conditions basées sur les particules (exemple de problème pour l’équation

de diffusion de pression basée sur la méthode de Darcy: pression totale

imposée à l’intérieur d’une sous-région, correspondant à un lac ou à un

réservoir d’eau ouvert ).

• Grains remplacés par des agrégats poreux avec leurs propres porosités et

coefficients de diffusion locaux (par exemple, diffusion de soluté dans un

milieu double poreux ou, éventuellement, diffusion sous pression dans un

milieu double poreux).

• Micro-géométries et structures aléatoires plutôt que déterministes pour

les systèmes à grains poreux ou les systèmes à agrégats pores ....
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• Prendre en compte les problèmes de transport tant advectifs que diffusifs,

c’est-à-dire ajouter une composante de vitesse aux schémas RWPT et

mettre en œuvre le problème de transport résultant en utilisant l’une des

méthodes suivantes:

– Combiner transport advectif et diffusif en un seul pas de temps.

– Une sous-étape diffusive suivie d’une sous-étape advective.

– Transformer l’équation de transport advectif diffusif en une équation

purement diffusive.



Appendix A

Pawula’s theorem

Definition Let us define the scalar product f ∗ g (x) =
∫
R P (x + ζ; t +

dt|x; t)f(ζ)g(ζ)dζ

Cauchy Schwartz’s Inequality : Let’s f and g be a positive function.

(f ∗ g (x))2 ≤ (f ∗ f (x)) (g ∗ g (x)) (A.0.1)

For n,m ≥ 1 ; we take f (ζ) = ζn and g (ζ) = ζm and

∀nεN;Mn =
∫
R
P (x+ ζ; t+ dt|x; t)ζndζ (A.0.2)

By combining Eq.A.0.2 and Eq.A.0.1 we find

∀n,mεN∗; (Mn+m)2 ≤M2nM2m (A.0.3)

We divide Eq.A.0.3 by dt2, and tend dt towards 0 and we obtain :

(Pn+m)2 ≤ P2nP2m (A.0.4)

Pawula’s theorem For nεN∗, if P2n = 0; So ∀k ≥ 3;Pk = 0

188
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Proof by mathematical induction For n ≥ 1 we define the statement

Qn : if P2n = 0; So ∀k ≥ 3;Pk = 0

Let’s prove that ∀n ≥ 1; Qn is true

If P2 = 0 so according to Eq.A.0.4

∀m ≥ 1;P 2
1+m ≤ P2P2m = 0⇒ P1+m = 0 (A.0.5)

So ∀k ≥ 3;Pk = 0 , therefore Q1 is true

If P4 = 0 so according to Eq.A.0.4

∀m ≥ 1;P 2
2+m ≤ P4P2m = 0⇒ P2+m = 0 (A.0.6)

So ∀k ≥ 3;Pk = 0 , therefore Q2 is true

For n ≥ 2, let’s suppose that Qn is true and prove that Qn+1 is true

Let’s assume that P2(n+1) = 0; So according to Eq.A.0.4 ∀m ≥ 1;Pn+1+m =

0

So for m = n− 1 ≥ 1 we have P2n = 0 and according to the statement Qn

we have ∀k ≥ 3;Pk = 0

So by mathematical induction we have proven that∀n ≥ 1 if P2n = 0; So

∀k ≥ 3;Pk = 0

Conclusion : Either ∀k ≥ 3;Pk = 0 or there is an infinite number of

k ≥ 3;Pk 6= 0 .

It either stops at the second order or it goes infinite.
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Analytical solutions in infinite

discontinuous domains and study

of their convergence
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B.1 Analytical solution of diffusion in two interface

media

This Appendix presents the detailed analytical solution for diffusion in an in-

finite medium with 2 "interfaces" (located at x = x1−2 and x = x2−3) of

discontinuity of the diffusion coefficient D (x) and porosity θ (x), defining 3

regions or layers with coefficients (D1; θ1), (D2; θ2), (D3; θ3). The solution is

described for the case of "initial" point source C(x, 0) = M0.δ (x− x0) located

at x0 < x1−2 < x2−3 (Similarly we could find the solution for x1−2 < x2−3 < x0

at the right of the domain). This solution is used in the text in relation to the

generalization of our Random Walk algorithm, and for comparison/validation

of results (Section 3.4, Figure 3.4.3) .


∀t > 0;∀x ≤ x1:2; ∂C1

∂t (x, t) = D1
∂2C1
∂x2 (x, t)

∀t > 0;∀x1:2 ≤ x ≤ x2:3; ∂C2
∂t (x, t) = D2

∂2C2
∂x2 (x, t)

∀t > 0;∀x ≥ x2:3; ∂C3
∂t (x, t) = D3

∂2C3
∂x2 (x, t)

(B.1.1a)


∀t ≥ 0; lim

x→−∞
C1 (x, t) = 0

∀t ≥ 0; lim
x→+∞

C3 (x, t) = 0
(B.1.1b)



∀t ≥ 0; C1 (x1:2, t) = C2 (x1:2, t)

∀t ≥ 0; C3 (x2:3, t) = C2 (x2:3, t)

∀t ≥ 0; −θ1D1
∂C1
∂x (x1:2, t) = −θ2D2

∂C2
∂x (x1:2, t)

∀t ≥ 0; −θ3D3
∂C3
∂x (x2:3, t) = −θ2D2

∂C2
∂x (x2:3, t)

(B.1.1c)

The solution is described for two cases of "initial" point sources C(x, 0) =

M0.δ (x− x0) located at x0 < x1:2 < x2:3 and C(x, 0) = M0.δ (x− x1) located

at x1:2 < x1 < x2:3. In the first case, the source is in the left layer, but similar
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solutions are obtained for any source position. These solutions are used in the

text in relation to the generalization of our Random Walk algorithm, and for

comparison/validation of results (Section 3.4, Figure 3.4.8) .

For a source located at left (x0 < x1:2) the initial conditions for the diffusion

problem of Eq.B.1.1 is:
∀x ≤ x1:2; C1 (x, 0) = M0

θ1
δ (x− x0)

∀x1:2 ≤ x ≤ x2:3; C2 (x, 0) = 0

∀x ≥ x2:3; C3 (x, 0) = 0

(B.1.2)

The solution of the discontinuous diffusion problem (Eq.B.1.1) with initial con-

dition (B.1.2) is:

∀t ≥ 0;∀x ≤ x1:2; θ1

M0
C1 (x, t) = G (x0, 2D1t, x) +R1:2G (−x0 + 2x1:2, 2D1t, x) +

+
+∞∑
i=0

(1−R1:2)R2:3 (R2:3R2:1)i (1−R2:1)×

×G
(
−x0 + 2x1:2 + 2 (i+ 1)

√
D1√
D2

(x2:3 − x1:2) , 2D1t, x

)
(B.1.3a)

∀t ≥ 0;∀x1:2 ≤ x ≤ x2:3; θ2

M0
C2 (x, t) =

+∞∑
i=0

(1−R1:2) (R2:3R2:1)i×

×
(
G

(√
D2√
D1

(x0 − x1:2)− (2i+ 1) (x2:3 − x1:2) + x2:3, 2D2t, x

)
+R2:3×

×G
(
−
√
D2√
D1

(x0 − x1:2) + (2i+ 1) (x2:3 − x1:2) + x2:3, 2D2t, x

))
(B.1.3b)

∀t ≥ 0;∀x ≥ x2:3; θ3

M0
C3 (x, t) =

+∞∑
i=0

(1−R1:2) (R2:3R2:1)i (1−R2:3)×

×G
(√

D3√
D1

(x0 − x1:2) + (2i+ 1)
√
D3√
D2

(x1:2 − x2:3) + x2:3, 2D3t, x

)
(B.1.3c)

And the solution of Eq.B.1.1 with the initial condition
∀x ≤ x1:2; C1 (x, 0) = 0

∀x1:2 ≤ x ≤ x2:3; C2 (x, 0) = M0
θ1
δ (x− x1)

∀x ≥ x2:3; C3 (x, 0) = 0

(B.1.4)
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is:

∀t ≥ 0;∀x ≤ x1:2; θ1

M0
C1 (x, t) = (1−R2:1)

+∞∑
i=0

(R2:3R2:1)i×

×

(
G

(
x1:2 +

√
D1

D2
(2i (x2:3 − x2:1) + x0 − x1:2) , 2D1t, x

)
+

+R2:3G

(
x1:2 +

√
D1

D2
(2i (x2:3 − x2:1) + 2x2:3 − x0 − x1:2) , 2D1t, x

))
(B.1.5a)

∀t ≥ 0;∀x1:2 ≤ x ≤ x2:3; θ2

M0
C2 (x, t) = −G (x0, 2D2t, x) +

+∞∑
i=0

(R2:3R2:1)i×

× (G (2i (x2:3 − x1:2) + x0, 2D2t, x) +G (2i (x1:2 − x2:3) + x0, 2D2t, x) +

+R2:3G (2i (x2:3 − x1:2) + 2x2:3 − x0 − x1:2, 2D2t, x) +

+R2:1G (2i (x1:2 − x2:3) + 2x1:2 − x0 − x2:3, 2D2t, x)) (B.1.5b)

∀t ≥ 0;∀x ≥ x2:3; θ3

M0
C3 (x, t) = (1−R2:3)

+∞∑
i=0

(R2:1R2:3)i×

×

(
G

(
x2:3 +

√
D3

D2
(2i (x1:2 − x2:3) + x0 − x2:3) , 2D3t, x

)
+

+R2:1G

(
x2:3 +

√
D3

D2
(2i (x1:2 − x2:3) + 2x1:2 − x0 − x2:3) , 2D3t, x

))
(B.1.5c)

The above solutions have been checked by direct substitution in Eq.B.1.1a

and the initial and boundary conditions Eq.B.1.1b, Eq.B.1.1c and Eq.B.1.2.

The infinite series obtained in this section for concentration C (x, t) have

the form of a function h (x, t) defined as:

h (x, t) =
+∞∑
n=0

A√
t
znexp

(
− (x+ Cn+D)2

Bt

)
(B.1.6)

with B, t > 0; x,A,C,DεR and z = R2:1R2:3 (product of partial reflection

coefficients). Their convergence is studied in the next appendix (B.2).
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B.2 Study of the convergence and continuity of the

series h

In this appendix, we study the convergence of the infinite series h (x, t) (B.1.6)

which has the form of the solution found in B.1. This solution (concentra-

tion C (x, t)) was used in Figure 3.4.8 to validate the Random Walk Particle

Tracking model proposed in this chapter for discontinuous diffusion.

B.2.1 Pointwise convergence using d’Alembert criteria

Theorem 1. d’Alembert Ratio test [Rudin, 1976]

Let (an, nεN) be a sequence of complexe numbers such that L = lim
n→+∞

|an+1|
|an|

exists.

If L < 1, then the series
+∞∑
n=0

an converges absolutely. Thus,
+∞∑
n=0

an is

pointwise convergent.

If L > 1, then the series
+∞∑
n=0

an is divergent.

If L = 1, then the case is undecided.

Using Theorem 1, we now show that our series h (x, t) is pointwise conver-

gent. This series is of the form h (x, t) =
+∞∑
n=0

Un (x, t), where:

Un = A√
t
znexp

(
− (x+ Cn+D)2

Bt

)
(B.2.1)

|Un+1|
|Un|

= |z| exp
(
− (x+ C (n+ 1) +D)2 − (x+ Cn+D)2

Bt

)
(B.2.2)

|Un+1|
|Un|

= |z| exp
(
−2xC + C2 + 2DC

Bt

)
exp

(
−2C2n

Bt

)
(B.2.3)

If C = 0, then the series converges for |z| < 1 and B, t > 0; x,A,DεR ,

h (t, x) = A√
t

1
1−z exp

(
− (x+D)2

Bt

)
. This case occurs if the distance between two

interfaces (|x1:2 − x2:3|) goes to zero (we may dismiss this case here).
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Otherwise, if C 6= 0, then |Un+1|
|Un| →

n→+∞
0. By the d’Alembert Ratio test,

the series h converges ∀zεC; ∀B > 0,∀t > 0; ∀x,A,C,DεR .

In conclusion, the series h (x, t) and the analytical concentrations solutions

(Eq.3.3.21 and 3.3.22) converge pointwise in all cases of interest.

B.2.2 Uniform convergence

Theorem 2. [Rudin, 1976]

Assume (fn) is a sequence of functions defined on E, and assume |fn (x)| ≤

Mn (xεE, n = 1, 2, 3, ...). Then
∑
fn converges uniformly on E if

∑
Mn con-

verges.

The infinite series h (x, t) is of the form:

h (x, t) =
+∞∑
n=0

Aznexp

(
−Bt ln (t) + 2 (x+ Cn+D)2

2Bt

)
(B.2.4)

Let us define gn (x, t) as:

gn (x, t) = −Bt ln (t) + 2 (x+ Cn+D)2

2Bt (B.2.5)

For t ≥ 1 we have gn ≤ 0. Thus,∣∣∣∣∣Aznexp
(
−Bt ln (t) + 2 (x+ Cn+D)2

2Bt

)∣∣∣∣∣ ≤ |A| |z|n (B.2.6)

Since the series
+∞∑
n=0
|A| |z|n converges for |z| < 1, h is uniformly convergent

on R× [1; +∞[.

For 0 < t ≤ 1 we have −Be ≤ Bt ln (t) ≤ 0.

• First, if C > 0 and for a fixed x0εR; ∃n1/∀n ≥ n1;∀x ≥ x0;Bt ln (t) +

2 (x+ Cn+D)2 ≥ Bt ln (t) + 2 (x0 + Cn+D)2 ≥ 0 . Hence, the series

h converges uniformly on [x0; +∞[× ]0; 1].
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• Secondly, if C < 0 and for a fixed x0εR;∃n2/∀n ≥ n2;∀x ≤ x0;Bt ln (t) +

2 (−x− Cn−D)2 ≥ Bt ln (t) + 2 (−x0 − Cn−D)2 ≥ 0 . The series h

converges uniformly on ]0; 1]× ]−∞;x0].

Theorem 3. [Rudin, 1976]

If (fn) is a sequence of continuous functions on E, and if fn → f uniformly

on E, then f is continuous on E.

Consequence For zεC such that |z| < 1, h is continuous with respect to

(x, t) on R× ]0; +∞[.

Conclusion In all cases of interest, the analytical infinite series concentration

solutions (Eq.3.3.21 and 3.3.22) are pointwise convergent and continuous with

respect to (x, t) on R× ]0; +∞[.
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In this appendix, we study the convergence of the infinite series h (x, t)

(C.0.1) Eq5.2.14 which has the form of the solutions found in subsection 5.2.2.

This solution (concentration C (x, t)) was used to induce the Random Walk

Particle Tracking model proposed in this study for diffusion with multiple zero

flux conditions.

The infinite series h (x, t) corresponding to Eq.5.2.14 in addition to subse-

quent equations of subsection 5.2.2. h (x, t) is of the form:

h (x, t) =
+∞∑
n=1

Aexp

(
−Bt ln (t) + 2 (x+ Cn+D)2

2Bt

)
(C.0.1)

For n ≥ 1, let us define gn (x, t) as, ∀tε ]0; +∞[ ;∀xε [x12;x23] ;

gn (x, t) = exp

(
−Bt ln (t) + 2 (x+ Cn+D)2

2Bt

)
(C.0.2)

For t ≥ 1 we have

exp

(
−Bt ln (t)

2Bt

)
= exp

(
−1

2 ln (t)
)
≤ 1 (C.0.3)

Thus,

gn (x, t) ≤ exp
(
− (x+ Cn+D)2

Bt

)
= exp

(
−
n2 ( x

n + C + D
n

)2
Bt

)
(C.0.4)

On the other hand the interval [x12;x23] is compact (closed and bounded)

and the function x→
(
x
n + C + D

n

)2 is continuous. Therefore,

∃x0,nε [x12;x23] ; Min
xε[x12;x23]

(
x

n
+ C + D

n

)2
=
(
x0,n

n
+ C + D

n

)2
(C.0.5)

and

lim
n→+∞

(
x0,n

n
+ C + D

n

)2
= C2 (C.0.6)

∀ε > 0;∃NεN;∀n ≥ N ;
∣∣∣∣∣
(
x0,n

n
+ C + D

n

)2
− C2

∣∣∣∣∣ < ε (C.0.7)

∀ε > 0;∃NεN;∀n ≥ N ;−ε <
(
x0,n

n
+ C + D

n

)2
− C2 < ε (C.0.8)
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For ε = C2

2 > 0;∃NCεN;∀n ≥ NC ;

0 < C2

2 <

(
x0,n

n
+ C + D

n

)2
(C.0.9)

Therefore, ∀xε [x12;x23] ;

n2C2

2Bt <
n2

Bt

(
x0,n

n
+ C + D

n

)2
≤ n2

Bt

(
x

n
+ C + D

n

)2
(C.0.10)

For fixed t0 ≥ 1, we have ∀tε [1; t0]

∀n ≥ NC ;− n
2

Bt

(
x

n
+ C + D

n

)2
< −n

2C2

2Bt ≤ −
n2C2

2Bt0
(C.0.11)

gn (x, t) ≤ exp
(
−
n2 ( x

n + C + D
n

)2
Bt

)
< exp

(
− C2

2Bt

)n2

(C.0.12)

and

exp

(
− C2

2Bt

)n2

≤ exp
(
− C2

2Bt0

)n2

< 1 (C.0.13)

Since the series
+∞∑
n=0
|A| |z|n

2
converges for |z| < 1 and exp

(
− C2

2Bt0

)
< 1, the

series h is uniformly convergent on [x12;x23] × [1; t0]. Hence, h is continuous

on [x12;x23]× [1; +∞[.

For 0 < t ≤ 1, and for a fixed t0ε ]0, 1] we have ∀tε [t0, 1]

exp

(
−1

2 ln (t)
)
≤ exp

(
−1

2 ln (t0)
)

(C.0.14)

and ∀xε [x12;x23] ;

gn (x, t) = exp

(
−1

2 ln (t)
)
exp

(
−
n2 ( x

n + C + D
n

)2
Bt

)
(C.0.15)

gn (x, t) ≤ exp
(
−1

2 ln (t0)
)
exp

(
−
n2 ( x

n + C + D
n

)2
Bt

)
(C.0.16)

Using Eq.C.0.10, we have

gn (x, t) ≤ exp
(
−1

2 ln (t0)
)
exp

(
−n

2C2

2Bt

)
(C.0.17)
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On the other hand,

t ≤ 1⇒ −n
2C2

2Bt ≤ −
n2C2

2B (C.0.18)

Therefore, ∀tε [t0, 1] ;∀xε [x12;x23] ;

0 ≤ gn (x, t) ≤ exp
(
−1

2 ln (t0)
)
exp

(
−n

2C2

2Bt

)
≤M0exp

(
−C

2

2B

)n2

(C.0.19)

Since the series
∑
M0exp

(
−C

2

2B

)n2

converges, then the series h is uniformly

convergent on [x12;x23]× [t0; 1]. Hence, h is continuous on [x12;x23]× ]0; 1].

Theorem [Rudin, 1976] If (fn) is a sequence of continuous functions on E,

and if fn converges to f uniformly on E, then f is continuous on E.

Conclusion In all cases of interest, the analytical infinite series concentration

solutions shown in this study are pointwise convergent and continuous with

respect to (x, t) on R× ]0; +∞[.

—————–
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