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Résumé
La combustion dans les moteurs de fusée a lieu dans des conditions extrêmes qui impliquent
plusieurs phénomènes multi-physiques. Pour cette raison la simulation numérique est utilisée
afin de prédire et ainsi optimiser les performances et la durée de vie du moteur. Ces travaux
de thèse se concentrent particulièrement sur deux aspects : l’oxy-combustion turbulente du
méthane dans des flammes de diffusion haute pression et la prédiction des transferts ther-
miques pariétaux. Le code de Simulation aux Grandes Echelles (SGE) AVBP du CERFACS
est utilisé.

Malgré ses performances moindres, le méthane est aujourd’hui favorisé par rapport à l’hydrogène
pour les futurs moteurs-fusée en raison de ses coûts réduits et de sa praticité tant à l’utilisation
que pour son stockage. En termes de simulation numériques, cet ergol amène de nouvelles
questions concernant son allumage ou la stabilisation de sa combustion. Pour ce faire, le
développement de modèles chimiques réalistes est une étape clé. Des schémas cinétiques ré-
duits contenant une quinzaine d’espèces sont dérivés et testés dans des conditions de haute
pression et haut étirement pour des flammes de diffusion à contre-courant. Cependant, ces
chimies réduites restent coûteuses pour une utilisation industrielle de la SGE. Une nouvelle
méthode d’intégration des termes sources chimiques est alors proposée avec pour objectif de
faire fonctionner des simulations réactives avec un pas de temps proche du pas de temps de
l’écoulement. Le coût de calcul est ainsi considérablement réduit, tout en gardant un résultat
similaire à l’intégration classique. Enfin, avec pour futur objectif le développement d’un modèle
de flamme de diffusion turbulente, une étude montrant l’impact de la résolution du maillage
sur les flammes de diffusion est réalisée.

Le développement de ces chimies réduites permet alors d’étudier avec précision l’influence des
réactions chimiques dans la région proche paroi d’un moteur-fusée sur le flux thermique pariétal.
Des canaux turbulents périodiques sont simulés afin de comparer une couche limite turbulente
résolue ou non, avec ou sans réactions chimiques. Les résultats montrent que ces réactions
proche paroi peuvent avoir un impact significatif sur le flux thermique, et que le modèle de loi
de paroi devrait prendre en compte cet effet dans le cadre d’une SGE non-résolue en paroi.
De plus une étude est menée afin de comprendre l’impact du couplage entre le modèle de sous-
maille et la loi de paroi sur la prédiction des flux en paroi. On montre que le niveau de viscosité
turbulente en paroi a une influence importante sur les flux. Un modèle stochastique est alors
proposé dans le cas de simulations isothermes afin d’améliorer les résultats pour deux modèles
de sous-maille usuels en SGE, WALE et Sigma.

Le développement de ces modèles et les résultats de ces analyses sont alors utilisés pour deux
SGE de bancs d’essai : le cas supercritique à cinq injecteurs GCH4/GOx de l’ONERA et le cas
sous-critique mono-injecteur GCH4/LOx de TUM. Ces études se concentrent en particulier sur
le comportement de la flamme et la comparaison du flux de chaleur pariétal avec les résultats
expérimentaux.

Mots clés: Simulation aux Grandes Échelles, moteur-fusée à ergol liquide, combustion turbu-
lente, oxy-combustion du méthane, cinétique chimique, flamme de diffusion, modélisation de
paroi, transfert de chaleur pariétal, injection liquide, super-critique, sous-critique
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Abstract
Combustion in Liquid Rocket Engines (LRE) happens in extreme conditions which imply sev-
eral multi-physics phenomena. For this reason, numerical simulation is used to predict and thus
to optimize the engine performances and lifetime. In particular this thesis focuses on two main
aspects: turbulent oxy-combustion in diffusion flames of methane at high pressure, and predic-
tion of wall heat transfers. The Large Eddy Simulation (LES) code AVBP of CERFACS is used.

Despite its lower performances, methane is now preferred to hydrogen for future LRE because
of its reduced cost and its practicality both for in terms of usage and storage. For numerical
simulation, this propellant raises new questions about how to ignite and stabilize the flame.
To do so, developing realistic chemistry is a key step. Reduced finite rate chemistry schemes
with about 15 species are derived and tested for high pressure and highly strained counterflow
diffusion flames. However, even reduced kinetic schemes are still expensive in the context of
industrial LES simulations. Therefore a new integration method for the chemical source terms
is proposed in order to run reactive simulations closer to the flow time step. It is found that
significant computational cost is spared, while keeping the same result accuracy compared to
the classical integration. Finally, in order to develop future turbulent diffusion flame modeling,
a study on how the mesh resolution impacts diffusion flames is also performed.

The development of reduced chemistry allows to study precisely the influence of chemical re-
actions at the near-wall region in LRE conditions on the wall heat flux. Periodic turbulent
channels are computed to compare the resolved and non-resolved turbulent boundary layer,
with or without chemical reactions. Results show that the near-wall reactions may have a
real impact on wall heat flux, and that wall models should take into account this effect in the
context of wall-modeled LES.
Another study is conducted to determine the impact of the coupling between the sub-grid scale
model and the wall-law on the wall fluxes prediction. It is shown that the amount of turbu-
lent viscosity at the near-wall region greatly changes the fluxes. A stochastic-based model is
proposed in the case of isothermal simulations, in order to improve the results for two common
LES sub-grid scale models, WALE and Sigma.

The developed models and analyses of those test cases are then used for the LES simulation
of two test rigs: the supercritical 5-injectors GCH4/GOx from ONERA and the subcritical
single-injector GCH4/LOx from TUM. Their study particularly focuses on the flame behavior
and the wall heat flux comparison with experiment.

Keywords: Large Eddy Simulation, liquid rocket engine, turbulent combustion, methane
oxy-combustion, chemical kinetics, diffusion flame, wall modelling, wall heat transfer, liquid
injection, supercritical, subcritical
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Nomenclature

Latin characters
Symbol Description SI unit
a Strain rate [s−1]
A Pre-exponential Arrhenius factor [variable]
BM Spalding mass number [−]
BT Spalding temperature number [−]
Cp Constant pressure heat capacity [J/K]
Cv Constant volume heat capacity [J/K]
dp Particle diameter [m]
d10 Mean particle diameter [m]
dt Time step [s]
D Diffusion coefficient [m2/s]
Dl Oxygen cone diameter [m]
e Internal energy [J ]
ekin Kinetic energy [J ]
E Total energy [J ]
F Rocket engine thrust [N ]
h Enthalpy [J/kg]
HR/HRR Heat release rate [W/m3]
J Momentum flux ratio [−]
Jk,i Species diffusion flux [kg/(m2.s)]
K Arrhenius rate constant [variable]
L Oxygen cone length [m]
Lv Latent heat of evaporation [J/kg]
M Number of reactions in the chemical system [−]
Ne Number of elements in the chemical system [−]
Ns Number of species in the chemical system [−]
m Mass [kg]
ṁ Mass flow rate [kg/s]
P Pressure [Pa]
qi Heat flux vector [W/m2]
Q̇p Heat transfer source term [J/s]
r Mixture gas constant [J/(K.kg)]
ṙj Mass reaction rate [kg/(m3.s)]
s Entropy [J/(K.kg)]
S Strain rate tensor [s−1]
Scone Oxygen cone section [m2]
t Time [s]
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T Temperature [K]
ui Velocity vector [m/s]
W Molecular weight [kg/mol]
X Molar fraction [−]
Y Mass fraction [−]
Z Mixture fraction [−]

Greek characters
Symbol Description SI unit
αl Liquid fraction [−]
β Arrhenius exponential factor [−]
Γ̇p Mass transfer source term [kg/s]
δth Thermal flame thickness [m]
∆t Simulation time step [s]
∆x Characteristic cell length [m]
ζ Takeno index [−]
θlip Injection angle of a particle at the lip [deg]
κ Ratio between the CFL time step and the effective simulation time step [−]
λ Thermal conductivity [W/(m.K)]
µ Dynamic viscosity [Pa.s]
ν Kinematic viscosity [m2.s]
ρ Density [kg/m3]
τ Characteristic time scale [s]
τij Stress tensor [N/m2]
τw Wall shear stress [Pa]
φ Equivalence ratio [−]
χ Scalar dissipation rate [s−1]
ψ Ratio of turbulent over laminar viscosity [−]
ω̇k Mass production rate [kg/(m3.s)]
ω̇T Energy source term [J/(m3.s)]

Special characters
Symbol Description SI unit
P Power [W ]
R Perfect gas universal constant [J/(mol.K)]
Z Compressibility factor [−]

10



Dimensionless numbers
Symbol Description
Da Damköhler number
Le Lewis number
Nu Nusselt number
Pr Prandtl number
Re Reynolds number
Sc Schmidt number
Sh Sherwood number
St Stokes number
We Weber number

Indices and superscripts
Symbol Description
c Critical quantity
e eth element
f/F Fuel quantity
g Gaseous phase quantity
i ith spatial component
j jth reaction
k kth species
l Liquid phase quantity
o/O Oxidizer quantity
p Particle quantity
sgs Sub-grid scale quantity
st Stoichiometric quantity
t Turbulent quantity
w Wall quantity
ζ Droplet surface quantity
τ Friction quantity
+ Wall unit
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Acronyms
Symbol Description
ARC Analytical Reduced Chemistry
ARCANE Analytical Reduced Chemistry: Automatic, Nice and Efficient
AVBP A Very Big Project
CERFACS Centre Européen de Recherche et de Formation Avancée en Calcul Scien-

tifique
CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy
CNES Centre National d’Études Spatiales
CNSA China National Space Administration
CONFORTH CONception et Fabrication d’un bOîtier Refroidi et d’une Tuyère -

- Haut rapport de mélange
CPU Central Processing Unit
DLR Deutsches Zentrum für Luft- und Raumfahrt
DNS Direct Numerical Simulation
DRGEP Directed Relation Graph with Error Propagation
EoS Equation of State
ESA European Space Agency
GLOMEC GLObal Oxygen MEthane MEChanism
HIT Homogeneous and Isotropic Turbulence
HPC High Performance Computing
HRR Heat Release Rate
ICARE Institut de Combustion, Aérothermique, Réactivité et Environnement
JAXA Japan Aerospace Exploration Agency
LES Large Eddy Simulation
LHV Lower Heating Value
LRE Liquid Rocket Engine
NASA National Aeronautics and Space Administration
NIST National Institute of Standards and Technology
NRI Non-Reflective Inlet
NSCBC Navier-Stokes Characteristic Boundary Conditions
ONERA Office National d’Études et de Recherches Aérospatiales
PDF Probability Density Function
QSSA Quasi-Steady State Assumption
RAMEC RAM accelerator MEChanism
RANS Reynolds Average Navier-Stokes
RG Real Gas
ROSCOSMOS Gossoudarstvennaïa korporatsia po kosmitcheskoï deiatel’nosti
SGS Sub-Grid Scale
SRK Soave-Redlich-Kwong
TFLES Thickened Flame model for Large Eddy Simulation
TUM Technische Universität München
WMLES Wall-Modeled Large Eddy Simulation
WRLES Wall-Resolved Large Eddy Simulation
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Part I

General introduction
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Chapter 1

Context

Telecommunication, weather forecast, navigation systems, orbital stations, interplanetary probes...
all of these space applications exist thanks to Mankind’s capacity to send objects in space. At
first only reserved for military and surveillance purposes, space is now accessible for a lot of
civil applications thanks to our only mean to reach Earth’s orbit so far: launchers.
This technology has existed for several decades now, with noticeable improvements through
time in order to raise the ratio cost/efficiency in all fields: propulsion, materials, external
aerodynamics, guidance systems... This thesis takes place in the continuity of the numerous
developments concerning one of the main component of a launcher: the liquid cryogenic engine.
This first part explains in which industrial context this research is conducted and introduces
the work performed.

1.1 Current space sector landscape
From its beginning in the 1950s until today, space access was considered as a key point for
states sovereignty (one talk about "space independence") and prestige, as showed during the
Cold War. Its main stakeholders were and still are the governmental space agencies: NASA
in USA, ROSCOSMOS in former USSR/Russia, CNES in France, or JAXA in Japan are some
examples. ESA regroups now the European space agencies in a larger structure. These or-
ganizations led the sector for decades by proposing to their respective states the strategies to
guarantee the access to space. However things have been changing since the 90s when private
companies were created, often supported by governmental agencies. This is for example the
case for the most well-known, SpaceX, founded in the early 2010s. There are now many of
them like BlueOrigin, Virgin Galactic...

It is now admitted that these new stakeholders are clearly changing the rules of the space sec-
tor, which does not anymore belong only to states or militaries, but also to the private sector
[Whealan George, 2019, Bryce Space and Technology, 2019b]. As their private status imposes,
they must be profitable, contrary to agencies for which the main part of the budget comes from
the states. It is in fact since the 90s that the space sector became profitable, which is largely
due to the decrease of the launch cost per kilogram of load [Jones, 2018]. It could also be
correlated to the rise of Internet, and therefore the explosion of possible applications for the
space sector.
From this new situation came the designation "new space", referring to the cost competi-
tion, which until then was not really a central topic for the sector. One distinguishes the
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"governmental-entity launches" from the "commercial launches", i.e., a launch service provided
to a private company. The rise of commercial launches involves imposes to space agencies to
adapt their programs and services if they want to stay competitive.

Figure 1.1: Commercial launches evolution [Bryce Space and Technology, 2019a].

1.1.1 A new stake: the reusable launcher
At the heart of this new cost competition era lies a largely mediatized topic: the reusable
launcher. Indeed until recently, launchers were used only once: the first stage was dropped
back on Earth while the upper parts remained in space (becoming then "space debris"). The
idea of reusing some parts of the launcher was already considered in the 1990s by NASA [Free-
man et al., 1997]. It was however determined that at that time the technological gap was still
too large to go further into this technology [Powell et al., 1998]: a typical challenge is that the
engines suffers extremely high heat flux which damage their walls irreversibly. Furthermore the
idea, even if technically possible, was not considered very profitable as the number of launches
per year was still limited, about a hundred overall (for all different types of rocket). The main
attempt of reusability was the famous American space shuttle. Initially designed to reduce
costs, at the end the contrary was observed [Jones, 2018].

However as the market of space applications grows, the demand of launchers increases in con-
sequence, therefore the question of profitability is now reevaluated. Even if some concepts
of reusability emerged in the 90s and 2000s, the technology really took another breadth with
SpaceX and its Falcon 9, which managed (after some spectacular fails) to land its first stage on
an offshore platform. The technology is now demonstrated, even if the cost gains still remain
to be proven.
Meanwhile, Europe is making up the time by developing the LH2/LOX demonstrator Callisto
(CNES/DLR/JAXA cooperation) [Tatiossian et al., 2017, Dumont et al., 2021] designed to fly
10 times, for which the first flight is foreseen in 2023. The objective is to test several tech-
nologies in order to be able in the future to develop heavy payload launchers. Finally, the
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demonstrator program Themis has been recently signed between ESA and ArianeGroup, with
the aim to provide valuable information on the economic value of reusability for Europe and
prove technologies for a possible use in future European launch vehicles [Patureau de Mirand
et al., 2020].

1.2 The space market
An overview of the current space market is here presented to show the spectrum of the main
applications that are possible thanks to space access.

1.2.1 Satellites
Most space applications use satellites, which represent the wide majority of objects sent to
space: about 77% of the turnover of space market relies on them [Bryce Space and Technology,
2017]. An overview of their use is presented in Fig. 1.2.

Figure 1.2: Overview of the satellite industry in 2016.

Noticeable applications to be cited are for example all the telecommunication services which
we use everyday, including Internet and geolocalization. The "European GPS" Galileo, which
consists of a constellation of 24 satellites is able to geolocalize with a precision of less than one
meter, better than the American GPS. This upgraded precision is a real asset for applications
which need it, like rescue missions in mountains or oceans.
As the climate change becomes a huge problem for humanity, many satellites are deployed to
understand its effect, predict it, and therefore propose solutions to prevent it. Correlated to this,
satellites can also help farmers by giving precious information about weather, soil composition
and condition, and other exploitation parameters.
Today there is a particular emphasis on the market of nanosatellites, which can be put into
orbit by dozens in a single launch. Their smaller size make them way more affordable for small
companies, extending therefore their range of applications.
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1.2.2 Probes, telescopes, rovers
Another important application of space is the understanding of our universe: from the formation
of our solar system, Sun’s influence on the Earth, black holes or dark matter, scientific devices
are launched each year in order to try to answer these questions. A huge European achievement
happened in 2014 with the Rosetta mission: the unprecedented successful landing of a probe on
a comet, gave precious information about what comets are made of. Similar mission was more
recently achieved by a partnership JAXA/CNES with the mission Hayabusa 2 which returned
recently with asteroid samples.
Other recent missions to be cited are Solar Orbiter, launched in 2020 and resulting from a
ESA/NASA cooperation to study solar winds and the magnetic field of our star. Another
European mission will be in 2022 the launch of Euclide, a telescope which will study the origins
of the Universe expansion and its source, commonly designated by the dark matter.
The hidden side of the Moon is currently explored for the first time by the Chinese space
agency (CNSA) with their rover Chang’e-4. Finally, the red planet has been and is still a source
of high interest for scientists, motivating the exploration missions with two American rovers
Opportunity and Curiosity. The latter will soon be joined by the European rover ExoMars,
initially foreseen for 2020 but reported to 2022.

1.2.3 Human exploration
The last (and maybe the most exciting) application is sending humans to space, other planets,
and ultimately beyond our solar system. In this domain much experience has been accumulated
through the Apollo program of NASA. Since the 90s the International Space Station prepares
the future steps of human exploration. Understanding space biology and space medicine are
crucial for the next generation of astronauts which will fly again to the Moon and travel for the
first time to Mars. This was announced by NASA recently with the Artemis program, including
a plan to return to the Moon by 2024, and later to establish a permanent human presence (Fig.
1.31). Again in space history, human exploration is something really emphasized by the USA,
Europe having more a support function, even though European astronauts will be part of these
future missions. The goal is to learn and prepare a future departure for Mars within the next
decades. It is to be noticed that the NASA foresees to employ a high number of commercial
launches for these missions, showing a willingness to give more and more importance to the
private sector in this domain. This in fact has already started as SpaceX is now resupplying
regularly the ISS with its Dragon cargos.

1.3 Liquid Rocket Engine technology
As mentioned earlier, all these applications require launchers to put the required spatial in-
struments into orbit. On paper the principle of these vehicles is very simple and is a direct
demonstration of the third fundamental dynamic law of Newton: apply a force on one side to
obtain an acceleration opposed to this force. To create this force, rocket engines are used.
Rocket engines are divided into several categories. For the first (main) stage, both Solid Rocket
Boosters and Liquid Rocket Engines (LRE) are employed to generate a gigantic amount of
power in order to overcome Earth’s gravity. This manuscript focuses on LRE, of which some
key aspects of their operation are described here.

1Website NASA Artemis
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Figure 1.3: The Artemis program by NASA.

1.3.1 General principle
Liquid Rocket Engines convert chemical energy into thermal energy by burning fuel and oxi-
dizer in a combustion chamber, which produces hot burnt gases. This thermal energy is then
transformed into kinetic energy when these gases are ejected at a very high speed through a
nozzle, generating thrust. The principle is summarized in Fig. 1.42.

Figure 1.4: Liquid rocket engine schematic. This thesis focuses on the combustion chamber.

The thermal energy source, as for internal combustion engines, comes from the combustion of
a fuel and an oxidizer, called in this context propellants. The fuel is generally liquid hydrogen
because of its very high energetic density, but space kerosene is also employed for example in
the Russian Soyuz rockets. The oxidizer is almost always oxygen, for two main reasons: in
order to ensure oxidizer supply for the whole flight duration, it must be embarked as oxygen

2Website NASA Glenn Center
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contained in the air rarefies as the rocket gains altitude; furthermore it is more efficient to
embark pure oxygen rather than air, which contains a large amount of useless nitrogen.
Both propellants are stored in their liquid state, in order to reach sufficient density and there-
fore minimize the volume of the tanks. The fact is that except kerosene, classic propellants have
a very low boiling temperature: 23K for hydrogen and 90K for oxygen (at one atmosphere),
leading to the so-called cryogenic combustion: to be stored in their liquid state, propellants are
cooled down to very low temperatures. They must then heat up and vaporize before burning
in their gaseous state. In subcritical conditions, an atomization process takes place to form a
spray.
The propellants are brought to the combustion chamber thanks to turbopumps: they pressurize
the propellants, which arrive in the combustion chamber at a typical range of 30-300 bar. Tur-
bopumps are integrating in the system following various thermodynamic cycles: expander, gas
generator or staged combustion are the most common ones. A detailed description of the cycles
can be found in [Yang et al., 2004]. Once the propellants enter in the combustion chamber,
and depending on the thermodynamic regime (sub-, trans- or supercritical - described further),
their mixing and burning behave differently.
The necessary amount of energy to ignite the flames is usually brought by a spark, a pyrotech-
nic charge or a torch of hot gas. Once the ignition phase is passed (it generally takes a few
seconds), a stationary regime is reached in the combustion chamber. As the burnt gases re-
sulting of the combustion are extremely hot (about 4200K for H2/O2), it is mandatory to cool
down the combustion chamber walls, which would melt otherwise. The most usual way is too
actively cool the walls by circulating the cold fuel in small channels inside them. The cold fuel
is then pre-heated before being injected in the combustion chamber: this technique is called
regenerative circuit.
The burnt gases are ejected through the nozzle, which has the role to expand them after their
maximum compression at the throat, where the diameter of the device is the smallest. In these
areas the flow becomes supersonic. The thrust resulting from the high gases momentum at the
exhaust allows the rocket to lift off.

1.3.2 LRE performances
Knowing the main phenomena happening in a LRE, manufacturers seek the best performances
when designing a product (for the best cost). The performances of a LRE are summarized by
two main quantities: thrust and specific impulse (Isp).

The thrust is expressed in Newton and is calculated, with the notation of Fig. 1.4, as:

F = ṁVe + (pe − p0)Ae (1.1)

where ṁ is the mass flow rate, and Ve, pe− p0 and Ae are respectively the velocity, the relative
pressure and the nozzle area at the exhaust section. This equation highlights the importance
of obtaining both a high speed flow and a large pressure at the exhaust to maximize the thrust.

The Isp is a notion specific to air- and spacecrafts. It measures the force generated by the engine
(the thrust) compared to its fuel consumption in time. It is therefore seen as a measurement
of the engine efficiency: the higher the Isp, the more efficient is the engine. It is expressed as a
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time:

Isp = F

ṁg
(1.2)

where g is the gravitational acceleration (g = 9.81m/s2 at ground level on Earth). It means
therefore that the Isp changes during a flight, as g is varying: the Isp of an engine is not the
same considering a vacuum flight, an Earth take-off, or a take-off from another planet.

Typical values of thrust and Isp for some main stage engines are reported in Table 1.13:

Engine Propellants Scenario Pressure in CC [bar] Thrust [kN] Isp [s]
Vulcain 2.1 LOx/LH2 vacuum 120 1350 430

F-1 LOx/kero vacuum 70 7770 304
F-1 LOx/kero sea level 70 6770 263

RS-25 LOx/LH2 vacuum 210 2280 452
Raptor LOx/LCH4 vacuum 300 2100 356

Prometheus LOx/LCH4 vacuum(?) 110 1000 360

Table 1.1: Some typical values of chamber pressure, thrust and Isp.

Some key characteristics of LRE are here highlighted. They all have in common a high pressure
in the combustion chamber, which increases the obtained thrust. As shown in Eq. 1.1, the
expansion ratio (ratio of exhaust area over throttle area) and the gases ejection speed play a
major role as well, not detailed here.
The range of Isp stands usually between 300s and 500s. It can be compared for example to
engines used for satellite propulsion, such as Hall-effect thrusters which have typical Isp range
of 1000-8000s and 50mN-5N for thrust. The difference is huge because the use is completely
different: launchers must overcome Earth’s gravity while satellites only need to be regularly
repositioned on their orbit, requiring very short and light impulsions.
The ideal spacecraft propulsion device would both dispose of high thrust and high Isp, but it
has not been discovered yet!

1.3.3 Towards methane propulsion
A current trend in the design of rocket engines in most space industry stakeholders is to switch
from hydrogen to methane as fuel. At the first look, it could seem not really a good idea as
methane is less energetic than hydrogen: a ratio of 3 exists between their lower heating value
(i.e., energy per unit of mass). However, methane offers many advantages which compensate
this loss.
First, methane is about six times heavier than hydrogen. It means that more mass can be
stored into the tank. Moreover the value of the product density × Isp is higher than with
hydrogen, making it possible to downsize the fuel tank and therefore the entire vehicle, and
finally possibly decreasing its total mass.
Secondly, the boiling temperature of methane is 110K, higher than the hydrogen value of 23K.
It means that it is way easier to store it in its liquid state, diminishing the loss caused by evap-
oration: a key aspect for long-duration missions. In addition, the close boiling temperatures of

3from Wikipedia
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methane and oxygen (90K for the latter) is an asset for standardization of tanks manufacturing,
diminishing the global cost.
As methane is less energetic than hydrogen, the temperatures reached in the combustion cham-
ber are lower, typically about 3500K. In consequence, the wall heat flux are less intense, lowering
therefore the margins for design of the cooling system. This leads also to a higher potential
for reusability. Finally methane is less likely to transition to detonation because of its larger
molecular weight than hydrogen, a good thing for safety issues.
From an environmental point of view and to the knowledge of the author, the advantages and
drawbacks of choosing methane are not yet fully demonstrated. Today it is easier to produce
methane compared to hydrogen for example, and it requires less energy to store it for the rea-
sons mentioned above. However contrary to hydrogen its combustion produces CO and CO2.
Even if gases emitted from rocket launches contribute less than 0.1% to the effect on the strato-
spheric ozone impact4, this contribution may grow up as the number of launches per year will
increase.
Finally in a more long-term vision, projects are emerging which aim to create methane during
the missions in-situ, on the Moon or on Mars [Muscatello and Santiago-Maldonado, 2012].

All these aspects make the replacement of hydrogen by methane very interesting for the next
LRE generation. Some projects already exist (Fig. 1.5).

Figure 1.5: Some methane-fed rocket engines. From left to right: Prometheus (ESA/CNES),
Raptor (SpaceX), LNG (JAXA). Not at scale.

ESA/CNES/ArianeGroup is currently developing the Prometheus, a LOX/LCH4 with gas gen-
erator engine [Simontacchi et al., 2018]. In addition to the use of methane as fuel, its com-
petitiveness is expected from innovative additive-manufacturing. Being less powerful than the
current Vulcain 2.1 of Ariane 6, a higher number will be used and therefore produced, reduc-
ing the cost at the industrial scale. Prometheus will also equip Themis, the future European
demonstrator for reusable rockets.

4https://ozone.unep.org/sites/default/files/2019-05/SAP-2018-Assessment-report.pdf
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Other international examples of methane-fed engines are built by SpaceX developing the Rap-
tor engine, which already flew on their super-heavy StarShip rocket, and the JAXA which has
been developing for several years their own Liquid Natural Gas (LNG) engine family.

1.4 Tools to study and develop a LRE
As previously explained, European governmental agencies and industry must innovate to keep
their space access independence and stay competitive on the market. The LRE manufacturers
(ArianeGroup in Europe) need to have a detailed comprehension of the physical phenomena at
play in order to design their product. To do so, they rely on both experiments and numerical
simulations.

1.4.1 Experimental facilities
Most of the physical aspect happening in a LRE have been and are still studied thanks to exper-
imental test benches, which are found worldwide. There are actually only a few because of the
complexity and the costs they induce. Indeed the conditions are so extreme in the context of
rocket engines that the test rigs for the full-size engines do not always reach them exactly. The
power generated by such engines is so huge that a precise instrumentation is very difficult to set
up. Thus, more compact test benches ("sub-scale" or "lab-scale") exist for easier experimental
studies (and also for sake of security!).
In France, ONERA Palaiseau owns the Mascotte test bench which is equipped with multiple
measurement techniques [Habiballah et al., 2006], used intensively to study wall heat fluxes
[Pichillou et al., 2017, Grenard et al., 2019], sub- trans- and supercritical flames [Singla et al.,
2005, Candel et al., 2006] and recently soot emissions [Vingert et al., 2019]. In Europe, Ger-
many is also capable of such experiments at the DLR site of Lampoldshausen [Preuss et al.,
2008, Preclik et al., 2005, Oschwald et al., 2006]. The Technical University of Munich uses
different versions of test benches from 20 to 60 bar [Silvestri et al., 2014, Silvestri et al.,
2016, Von Sethe et al., 2019, Perakis et al., 2017]. Italy conducts also its own experiments
[Battista et al., 2015].

A lot has been learnt thanks to experiments, historically by NASA [NASA, 2004] and followed
now by more actors, about many topics such as ignition, supercritical flows, wall heat transfers,
nozzle flows... But a numerical simulation of a rocket engine allows to place a probe at any
location in the discretized domain, giving access to information that is today impossible to ob-
tain for experiment. However numerical codes are still young compared to the long experience
acquired with test benches, and therefore still need validation by comparison with experiments.
This is why experimental and numerical worlds are right now inseparable, as pointed out in
[Slotnick et al., 2014].

1.4.2 Numerical modelling approaches
There are many ways to perform a numerical simulation. At its simplest, 0D simulations can
be performed in order to get no more than budgets and performances of an engine. For more
insights of each physical phenomenon, Computational Fluid Dynamics (CFD) is needed.
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CFD is becoming a major tool in many indsutrial sectors to assist the design of new products.
It consists of discretizing a given geometry, to solve a set of equations: in the case of CFD, the
Navier-Stokes equations. A major issue when one wants to solve the Navier-Stokes equations is
turbulence, because it is an unsteady, 3D, random phenomenon occurring at multiple scales. In
a LRE the highly turbulent flow (Reynolds number of the order of 104 − 107) makes the com-
putation cost of a fully resolved simulation prohibitive. Thus several alternatives to compute
a turbulent flow problem have been developed by the CFD community, which are grouped in
three main categories (sum up by Fig. 1.6):

• Direct Numerical Simulation (DNS)
Performing a DNS means that no model is used to compute the turbulence motions: they
are all resolved from the integral length scale lt to the Kolmogorov scale ηk. Since ηk can
be very small, DNS requires a very high level of discretization. Therefore this kind of
simulation is today only possible for simple academic cases, only when huge computational
resources are available.

• Large Eddy Simulation (LES)
LES is the "intermediate level" of CFD, because the smallest turbulent motions (lower
than the discretization size k∆) are modelled thanks to sub-grid scale models, while the
largest structures are computed. LES allows unsteady flow computations. It is today quite
well-spreaded in the research world and becomes more and more accessible to industry.

• Reynolds Averaged Navier-Stokes (RANS)
RANS simulations are the fastest CFD methods because here all the turbulent structures
are modelled. RANS may give good tendencies but because of its formulation (the whole
equation system is averaged) it is limited in the information it gives about the flow. Even
though Unsteady-RANS allows unsteady computations, it does not reach the level of
accuracy of LES.

Figure 1.6: Turbulence modelling strategies (from [Potier, 2018]): depending on the chosen
framework, turbulent motions are either fully computed (DNS), either fully modelled (RANS),
or a mix (LES).
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1.5 Scientific and technical challenges of LREs
Key aspects for the development of the next methane-fed LRE generations are reviewed in this
section, focusing on critical design questions for the combustion chamber. A few modelling
aspects are also mentioned but will benefit of more in-depth analysis further in the manuscript.

1.5.1 Ignition
The perfect control of ignition (and re-ignition when in space) phases are important because
a failure can lead to malfunctioning or worse, the complete destruction of the engine. If too
late, too much propellants are accumulated in the combustion chamber and the ignition can be
too brutal. If too early, it possibly disrupts the burning process, leading to a thrust loss and a
bad trajectory towards the target satellite orbit for example. In addition, much care must be
put in the determination of the right amount of energy to be brought to ignite the chamber as
it is prompt to trigger acoustic instabilities. Ignition can be obtained by various means, like
a torch, electric spark, laser or additives into the propellants that allow them to auto-ignite
[Yang et al., 2004]. Understanding the ignition process and how to model it numerically is still
a challenge ([Lacaze, 2009, Dauptain, 2006]).

1.5.2 Injector design
The injectors are mainly responsible of the propellant mixing, so that they influence strongly
the combustion performances. The most common injector types are shown Fig. 1.7.

Figure 1.7: Common injector designs for LRE (from [Yang et al., 2004]).

25



In most of the applications, the shear coaxial injector is used: LOx is injected at the center
and the fuel is injected around it, forming a shear layer between the two fluids.
It has been found that recess, which is the offset of the internal injector compared to the external
one, is a major geometrical parameter having an important impact on the flame expansion in
the chamber [Silvestri et al., 2017] (which could impact the wall heat flux).

1.5.3 Thermodynamics and two-phase flow
LREs are characterized by thermodynamic changes, and the conditions can cross the critical
point. Figure 1.8 sums up the different states of a pure component in the (P-T) phase diagram.
The propellants are usually injected sub- or transcritical, and as the pressure and temperature
in the chamber increase, the supercritical state is reached in the flame and the burnt gases. Both
propellants are not necessary in the same thermodynamic state at injection (like LOx/GCH4),
with direct consequences on the flow dynamics. These different regimes are here characterized
briefly.

Figure 1.8: Phase diagram for O2 (from [Hickey and Ihme, 2013]).

• Subcritical
In the subcritical regime, the liquid and gaseous phases are fully separated by a thin
interface. The driving phenomena are atomization and evaporation, which control the
flame length. At first long liquid ligaments appear along the liquid jet during the primary
atomization, which then split into small droplets during the secondary atomization phase.
This process depends on the ratio between the shear forces to the surface tension at
the interface (characterized by the Weber number). Finally these droplets evaporate, a
process accelerated by the hot surrounding environment when combustion has started.
This atomization process is sketched in Fig. 1.9.
Numerically, several techniques are available to describe a subcritical flow. In the non-
dispersed phase, the gas-liquid interface and associated phenomena may be represented
with accurate front-tracking approaches such as level-set [Desjardins et al., 2008] or Vol-
ume of Fluid [Hirt and Nichols, 1981], which are however CPU cost - prohibitive. Less
demanding, but more approximate methods are multi-fluid techniques, either in the dif-
fuse interface formulation [Pelletier, 2019, Jofre and Urzay, 2021], or second gradient
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Figure 1.9: Schematic representation of the two-phase flow at the exit of a coaxial cryogenic
injector for LRE in subcritical conditions (from [Le Touze et al., 2020]).

formulation [Jamet, 1995, Nayigizente et al., 2021].

The dispersed phase (non dense sprays) may be computed either with a statistical Eu-
lerian approach or a Lagrangian approach tracking particle trajectories. The coupling
of two models, one for the dense liquid phase and one for the spray, is still a challenge.
An Eulerian-Eulerian coupling was made in [Le Touze et al., 2020], using a prescribed
droplet-size distribution for the spray.

• Transcritical and Supercritical
When pressure overcomes its critical value, the transcritical state is reached; supercritical
state only happens if the temperature is above its critical value as well.
Due to the high pressure, the repulsive atomic forces become important enough to over-
come surface tension, leading to a single-phase fluid with both the properties of the
gas and the liquid, e.g. high diffusivity and high density [Hickey and Ihme, 2013]. There
is no atomization phenomenon, because there is no longer a clear liquid/gaseous interface.

Figure 1.10: Cold nitrogen (105K, black area) injected into a 300K nitrogen environment
from sub- to supercritical pressure (from [Jofre and Urzay, 2021]). The liquid-gas interface
progressively disappears as the pressure grows up.
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In terms of experiment, trans- and supercritical flow visualizations are quite rare since
they require high pressure test rigs and elaborated instrumentation. As an example, Fig.
1.10 gives an idea of how the pressure increase impacts the flow behaviour, in the case of
a single component fluid.

Sub-, trans- or supercritical simulations can not anymore be described with the ideal equation
of state, replaced with a cubic equation of states able to represent the higher density changes
between the phases. Note a particularly difficult numerical issue raised by the critical point,
where extremely high density changes occur and the heat capacity goes to infinity.

1.5.4 Thermoacoustic instabilities
Thermoacoustic instabilities are a complex phenomenon coming from the coupling of heat
release from the flame and acoustics in the chamber. This coupling can amplify, leading to
extremely high heat release rates which could lead to the engine destruction. As it is an
unsteady phenomenon, LES is particularly suited to capture it with high fidelity, as for example
in [Urbano et al., 2016, Kraus et al., 2018].
One of the most famous example about combustion instabilities in LRE is the F-1 engine
that equipped the Saturn V rockets for the Apollo missions, which caused several catastrophic
failures during its development in the late 1950s.

1.5.5 Turbulent combustion
Flames in LRE are characterized by their quasi-pure diffusion regime (propellants get into in
the combustion chamber separated), on contrary to many other combustion devices.
In terms of simulation, flames are very thin (due to high pressure and high strain rate), so that
it is generally not possible to fully resolve them on a LES mesh, therefore combustion models
are needed to represent the sub-grid turbulence/chemistry interaction. For premixed flames
in LES, the Thickened Flame model (TFLES) [Colin et al., 2000] has allowed to successfully
predict a wide range of applications [Strakey and Eggenspieler, 2010, Kitano, T. and Kaneko,
K. and Kurose, R. and Komori, S., 2016, Proch et al., 2017]. However this model is not directly
applicable to diffusion flames which have different properties. Also, as TFLES only applies at
the flame location [Legier et al., 2000], and its application to diffusion flames raises the question
of which flame sensor to use [Rochette et al., 2020].

1.5.6 Chemistry
The sole change of propellant from hydrogen to methane raises a lot a questions. First, in-
troducing the carbon atom in the system changes drastically the burnt gases, which are then
mainly composed of H2O, CO, CO2, in different proportions depending on the stoichiometric
ratio. The presence of C atom also brings the question of soot production in the chamber,
which could impact the radiative heat transfer.
As LREs work at high pressure, chemical kinetics must be studied in the same condition. It
is however difficult to obtain experimentally high pressure flames to study their kinetics. For
methane oxy-combustion at high pressure, today no experiment studying the kinetics exist in
realistic LRE conditions. Such work is in preparation at ICARE laboratory [Halter et al.,
2020b].
As explained before, hydrogen is more energetic than methane and thus burns faster. So far,
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most chemical models for hydrogen oxy-combustion were rather simple, even considering in-
finitely fast kinetics, allowing significant simplification in CFD codes as it avoids to describe
the chemical system. For methane however, the consumption speed is slower so that such
approximation must be checked, and other model proposed.

1.5.7 Wall heat flux prediction and cooling
Last and not least, a critical aspect for the design of rocket engines remains the wall heat
flux prediction. Indeed a precise idea of the thermal load on the structure is necessary in
order to size the wall thickness and the cooling system. Cooling is essential as the burnt gases
temperature exceeds the melting point of most typical steels and other alloys used in LRE.
On test rigs, wall heat flux is reconstructed from thermocouple measurements and serves often as
reference or boundary condition for numerical simulations. In simulations, predicting accurate
wall fluxes means to correctly compute the boundary layer. In RANS simulation, it is possible
to refine the near-wall mesh to resolve the boundary layer. However in LES, resolving the
boundary layer rapidly increases the cost above acceptable levels and wall-models are commonly
used. Still, the question of coupling the wall-model with the external unsteady turbulent flow
remains an open problem.

1.6 Organization of the manuscript
In this thesis, a few aspects of LRE combustion chamber numerical development are explored,
related to combustion, chemistry and wall fluxes prediction. Each aspect is the subject of a more
complete bibliographic analysis in its respective chapter. All topics are numerically studied with
the LES code AVBP developed by CERFACS [Schönfeld and Rudgyard, 1999, Gourdain et al.,
2009, Gicquel et al., 2011] and with the software CANTERA [Goodwin et al., 2017], an open
source 0D and 1D chemistry solver.
In the next part, the governing equations considered in this work are presented for both gaseous
(Chapter 2) and liquid (Chapter 3) phases, as well as some numerical aspects. The third part
contains the developments brought to the code and is divided into two chapters: Chapter
4 is about combustion, including chemistry modelling and diffusion flame study; Chapter 5
describes wall modelling, on one hand linked to the choice of sub-grid scale model, on the other
hand linked to the influence of a reactive multi-species mixture in the boundary layer. The
fourth part contains the applications, that are all lab-scale test benches: Chapter 6 introduces
the CONFORTH configuration from ONERA in supercritical conditions and Chapter 7 the
single-injector from TUM in subcritical conditions. Finally a general conclusion on this work
is proposed.
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Part II

Governing Equations
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Chapter 2

Gaseous phase

This chapter introduces the main equations used for reactive compressible flows. Their deriva-
tion is not detailed here and the reader is referred to textbooks [Poinsot and Veynante, 2012]
for more details. In all the following, the Einstein index notation is used.

2.1 Thermodynamics
Reactive flows are composed of several species, which are taken into account in the thermody-
namic state of the mixture. In a closed volume V , the following properties are defined:

• Density ρ

• Molar mass W

• Constant pressure and volume heat capacities Cp and Cv

• Enthalpy h and entropy s

• Internal energy e

In a mixture composed of N species denoted by their index k, the properties of the pure species
are:

• Molar mass: Wk

• Mass fraction: Yk = mk/m where m is the total mass of the mixture and mk the mass of
the species k.

• Molar fraction: Xk = YkW/Wk

• Molar concentration: [Xk] = ρXk/W

• Density: ρk = ρYk

The links between the species constituting the mixture and the whole mixture are here intro-
duced. The mixture molecular weight is:

1
W

=
N∑

k=1

Yk
Wk

or W =
N∑

k=1
XkWk (2.1)
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and its heat capacities are respectively:

Cp =
N∑

k=1
YkCp,k and Cv =

N∑

k=1
YkCv,k (2.2)

Still for a pure species k, enthalpy and internal energy take the following forms (as mass
quantities):

hk = hs,k + ∆h0
f,k (2.3)

ek = es,k + ∆h0
f,k (2.4)

with respectively hs,k =
∫ T
T0 Cp,kdT and es,k =

∫ T
T0 Cv,kdT − RT0/Wk the sensible enthalpy and

the sensible energy, while ∆h0
f,k is the standard enthalpy of formation of species k at the stan-

dard temperature T0 (usually 0 or 298.15K).

For the mixture, the enthalpy and internal energy are simply:

h =
N∑

k=1
hkYk, e =

N∑

k=1
ekYk (2.5)

Note that e denotes here the internal energy. It is also useful to recall the total energy E, which
is the sum of all energies. In the following, only the internal and kinetic energy are accounted,
so that:

E = e+ ekin = e+ 0.5u2
i (2.6)

where ui stands for the ith-component of the flow velocity. The chemical energy is expressed
through the chemical source terms introduced in Section 2.2.

2.1.1 Perfect gases
The perfect gas assumption is very common as it holds for most usual applications. The Perfect
Gas equation of states writes for species k:

pk = ρk
R
Wk

T (2.7)

where R = 8.314 J.mol−1.K−1 is the perfect gas universal constant and T is the mixture
temperature.
For perfect gases the total mixture pressure P is simply the sum of the partial pressures pk:

P =
N∑

k=1
pk =

N∑

k=1
ρk
R
Wk

T = ρ
R
W
T = ρrT (2.8)

where

r = R
W

=
N∑

k=1

Yk
Wk

R =
N∑

k=1
Ykrk (2.9)
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This equation of state is correct as long as the compressibility factor Z is close to one (typically
0.95<Z<1.05):

Z = P

ρrT
(2.10)

Otherwise it means that due to high density, the interaction between molecules is not anymore
negligible, thus the perfect gas assumption does not hold anymore and a more complex equation
of state must be used, like cubic laws. This is particularly the case in rocket engines where
propellants are often injected at high pressure, cryogenic conditions.

2.1.2 Real gases
When the perfect gas assumption is not verified, one talk then about "real gas" (abbreviated
as "RG"), introduced below.

The critical point

In Chapter 1 were introduced the three thermodynamic regimes for rocket engine combustion:
sub- trans- and supercritical states. Figure 1.8 shows that these states are separated by the
critical point, defined for a pure species with its critical temperature Tc and pressure Pc. Table
2.1 presents values for some common species used in this work.

Species Tc[K] Pc[bar]
CH4 190.564 45.992
O2 154.581 50.43
CO 133.0 34.987
CO2 304.128 73.773
H2O 647.096 220.64

Table 2.1: Values of critical temperature and pressure of main species considered in this work.

Reduced temperature and pressure are then defined as:

Tr = T

Tc
and Pr = P

Pc
(2.11)

The Soave-Redlich-Kwong equation

Two cubic equations may be used: the Peng-Robinson (PR) equation [Peng and Robinson, 1976]
and the Soave-Redlich-Kwong (SRK) [Soave, 1972] equation. Only the second is presented here
as it is known to be more accurate for cryogenic flows and was therefore used in this work
[Ghanbari et al., 2017]. The SRK equation in mass units writes:

P = ρrT

1− ρbm
− ρ2am(T )

1 + ρbm
(2.12)

where am(T ) and bm are mass coefficients associated to the mixture which are computed fol-
lowing the mixture law of Van Der Walls [Kwak and Mansoori, 1986]: am(T ) represents the
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molecular attractive force while bm is the repulsive force. Denoting with i and j two different
species:

am(T ) =
N∑

i=1

N∑

j=1
aij(T )YiYj (2.13)

bm =
N∑

i=1
biYi (2.14)

with

aij(T ) =
√
aii(T )ajj(T ) (1− kij) (2.15)

where kij is the binary interaction coefficient. The quantities aii(T ) and bi are the coefficients
for a pure species. For SRK, they are written as:

aii(T ) = ΦCi
Ψ(T )2 (2.16)

bi = 0.08664riTci

Pci

(2.17)

with

ri = R
Wi

(2.18)

Φci
= 0.42747(riTci

)2

Pci

(2.19)

Ψ(T ) = 1 + ci

(
1−

√
T

Tci

)
(2.20)

ci = 0.48508 + 1.5517ωi − 0.15613ω2
i (2.21)

where ωi is the acentric factor [Pitzer, 1955].

Calculation of the density

The density is obtained from the cubic equation of state, which induces to solve a third-order
polynomial:

ρ3 + (a2) ρ2 + (a1) ρ+ (a0) = 0 (2.22)
where for the SRK equation:

a0 = P

bmam
(2.23)

a1 = − r̄T

bmam
(2.24)

a2 = −Pb
2
m − r̄T bm + am
ambm

(2.25)
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The resolution of the above equation is made with the Cardano method1. Then, the enthalpy
and heat capacities are also computed from the SRK equation.

2.2 Chemistry
The main principles of finite-rate chemistry, mostly used in this work, are presented.

2.2.1 Chemical kinetics
Consider a chemical system of Ns species associated with M reactions:

Ns∑

k=1
ν
′

kjSk 

Ns∑

k=1
ν
′′

kjSk for j = 1,M (2.26)

where Sk is the symbol for species k, ν ′kj and ν
′′
kj are the stoichiometric coefficients of species k

in reaction j.

The forward rate constant, associated to reaction j, is computed using the Arrhenius law:

Kf
j = AfjT

βjexp(− Ej
RT ) (2.27)

with Afj the pre-exponential factor, βj the temperature power and Ej the activation energy.

For reversible reactions, the equilibrium constant for a typical 2nd order reaction A+B 
 C+D
writes:

Kj =
Kf
j

Kr
j

with Kj = [C][D]
[A][B] at equilibrium (2.28)

The forward and reverse rate constants are used to calculate the progress rates for each reaction:

Qj = Kf
j

Ns∏

k=1
[Xk]ν

′
kj −Kr

j

Ns∏

k=1
[Xk]ν

′′
kj (2.29)

The reaction rates ṙj are used to compute the production rates ω̇k for each species k:

ω̇k =
M∑

j=1
ṙj = Wk

M∑

j=1
νkjQj (2.30)

Thus, mass conservation enforces that:

Ns∑

k=1
ω̇k = 0 (2.31)

Knowing that νkj = ν
′′
kj − ν

′
kj, it is also possible to get the production rate for specie k in the

reaction j:

ω̇kj = QjWkνkj (2.32)
1https://brilliant.org/wiki/cardano-method/
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These production rates are necessary to then compute the heat release rate ω̇T (or energy source
term):

ω̇T = −
Ns∑

k=1
∆h0

f,kω̇k (2.33)

2.2.2 Chemical time scale
To understand the role of chemistry in CFD, it is important to introduce the chemical char-
acteristic time scale τc. This scale can be determined by several ways [Wartha et al., 2020],
and one of the most common, used in this work, is to use the inverse Jacobian analysis method
[Caudal et al., 2013].
The Jacobian matrix J is composed of the source term derivatives and writes for species k and
l:

J = ∂Ωk

∂Yl
for k = 1, ..., N and l = 1, ..., N (2.34)

with Ωk = ω̇k/ρ and Yl is the mass fraction of species l. J is homogeneous to the inverse of a
time, and to simplify, the characteristic time scales are often considered as the inverse of the
diagonal terms λkk of J :

τc,k = 1
λkk

(2.35)

Another chemical time is used in practice in simulations, dtc,k, to prevent negative mass fraction
values and ensure stability. In AVBP this time expresses the maximum time step corresponding
to the maximum allowed species mass fraction change.

dtc,k = [Yk]
ω̇k

(2.36)

The final chemical integration time is simply the minimum of dtc,k over all species:

dtc = min

(
[Yk]
ω̇k

)
(2.37)

2.3 Navier-Stokes equations
For fully compressible, reactive flows the conservation equations for mass, momentum, energy
and species are:

∂ρ

∂t
+ ∂

∂xi
(ρui) = 0 (2.38)

∂ρuj
∂t

+ ∂ρuiuj
∂xi

+ ∂Pδij
∂xi

= −∂τij
∂xi

(2.39)

∂ρE

∂t
+ ∂ρuiE

∂xi
+ ∂ujPδij

∂xi
= − ∂qi

∂xi
+ ∂ujτij

∂xi
+ ω̇T (2.40)
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∂ρYk
∂t

+ ∂ρuiYk
∂xi

= −∂Jk,i
∂xi

+ ω̇k for k = 1, N (2.41)

where ui stands for the ith-component of the velocity, τij is the viscous stress tensor, E the
total energy, qi the ith-component of the heat flux (by conduction and species diffusion), ω̇T the
energy source term, Jk,i the ith-component of the diffusive flux of species k, and ω̇k the chemical
source term of species k. δij is the Kronecker symbol, equal to 1 if i = j and 0 otherwise. All
these terms are detailed below, except ω̇T and ω̇k which were already introduced in Section 2.2.

2.3.1 Diffusion fluxes
Viscous stress tensor

The viscous stress tensor is written as:

τij = 2µ
(
Sij −

1
3δijSll

)
(2.42)

with µ the dynamic viscosity and Sij the deformation tensor:

Sij = 1
2

(
∂uj
∂xi

+ ∂ui
∂xj

)
(2.43)

Species diffusion flux

For multi-species flows, the diffusive flux of species k in the mixture is often calculated using the
Hirschfelder and Curtiss approximation [Hirschfelder et al., 1969], considering only diffusion of
a species in the mixture without detailing species-to-species binary diffusion:

Jk,i = ρYkVk,i = −ρ
(
Dk

Wk

W

∂Xk

∂xi
− YkV c

i

)
(2.44)

where Dk is the diffusion coefficient of species k in the mixture, and Vk,i is the ith-component
of the diffusion velocity of species k, to which a correction velocity V c

i is added to ensure mass
conservation as:

V c
i =

N∑

k=1
Dk

Wk

W

∂Xk

∂xi
(2.45)

Heat diffusion flux

The energy flux qi is the sum of the Fourier flux (heat diffusion) and the enthalpy flux via
species diffusion, taking into account with the velocity correction:

qi = −λ ∂T
∂xi

+
N∑

k=1
Jk,ihk = −λ ∂T

∂xi
− ρ

N∑

k=1

(
Dk

Wk

W

∂Xk

∂xi
− YkV c

i

)
hk (2.46)
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2.3.2 Transport properties
Viscosity

The dynamic viscosity µ = ρν, may be expressed with different laws which are presented here.

The power law writes:

µ = c1

(
T

Tref

)b
(2.47)

where c1 and b are constants.

The Sutherland law writes:

µ = c1

(
T

Tref

)3/2
Tref + c2

T + c2
(2.48)

where c1 and c2 are constants determined to best fit the real viscosity of the mixture.

Molecular diffusion

The diffusion coefficient of species k in the mixture is written as:

Dk = 1− Yk∑
j 6=kXj/Djk

(2.49)

with Djk the binary diffusion coefficient of species j in species k.

The binary coefficients Djk are complex functions implying collision integrals. The above
formulation is used in detailed chemistry 0D-1D flame codes such as CANTERA but is too
complex for CFD. In AVBP, a simplification is made taking the form of constant Schmidt
numbers for each species Sck. This way, the diffusion coefficients are computed as:

Dk = µ

ρ Sck
(2.50)

Note that the Soret effect (molecular species diffusion due to temperature gradient) is neglected
here, following the conclusions of [Giovangigli, 1999, Ern and Giovangigli, 1994].

Conduction

The heat conduction λ of the mixture is computed thanks to:

λ = µCp
Pr (2.51)

where Pr is the constant Prandtl number of the mixture, supposed constant for a given mixture
in this work.

The Dufour effect (heat flux due to species mass fraction gradients) is as well neglected here
([Giovangigli, 1999, Ern and Giovangigli, 1994]).
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Comment: for real gas, the Chung method [Chung et al., 1988] allows to compute more precisely
the viscosity and the thermal conductivity at high pressure, as it takes into account RG properties
of the species. It is however not employed in this work, as for several intermediate species the
RG properties are uncertain and could alter the accuracy of the mixture properties.

2.4 Large Eddy Simulation (LES)
2.4.1 The LES concept
The main LES concepts are here described in order to understand the derivation of the filtered
Navier-Stokes equations that are resolved in this work. The literature is vast on this topic and
the reader is advised to refer to textbooks [Sagaut, 2006] for more details.

A key quantity in industrial flows is the Reynolds number, which is the ratio of inertial forces
over viscous forces, and is written as:

Re = ρuL

µ
(2.52)

where u and L are the characteristic velocity and length of the flow. When Re is large enough
(typically above 2500 for channel flows), the flow is considered as turbulent: viscous forces
are low compared the inertial forces, and vortical structures appear. These structures are of
various sizes, from the integral length scale lt (largest eddies) to the smallest dissipative Kol-
mogorov scale ηk. Turbulence is described by the famous energy cascade theory theoretized by
Kolmogorov [Kolmogorov, 1941].

As already introduced in Section 1.4.2, in LES the smallest eddies are filtered out and modelled.
Therefore, a LES code solves filtered equations, in which the modelled part is represented thanks
to subgrid-scale model terms. Using the notation f̄ for filtered quantities, f being any flow
quantity, the following definition is used:

f(x) =
∫
f(x′)F∆(x− x′)dx′ (2.53)

where F∆ is the LES filter (which can be a cut-off, box filter, etc...) of size ∆.

The unresolved subgrid scales f ′ therefore read as:

f ′(x, t) = f(x, t)− f̄(x, t) (2.54)
For variable density flows, a mass-weighted Favre filtering is used:

ρ̄f̃(x) =
∫
ρf(x′)F∆(x− x′)dx′ = ρf (2.55)

so that:

f̃ = ρf

ρ̄
(2.56)

Note that one shall distinguish between two types of LES: the "explicit" LES, where the filter
is explicitly built and applied to the conservation equations which are then solved numerically,
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and the "implicit" LES, where the conservation equations are implicitly filtered by the grid,
acting as a low-pass filter. The large majority of LES codes, including AVBP, use implicit
filtering, while explicit filtering is used for dynamic models and allows to better control the
numerical error, but is more expensive [Sagaut, 2006, Lund, 2003].

2.4.2 Filtered conservation equations
The Favre filter is now applied to the conservation equations, which gives:

∂ρ̄

∂t
+ ∂ρ̄ũi

∂xi
= 0 (2.57)

∂ρ̄ũj
∂t

+ ∂ρ̄ũiũj
∂xi

+ ∂P̄ δij
∂xi

= ∂

∂xi
[τ̄ij − ρ̄ (ũiuj − ũiũj)] (2.58)

∂ρ̄Ẽ

∂t
+ ∂ρ̄ũiẼ

∂xi
+ ∂uiPδij

∂xi
= ∂

∂xi

[
qi − ρ̄

(
ũiE − ũiẼ

)]
+ τij

∂ui
∂xj

+ ω̇T (2.59)

∂ρ̄Ỹk
∂t

+ ∂ρ̄ũiỸk
∂xi

= ∂

∂xi

[
J̄k,i − ρ̄

(
ũiYk − ũiỸk

)]
+ ω̇k for k = 1, N (2.60)

This set of equations is the one actually solved in AVBP. The filtered and subgrid-scale fluxes
must now be detailed.

2.4.3 Filtered diffusion fluxes
The filter applied to the different fluxes leads to the following expressions.

Filtered viscous stress tensor

τij = 2µ
(
Sij −

1
3δijSll

)
(2.61)

is approximated by:
τij ' 2µ̄

(
S̃ij −

1
3δijS̃ll

)
(2.62)

with:
S̃ij = 1

2

(
∂ũj
∂xi

+ ∂ũi
∂xj

)
(2.63)

and
µ̄ ' µ(T̃ ) (2.64)

Filtered species diffusion flux

J̄k,i = −ρ
(
Dk

Wk

W̄

∂Xk

∂xi
− YkV c

i

)
(2.65)

is approximated by:

J̄k,i ' −ρ̄
(
D̄k

Wk

W̄

∂X̃k

∂xi
− ỸkṼ c

i

)
(2.66)
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with:
Ṽ c
i =

N∑

k=1
D̄k

Wk

W̄

∂X̃k

∂xi
(2.67)

and
D̄k '

µ̄

ρ̄Sck
(2.68)

Filtered heat diffusion flux

qi = −λ ∂T
∂xi

+
N∑

k=1
Jk,ihk (2.69)

is approximated by:

qi ' λ̄
∂T̃

∂xi
−

N∑

k=1
J̄k,ih̃k (2.70)

with:
λ̄ ' µ̄Cp(T̃ )

Pr (2.71)

2.4.4 Subgrid-scale fluxes
Applying filtering to non-linear terms leads to unclosed terms which are linked to subgrid-scale
phenomena. To describe the interaction between the non-resolved and resolved quantities,
subgrid-scale (SGS) models are used and detailed below.

SGS viscous stress tensor

τ̄ sgsij = −ρ̄(ũiuj − ũiũj) (2.72)
is modelled following the Boussinesq assumption, which says that the subgrid turbulent stresses
can be modelled thanks to a subgrid-scale turbulent viscosity νt:

τ̄ sgsij = 2ρ̄νt
(
S̃ij + 1

3δijS̃ll
)

(2.73)

νt can be computed by various subgrid-scale models: this is explained in Section 2.4.5.

SGS species diffusion flux

J̄sgsk,i = −ρ̄
(
ũiYk − ũiỸk

)
(2.74)

is modelled by:

J̄sgsk,i = −ρ̄
(
D̄t
k

Wk

W̄

∂X̃k

∂xi
− ỸkṼ c,t

i

)
(2.75)

which introduces the turbulent diffusion velocity:

Ṽ c,t
i =

N∑

k=1
D̄t
k

Wk

W̄

∂X̃k

∂xi
(2.76)
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and the turbulent diffusivity:
D̄t
k = µ̄

ρ̄Sctk
(2.77)

where Sctk is the turbulent Schmidt number of species k. It is usually assumed that all species
Schmidt numbers are equal: Sctk = Sct. In AVBP, the standard value is Sct = 0.7.

SGS heat diffusion flux

q̄sgsi = −ρ̄
(
ũiE − ũiẼ

)
(2.78)

is modelled following the same idea, introducing a turbulent thermal conductivity:

q̄sgsi = −λt
∂T̃

∂xi
−

N∑

k=1
J̄k,ih̃k (2.79)

with:
λt = µ̄tCp(T̃ )

Prt
(2.80)

where Prt is the turbulent Prandtl number, also supposed constant. In AVBP, its standard
value is 0.7.

2.4.5 Turbulent viscosity models
The previous equations introduced the dynamic turbulent viscosity µt = ρ̄νt. Various sub-grid
scale models can be used to compute it. Three of them, widely used in the community and
implemented in AVBP, are presented below: the Smagorinsky, WALE and Sigma models. Most
of the time, the role of νt is only to dissipate energy, therefore a majority of subgrid-scale models
make the hypothesis that there is no backscatter phenomenon (i.e., an energy transfer from
the smallest to the largest scales) [Piomelii et al., 1991].

Smagorinsky model [Smagorinsky, 1963]

νt = (CS∆)2
√

2S̃ijS̃ij (2.81)
where ∆ denotes the filter characteristic length (cube-root of the node volume in implicit grid
filtering) and CS is a constant of the model with 0.1 ≤ CS ≤ 0.18.
This model was one of the first to be developed and therefore has been widely used in the LES
community. It was however originally designed for homogeneous isotropic turbulent flows, and
is therefore not well adapted for wall-bounded flows (where turbulence is anisotropic). It is
known to be overall too dissipative, a major problem for turbulent flows.
An extension of the model exists where CS is not anymore a constant but is calculated in the
simulation using the dynamic Smagorinsky model.

WALE model [Nicoud and Ducros, 1999]

νt = (Cw∆)2

(
sdijs

d
ij

)3/2

(
S̃ijS̃ij

)5/2
+
(
sdijs

d
ij

)5/4 (2.82)
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with

sdij = 1
2
(
g̃2
ij + g̃2

ji

)
− 1

3 g̃
2
kkδij (2.83)

where Cw = 0.4929 is a model constant and g̃ji is the resolved velocity gradient. The model
was developed to recover a correct scaling law in near wall regions for wall bounded flows.

Sigma model [Nicoud et al., 2011]

νt = (Cσ∆)2σ3(σ1 − σ2)(σ2 − σ3)
σ2

1
(2.84)

where Cσ = 1.5 and σ1 ≥ σ2 ≥ σ3 ≥ 0 are the singular values of the resolved velocity gradient
tensor.
This model, similar to the WALE model, recovers the proper y3 damping scaling of eddy
viscosity at walls. It has been developed for resolved boundary layers and is therefore very well
adapted for wall-resolved LES (y+ < 5), and less efficient in wall-modeled LES.

2.5 Combustion
Two main combustion modes exist:

• in premixed flames, the fuel and oxidizer are mixed before ignition.

• in diffusion flames, the fuel and oxidizer are injected separately, and burn along the
stoichiometric line that establishes between the two streams.

In liquid rocket engines, flames burn mostly in the diffusion (or "non-premixed") regime, as a
consequence of the high reactivity of fuels with oxygen. This indeed avoids premixing which
could also lead to safety issues. Indeed even if premixed flames are usually more powerful
than diffusion flames, their drawback is that in case of malfunctioning, the flame could be
subjected to flashback, propagating back into the injectors and igniting the whole tank leading
to spectacular explosions. Therefore only diffusion flames are described here, as they are at the
heart of this work.
Note that only flame structure aspects are described here, the chemical features are treated in
Chapter 4.

2.5.1 Laminar diffusion flames
Even if the vast majority of industrial applications, including rocket engines, work by burning
in turbulent regime, it is useful to introduce the main properties of laminar diffusion flames
which are helpful to understand, analyse and even model the turbulent flames.

As their name indicates, diffusion flames are mainly piloted by diffusion effects provided that
chemistry is fast enough. Fuel and oxidizer (denoted afterwards by indices "f" and "o") diffuse
towards each other and, after ignition, are separated by the reaction zone, situated along the
stoichiometric line where the combustion products appear. The diffusion flame structure is sum
up on Fig. 2.1.
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Figure 2.1: Schematic description of a laminar diffusion flame structure (from [Esclapez, 2015]).

Diffusion enhances the mixing process, leading to higher heat release rate. The mixing level is
quantified by the scalar dissipation rate, expressed as the inverse of a time:

χ = 2D(∇Z)2 (2.85)
where D is the mixture diffusion coefficient (under the unity Lewis number assumption) and
Z is the mixture fraction. The definition of Bilger is used in this work [Bilger, 1989], as it is
defined considering the atom mass fractions and not the species: it is therefore well adapted
for complex chemistry, used in this work. Bilger defines:

β =
Ne∑

e=1
γe

Ns∑

k=1
Ne,k

WeYk
Wk

(2.86)

where Ne,k is the number of elements e in species k and Ne is the number of element in the
chemical system. γe represents the weights, with γC = 2/Wc, γH = 1/(2WH) and γO = −1/WO,
as defined by Bilger. β is then normalized:

Z = β − βo
βf − βo

(2.87)

Thus, Z = 1 for pure fuel, Z = 0 for pure oxidizer, and in-between lies the stoichiometric
mixture fraction Zst, its value depending on the reactants. For example for methane oxy-
combustion, studied in this work, Zst = 0.2 (still under the unity Lewis assumption, which is
used in Bilger’s definition).

In strained diffusion flames, the scalar dissipation rate is related to the strain rate a with the
relation [Poinsot and Veynante, 2012]:

χ = a

π
(−2[erf−1(1− 2Z)]2) (2.88)
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where a is defined here as the local velocity gradient along the flame and erf the error function.
Thanks to these definitions, some length scales are here useful to introduce:

• The diffusion layer thickness (δd) corresponds to the whole zone between pure fuel and
pure oxidizer

• The thermal flame thickness (δth) corresponds to the zone where the temperature gradient
changes rapidly

• The reaction zone thickness (δr) is defined where reactions occur and is located around
the line Zst. It is usually much smaller than δth

Due to their boundary conditions, diffusion flames always burn at stoichiometry. Note that
complex chemistry and transport properties may stabilize the flame slightly aside the stoichio-
metric location. However it is useful to define a global equivalence ratio inside a burner φg,
computed as [Poinsot and Veynante, 2012]:

φg = sYf/Yo (2.89)
where Yf and Yo are the fuel and oxidizer mixture fractions in the injections streams and s is
the stoichiometric mixture ratio (s = 4 for methane oxy-combustion).

The flamelet formalism

Visualizing diffusion flames in the mixture fraction space is quite common and is widely used in
the following work. Indeed a change of variables from the physical space x to the mixture frac-
tion Z space leads to a simplified 1D formulation of the mass and energy equations, describing
the flame in a framework decoupled from the transport phenomena induced by the flow, itself
represented by the mixture fraction equation [Poinsot and Veynante, 2012]. This derivation
requires some assumptions that are recalled here:

• Constant thermodynamic pressure and small Mach number.

• All the diffusion coefficients Dk of chemical species equal to Dth, i.e., unity Lewis number
for all species. The Fick’s law, without velocity correction, is used for diffusion velocities.

• Equal and constant heat capacities Cp,k = Cp of chemical species. In particular Cp is
independent of temperature.

Note that these assumptions are rarely verified in a real flame. However they allow to study
way more easily diffusion flames and to develop models for them.

After the variable change, the mass and energy equations in the mixture fraction space write
respectively:

ρ
∂Yk
∂t

= ω̇k + ρD
(
∂z

∂xi

∂z

∂xi

)
∂2Yk
∂z2 = ω̇k + 1

2ρχ
∂2Yk
∂z2 (2.90)

ρ
∂T

∂t
= ω̇T + 1

2ρχ
∂2T

∂z2 (2.91)
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If combustion is fast enough, the flamelet unsteadiness in the Z-space may be neglected [Cuenot
and Poinsot, 1994] and the above equations reduce to:

ω̇k = −1
2 ρχ︸︷︷︸

mixing

∂2Yk
∂Z2︸ ︷︷ ︸

reaction

and ω̇T = −1
2 ρχ︸︷︷︸

mixing

∂2T

∂Z2︸ ︷︷ ︸
reaction

(2.92)

The two expressions of Eq. 2.92 are largely used in the following work when using CANTERA
and ARCANE in order to derive new reduced chemical schemes. Indeed even if the few assump-
tions are not true in a real context (and furthermore, in AVBP), they are considered acceptable
when deriving the chemical scheme with diffusion flames (see Section 4.3.1 and C.). It is com-
putationally very efficient to use such framework compared to resolving the equations in the
physical space: solving a flame in the mixture fraction space requires less grid points than in
the physical space due to the very thin flames. As many flame computations are required by
the ARCANE process, typically a gain in computing time of a factor 5 to 100 is observed when
using flamelet equations.

2.5.2 Turbulent diffusion flames
When the flow is turbulent, vortices interact with the flame and possibly alter combustion
phenomena. The Damköhler numberDa = τf/τc which compares the flow and flame timescales,
allows to evaluate the turbulence-flame interaction (TCI) in diffusion flames. Using the flamelet
formulation, Da is expressed with τf ' 1/χst:

Dafl = 1
χstτc

(2.93)

For large Damköhler numbers, chemistry is very fast compared to the flow, while for small
Damköhler numbers this is the contrary. This gives the possibility to classify the diffusion
combustion regimes, as presented in Fig. 2.2.

Figure 2.2: Diffusion flame regimes described as functions of the Damköhler number against the
turbulent Reynolds number (from [Esclapez, 2015], adapted from [Cuenot and Poinsot, 1994]).
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Depending on the flame Damköhler number Dafl, the various encountered regimes are:

• Very high Dafl numbers (τf >> τc) mean that the burning is not influenced by the
flow. One talks then of the Laminar Flamelet Assumption ("LFA"), where all single flame
elements can be assimilated to a laminar diffusion flame (Dafl > DaLFA).

• For moderate Dafl numbers, the flow and chemical time scales are sufficiently close to
allow direct interaction between turbulence and combustion, therefore unsteady effects
appear.

• Low Dafl numbers (τf << τc) mean that turbulence is very intense with high strain rates.
Therefore the flame comes closer to extinction, occurring at Dafl = Daext.

2.6 Numerics
The main aspects of the numerical framework of AVBP is described here. More details can be
found in [Gicquel and Poinsot, 2011] and [Lamarque, 2007].
AVBP is a massively-parallel LES code made for the simulation of compressible reacting flows
[Schönfeld and Rudgyard, 1999, Gicquel et al., 2011, Gourdain et al., 2009] developed by
CERFACS. It solves the compressible Navier-Stokes equations explicitly on unstructured and
hybrid grids. The code uses a Cell-Vertex Finite-Volume method (CVFV), meaning that the
conservation relations are applied at the cell centers, whereas the solution data are stored at
the grid nodes.

2.6.1 Numerical schemes
For explicit time integration, a 3rd order Runge-Kutta scheme is used. There is only one dif-
fusion scheme used in this work, the 2∆ Galerkin operator (see [Lamarque, 2007]).

The main convective schemes available in AVBP are here described:

• The Lax-Wendroff (LW) scheme [Lax and Wendroff, 1960]
It is a finite volume centered scheme using an explicit time integration with a single
Runge-Kutta step. Being 2nd-order in time and space, it has the advantage of a mod-
erate computational cost for satisfying accuracy. However, it is known to be overall too
dissipative and dispersive. On the other hand, it allows to avoid the use of too much
artificial viscosity (see below).

• Taylor Galerkin schemes (TTGC and TTG4A) schemes [Colin and Rudgyard, 2000]
These schemes are 3rd order finite element centered schemes, which benefit of low dis-
persion and dissipation properties. TTG4A has also the particularity to dissipate high
frequencies (generating wiggles, see below). They are therefore recommended in LES
to get a more accurate solution, however their cost is more than twice the one of LW.
Because of the long residence time and high computational cost of the 3D simulations in
this work, the TTG schemes family was not used.
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2.6.2 Artificial viscosity
Because the numerical schemes used in AVBP are spatially centered, they are prompt to create
"wiggles", i.e., point-to-point oscillations, in locations where strong gradients occur. To limit
this effect, artificial viscosity can be added to the discretized equations, but must be used with
caution to avoid altering too much the solution accuracy. Several models exist and two of them
used in this work are presented here.

The Colin-ρu-species operator

This operator consists of two artificial viscosity terms: a 2nd order term that smoothes the
gradients (bringing therefore artificial dissipation), and a 4th order hyperviscosity term to limit
the wiggle amplitude. These terms are only applied where needed, and to do this, a sensor
based on both the momentum and the species gradients is used.

Localized Artificial Diffusivity (LAD)

For real gas simulations the LAD is preferred because it has a sensor based on the density
gradients, which can be very stiff in the cases presented in this thesis. The version used is the
one presented in [Schmitt, 2020], based on the strategy of [Mathew et al., 2003]. It is very effi-
cient to stabilize RG simulations, but can quickly results in over-diffusion if too much is applied.
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Chapter 3

Liquid phase

The following work includes a simulation where liquid oxygen is present (subcritical regime),
leading to two-phase flow ("TPF") simulations. In the subcritical regime, an interface is present
between the gaseous and the liquid phases. There are several numerical strategies to describe
this interface, like sharp-interface (Level-Set [Desjardins et al., 2008], Volume of Fluid [Hirt
and Nichols, 1981] for example) or diffuse interface methods for which a recent work and wide
review can be found in [Pelletier, 2019]. For the development of AVBP, many research efforts
are currently devoted to the diffuse interface methods. However at the time of this work, these
developments were not yet operational and their use for rocket engine simulations is left for
future work. As a consequence, liquid injection and atomization is here described with phe-
nomenological and empirical models, described in Section 7.2.2.

After atomization, a spray composed of very small droplets is formed. There are currently
two ways to describe such spray in AVBP: the Eulerian and the Lagrangian approaches. The
Eulerian approach considers a continuous description of the liquid statistical moments, while
the Lagrangian formulation tracks discrete particle trajectories. The advantage of the Eulerian
framework is that it leads to a very similar set of equations as for the gaseous phase, allowing to
use the same numerical approach and sparing both computational cost and numerical difficul-
ties. However its formulation complexity and associated computing cost increases drastically
as soon as the spray is no more considered locally mono-disperse, i.e., when the droplet size
follows a non-Dirac distribution inside a grid cell.
In this work, the Lagrangian approach has been chosen as polydispersity is a key point and
is easier and faster to handle with this formulation. Indeed the injection model, taken from
[Potier, 2018] and fully described in Section 7.2.2, introduces a size distribution which was
shown to have first order effects on the subsequent flame.
Therefore in this chapter, only the equations for the Lagrangian formalism are presented. In
the following indices g and l indicate gaseous and liquid quantities, respectively.

3.1 Lagrangian formalism
In the Lagrangian formalism each particle represents one or several liquid droplets, subjected
to mechanical forces and thermodynamic laws. In AVBP, some assumptions are made:

• The particles are considered spherical of diameter dp, cannot be deformed, and are not
subject to breakup.
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• The only force applied by the gaseous flow on the droplets is drag. Gravity forces are
neglected.

• The liquid spray is diluted: the liquid volume fraction αl < 0.01. It means also that
interactions between particles are neglected (e.g. they do not collide).

• The temperature is uniform inside the droplets.

• The droplets are small compared to the mesh cells ("point source approximation").

Each particle p is described with a trajectory equation as formulated below, giving its position
xp,i, mass mp, momentum ρlup,i and temperature Tp at each instant t. Note that only single-
component droplets are considered here, but that more complex modelling can take into account
multi-component liquids (each particle being composed of several species).

dxp,i
dt

= up,i (3.1)

d

dt
(mpup,i) = Fp,i (3.2)

dmp

dt
= Γp = ṁp (3.3)

d

dt
(mpCp,lTp) = Q̇p (3.4)

where Cp,l is the liquid specific heat, Fp,i are the external forces, Γp the mass evaporation source
term and Q̇p the heat flux. These terms are described in the following section.

3.1.1 Droplet interactions with boundary conditions
The particles require specific rules at the boundary conditions. For inlet, they enter the domain
with a given velocity and diameter. For outlets, they simply leave the computational domain.
When droplets hit a wall, several physical phenomena can happen, known as droplet-wall
interactions. The droplets can either bounce on the wall, splash on it (dividing the droplet into
other smaller droplets), or create a liquid film on it [Frohn and Roth, 2000]. In this work, only
elastic rebound on walls is considered (mass-conservative condition). Although other droplet-
wall interaction behaviours may occur, there study is beyond the scope of the present work.
It is expected anyway that a vast majority of droplets evaporate before reaching a wall and
that their interactions with the wall surface does not impact significantly the result. This
assumption will be verified a posteriori in the simulation.

3.2 Exchange between phases
The exchanges between the liquid and the gaseous phases are made via source terms which are
applied in both sets of equations (gaseous and dispersed phases). To simplify the writing, only
one direction is considered in the following.

50



3.2.1 Drag
The drag force represents the resistance opposed by the gas (of velocity ug) on a droplet, and is
expressed as a force obtained here by a simplification of the Basset-Boussinesq-Oseen equation
[Clift et al., 1978]:

Fp
mp

= (ug − up)
τp

(3.5)

where τp is the relaxation time of the particle expressed as:

τp =
τ ′p

1 + 0.15 Re0.687
p

with τ ′p =
ρld

2
p

18µg
(3.6)

with Rep the Reynolds number of the particle:

Rep = |ug − up| dp
νg

(3.7)

The effect of drag on the dispersed phase can be evaluated thanks to the Stokes number which
compares the particle relaxation time to the flow time scale:

St = τp
τf

(3.8)

with τf = L/ug, L being the characteristic length scale of the gaseous flow. When St >> 1 the
particle is not influenced by the surrounding gaseous flow. On the contrary when St << 1, the
flow dictates to the particle its trajectory and dynamics.

In this work the two-way coupling is applied, meaning that the droplet also opposes a resistance
to the surrounding gas: this is valid for moderately dense sprays (1e−6 < αl < 1e−3). For sake
of conservativity, the exact opposite force of Eq. 3.5 is applied to the gas.

3.2.2 Evaporation
The evaporation process of a droplet leads to both mass and energy transfer to the gas. Several
evaporation models are available in AVPB, among which the Spalding model [Spalding, 1953],
where the gas and the droplet are considered at rest, and the Abramzon-Sirignano model
[Abramzon and Sirignano, 1989], where a relative velocity is considered between the phases.
Both are analytical models considering isolated spherical droplets of radius rp = dp/2 moving
in a far-field defined at ∞. A uniform temperature is supposed inside the droplet, from its
center to its surface ζ as sketched in Fig. 3.1.
Note that the use of the isolated droplet model is a strong assumption if the local liquid fraction
is high, i.e. a dense zone. This will be checked in Chapter 7.

To find the source terms of mass and energy, spatial conservation equations for momentum,
mass and enthalpy of a droplet are written:

ρgugr
2
p = constant = ṁp

4π (3.9)

ρgugr
2
p

dY

dr
= d

dr

(
r2
pρgD

dY

dr

)
(3.10)
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Figure 3.1: Radial profile of temperature T and mass fraction Y of the evaporated species
around a droplet. Adapted from [Collin-Bastiani, 2019].

ρgugr
2
p

dCp,gT

dr
= d

dr

(
r2
p

λg
Cp,g

dCp,gT

dr

)
(3.11)

These equations do not make the point source approximation as they show a droplet-size
dependency. However by combining them with Eq. 3.1 to Eq. 3.4, and integrating them leads
to the droplet mass and heat source terms.

Mass transfer

Under quasi steady-state assumption, the mass transfer source term Γ̇p from a liquid droplet p
evaporating into gas is written:

Γ̇p = −ρlαl πdp ShD ln(1 +BM) (3.12)
where Sh is the Sherwood number, which represents the ratio between the mass transfer by
convection and the transfer by diffusion. It is here convenient to use the correlation proposed
by Ranz and Marshall [Ranz and Marshall, 1952] which considers the Reynolds number of the
particle Rep and the Schmidt number of the considered species:

Sh = 2 + 0.55 Re1/2
p Sc1/3 (3.13)

BM is the Spalding mass number which uses the vapor mixture fraction at the droplet surface
ζ and in the far field ∞:

BM = Yζ − Y∞
1− Yζ

(3.14)

These mixture fractions are computed by solving Eq. 3.10. Under the point source assumption
Y∞ is simply the mixture fraction of the considered species in the gaseous control volume
containing the droplet, and Yζ is computed as:

Yζ = PζWp

PζWp + (Pg − Pζ)WgFcorr
(3.15)
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where Pζ is the vapor pressure, Pg the pressure of the gaseous phase, Wp and Wg the molecular
weight of the particle and the gas respectively and:

Fcorr = 1− Yfuel
(1− Yfuel)Wg/Wp

(3.16)

Heat transfer

The heat transfer source term is calculated by integrating Eq. 3.11 in Eq. 3.4:

Q̇p = ṁpLv (Tp)− 2πrp Nu λg
Cp,g(Tp)

(Cp,g(Tp)Tp − Cp,g(T∞)T∞) ln (BT + 1)
BT

(3.17)

where Lv (Tp) = hs,g (Tp)− hs,l (Tp) is the latent heat of evaporation and BT = (1 +BM) 1
Le − 1

is the Spalding temperature number.

Again a correlation from Ranz and Marshall [Ranz and Marshall, 1952] is used to compute Nu:

Nu = 2 + 0.55 Re1/2
p Pr1/3 (3.18)

Note that in AVBP, there is a slight difference compared to the theory. The heat capacity is
taken at a temperature Tref = (1/3)Tg + (2/3)Tp. Therefore Eq. 3.17 becomes:

Q̇p = ṁpLv (Tp)− 2πrp Nu λref
Cp,g(Tref ) (Cp,g(Tref )Tp − Cp,g(Tref )T∞) ln (BT + 1)

BT

(3.19)

= ṁpLv (Tp)− 2πrp Nu λref (Tp − T∞) ln (BT + 1)
BT

Abramzon-Sirignano correction

Taking into account a non-zero relative velocity between the liquid droplet and the gas, Abram-
zon & Sirignano proposed modified Sherwood and Nusselt numbers:

Sh∗ = 2 + (Sh−2)/FM (3.20)

Nu ∗ = 2 + (Nu−2)/FT (3.21)
with

FM = (1 +BM)0.7 + ln(1 +BM)
BM

(3.22)

FT = (1 +BT )0.7 + ln(1 +BT )
BT

(3.23)
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3.2.3 Characteristic evaporation time
Finally it is useful to introduce the characteristic evaporation time, usually computed as:

τev =
ρld

2
p

8ρgD ln (1 +BM) (3.24)

where D = ν/Sc is the molecular diffusion coefficient and BM the Spalding mass number.
This characteristic evaporation time is to be compared to a characteristic residence time of the
droplet, indicating therefore if the droplet has enough time to evaporate before reaching the
flame for example.

3.3 Numerics
A full numerical description of the Lagrangian solver in AVBP can be found in [Martinez, 2009].
Some elements are here mentioned.

In order to interact with the gaseous fields, the dispersed phase equations must be brought
back to the Eulerian grid, meaning a projection of the Lagrangian quantities on the Eulerian
grid. Because of the two-way coupling (due to drag), the inverse is also necessary, i.e., eval-
uating gaseous quantities at the droplet location. This is done through interpolations operators.

The interpolation of a quantity f from the gaseous field at the particles location is made
through:

fg→p =
∑

n∈XC

I (xp,i, xn,i) f̄g,n (3.25)

where n are the nodes contained in the vertex XC of the cell C, and I is an interpolation
function.

A source term Sp of a particle is interpolated on the Eulerian grid, giving Sn, as:

Sn = 1
Vn

∑

p∈Dn

SpΘC
n,p (3.26)

where Vn is the nodal volume, Dn the domain containing the particle p, and ΘC
n,p the weights

applied to each particle p. These weights are computed as the ratios of the inverse distances
to the target node n and the sum of all inverse distances to the nodes m of the cell C in which
the particle is located.

ΘC
n,p = 1

|xp,i − xn,i|
∑

m∈C

1
|xp,i − xm,i|

(3.27)

These operations are sum up by Fig. 3.2. Because the Eulerian and Lagrangian equations are
coupled through these interpolation operations, it means that all the numerical methods intro-
duced earlier (schemes, artificial viscosity...) are applied by taking into account the Lagrangian
influence on the gaseous phase.
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Figure 3.2: Distribution of the source terms generated by a Lagrangian particle p (located in
the cell C highlighted in grey) to the Eulerian grid. Adapted from [Potier, 2018].
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Part III

Model developments

56



Chapter 4

Turbulent combustion for methane
oxy-combustion

This chapter is about several aspects needed to be studied for comprehension of methane oxy-
combustion in Liquid Rocket Engines. After a reminder of chemical kinetics description in CFD
in Section 4.1, emphasis is put on chemical aspects, by studying the specificity of this reactant
couple in LRE conditions in Section 4.2, and chemical schemes are derived in consequence in
Section 4.3. Then a new integration method is developed in order to reduce the computational
cost in Section 4.4. A part is also dedicated to a preliminary analysis of the resulting flames
computed on coarse grids, Section 4.5.

4.1 Description of chemistry in CFD
As seen in the previous chapters, reacting flows require to use a chemical scheme (or "kinetic
scheme") in order to represent the chemical reactions (or "reactive paths") which convert the
fuel and oxidizer into burnt gases. Chemical kinetics is the science of describing these chemical
reactions and their rate constants. Large and complete chemical schemes, containing generally
hundreds to thousands of species and reactions, are developed by specialized laboratories, usu-
ally with experimental means. Because of their huge size, such schemes can only be used in
small numerical problems like 0D reactors or 1D flames. They are completely out of reach for
3D CFD simulations with the current available computational power: if directly integrated in
the simulation, it is important to remind that each chemical species represents an additional
differential equation to solve. It is therefore needed to simplify these detailed schemes, while
keeping sufficient accuracy, and there are actually several ways to do so.

The most simple chemical models are composed of only few species (4 to 6 in general) involved
in one or two reactions, and are called global schemes. Example for methane or kerosene com-
bustion can be found in [Franzelli et al., 2010], and for oxy-fuel combustion in [Frassoldati
et al., 2009]. These one-/two-steps schemes are designed to reach a good final equilibrium,
known from prior equilibrium calculations performed with chemical codes like CHEMKIN or
CANTERA, within the correct time scale thanks to tuned kinetic parameters. Another method
is to pre-tabulate chemical solutions corresponding to flames or reactors, and parameterized
with flow or scalar quantities which are computed in the CFD simulation. In the case of dif-
fusion flames, the solutions are tabulated as functions of the mixture fraction and possibly the
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scalar dissipation rate. Such method allows a more detailed description of chemistry than global
schemes, including pollutants, and can be combined with a probability density function (PDF)
of the mixture fraction to describe turbulence-chemistry interaction (TCI). Presumed shape
PDFs may be used, usually of the form of a β-PDF [Poinsot and Veynante, 2012]. Tabulated
chemistry combined with a mixture fraction PDF applied to rocket combustion simulations
were recently assessed in [Zips et al., 2019], where the capability of the method was shown in
various conditions (adiabatic/non-adiabatic flamelets for example), as well as in [Ribert et al.,
2017], where sub-grid scale contributions to the filtered equation of state was evaluated. A great
advantage of such method is the computational cost reduction, as only the mixture fraction is
calculated instead of all species mass fractions. If the infinitely fast chemistry assumption is
made, the tabulated chemistry may be reduced to equilibrium, and the chemical source term in
the species and energy equations is simply expressed as a relaxation toward equilibrium (IFCM
model) [Schmitt, 2020]. Other techniques are available to build specific chemical schemes like
the virtual chemistry [Cailler et al., 2017, Maio et al., 2017], where the principle is to set "fake"
species with optimized thermodynamic properties and Arrhenius parameters in order to fit
certain conditions (laminar flame speed, adiabatic flame temperature etc...) on a larger range
of equivalence ratio than global schemes. Finally, the possibility of applying neural network to
many scientific domains has been tested for chemical kinetics [Chen et al., 2000, Betelin et al.,
2021].

Global chemistry and infinitely fast chemistry were the modeling techniques mostly used until
recently in AVBP and other LES codes because they are computationally affordable, provide
satisfactory results for the prediction of the heat release rate spatial distribution for example
and quite easy to build. However, they lack precision when it comes to describe the true flame
structure, the turbulence-chemistry interaction, or the flame-wall interactions. As LES is able
to reach high accuracy in the prediction of unsteady turbulent flows, it is natural and useful
to include realistic chemistry. To do so, and as the computational power rises each year, the
tendency in LES is more and more to make use of Analytical Reduced Chemistry (ARC), which
represents a good compromise between fully detailed and global chemistry.

An ARC is a reduced kinetic scheme derived from a detailed scheme, containing typically 10 to
50 species only. To reach this more affordable size, a reduction procedure is applied to the de-
tailed scheme, keeping only the most relevant species and reactions. Furthermore, the remaining
fastest species are treated with the Quasi-Steady State Approximation (QSSA), assuming them
as steady [Lu and Law, 2006]. This brings the advantage to avoid a prohibitive simulation cost
due to short-time species (typically radicals) inducing stiffness. This is particularly problem-
atic for explicit time integration using time steps at the minimum of all characteristic times.
Stiffness may be enhanced by the high temperature, pressure, and strain rate encountered in
LRE flames.

Considering methane oxidation, the literature already provides some ARC schemes for methane
combustion like [Sankaran et al., 2007], however with air as oxidizer and usually for pressure
reaching no more than 20 bar. Therefore, they are not directly applicable to combustion with
pure oxygen and at higher pressure levels. Furthermore, any fuel burns way faster with pure
oxygen than air (the nitrogen contained in the air having an endothermic effect), leading to
higher reaction rates. For these reasons a first objective is to derive ARC schemes adapted to
the specific cases targeted in this work, and presented in Part IV.
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4.2 Study of methane oxy-combustion in LRE conditions
Methane combustion in rocket engines is studied now more and more intensively as the follow-
ing examples show.
The flame structures obtained for fuel burning with pure oxygen or air are different, and for
methane it has been analysed both experimentally and numerically in [Joo et al., 2013] from 1
to 60 bar. The authors point out that the methane-oxygen flame exhibits a two-zones struc-
ture, also retrieved in this work as shown in Sections 4.3.1 and 6.3.2. Soot production is also
impacted by oxy-combustion. Test rigs have been cited in the introduction (Section 1.4.1),
and focus is made here on numerical works. In [Laurent et al., 2018] the effects of flame-wall
interaction on the flame root stabilization mechanisms was studied in a doubly-transcritical
LO2/LCH4 cryogenic flame. Thanks to a coupled conjugate heat transfer strategy the impor-
tance of using adiabatic or non-adiabatic wall condition at the injector lip was demonstrated.
The flame response to acoustic modulation was studied in [Laurent et al., 2021] to evaluate the
possible occurrence of thermo-acoustic instabilities. Other coupled simulations were carried out
by [Maestro et al., 2019] and [Song and Sun, 2016], proving that using a coupled heat transfer
framework (i.e. with a heat conduction solver in the solid parts), even if more costly, allows a
better agreement with experimental data. Apart from combustion chambers, nozzle flows are
also studied for example in [Zhukov, 2019] where frozen and reactive flows are compared to check
the influence of kinetics in this zone of a rocket engine, showing a larger impact with methane
than with hydrogen combustion. Numerical study of methane injection was also carried out
by [Son et al., 2017], as well as experimentally with added acoustic pulsation in [Ge et al., 2019].

4.2.1 Kinetics
All the above behaviours strongly depend on methane oxy-combustion chemical kinetics at high
pressure. From this point of view, flames in rocket engines can be characterized by two main
aspects:

• High strain rate/scalar dissipation rate:
The strain rate is a measure of the mixing speed between the propellants: the higher it is,
the faster will be mixing and therefore combustion (i.e. high heat release rate). The limit
to this phenomenon is reached when the combustion is not fast enough to consume all the
reactants which are brought to the stoichiometric line, eventually leading to quenching.
This is illustrated by Fig. 4.1:
In practice, even if flames in LREs exhibit quite high strain rates due to the mass flow
rates in the injectors, the propellants are so reactive that the extinction is not likely to
happen.
There are two main outcomes for a highly strained flame: as the heat release rate is
high, the chemical stiffness is strong as well, which also means a thin flame, i.e., a more
demanding spatial resolution.

• High pressure:
High pressure combustion has been a wide topic of study for many years and impacts sev-
eral aspects of the process, like thermodynamics and transport [Foster and Miller, 2010],
mixing [Oefelein and Yang, 1998], and kinetics [Carstensen and Dean, 2007]. Thermody-
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Figure 4.1: Integrated reaction rate as a function of strain rate, stoichiometric scalar dissipation
rate or inverse of the Damköhler number for infinitely fast and finite rate chemistry (from
[Poinsot and Veynante, 2012]). A square root relation is found between the quantities.

namics tell that if the pressure increases, the temperature does the same (in a constant
volume). Therefore, recalling the Arrhenius form for the forward chemical rate constant:

Kf
j = AfjT

βjexp(− Ej
RT ), (4.1)

it is clear that a higher flame temperature leads to higher reaction rates, so are the chem-
ical source terms. Numerically, this also means more stiffness.

More specifically, fall-off reactions are chemical reactions that are particularly dependant
to pressure. They behave like three-body reactions at low pressure (a non-reactive collision
partner brings the necessary energy to trigger the reaction), and as elementary reactions
at high pressure. This happens because at high pressure, the concentration of all species
are higher, therefore more species can act as a third body to trigger a reaction path. At
lower pressure only collision partners are important. To describe the fall-off regime, a set
of two rate constants k0 and kinf is used for respectively low and high pressure. The rate
constant for the fall-off regime takes the following form, for reaction j:

Kj = Kinf

(
Pr

Pr + 1

)
F (Pr, T ) (4.2)

where Pr = k0[Mj]/kinf is the reduced pressure, [Mj] the concentration of the collision
partner, and F (Pr, T ) the fall-off function, described in CANTERA with the Troe formu-
lation [Gilbert et al., 1983].

At first a study is proposed in order to identify which critical aspects must be taken into ac-
count when derivating a CH4/O2 ARC in given conditions. To do so, 0D reactors and 1D flame
analysis are performed with CANTERA.
First a detailed kinetic scheme with the ability to describe methane oxy-combustion at high
pressure must be chosen. The RAMEC mechanism [Petersen et al., 1999] was chosen because
it was validated against experimental data of methane-oxygen flames in low-diluted shock tube
experiments (aiming therefore ignition delay times) from 40 to 270 bar. Other mechanisms
were as well considered such as the classic GRI3.0 [Smith et al., 1999], but it was not chosen
because it was designed mainly for air as oxidizer. The FFCM-1 [Smith et al., 2016] could have
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been a good candidate as it was validated against experiments of laminar flames up to 60 bar
and shock tubes up to 86 bar, but was not known at the beginning of this work. Other possible
schemes were those developed by the Technical School of Milan (POLIMI) like the POLIMI
C1-C3 [Ranzi et al., 2014], but it is quite complex with many species (114) and reactions (1999),
meaning very long calculation times of reduction steps.

It is to be noticed that in all the following, the RAMEC mechanism will be now taken as a
reference (to derive ARCs mainly), even for 1D diffusion flames although it was experimentally
not validated for such case. It is however considered as the best known reference for high pres-
sure methane oxy-combustion. Indeed high pressure test rigs are complex and costly, and very
few are found in the literature: [Mazas, 2010] drove experiments of premixed CH4/O2 flames,
and recently other laboratories developed experimental facilities dedicated to methane-oxygen
combustion [Meyer et al., 2017], [Tancin et al., 2019]. Currently the ICARE laboratory of Or-
léans is working with a high-pressure experiment (up to 100 bar) for methane-oxygen premixed
flame speed measurements in order to validate detailed chemical schemes. The experimental
test rig is presented in [Halter et al., 2020a] and its recent use can be found in [Halter et al.,
2020b]. This will potentially improve detailed kinetics schemes for CH4/O2 combustion that
could be used for future work.

4.2.2 Species selection
The number of species of an ARC is a first order parameter which drives its computational cost.
The objective is to reach the smallest number of transported species. A first constraint is to
guarantee the correct final equilibrium. Indeed, [Mari, 2015] demonstrated that oxy-combustion
of methane is quite sensitive to the number of species used in the reduced mechanism and how,
if they are not sufficient, the equilibrium state of the burnt gases is not at all retrieved compared
to the detailed mechanism.

The test to identify the species required for the equilibrium is simply to remove species from the
detailed scheme (RAMEC), and check the equilibrium obtained without these species. Three
sets of species are considered here: the original RAMEC-orig, RAMEC-bis and RAMEC-ter.
The two latter have less species, as sum up by Table 4.1:

RAMEC-orig RAMEC-bis RAMEC-ter
38 species H2O CO CO2 CH4 H2O CO CO2 CH4

H2 H O O2 OH H2 O2 OH

Table 4.1: Considered species for equilibrium study.

Basically RAMEC-ter is the RAMEC-bis without H and O atoms, so they contain respectively
9 and 7 species. Constant-pressure and constant-enthalpy equilibrium is computed for the
conditions of Table 4.2, for which the mixture ratio is close to the simulated applications of the
next chapters.
The results are presented in Table 4.3: the RAMEC-bis with 9 species allows to retrieve exactly
the same equilibrium than the original RAMEC with its 38 species. Interestingly, the H and O
are present in the final equilibrium. Despite their low mass fraction quantity (less than 0.5% in
the final equilibrium), they actually play a major role. Otherwise, as shown by the computation
with RAMEC-ter, the equilibrium temperature is overestimated of about 100K, and O2 and
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Pressure [bar] 100
YCH4 [-] 0.25
YO2 [-] 0.75

Mixture ratio [-] 3.0
Initial temperature [K] 300

Table 4.2: Conditions for equilibrium computations.

RAMEC-orig RAMEC-bis (9S) RAMEC-ter (7S)
Value Value Error Value Error

T [K] 3604.42 3604.7 ≈ 0% 3701.61 +2.69%
ρ [kg/m3] 6.77 6.77 ≈ 0% 6.67 -1.48%

Cp [J/kg/m3] 2435.5 2435.5 ≈ 0% 2440.1 +0.19%
Y H2 0.0125941 0.0125923 ≈ 0 % 0.0136639 +8.51%
Y H 0.00132376 0.00132449 ≈ 0% - -
Y O 0.0045804 0.00458787 ≈ 0% - -
Y O2 0.0129675 0.0129918 ≈ 0% 0.0167488 +28.92%
Y OH 0.0401163 0.0401546 ≈ 0% 0.0489535 +21.91%
Y H2O 0.415795 0.41584 ≈ 0% 0.41344 -0.58%
Y CO 0.303412 0.303419 ≈ 0% 0.312724 +3.07%
Y CO2 0.209041 0.20909 ≈ 0% 0.19447 -6.99%
Y CH4 0.0 0.0 0% 0.0 0%
Y HO2 0.000103732 - - - -

Table 4.3: Comparison of equilibriums obtained with the different sets of species.

OH are largely overestimated. For these species it may seem not that crucial, however for CO2
the difference of about -7% may actually become important in particular for quantities such as
heat fluxes.
This means that the ARCs to be derived must at least contain the species of RAMEC-bis, i.e. 9
species which are now identified: CH4, O2, H2O, CO, CO2, H2, OH, H, O. Note that although
not shown here, this criterion is independent of pressure.

4.2.3 Pressure influence
Figure 4.2 shows the evolution of the maximum temperature and the integrated heat release
rate for different pressure values. As expected, both rise as the pressure increases, following a
square root law. Typical maximum temperature values of methane oxy-combustion are found
between 3300 and 3800K for the considered pressure range.
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Figure 4.2: Evolution of maximum temperature and integrated heat release rate depending on
pressure. amean = 1312s−1.

Figure 4.3 shows the impact of increasing pressure on the main species contribution to the
integrated heat release rate. Species that only have minor contributions are not presented here,
therefore the shown species can be considered of primary importance for an ARC derivation.
It can be observed that as the pressure is higher, H2O and CO2 are contributing less to the
flame power, while it is the contrary for CO. Overall this means a loss of positive heat release
(exothermic) which does not seem to be compensated by other species. Indeed at high pressure,
the endothermic part of the flame takes a bigger importance, as it can be seen in Fig. 4.4: the
endothermic peak is narrower for high pressures. Note also the shift of the main exothermic
zone from Z = 0.3 to Z = 0.27, which could be driven by different reaction paths.
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Figure 4.3: Species contribution to the integrated heat release rate in 1D counterflow diffusion
flames for several pressure values. χst = 1000s−1.
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Figure 4.4: Flame structure (temperature and normalized heat release rate profiles) at various
pressures. χst = 1000s−1.

Figure 4.5: Evolution of characteristic species chemical timescales depending on pressure. χst =
1000s−1.

Finally Fig. 4.5 exhibits the characteristic chemical time scales (computed with the inverse
Jacobian analysis method, Eqs. 2.34 and 2.35) of the RAMEC scheme at 1, 100 and 200 bar.
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Most of them lie between 10−11 and 10−8s. Interestingly the change of pressure does not affect
significantly most of the species times, even though the majority of the species have a slightly
diminished time scale at higher pressure. However for some of them it is the contrary, as a
result of pressure-dependent reaction pathways. The difference is almost not anymore percep-
tible at 200 bar. It is to be noticed that a group of particularly stiff species is present, namely
C2H5O2H, C2H5O2, CH3O2H: these must be absolutely removed during the ARC derivation
to avoid too small time steps.

It is also possible to analyse reaction and species paths through graphics, as in Fig. 4.6 which
shows the integrated paths through atom O that bring from the reactant O2 to the production
of the main products H2O, CO and CO2. This graph clearly illustrates how the pressure
increase changes the reaction paths leading to the production of H2O and CO2. At 100 bar, an
important path involving HO2 is present, as shown on the right side of the figure (block "R").
On the other hand, going to high pressure can diminish the importance of chemical pathways
as for example the path from O, then CH2O to H2O that goes below 10% at 100 bar (block
"L"). This example shows how, when reducing a chemistry, the choice of the range of derivation
will affect the result of reduction algorithm by keeping or not specific reaction paths.

Figure 4.6: Integrated fluxes through atom O starting from O2 and leading to the production
of H2O, CO and CO2, for 1 bar (red arrows) and 100 bar (black arrows). The values indicate
the percentage of atom flux leaving a species. Fluxes under 10% are not shown for clarity.

4.2.4 Strain rate influence
Figure 4.7 shows that the maximum temperature decreases slightly with the scalar dissipation
rate (equivalently the strain rate, see Eq. 2.88) at stoichiometry, while the integrated heat
release rate increases as √ast, i.e., as predicted by theory.
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On Fig. 4.8 showing the species contributions to the heat release, it is interesting to see the
exact opposite behaviour compared to the pressure influence. Here when the scalar dissipation
rate increases, the contribution to the flame heat release rate of H2O and CO2 increases, while
it is the contrary for CO. Also as the global heat release increases, the part of exothermic
reactions takes more importance. For extremely high values of χst, as presented in Fig. 4.9, it
is interesting to notice that the endothermic zone completely disappears, as well as the minor
exothermic peak around Z = 0.1. Actually the very high strain rate leads to a very thin flame
in which the various peaks tend to merge.
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Figure 4.7: Evolution of maximum temperature and integrated heat release rate depending on
the stoichiometric strain rate. P = 100bar.
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Figure 4.8: Species contribution to the integrated heat release rate in 1D counterflow diffusion
flames for several scalar dissipation rate values. P = 100bar.

Concerning time scales, Fig. 4.10 shows that the increase of scalar dissipation rate changes
almost nothing in the range 100 or 10000 s−1. This is explained by the fact that as long as
the flame remains controlled by diffusion, the kinetics are fast enough to consume the reactant
fluxes and do not change much. For extreme values like 1000000 s−1, chemistry starts to
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be a limiting process and differences of time scales appear, increasing for almost all species
consistently with the slower chemistry.

Figure 4.9: Flame structure (temperature and normalized heat release rate) for various scalar
dissipation rated. P = 100bar.

Figure 4.10: Evolution of characteristic species chemical timescales depending on scalar dissi-
pation rate. P = 100bar.
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4.3 Towards semi-complex chemistry
With this first analysis of CH4/O2 combustion in mind, two ARCs are derived and used in
this thesis: one for the 54 bar five-injectors CONFORTH test bench (Chapter 6), another for
the 20 bar single-injector TUM test bench (Chapter 7). The Section 4.3.1 contains the ARC
mechanism derivation for the CONFORTH test bench, which is an extract from the paper
"Chemical modelling for methane oxy-combustion in Liquid Rocket Engines" [Blanchard et al.,
2022] published in Acta Astronautica. The derivation of the ARC mechanism for the TUM test
bench is very similar and therefore can be found in Annex C..

4.3.1 Derivation of Analytical Reduced Chemistry for methane oxy-
combustion

Methodology

Measurements of chemical kinetics in CH4/O2 flames at high pressure induce complexity and
safety issues which make them rare, if not inexistant and there is no reference detailed scheme
available for these conditions. Among the chemical schemes found in the literature, GRI3.0
[Smith et al., 1999], RAMEC [Petersen et al., 1999] and Slavinskaya [Slavinskaya et al., 2016]
are good candidates. As RAMEC (38 species, 190 reactions), initially coming from the GRI1.2,
was specifically made for methane oxy-combustion at high pressure by adding several reactions
specific of such condition, and was validated against low-diluted CH4/O2 shock tubes experi-
ments, it seems the most appropriate for the present study.

To target LRE conditions, the reduction is performed for pressure in the range 49 < P < 59 bar,
i.e., above the critical pressure of both propellants and sufficient to reach the supercritical
combustion regime with injection temperatures of 280K. Using diffusion flames as target flames,
the range of strain rate ast (or equivalently scalar dissipation rate χst, recalled in Eq. 4.3 [Poinsot
and Veynante, 2012]) must be defined. It is here taken quite large, representative of conditions
met in lab-scale LRE [Preclik et al., 2005, Ordonneau et al., 2016]: 100 < χst < 1500s−1. This
corresponds to strain rates in the range 650 < ast < 9500s−1, of the same order of magnitude
as in [Maestro et al., 2019].

χst = 2D
(
∂Z

∂x

)2

st

(4.3)

In the equation 4.3, D is the diffusion coefficient of methane and Z the mixture fraction with
Bilger’s definition [Bilger, 1989].

The chemistry reduction process goes through several steps which are realized within an auto-
matic algorithm implemented in the numerical platform ARCANE [Cazères et al., 2021]. First,
Direct Relation Graph with Error Propagation (DRGEP) is performed several times on the
detailed mechanism to keep only the most relevant species and reactions. Chemical lumping is
then applied to remove the isomeric molecules. Finally, a Level Of Importance (LOI) criterion
is applied on the remaining species to select the ones to be treated with the QSSA. An overview
of these methods are described in [Cazères et al., 2021, Løvås, 2012].

The primary target flame property used to control the reduction process is the total heat
release rate, with a maximum tolerance of 5%. This quantity, linked to the consumption speed,
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is indeed the first property to preserve as, similarly to premixed flames, it controls the flame
stabilisation and flame length which are used for engine design.
With these constraints, a reduced mechanism with 14 transported species, 4 QSS species (listed
in Table 4.4) and 68 reactions was obtained with ARCANE.

Transported QSS
H2 H O O2 OH H2O HO2 HCO CH2O

CH3 CH4 CO CO2 C2H3 C2H5
C2H2 C2H4 C2H6

Table 4.4: Species contained in the derived ARC mechanism for high pressure methane oxy-
combustion.

Validation

The ARC scheme is validated on laminar diffusion flames (computed with CANTERA [Goodwin
et al., 2017]) in the target conditions that are solved following the steady flamelet equations
for mass and temperature, recalled here [Poinsot and Veynante, 2012]:

ω̇k = −1
2ρχ

∂2Yk

∂Z2 and ω̇T = −1
2ρχ

∂2T
∂Z2 (4.4)

where ω̇k is the chemical source term of species k and ω̇T is the energy source term. Overall five
test cases are considered to cover all the range of values of P and χst. The obtained relative
errors, shown in Tab. 4.5, never exceed 0.83% for the maximum temperature and 1.62% for the
total (integral) heat release rate, indicating a very good agreement with the RAMEC detailed
mechanism.

Case Conditions Tmax
∫
ω̇T

A 49 bar, χst = 100s−1 -0.75% +1.29%
B 49 bar, χst = 1500s−1 -0.83% +1.62%
C 54 bar, χst = 1000s−1 -0.80% +1.36%
D 59 bar, χst = 100s−1 -0.77% +1.55%
E 59 bar, χst = 1500s−1 -0.83% +1.50%

Table 4.5: Validation cases: relative errors of the ARC scheme compared to the RAMEC
detailed mechanism, on the maximum temperature (Tmax) and the total heat release rate (

∫
ω̇T ).

Cases A and E are illustrated on Figs. 4.11 and 4.12 respectively. In both cases an excellent
agreement is observed for the temperature and heat release rate profiles. With a limited number
of species and reactions, even the complex flame structure typical of the LRE conditions is
retrieved. This also means that the intermediate species profiles are globally well retrieved, as
shown Fig. 4.13. Slight deviation is observed on the heat release rate profile for case E but
without significant impact on the integral of heat release rate.
Figure 4.14 shows the response of ARC flames to strain. Even if derived over a limited range
of χst, the ARC exhibits a very good agreement with the RAMEC over a larger range: below
χst = 20000s−1, the error keeps lower than 2.5% on maximum temperature, and lower than 2%
on the total heat release rate. It never exceeds 5% on the latter quantity until extinction.
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Figure 4.11: 1D strained diffusion flame: evolution with mixture fraction of the temperature
(black) and the heat release rate (red). Thick lines: RAMEC. Dashed lines with markers: ARC.
Case A: P = 49bar, χst = 100s−1.
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Figure 4.12: 1D strained diffusion flame: evolution with mixture fraction of the temperature
(black) and the heat release rate (red). Thick lines: RAMEC. Dashed lines with markers: ARC.
Case E: P = 59bar, χst = 1500s−1.
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Figure 4.13: 1D strained diffusion flame: evolution with mixture fraction of the main species.
Thick lines: RAMEC. Dashed lines with markers: ARC. Case C: P = 54bar, χst = 1000s−1.
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Figure 4.14: Evolution with scalar dissipation rate of the maximum temperature (black) and
the total heat release rate (red) at P = 54bar. Thick lines: RAMEC. Dashed lines with markers:
ARC.

Finally Fig. 4.15 shows the evolution with P of the same quantities over the whole pressure
range for which it was derived. The ARC mechanism reproduces well the increase with P
of both quantities in excellent agreement with the RAMEC detailed scheme. Only a slightly
lower maximum temperature (≈ -1.0%) and very similar total heat release rate (≈ -2.0%) are
observed for all pressures.
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Figure 4.15: Evolution with pressure of the maximum temperature (black) and the total heat
release rate (red) at χst = 1000s−1. Thick lines: RAMEC. Dashed lines with markers: ARC.

The reduced chemistry has been validated in the case of laminar flames, although its final use is
for turbulent flows (Chapter 6). Note that turbulence modifies combustion processes via mixing
only, and does not affect chemistry. Of course it could happen that this reduction procedure
ignores some chemical phenomena which may occur due to turbulent mixing, leading to reacting
mixtures of fresh gas with burnt gas and intermediate species that are not encountered in the
0D and 1D cases. These chemical processes are however assumed negligible and are indeed
not represented in most turbulent combustion models, such as flamelet-based approaches for
example. Moreover, these processes are much sensitive to the turbulent flow and ensuring to
describe them in all cases with the same ARC scheme would be impossible.
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4.3.2 Discussion
The target cases chosen to derive the ARC have been only chosen as 1D diffusion flames, as
rocket engines mostly work in pure diffusion combustion regime. This is different from many
ARCs found in the literature which were mainly derived with 1D premixed flames as refer-
ences. In practice in chemistry codes like CANTERA, it was observed that diffusion flames are
generally more complicated to converge, but it is worth the effort for the present case of LRE
flames. It also has the advantage of directly taking into account the whole range of mixture
ratio in one flame, as the mixture ratio of diffusion flames spans from zero in the oxidizer side
to infinite in the fuel side. Thus, the ARCs derived in this work are very likely to be valid for
premixed flames, and this is one of the known advantage of ARCs [Felden, 2013, Cazères, 2021].

Similarly the choice of the derivation range (pressure and scalar dissipation rate) was made to
target the operating point of the application. Concerning pressure, the range of + or - 10%
around the target operating point of the test bench seems quite obvious, taking into account
potential mean pressure deviation of small acoustic instabilities. Concerning the scalar dissipa-
tion rate, the range of 100− 1500s−1 first coincides with previous AVBP computations in the
same type of cases [Maestro et al., 2019], but also comes from early computation of the target
CONFORTH configuration where χst was found mostly within this range. Actually, in LES
the scalar dissipation may reach much higher values (typically 5000 − 10000s−1). Extending
the range of scalar dissipation rate to higher values for the reduction procedure leads to less
transported species in the ARC, but at the cost of decreased accuracy at lower χst. As low
values are found far more probable along the turbulent flame, the chemistry reduction focuses
on this range. Finally, in order to guarantee a correct equilibrium state, the necessary 9 species
identified in the analysis of equilibrium with RAMEC, presented in Section 4.2.2, were the
primary target during the reduction process.
Note also that the perfect gas equation of state has been used during the reduction process.
There are two reasons for that. The first one is about the code itself: at the time when it was
performed, CANTERA could only solve 1D problems with the perfect gas EoS. Some cubic
EoS were available but only for 0D problems (auto-ignition...). Secondly, the use of a real gas
framework means that some more properties must be added to the species, namely their coef-
ficients a, b, ω described in Section 2.1.2. If they are known for the main species, many others
(mainly radicals, atoms) were not found, for example in the NIST database. It is possible that
the real gas properties of short-times existence molecules are difficult to get or verify experi-
mentally. Despite this, it is very likely that the reduction process would have been the same
anyway the EoS used, because most of the chemical processes under consideration happen at
high temperatures, and therefore quite far from conditions where a real gas EoS would have
been needed (typically at cryogenic temperatures).

The tolerance on the error of integral of heat release rate is actually lower than 5%. In fact,
as the derivation of the ARC is split in several consecutive steps, it allows to adapt the error
tolerance of all values at each step. The choice of these tolerances is quite empirical and is made
to reach a satisfying number of species while keeping a reliable ARC. At the end the maximum
error on the integral heat release rate was set to 2% for the species removal step, 0.5% for the
reaction removal step, 2% for the lumping step and 5% for the QSSA step, explaining finally
the maximum 5% error presented in the paper. The 0.5% error for the reaction removal step
explains why the final ARC still has a quite large number of reactions compared to its parent
mechanism, the RAMEC. This is however not a problem for the simulations in which the main
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part of the computational cost comes from the number of transported species while the number
of reactions involving simple algebraic operations, are not critical. Note that experience has
shown that these error thresholds have more influence on the final number or species and
reactions than the range of derivation.

4.4 Accelerating chemistry integration
In rocket engines as in many combustion devices, the flow time scales (convection, diffusion) are
generally much higher than the chemical time scales: this is what makes the chemical process
stiff compared to the other physical phenomena. In an explicit time integration framework as in
AVBP, numerical stability imposes to use a time step corresponding to the fastest phenomenon,
i.e., with the smallest timescale. In the precise case of chemistry, a time-explicit computation
with a too large time step can lead to non-positive mass fractions as was already observed in
AVBP, and also mentioned in [He et al., 2011] for example.

Even if most of the stiffness induced by chemistry is removed in ARCs thanks to the QSSA,
some may remain and increases the LES computational cost. This can be the case when for
example the fuel or oxidizer themselves are sources of stiffness, or if other minor stiff species
could not be removed or treated as QSS during the ARC derivation process. This may be
reinforced by high pressure and strain rate, which both increase the reaction rates. Early tests
using the ARC derived in Section 4.3.1 showed that the integration of chemistry accounts for
up to 50% of the total simulation time.

Implicit time integration methods are a solution to leverage this timescale constraint in nu-
merical simulations and are often used to solve stiff problems. The general difference between
explicit an implicit integration is recalled below.

For an Ordinary Differential Equation (ODE) ∂y/∂t = φ(y), explicit integration consists in
computing the solution y at the next time step t+ ∆t from the current value at instant t only,
in the form:

y(t+ ∆t) = φ(y(t))∆t+ y(t) (4.5)
for 1st order time integration. Typically, if ∆t is chosen too large, this inevitably leads to an
unstable or at least non-physical solution, and possibly a simulation failure.
An implicit integration makes use of the solution at both the current instant y(t) and the next
instant y(t+ ∆t) to compute the solution at t+ ∆t by solving the ODE as:

y(t+ ∆t) = φ(y(t+ ∆t))∆t+ y(t) (4.6)
By construction implicit methods are stable for large time steps, whatever the characteristic
time scale of the studied phenomenon, which drastically decreases the number of iterations
needed to converge a simulation. However one iteration with implicit integration is much more
demanding in computational time than one iteration with explicit integration, so that at the
end the gain depends on the time step ratio between the two methods. It is usually con-
cluded that if the full implicit integration of chemistry is worth in implicit incompressible (or
low-Mach) flow solvers, the gain in time step is not enough compared to the cost of implicit
integration in explicit compressible flow solvers which run with already very small time steps.
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In addition, even if numerically stable it is not recommended to increase too much the implicit
time step above the characteristic chemical time scales in order to keep a correct description of
the unsteady behavior of the system.

The problem of dealing with stiff chemical source terms is not new in the literature. An overview
can be found in [Kee et al., 1985], where the authors introduce the main stakes and techniques
to solve stiff ODEs. For recent work on implicit solvers one can cite [Savard et al., 2015] where
the authors compute premixed and non-premixed turbulent flames with semi-implicit precon-
ditioning of chemistry, or [Wasserman, 2018] using implicit methods in a RANS framework.

As AVBP is an explicit compressible code, the full implicit integration of chemistry is not
efficient. However some species of ARC schemes still have a too short time scale compared
to the flow time scale, imposing a significant decrease of the simulation time step. To avoid
this, a common technique is to use a "semi-implicit" integration for these few stiff species, as
for example in [Felden, 2013] where this method is applied to H2O. This technique (ODEPIM)
is also found in [Yang et al., 2017] where it was applied to a chemical scheme, reduced on-
the-fly using a criterion based on both thermodynamic variables and species mass fractions,
allowing to accelerate DNS of turbulent premixed flames. In the present work, a novel approach
called "exponential chemistry" is proposed to integrate the chemical source terms, based on an
analytical guess of the solution at time t + ∆t. It can be therefore assimilated to an implicit
method for chemistry integration, allowing to recover the compressible flow time step of the
explicit compressible LES. In addition the method improves the quality of the solution at low
temporal resolution. Its principle and applications are described in the Section 4.4.1, which
is another extract from [Blanchard et al., 2022], with a few modifications to better fit in this
manuscript.

4.4.1 The exponential integration
In Section 4.3.1, although the strongest stiffness has been removed thanks to the QSSA applied
to the fastest radicals, very small chemical time scales remain as methane oxy-combustion at
high pressure is a very fast oxidation process. Explicit time integration then requires a time
step at least of the order of the shortest chemical time step ∆tchem, calculated in the simulations
as:

∆tchem = min
(
ρYk
ω̇k

)
, (4.7)

with ω̇k the source term of the species k and ρ the mixture density. The ARC scheme presented
in the previous sections leads to a integration time step of the order of 1×10−10s due mainly to
the radicals (detailed in Fig. 4.17), which may therefore considerably increase the computing
time. This time step is to be compared to the flow time step ∆tCFL, imposed by the CFL
number (fixed at 0.7) as:

∆tCFL = ∆x CFL
u+ ua

, (4.8)

with u the flow velocity, ua the acoustic velocity and ∆x the characteristic mesh size. With
typical mesh sizes used in 3D LES of LRE, ∆tCFL is found of the order of 5 × 10−9s. As a
consequence, the use of ARC in reactive simulations leads to a decrease of the time step typ-
ically by a factor 50, which directly impacts the computational cost: explicit computation of
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the chemical source term is usually one of the most expensive part in a LES code.

With the ultimate goal to run the reactive simulations with the CFL time step, a new time
integration method for the chemistry is proposed here. The idea is to take advantage of the
simple form of elementary reactions composing the ARC scheme to make an analytical integra-
tion of the source terms over the time step. This leads to a time evolution of the concentrations
in the form of an exponential function, hence the name of "exponential method", and allows to
substantially increase the time step.

Principle of the exponential integration

For all what follows, one only considers mass quantities (for source terms, concentrations, etc...).
Consider a species k which is produced and consumed only by elementary first order irreversible
chemical reactions. Its total source term ω̇k may be recast in the form:

∂ck
∂t

= ω̇k = Akck +Bk, (4.9)

with ck the concentration of the species k. The functions Akck and Bk are the sum of the
contributions to destruction and creation respectively, of the reactions j involving species k:

Akck =
M∑

j=1
ν ′kj ṙj

Bk =
M∑

j=1
ν ′′kj ṙj

(4.10)

where ν ′kj, ν ′′kj are the stoichiometric coefficients of species k in reaction j and ṙj the reaction
rate.
Assuming Ank and Bn

k constant during iteration n, the integration of Eq. 4.9 is easily found to
give at time iteration n+ 1:

cn+1
k =

(
cnk + Bn

k

Ank

)
eA

n
k ∆t − Bn

k

Ank
= Bn

k

Ank

(
eA

n
k ∆t − 1

)
+ cnke

An
k ∆t (4.11)

where ∆t is the time step of the iteration. The obtained solution is correct as long as the
assumption of constant Ank and Bn

k in the time step stays valid. This introduces a new time
step limit, still much higher than the chemical time step, as will be seen in the next sections.

For very small values of Ank , i.e., species creation only or non-reacting zone, in order to avoid
numerical error, Eq. 4.11 is rewritten with the second order approximation as:

cn+1
k = Bn

k

(
∆t+ Ank∆t2

2

)
+ cnk (4.12)

The value cn+1
k can then be used to evaluate the source term to be integrated in the equation

of transport of ck as:

ω̇k = cn+1
k − cnk

∆t (4.13)
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Note that the expression for ck in Eq. 4.11 is always positive (provided c0
k is positive), so

that the approach guarantees positivity of all concentrations. Notice also that this expression
exactly holds for first order species only. For second order species, the analytical integration of
the source term is still possible but is more complex. As only few reactions involve second order
species (10 over 136 in the previously derived ARC), the impact of using first order solution
for them is considered negligible and Eq. 4.11 is still taken as a good approximation.

The calculation of the source term as in Eq. 4.13 does not guarantee atom conservation, which
must be then enforced in a second step. The principle is to correct at each iteration and at
each grid point the error on the total mass of each element, by modifying accordingly the local
concentrations at iteration n + 1. To minimize the impact of this correction, it is made on
the species of largest concentration. In methane-oxygen flames, three elements are present (H,
O, C) and it is chosen to distribute the associated mass corrections among only three species
having locally the highest concentration (identified as ck1 to ck3 below).
The mass excess/loss is computed for each element e between iteration n and n+ 1 as:

dme =
Ns∑

k=1
(cn+1
k − cnk)Ne,k (4.14)

where Ne,k is the number of element e in species k, and Ns the number of species in the chemical
system. Then the corrections ccorrke

of species ke are calculated by solving the linear system:


nH,k1 nH,k2 nH,k3

nO,k1 nO,k2 nO,k3

nC,k1 nC,k2 nC,k3


×



ccorrk1
ccorrk2
ccorrk3


 =



−dm1
−dm2
−dm3


 (4.15)

The corrections ccorr,ke are then used to update the source term in Eq. 4.13. The linear system
may be solved with a simple Gaussian elimination process for example.

The exponential integration algorithm can be summarized as follows:
1 - Compute cn+1

k with Eq. 4.11 or Eq. 4.12, where Ank , Bn
k use the standard Arrhenius reaction

rates.
2 - Compute element mass error dme.
3 - Compute concentration corrections ccorrk , for as many species as elements in the chemical
system.
4 - Compute the source terms as:

ω̇k = cn+1
k + ccorrk − cnk

∆t (4.16)

Validation in laminar counterflow diffusion flame

The ARC scheme for methane-oxygen combustion of Section 4.3.1, combined with the expo-
nential time integration method is applied here to a laminar 2D counterflow diffusion flame,
now computed with the CFD solver AVBP. A second order in time and space Lax-Wendroff
scheme [Lax and Wendroff, 1960] is used. The perfect gas equations of state is used. The
power-law function is utilized for the molecular viscosity, and constant Schmidt and Prandtl
numbers are used for species molecular diffusion and thermal conductivity. The conservation
equations for mass, momentum, energy and species were already presented (Eqs. 2.57 to 2.60).
For the following laminar flame computations, all the sub-grid scale terms are zero.
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The opposed jets configuration is set with mass flow rates leading to equal momentum at both
sides in order to get the stagnation plane at the center of the domain, where the mesh is the
most refined. A small distance (H = 1mm) between both injectors is used to obtain a strain
rate in the range of the derived ARC while keeping the flow laminar. With this setup, the
targeted mean strain rate is, with uF = 0.54 and uO = 0.27m/s the fuel and oxidizer velocities
respectively:

amean = uF + uO
H

= 809s−1. (4.17)

Figure 4.16 illustrates the obtained flame for the Fine mesh (see below). Due to the velocity
difference of both streams, it is not planar and the solution will be analyzed only along the
central axis.

Figure 4.16: Laminar counterflow flame in AVBP. Left: mixture fraction field. Right: tem-
perature field. The white line corresponds to the stoichiometric line (Zst = 0.2). Axes in
millimeter.

A fine mesh (about ∆x = 1µm cell characteristic size at the stagnation plane) is first used to
assess the accuracy of the exponential integration. Then coarser meshes are used, listed in Table
4.6, to be more realistic of LES and to demonstrate the capacity of the exponential integration
to increase the computational time step. Reference solutions computed with CANTERA are
also reported for comparison.

Case ∆x[µm] ∆tCFL[ns]
Fine 1 0.194

Coarse 1 10 2.50
Coarse 2 30 5.28

Table 4.6: Mesh characteristics for the 2D counterflow flame.

The mesh grid size can be compared to the theoretical thermal flame thickness of a diffusion
flame, computed as:

δth =
√

πDth

2amean
(4.18)
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In the present case, δth = 0.298mm, so that meshes from Fine to Coarse 2 contain respectively
about 300, 30 and 10 points in the thermal flame thickness.

The characteristic chemical time scales τchem,k of each species k of the ARC scheme in a diffusion
flame at the specified strain rate amean = 809s−1 are presented in Fig. 4.17. They are computed
as introduced by Eq. 4.7. It is found that C2H6 is the stiffest species with τchem,C2H6 = 6.8e−9s.
Other radicals are stiff as well, and as already mentioned the fuel itself, CH4, is also among the
stiffest species. Note that these time scales tend to decrease rapidly as the strain rate grows,
reaching values about 10e−10 - 10e−11s. In practice in the LES code, it is needed to use typically
a 1000 times smaller time step than presented in Fig. 4.17, i.e., much smaller than the time
steps ∆tCFL for Coarse 1 and Coarse 2 cases of Table 4.6.

Figure 4.17: Characteristic chemical timescales of the methane-oxygen ARC, in the counterflow
diffusion flame conditions.

Fine mesh case

Figure 4.18 shows the temperature and heat release rate profiles for the fine mesh case, obtained
with standard explicit Arrhenius form (referred as "classic") and exponential time integration.
An excellent agreement is observed, with exactly the same flame structure. The temperature
profiles match perfectly. The difference of total heat release rate is only of 0.11% between the
two AVBP computations, and about 2.6% between AVBP and CANTERA simulations. The
latter may be attributed to the different numerical solvers and slightly different local strain
rate.
Some species profiles, shown in Fig 4.19, confirm the excellent behavior of the exponential time
integration against the classic one and the excellent agreement with CANTERA. The species
profiles perfectly match, with only a slight deviation for CO between AVBP and CANTERA.
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Figure 4.18: Strained diffusion flame: evolution with mixture fraction of the temperature
(black) and the heat release rate (red). Solid lines: CANTERA (amean = 809s−1). Dashed lines
with circle markers: classic time integration. Dotted lines with square markers: exponential
time integration. Fine mesh case.
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Figure 4.19: Strained diffusion flame: evolution with mixture fraction of some species profiles.
Solid lines: CANTERA (amean = 809s−1). Dashed lines with circle marker: classic time
integration. Dotted lines with square markers: exponential time integration. Fine mesh case.

In this particular case, it was found that ∆tchem > ∆tCFL so that the exponential time inte-
gration is not useful. The Fine mesh case was only considered for validation of the exponential
time integration. The computational gain is presented in the next section with cases Coarse 1
and Coarse 2 where ∆tchem < ∆tCFL.

Coarse mesh cases and computational gain

Coarse meshes induce numerical diffusion which adds to the laminar diffusion, and artificially
increases the scalar dissipation rate at the flame location. This phenomenon, beyond the scope
of the present analysis, was highlighted in [Shum-Kivan, 2017] and explored in Section 4.5.
The comparison with CANTERA must be at the same scalar dissipation rate, found to be
χst = 146s−1 and χst = 209−1, or equivalently in terms of strain rate ast = 930s−1 and
ast = 1335s−1 for Coarse 1 and Coarse 2 cases, respectively.

To measure the efficiency of time integration, the quantity κ is introduced as the ratio between
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the CFL time step and the effective simulation time step:

κ = ∆tCFL
∆t (4.19)

For both integration methods, coarse mesh cases run with the chemical time step (∆t = ∆tchem),
leading to κ above 1 as shown in Table 4.7. Using classic time integration, a reference solution is
obtained with a time step 25 times smaller than the CFL time step. The value κmin corresponds
to the maximum time step keeping a correct time resolution. As the flow time step ∆tCFL
is proportional to ∆x, κmin increases from 4 for the Coarse 1 case to 10 for the Coarse 2
case. In comparison, the exponential time integration method allows to increase ∆tchem (and
therefore decrease κ) up to half and fourth the CFL time step for Coarse 1 and Coarse 2 cases,
respectively. A reference case with κ = 25 is also computed for exponential integration. As
explained in Section 4.4.1, the constant reaction factors assumption does not allow larger time
steps for the exponential method. With the exponential method, the obtained solution has
the same accuracy as the solution obtained with the classic approach. This means, concerning
the chemical time step, an acceleration factor of 2 and 2.5 for Coarse 1 and Coarse 2 reference
solutions, respectively.

Mesh κref (classic) κmin (classic) κref (expo) κmin (expo)
Coarse 1 25 4 25 2
Coarse 2 25 10 25 4

Table 4.7: Efficiency of time integration κ (Eq. 4.19) for the classic and exponential time
integration for the coarse mesh cases.

Figures 4.20 and 4.21 compares the solutions obtained with the classic and exponential method,
with κref and κmin, as well as with the CANTERA solution taken at the appropriate strain
rate, for the two coarse meshes.
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Figure 4.20: 1D strained diffusion flame: evolution with mixture fraction of the heat release
rate for different time integration methods. Coarse 1 case.

For Coarse 1 case, the heat release rate profile shows less than 1% discrepancy between all
AVBP simulations, and about 2% difference with the CANTERA flame. Discrepancies are
larger for Coarse 2 case, linked to the very poor grid resolution with about 10 points to de-
scribe the three-peaks flame reaction zone. They stay however very small between all AVBP
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Figure 4.21: 1D strained diffusion flame: evolution with mixture fraction of the heat release
rate for different time integration methods. Coarse 2 case.

cases, and are more noticeable in the comparison with the CANTERA solution, which does
not have this mesh effect. Interestingly, the classic and exponential methods do not respond
similarly to the time step increase. While in the classic approach, the solution stays unchanged
until the simulation crashes, the increased robustness of the exponential method allows to con-
verge solutions at large time steps, but with an increased error.

The non-conservation of mass of the exponential time integration, described in Section 4.4.1 is
quantified for each element as:

dme,rel =
∑Ns
k=1(cn+1

k − cnk)Ne,k∑Ns
k=1 c

n+1
k Ne,k

(4.20)

In all fine and coarse mesh cases, dme,rel is found to stay always below 1% in each cell and for
all elements, which results in a maximum correction of O(1%) on species concentrations. These
are maximum values, and most of the simulation does not require such correction. Therefore it
is verified a posteriori that the mass correction proposed in Section 4.4.1 remains low and has
a very limited impact on the final results. As expected, the mass deviation is directly linked to
the temporal resolution: for example in Coarse 1 case with κ = 2, the maximum correction is
about O(1%) but with κ = 25, it decreases down to O(0.1%).

Finally, Fig. 4.22 shows the temperature and the CH3 mass fraction profiles for the different
meshes. The cases Fine, Coarse 1 and the CANTERA reference, all curves almost perfectly
match, proving the mesh convergence. The Coarse 2 case logically deviates a bit from the
others due its poorer resolution.

4.4.2 Discussion
The exponential integration introduced in the paper shows promising results in terms of stabil-
ity and gain in computational cost. This result is further demonstrated in Chapter 6 dedicated
to the CONFORTH test bench. Actually the computational gain depends of the chemical
scheme, the application, and the ratio of characteristic time scales κ = τCFL/τchem. For exam-
ple the chemical time step was multiplied by 50 in the simulation of low-pressure ignition in
[Pestre et al., 2021]. This led to a global computational speed 19 times faster thanks to the
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Figure 4.22: Strained diffusion flame: evolution with mixture fraction of the temperature and
CH3 mass fraction for the considered meshes compared to CANTERA.

exponential integration without loss of accuracy. It seems therefore that the exponential inte-
gration is particularly efficient in the case of non-stationary cases, where the chemical constraint
is usually even stronger due to the presence of many different radicals, and therefore, timescales.

In practice it was found that even though the chemical time step can be significantly increased
with the use of exponential integration, numerical instability in mixture fractions resulting in
some local heat release and pressure peaks, could still appear. This is attributed to the mass
conservation algorithm, which may change too much some species concentrations if the time
step is too large. Other mass conservation strategies are possible but are left to future work.

As introduced earlier, one of the main problem of explicit integration with non-positive numeri-
cal schemes is the possibility to generate non-physical negative mass fractions. By construction
the exponential integration is positive, i.e., does not change the sign of the solution. However
negative mass fractions can still appear from the convective scheme.

Finally to further reduce the CPU cost of chemistry in AVBP, the application of subcycling
could be improved. Currently the number of chemical subcycles κ is imposed in the whole
computational domain. However, the chemical time step constraint only concerns the stiffest
reaction zones, usually around the stoichiometric line in the case of diffusion flames, where the
reaction rates are the highest. Typically it is not necessary to subcycle the chemistry in the
burnt gases, in the injection zone, or in the less reactive parts of the flame. In the application
cases of Chapters 6 and 7, these non-stiff zones correspond to about 80% of the grid points.
An efficient way that is proposed here for future work, would be to apply local subcycling only
to the stiff zones, identified with a criterion based on the local heat release rate or κ value for
example. This would also require some HPC work to avoid processor load imbalance.

4.5 Turbulent diffusion flame modelling
4.5.1 The Thickened Flame model for diffusion flames
The Thickened Flame Model for LES (TFLES) [Colin et al., 2000] is now widely used by the
LES community to get around the high spatial resolution needed to compute premixed flames.
In the context of diffusion flames, as found in rocket engines, the impact of the grid is different
as previously highlighted in the theses of Shum-Kivan [Shum-Kivan, 2017] and Rocchi [Rocchi,
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2012].

In their theses, considering high-Damköhler flames, i.e., controlled by diffusion, they explain
that the thickening factor of the TFLES approach should be applied to the diffusion coefficient
only (contrary to premixed flames for which it is applied also to the reaction rates), to represent
three contributions to the turbulent flame consumption rate:

• Mesh filtering: FM
In the case of a diffusion flame, under-resolution does not lead to a crash, but in over-
diffusion of the flame structure: a coarse mesh acts as a supplementary diffusion, which
may be therefore cancelled with a "counter-diffusion" correction. Therefore FM < 1.

• Sub-grid scale strain rate: FΛ
Because of under-resolution, the smallest flow structures are not represented, and the
corresponding highest strain rates are ignored. As the strain rate directly acts on the
consumption rate of diffusion flames, a factor FΛ > 1 must be introduced.

• Sub-grid scale wrinkling: FΠ
Similarly to premixed flames sub-grid scale wrinkling acts on the flame surface, enhancing
the combustion rate. Thus, FΠ > 1.

These three effects are combined in the turbulent diffusion thickened flame model, multiplying
species and heat diffusion coefficients by:

F = FMFΛFΠ︸ ︷︷ ︸
Ftot

(4.21)

As in premixed flames, this modified diffusion coefficients Dk × F and λ × F should only be
applied in the flame zone. A simple flame sensor θ has been proposed by Shum-Kivan, especially
made for diffusion flames as it is centered on the stoichiometric mixture fraction Zst:

θ = min(A× exp(−B × (Z − Zst)2, 1) (4.22)
where A and B are user-defined constants and Z the local mixture fraction. A more advanced
sensor has been recently developed at CERFACS that is applicable to both premixed or non-
premixed flames independently of the flame structure [Rochette et al., 2020].

4.5.2 Paper published in Combustion & Flame
To make first steps in the demonstrations and validation of the method, a first work was
performed on laminar flames to investigate FM only, the mesh under-resolution effect on the
flame. Turbulent subgrid-scales contributions are left to future work.
This work ([Cuenot et al., 2021]) is now published in Combustion & Flame. The paper included
below reports the effect of mesh coarsening on 1D counterflow diffusion flames computed with
CANTERA, and extends the first analysis of Shum-Kivan for simple chemistry (also included
in the paper) to detailed kinetics in the form of the ARC scheme derived in Section 4.3.1.
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a b s t r a c t 

Modeling turbulent non-premixed combustion remains a challenge in the context of Large Eddy Simula- 

tion (LES) in complex geometries and for realistic conditions, taking into account all physical phenomena 

impacting the flame such as heat loss, dilution, or liquid fuel atomization and evaporation. In this work, 

the Thickened Flame concept, which allows to resolve the flame front on the LES grid while preserving 

the consumption speed, and initially derived for premixed combustion, is adapted to diffusion flames. It 

is demonstrated that the concept holds for these flames, with however, a different formulation of the 

model due to but their specific nature and properties. In particular, in the high-Damköhler regime, the 

thickening factor is applied only to the diffusion coefficients. The behavior of thickened diffusion flames 

is illustrated on laminar steady strained flames for both simple and complex chemistry, showing how the 

Thickened Flame concept applies. Based on these results, an expression for the thickening factor related 

to mesh coarsening is derived. For a complete turbulent combustion model, the thickening factor should 

also describe the sub-grid scale flame-turbulence interaction, which is left for future work. 

© 2021 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 

1. Introduction 

Because it induces locally high temperatures, non-premixed 

combustion is usually avoided in practical systems. Indeed, on top 

of thermal fatigue issues, high temperatures greatly favor nitro- 

gen oxidation and soot production which, in the current context 

of control and possibly reduction of pollutants, is not acceptable 

[1] . In the vast majority of gas-fed industrial burners, combustion 

occurs however, in a partially premixed regime characterized by 

reactant premixing at various levels. In such burners, the equiv- 

alence ratio is not uniform but the occurrence of non-premixed 

combustion stays very low [2] . The situation is different in systems 

burning liquid fuel injected in the form of a spray. In this case, 

droplets may evaporate in zones free of oxidizer and the produced 

fuel vapor may burn in a non-premixed mode with recirculation 

or dilution air, or with the excess oxygen in the lean burnt gas 

[3] . Although this combustion regime is rarely prevalent, it may 

induce significant increase of pollutant production in aeronauti- 

cal gas turbines, or in direct injection IC engines [4] , where the 

spray flame may locally induce non-premixed combustion in over- 

all highly stratified mixtures. Pure diffusion flames are found only 

∗ Corresponding author. 

E-mail address: cuenot@cerfacs.fr (B. Cuenot). 

in very specific devices, such as liquid rocket engines [5] or indus- 

trial furnaces, in particular with oxygen-fuel burners [6] . In these 

systems highly flammable reactants raise critical safety issues, and 

the burner geometry is designed to avoid premixing, leading to a 

flame attached to the separator between the two reactant streams. 

Despite the above-mentioned dominant premixed mode in 

practical systems, the accuracy level required to address current 

industrial challenges makes it essential to account for the specific 

structure of diffusion flames in system analysis. Contrary to pre- 

mixed flames which exhibit intrinsic space and time scales in the 

form of fixed flame thickness and flame speed, diffusion flames 

do not have such properties and reach a steady state only in the 

presence of a flow. The simplest reference configuration allowing 

theoretical studies of diffusion flame is the pseudo-1D counter- 

flow configuration, in which two opposed jets meet at a stagna- 

tion plane. Following the pioneer work of Peters [7] , non-premixed 

turbulent combustion has been much successfull with the flamelet 

concept, taking advantage of the flame properties in the mixture 

fraction space. Combined with a probability density function (PDF) 

to account for turbulence intermittency, the pre-tabulated flamelet 

approach allows to compute turbulent flames with detailed chem- 

istry at a reasonable computational cost [8–12] . The main draw- 

back of this type of model is the loss of direct interaction between 

the local flame structure and the flow. To describe this interaction, 

direct integration of the chemistry is required, which implies the 

https://doi.org/10.1016/j.combustflame.2021.111702 
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resolution of a transport equation for each species and a model 

for the associated chemical source term. The latter may be de- 

scribed with simple mixing-controlled models such as Eddy Break- 

Up (EBU) [13] , or later Eddy Dissipation Model (EDM) [14] . More 

sophisticated techniques use transported PDF or solve the flame 

quantities conditioned on the mixture fraction as in the Condi- 

tional Moment Closure (CMC) [15] or the Multiple Mapping Con- 

ditioning (MMC) models [16] . All these models have been exten- 

sively validated in turbulent adiabatic gaseous combustion, and 

were found to predict the flame structure with good accuracy. 

Their extension to non-adiabaticity [17–19] , two-phase combus- 

tion [20–22] , multiple injection and dilution [23,24] , has been pro- 

posed in the literature. Although their rigorous derivation makes 

them attractive, their application to validation test cases led to var- 

ious levels of success. This is due to the increased complexity of 

the physics involved which demands additional modeling, weighs 

down the model formulation and significantly increases the com- 

putational cost. 

In the framework of Large Eddy Simulation (LES), which has be- 

come a standard in the research community for the study of real- 

istic turbulent flows, the Thickened Flame (TF) concept [25] has 

gained much interest as it takes full benefit of the spatial filtering 

of the formulation. Note that although they are not strictly iden- 

tical, the grid filter usually serves as the LES filter and both fil- 

ters are equivalently used in model derivations and analyses. Only 

the subfilter, or subgrid smallest dissipative scales of the turbu- 

lent field are modeled so that, provided that the smallest resolved 

scales are sufficiently close to the premixed flame scale, a good 

part of the flame front is directly resolved by LES. To make it fully 

resolved, the flame is artificially thickened while keeping its flame 

speed unchanged. Introducing a sub-grid efficiency model to take 

into account the unresolved filtered flame front wrinkling, this ap- 

proach then allows to solve unsteady turbulent flames taking into 

account heat losses, liquid fuels or dilution without further mod- 

eling. The TF approach may be combined to various descriptions 

of the flame structure, such as direct chemistry integration [26,27] , 

tabulated flamelets [28–30] or equilibrium [31] . It represents the 

flame-turbulence interaction with the resolved contribution and a 

subgrid-scale contribution in the form of an efficiency function, 

i.e., totally different from pdf-based or viscosity-based (ILES) meth- 

ods. The TF model has been applied with success to a large variety 

of configurations and to study many complex phenomena such as 

thermo-acoustic instabilities [32,33] , ignition and extinction [34–

36] , and pollutant formation [26,37] . Its simplicity makes it easy 

to implement in industrial CFD codes for the prediction of real in- 

dustrial systems with complex geometries and varying operating 

conditions. In its original version, the TF model is however, lim- 

ited to premixed combustion as it is based on particular properties 

of premixed flames. If directly applied to non-premixed flames, it 

may lead to a significant modification of the turbulent flame con- 

sumption speed and finally incorrect flame shape and behavior. 

A literature search combining the keywords ’thickened flame’ and 

’non premixed’ reveals very few references [38–42] . All cases refer 

to non premixed injection, leading to a partially premixed flame, 

i.e., a premixed flame with variable equivalence ratio, and a rare 

occurrence of true non-premixed combustion which does not sig- 

nificantly impact the result. The key point was then to avoid thick- 

ening outside the reaction zone in order to ensure correct mix- 

ing prior to combustion. This was obtained with the Dynamic TF 

(DTF) model based on a flame sensor [38] . However, modeling pure 

diffusion flames with a TF approach remains an open question. If 

the TF concept, i.e., making the flame resolvable on the grid still 

holds for non-premixed combustion, it must be adapted to it. This 

question is crucial for extending the TF model to LES of purely 

non-premixed combustion, partially premixed combustion or two- 

phase combustion in real systems. Indeed, even though computa- 

tional resources today allow to come close to flame resolution in 

ambient conditions and in simple geometries, there are still condi- 

tions such as high pressure, oxycombustion or very intense turbu- 

lence which induce very thin flames requiring modeling. 

In order to make first steps in this direction, the present pa- 

per aims to demonstrate how laminar non-premixed flames can be 

artificially thickened while preserving their main properties. Aim- 

ing to allow the direct resolution of combustion chemistry, the TF 

model answers two related major questions. First, artificial flame 

thickening allows to compute a thin flame on a coarse grid, en- 

suring numerical robustness and physical validity. Second, the sub- 

grid scale flame-turbulence interaction is modeled by describing 

the sub-grid scale wrinkling. The first question is addressed here 

for non-premixed combustion, based on the properties of lami- 

nar diffusion flames. This first step allows then to derive a theo- 

retical formulation of the TF approach for LES of turbulent non- 

premixed and partially premixed combustion. This theoretical for- 

mulation is however not complete, as it introduces sub-grid scale 

models which still need to be derived. The objective of the present 

work is only to demonstrate the theoretical validity of the TF con- 

cept adapted to non premixed combustion, and therefore the study 

does not include turbulent flame cases. 

The paper is organized as follows. In Section 2 , the properties of 

laminar diffusion flames are recalled and the implications for their 

artificial thickening and resolution on coarse grids are detailed. 

These findings are illustrated on a series of numerical test cases, 

first using simple chemistry and summarized in Section 3 together 

with the numerical method. Results are then presented and ana- 

lyzed in Section 4 . They are extended to more complex chemistry 

flames in 5 . Finally the formulation of a Thickened Flame approach 

for non-premixed combustion is given in Section 6 . 

2. Strained diffusion flames 

Contrary to premixed flames, laminar diffusion flames do not 

have a steady structure in a quiescent environment. The reason is 

that the flame is fed by both sides and therefore can not propagate 

in a direction or the other, but naturally stabilizes at locations of 

stoichiometric conditions. While the convective-diffusive-reacting 

balance is reached in the propagating premixed flame as soon as it 

propagates at the flame speed, the similar balance can be reached 

in diffusion flames only if convective transport is forced by an ex- 

ternal flow. Thus, two types of laminar flames may be defined: (i) 

unsteady unstrained flames, which widen indefinitely in the ab- 

sence of a flow, and (ii) steady strained flames, which are subjected 

to a velocity strain rate and reach a stationary structure. It was 

shown in Cuenot et al. [43] that an unsteady unstrained flame at 

time t after the moment when the reactants are put into contact, 

has the same structure as a steady strained flame with an equiv- 

alent strain rate a = 1 / 2 t . More complex flames resulting from a 

varying strain rate have been studied in Cuenot et al. [43] and were 

also shown to have the same structure than of a steady strained 

flames with a so-called equivalent strain rate, taking into account 

the strain rate variation in time. Therefore in the following only 

steady strained flames will be considered. 

The most simple configuration which allows to establish a 

steady diffusion flame is the counterflow configuration ( Fig. 1 ) 

where the fuel and oxidizer streams are injected with two opposed 

jets. Although the real counterflow geometry is axisymmetric, it is 

often considered as a planar 2D configuration for simplicity in both 

theoretical and numerical studies. In this case the velocity field 

corresponds to the simple potential flow defined by u = ay and 

v = −ax , where u and v are the two velocity components and the 

strain rate a is the constant velocity gradient which depends only 

on both injection velocities u O and u F and the distance between 

the injector planes L as a = | u O − u F | /L . Note that in the presence 
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Fig. 1. Counterflow configuration for the study of laminar diffusion flames. 

of a flame the velocity field is perturbed by the varying density 

so that the true strain rate applied to the flame is slightly different 

from the constant value of the non-reacting flow. However, even in 

that case the velocity field may be approximated by ρu = ρ0 ay and 

ρv = −ρ0 ax where ρ0 is a reference density, and the strain rate a 

corrected with the density ratio can be again considered constant 

[44] . 

Thanks to symmetry and the simple 2D velocity fields, the 

problem may be described with a pseudo-1D set of equations 

along the axial x -direction, which in the steady case take the gen- 

eral form: 

ρu 
∂v ar 
∂x 

= D 

∂ 2 v ar 
∂x 2 

+ ˙ ω v ar (1) 

where v ar represents any species mass fraction or temperature 

and ˙ ω v ar is the associated chemical source term. For simplicity the 

same diffusion coefficient D is used here for all variables, but it 

can be easily extended to different diffusivities following [45] . It 

will be shown in Section 5 that the conclusions obtained with this 

simplified transport properties model still hold for different diffu- 

sivities. 

The steady solution obtained for the mixture fraction, which 

follows Eq. (1) without the chemical source term, writes [45] : 

Z(x ) = 

1 

2 
( 1 − erf (η(x )) ) (2) 

with 

η(x ) = 

ζ (x ) √ 

2 D/a 
and ζ (x ) = 

∫ x 
0 

ρ

ρ0 

dx (3) 

where Z is the non-dimensional mixture fraction, taking values of 

1 in the fuel stream and 0 in the oxidizer stream. In the above 

equation, erf is the error function and the quantity ζ is introduced 

to take into account the varying density through the flame. The 

coordinate origin x = 0 is taken at the point of zero velocity, and 

ρ0 denotes the density at this point. 

It is easily demonstrated that a change of variable from x to Z

applied to Eq. (1) leads to: 

−χ
∂ 2 v ar 
∂Z 2 

= ˙ ω v ar (4) 

where χ = 2 D (∂ Z/∂ x ) 2 is the scalar dissipation rate. Outside the 
reaction zone, i.e., where ˙ ω v ar is zero, the solution of Eq. (4) is 

a simple linear function. Assuming that the gradient of Z is close 

to constant inside the reaction zone, χ is often taken also con- 

stant at its value at stoichiometry χst . From Eq. (2) , one obtains 

χst = C 2 st a/π , where C st = exp (−η2 
st ) ρst /ρ0 is a constant linked to 

the position of the flame ( C st = ρst /ρ0 if the flame is located at 

x = 0 ). With this expression of χst , it can be observed that the so- 

lution of Eq. (4) in the mixture fraction space is insensitive to dif- 

fusion coefficients for steady strained flames. 

Eq. (4) clearly highlights the reactive-diffusive balance in the Z- 

space, which controls the flame structure and its response to scalar 

dissipation or equivalently to strain rate. Two different combus- 

tion regimes may be introduced here, depending on this reactive- 

diffusive balance and distinguished with the Damköhler number 

Da = 1 /τc χst where τc is the flame chemical time scale. For high 

Da, combustion is very fast while flow transport processes are 

slow: the chemistry completely consumes reactants as soon as 

they reach the stoichiometric zone and the flame consumption rate 

is limited by diffusion. On the contrary for low Da, the flame is 

fed too fast compared to what it can burn: the combustion is lim- 

ited by chemistry, and leakage of unburnt reactants occurs. Below 

a certain value of Da, the consumption rate starts to decrease un- 

til extinction is reached at the quenching value Da q . The analysis 

performed in the following holds for the high-Da regime which is 

encountered in most practical systems. Low-Da flames being con- 

trolled by slow chemistry, have a higher thickness and are there- 

fore less demanding in numerical resolution. 

In view of elucidating the mesh requirements for diffusion 

flames, the same quantities of interest used for premixed flames, 

namely consumption speed and thickness which also hold for dif- 

fusion flames, are used to characterize the flame. 

2.1. Flame consumption speed 

As for premixed combustion, a major quantity of interest is the 

flame consumption speed which controls the flame surface and is 

critical for the design of combustion chambers. This quantity can 

be calculated first in the mixture fraction space from any flame 

variable, by integrating Eq. (4) : 

˙ 
Z 
v ar = 

∫ + ∞ 

−∞ 

˙ ω v ar dZ = −χst 

[
∂v ar 
∂Z 

]+ ∞ 

−∞ 

(5) 

As all flame variables (mass fractions and temperature) are linear 

functions of Z where the reaction rate is zero, and replacing χst 

with the strain rate, one gets: 

˙ 
Z 
v ar = − a 

π

(v ar + ∞ 

− v ar st 
1 − Z st 

− v ar st − v ar −∞ 

Z st 

)
(6) 

Note again that in the Z-space, the flame consumption speed is 

independent of the diffusion D and only depends on the strain rate 

a . Going back in the physical space, the consumption speed writes: 

˙ 
v ar = 

˙ 
Z 
v ar 

∂ Z/∂ x 
(7) 

As done previously for the scalar dissipation rate, and because re- 

action source terms are non zero only near stoichiometry, the pas- 

sive scalar gradient is considered constant ant taken at the stoi- 

chiometric value: (
∂Z 

∂x 

)
st 

= C st 

√ 

a 

2 πD 

(8) 

This finally gives the following expressions for the consumption 

speed: 

˙ 
v ar = − 1 

C st 

√ 

2 aD 

π

(v ar + ∞ 

− v ar st 
1 − Z st 

− v ar st − v ar −∞ 

Z st 

)
(9) 

The above expression can be applied to the fuel, oxidizer or tem- 

perature. In this paper the heat release rate will be used to mea- 

sure the flame consumption speed: 

˙ 
T = 

1 

C st 

√ 

2 aD 

π

C p (T st ) T st −C p (T 0 ) T 0 
Z st (1 − Z st ) 

(10) 

where for simplicity the same initial temperature T 0 is taken for 

both reactant streams, T st is the temperature at stoichiometry and 
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C p (T ) is the heat capacity. Note that the flame consumption speed 

scales as a diffusive flux, therefore leading to the same flame loca- 

tion as the stoichiometric line which is also controlled by the same 

diffusive flux. 

2.2. Flame thickness 

The second important quantity to evaluate is the flame thick- 

ness, which in principle controls the spatial resolution of numeri- 

cal simulations. In diffusion flames, the thermal thickness may be 

expressed as the inverse of the mixture fraction gradient: 

δ f = 

1 

C st 

√ 

2 πD 

a 
(11) 

Of course, the thickness of the reaction zone is smaller and de- 

pends on chemistry. However, in the considered high-Da diffusion 

flame regime, chemistry is not the limiting phenomenon and the 

reaction zone thickness is not as important as it is for premixed 

flames. Therefore it is ignored in this analysis and it will be con- 

firmed in the simulations of Sections 4 and 5 that this quantity is 

not a controlling parameter. 

The two above expressions in Eqs. (10) and (11) show that 

in diffusion flames, the consumption speed scales as 
√ 

aD while 

the flame thickness scales as 
√ 

D/a . This immediately shows that 

modifying the chemical source term has no effect on high-Da 

diffusion flames properties, which can only be altered by modi- 

fying either the diffusion coefficient D or the strain rate a . This 

is to be compared to the scaling laws of the same quantities in 

premixed flames, which are ∝ 

√ 

RD for the consumption speed 

(or equivalently the flame speed) and ∝ 

√ 

D/R for the thermal 

flame thickness, where 1 /R is a chemical time scale. Therefore, the 

Thickened Flame concept as formulated for premixed flames, i.e., 

multiplying D and dividing R by the same thickening factor F , can 

not be applied to diffusion flames. For these flames, preserving 

the consumption speed while thickening the flame front requires 

to multiply D and divide a by the same thickening factor F . 

Another important difference with the premixed flame is that a 

diffusion flame does not have any fixed, intrinsic thickness. Instead, 

the diffusion flame thickness adjusts to the local velocity gradient, 

as the result of the convection-diffusion balance of the mixture 

fraction. This property of diffusion flames has a direct consequence 

for their numerical simulation: the resolution requirements are di- 

rectly linked to the resolved flow. In other words, when applying 

grid filtering as is done in LES, the resolved strain rate decreases 

which automatically thickens the flame. This effect may even be 

enhanced by possible numerical diffusion which adds to the phys- 

ical diffusion and further thickens the flame front. This of course 

depends on the numerical method used in the solver, but a di- 

rect consequence is that, contrary to premixed flames, simulating 

diffusion flames on LES grids does not need any explicit artificial 

thickening. The question is then to evaluate if the grid resolution 

is sufficient, i.e., if the LES mesh is not too coarse for the thickened 

flame corresponding to the resolved flow, which is the first objec- 

tive of the present study. Whereas the obtained solution is correct 

or not, and what it implies for turbulent combustion modeling, are 

two other questions which are also addressed in this paper. 

3. Test cases and numerical set-up 

In order to illustrate and evaluate the effect of grid resolu- 

tion on diffusion flames, a methane-air counterflow configuration 

is computed with different meshes. The advantage is that in this 

particular case, thanks to the very simple flow the strain rate does 

not change with the mesh and the flame has a fixed thickness. It 

is then possible to analyse the effect of mesh resolution on the 

flame only, whatever it means for the flow. As a consequence, and 

Fig. 2. Comparison of the 2-steps chemistry with GRI3.0: total heat release rate ˙ 
T 

of strained methane-air flames as function of the strain rate (left) and temperature 

profile in the mixture fraction space for a = 250 s −1 (right). 

following Eq. (4) the theoretical solution in the mixture fraction 

space does not change. According to the findings of the previous 

Section, in this particular case where a is kept constant, the impact 

of grid filtering on both the flame consumption speed and flame 

thickness is only related to the diffusion coefficient seen by the 

flame, i.e., including numerical diffusion induced by both filtering 

and numerical schemes. 

Simulations are performed with the open source solver CAN- 

TERA [46] . For simplicity and easier analysis, a simple 2-steps 

chemical scheme is used first. Extension to more complex chem- 

istry will be addressed in Section 5 . The 2-steps scheme (denoted 

BFER ∗) is taken from [47] , adapted to diffusion flames in Franzelli 

[48] by using non-unity Lewis numbers to recover the correct 

flame response to strain rate. The kinetic scheme writes: 

CH 4 + 1 . 5O 2 → CO + 2H 2 O (12) 

CO + 0 . 5O 2 ↔ CO 2 (13) 

In the approach of [47] , the pre-exponential constant of both re- 

actions is a polynomial function of the equivalence ratio, fitted on 

measured flame speed values. All reaction constants and correction 

functions may be found in Franzelli et al. [47] , Franzelli [48] . It has 

been verified that the 2-steps scheme correctly reproduces the dif- 

fusion flame structure and properties at initial ambient tempera- 

ture and pressure. This is illustrated in Fig. 2 showing the compar- 

ison with the reference GRI3.0 [49] of the total heat release rate 
˙ 
T computed from the heat release rate integrated through the 
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Fig. 3. Mixture fraction profiles obtained for the various meshes of Table 1 , a = 

100 s −1 . 

Table 1 

List of test cases. 

Name Number of points �x [mm] RR 

M1000 1000 0.02 200 

M500 500 0.04 100 

M100 100 0.2 20 

M50 50 0.4 10 

M30 30 0.67 6 

M10 10 2 2 

flame front, as a function of the strain rate, and the temperature 

profile in the mixture fraction space for a strain rate of 250 s −1 . 

Both curves show that the 2-steps chemistry correctly predicts the 

flame shape and its response to strain, with only minor deviations 

from the reference case. The main difference is the value of the ex- 

tinction strain rate, found to be higher with the 2-steps chemistry. 

However, the present study is restricted to the high-Da regime, i.e., 

far from extinction. 

The test cases are summarized in Table 1 . The distance between 

the two injection planes is 2 cm and the reactants are initially 

taken at ambient temperature and pressure. Pure methane and 

pure air are injected with velocities of 1.2 m s −1 and 0.8 m s −1 

respectively, leading to a global equivalence ratio of about 15 and 

a strain rate of 100 s −1 . In these conditions the flame thickness δ f , 

computed from the mixture fraction profile, is about 4 mm and 

the total heat release rate is 323 kW. Due to a low strain rate, 

this flame thickness is quite larger than what would be found in 

LES of real systems, but it features the same behavior if related to 

the flame resolution for a given flow resolution. Therefore, up to 6 

different meshes are used, all with a uniform step size �x , corre- 

sponding to a resolution ratio RR = δ f / �x in the range [2–200]. 

4. Results and analysis 

Figure 3 shows the mixture fraction profile obtained for the dif- 

ferent meshes. The flame is located at Z = 0 . 05 , i.e., very close to 

the air stream. Even with only 10 points in the domain, a stable 

solution is obtained. As expected, the mixture fraction is filtered 

by the grid and the numerical evaluation of its gradient decreases 

with mesh coarsening. Note that CANTERA uses a first-order up- 

wind discretization scheme, which introduces a dissipation error 

of the form sin (k �x ) /k �x for a harmonic function, where k is the 

wave number. The discretization error on derivatives then adds to 

the filtering effect, with a maximum of 2 /π factor for the max- 

imum discrete wave number. To better understand the flame re- 

Fig. 4. Heat release rate profiles obtained for the various meshes of Table 1 , a = 

100 s −1 . 

Fig. 5. Total heat release rate obtained for the various meshes of Table 1 , as a func- 

tion of RR . 

sponse, Fig. 4 shows the corresponding heat release rate profiles. 

Here also the impact of grid filtering is very clear, with the de- 

crease of the peak value and increase of the reaction zone width 

with mesh coarsening. Note that in case M10, the reaction zone is 

described with 1 point only, which confirms that the resolution of 

the reaction zone is not critical. The reason for this somewhat sur- 

prising, very robust behavior is linked to the specific property of 

diffusion flames of always burning at stoichiometry, i.e., at fixed 

stoichiometric values of temperature and reactant mixture frac- 

tions which, according to Eq. (4) , only depend on the strain rate. 

Note that the reaction rate has a peaked profile and that its inte- 

gral, not its derivative, are relevant. This explains why it may be 

represented with very few points, contrary to the thermal thick- 

ness which is based on a gradient and requires more points. There- 

fore, and contrary to premixed flames, a converged filtered solu- 

tion may be obtained for any grid resolution, provided that the 

stoichiometric location is captured. This is indeed what can be ob- 

served in Fig. 4 , where the peak of heat release rate is always close 

to the stoichiometric point. 

The accuracy of the solution is now evaluated with the flame 

consumption rate (or equivalently total heat release rate ˙ 
T ), plot- 

ted as function of the ratio RR in Fig. 5 . Even if the simulation leads 

to a stable solution, deviations with the reference value appear al- 

ready for RR = 20 and below. This is due to the under-estimation of 
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Fig. 6. Total heat release rate obtained on mesh M500 with the correction factor F , 

as a function of RR . 

Fig. 7. Total consumption rate obtained for the various meshes of Table 2 with the 

correction factor 1 /F , as a function of RR . 

the mixture fraction gradient, which can be interpreted as numer- 

ical over-diffusion. Consistently with Eq. (10) , this over-diffusion 

leads to an increased consumption rate, up to a relative increase 

of 65% for mesh M10 ( RR = 2 ). 

To verify the assumption that the over-estimation of the flame 

consumption rate is solely due to numerical diffusion, the effect 

of mesh coarsening is now mimicked by introducing an effective 

diffusion coefficient D 

∗ in the simulation with the reference fine 

mesh M10 0 0. Following Eq. (10) , the value of D 

∗ is estimated from 

the solution obtained on the coarse meshes as: 

F = 

D 

∗

D 

= 

(
˙ 
T,M 

∗

˙ 
T,M10 0 0 

)2 

(14) 

where M 

∗ stands for the various meshes of Table 1 . Taking mesh 

M10 0 0 as the reference, the values of F obtained for the coarser 

meshes are summarized in Table 2 , with a maximum of 2.57 for 

mesh M10. Multiplying all diffusivities by the same factor F and 

using the refined mesh, i.e., without numerical diffusion, the re- 

sults of Fig. 6 are obtained. They show that indeed, changing dif- 

fusivities not only changes the consumption rate, but the behavior 

of the coarse mesh solutions is exactly retrieved. 

The inverse exercise can then be performed, i.e., simulating the 

flame on the coarse meshes with modified diffusion coefficients to 

recover the reference consumption speed. This time all diffusion 

coefficients are divided by the factor F . Results plotted in Fig. 7 

show that indeed the correct reference consumption rate is well 

Table 2 

Values of the correction factor F for the meshes of 

Table 1 . 

Name M500 M100 M50 M30 M10 

F 1 1.113 1.27 1.505 2.575 

retrieved. If the accuracy slightly decreases at low RR , the devia- 

tion never exceeds 3%, which is remarkable for RR = 2 for exam- 

ple. Again, this is due to the fact that the flame consumption rate 

is only driven by the diffusive flux at stoichiometry, which can be 

corrected even with only two points in the reaction zone provided 

that one point is close to stoichiometry. 

5. Impact of thickening on the chemical structure of the flame 

All calculations in the previous sections have been performed 

with a simple two-steps chemical scheme. It is therefore impor- 

tant to determine if the conclusions obtained for simple chemistry 

sill hold for more detailed chemistry. In particular, it can be ques- 

tioned if mesh coarsening alters the chemical inner flame struc- 

ture. Another possible issue is the stiffness of intermediate species 

which may raise difficulties if their diffusion coefficient is further 

decreased by F . In order to study these possible effects, another se- 

ries of counterflow flames has been computed with semi-detailed, 

so-called Analytically Reduced Chemical (ARC) scheme. The condi- 

tions here correspond to high-pressure, methane-oxygen combus- 

tion encountered in rocket engines. In such conditions the flame 

is extremely thin, leading to small values of RR in LES of rocket 

engine combustion chambers. 

ARC schemes are built from detailed chemistry, following sev- 

eral reduction steps starting with DRGEP, then lumping and finally 

applying the Quasi-Steady-State Assumption (QSSA) to decrease 

chemical stiffness. ARC schemes offer a good compromise between 

accuracy and computational cost and are well adapted to LES. All 

details may be found in Pepiot-Desjardins and Pitsch [50] , Felden 

[51] . In the present case the ARC scheme was specifically derived 

for methane oxy-combustion. Starting from the Ramec [52] de- 

tailed scheme, a 14 transported species-, 4 QSS species- and 136 

reactions-mechanism was obtained and validated on laminar diffu- 

sion flames at various strain rates with an error on the consump- 

tion rate staying below 1.5%. As in the previous section, counter- 

flow flame simulations have all been performed with the solver 

CANTERA [46] . 

The distance between the two injection planes is here 1 cm. 

Pure methane and pure oxygen are injected at 280 K with the 

same mass flow rate, leading to a strain rate of 810 s −1 and a 

global equivalence ratio of 4. The pressure is set at 54 bar. In these 

conditions the flame thickness is 300 μm and the total heat re- 

lease rate is 2020 kW. Up to 9 different uniform meshes have been 

used, with the number of points ranging from 30 to 1500, i.e., with 

RR , ranging from 0.9 to 45, respectively (see Table 3 ). All cases led 

to a converged flame solution, demonstrating that diffusion flames 

may be stably computed on very coarse meshes even with detailed 

chemistry. 

Figure 8 shows the mixture fraction profiles obtained with 

the different meshes of Table 3 . The mesh-filtering effect appears 

clearly, similarly to what was observed in simple chemistry cases. 

Two additional observations can be made, which are also true but 

less visible in the simple chemistry cases. First, it can be seen that 

the profiles are less steep on the fuel (left) side due to larger diffu- 

sion coefficients in this stream compared to the fuel stream, and as 

a consequence this zone is less sensitive to filtering. Second, note 

that all profiles except the M50 case, have a grid point close to 

stoichiometry. As explained in the previous section, this should im- 

pact the accuracy of the flame consumption rate prediction. 
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Table 3 

Values of the correction factor F for ARC flames. 

Name M1500 M10 0 0 M700 M500 M300 M200 M100 M50 M30 

RR 45 30 21 15 9 6 3 1.5 0.9 

F 1 1.01 1.03 1.04 1.08 1.12 1.19 1.25 1.46 

Fig. 8. Diffusion flames with ARC chemistry: mixture fraction profiles for the vari- 

ous meshes of Table 3 . 

Fig. 9. Diffusion flames with ARC chemistry: total heat release rate obtained for the 

various meshes of Table 3 , as a function of RR . 

The total heat release rate obtained with the different meshes is 

shown in Fig. 9 . Similarly to the simple chemistry cases, numerical 

diffusion due to mesh coarsening leads to an increase of the total 

heat release rate which is multiplied by about 1.46 for the coars- 

est mesh. The same correction is then applied, dividing all diffu- 

sion coefficients by a correction factor F calculated with Eq. (14) , 

in order to compensate for the numerical diffusion. Table 3 gives 

the values of F for all cases. Compared to the simple chemistry 

cases, the F factors are slightly higher for equivalent RR values. Re- 

sults are compared to the simulations without correction in Fig. 9 . 

Similarly to the simple chemistry cases, the reduced diffusion co- 

efficients allow to recover the correct heat release rate. Except for 

M50, the corrected consumption rate is recovered with less than 

2% error. Case M50 is particular in the sense that it is the only one 

with no grid point close to stoichiometry: as explained in the pre- 

vious Section, it is then impossible to obtain a correct evaluation 

of the reaction rate. In other words, using the same mesh resolu- 

tion but with a point close to stoichiometry would allow to well 

predict the flame consumption speed with the F correction. 

Fig. 10. Diffusion flames with ARC chemistry: heat release rate profiles for meshes 

M150 0, M20 0 and M30. 

These results indicate that the theoretical expressions derived 

in Section 2 still hold for more detailed chemistry diffusion flames, 

which may be controlled by acting on diffusion coefficients. They 

also confirm that a good prediction of the flame consumption rate 

can be obtained even on very coarse meshes, provided that a grid 

point is placed close to stoichiometry. 

The final question to answer is about the description of the in- 

ner chemical structure of the flame. Indeed, ensuring an accurate 

prediction of the flame consumption rate is critical and a must for 

any model, but using detailed chemistry is useless if the chemical 

structure of the flame is not preserved. To elucidate this question, 

the flame structure obtained with M200 having RR = 6 , and M30 

having RR = 0 . 9 are compared to the reference flame computed on 

M1500. 

The complex structure of methane-oxygen flames is first illus- 

trated with the profile of the heat release rate, shown in Fig. 10 . 

Three zones can be identified. On the methane side (left side in the 

plot), an endothermic zone marks dissociation of methane before 

entering the exothermic, double peak oxidation zone. The highest 

peak, close to stoichiometry, corresponds to the oxidation of the 

fuel species and the production of the major products, while the 

second lower peak on the oxygen side is related to the recombina- 

tion of OH and O into H 2 O. 

The heat release rate obtained on meshes M200 and M30 ap- 

pear much filtered by the coarse grid, with only 4 points and 

1 point respectively in the profile. Despite this very low resolu- 

tion, the heat release rate profile on M200 keeps the endother- 

mic - exothermic double structure. It is slightly widened and all 

peaks are much lowered, but as reported in Table 3 , the integral 

is only 1.12 higher than the reference value and the F -corrected 

profiles are very close to the non corrected ones. On mesh M30, 

the shape of the heat release rate is lost and the profile exhibits 

one single peak, which is the only possible structure with 1 point 

in the reaction zone. However, here again, and as demonstrated 

previously, the integral is not so far from the reference value and 

can be corrected. To elucidate this behavior, top-hat filters of size 

50 μm, i.e., the step size of mesh M200 and 333 μm, i.e., the step 

size of mesh M30, have been applied to the reference solution 
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and are compared to the M200 and M30 solutions in Fig. 10 . In 

both cases, the filtered M1500 solutions appear to be remarkably 

close to the M200 and M30 profiles which confirms that the reac- 

tion rate, being evaluated around stoichiometry, does not introduce 

strong non-linearity. 

The chemical structure of the flame is finally investigated with 

the species mass fraction profiles in the mixture fraction space, 

for the same 3 cases M150 0, M20 0 and M30 in Fig. 11 . The ma- 

jor species ( Fig. 11 , top) are very close for all cases, the deviations 

being mostly the result of mesh sampling. In Fig. 11 , bottom, inter- 

mediate species are still very well captured with M200: although 

some species like O, H or HO2 have only one non-zero point, the 

peak location and value is correctly predicted for all species. The 

agreement is not so good with mesh M30, with deviations in peak 

level for H and H2, and peak location for HO2, OH and O. However, 

the OH species, often used as the flame marker, is reasonably well 

captured. 

From the above simple and detailed numerical simulations, the 

following conclusions can be drawn: 

• for a given strain rate, the flame solution in the mixture frac- 

tion space is insensitive to diffusion, and therefore to mesh fil- 

tering, 

• because the flame thickness adapts to the numerically resolved 

strain rate, the numerical simulation of diffusion flames stays 

robust on coarse meshes even with RR below 1, without further 

artificial thickening, 

• the error on flame consumption speed due to numerical diffu- 

sion may be corrected by acting on the diffusion coefficients, 

• to correctly capture the inner chemical structure of the flame, 

about 5 grid points are needed to describe the reaction zone. 

It must be reminded that the above conclusions only hold for 

high-Da flames, while low-Da flames do not raise such numerical 

issues. Note that the correction by F does not modify Da, i.e., pre- 

serves the flamelet regime. 

6. Implications for turbulent combustion modeling 

The properties of diffusion flames described in the above sec- 

tion allow to derive a Thickened Flame Approach for the modeling 

of turbulent non-premixed combustion in LES. As explained in the 

Introduction, the model must ensure that: 

• the LES of the turbulent diffusion flame is numerically stable, 

• the consumption speed, which controls the flame length and 

combustor efficiency, is predicted with sufficient accuracy, 

• the inner chemical flame structure is correctly described for the 

prediction of pollutants or fuel effects. 

Concerning numerical stability, the conclusions drawn in the 

previous Section bring the answer. It has been demonstrated that 

the simulation always leads to a stable solution even for very 

low mesh resolutions with RR below 1. Note that with the LES 

grid acting as a filter on the flow, the resolved strain rate de- 

creases with mesh coarsening and consequently the flame thick- 

ness, which adapts to the resolved filtered flow, increases. 

Concerning the accuracy of the prediction of the consumption 

speed, it has been demonstrated in the previous Sections that it 

can be recovered by applying a factor F on the diffusion coeffi- 

cients. The remaining question is now about the determination of 

the value of F . To answer it, it is useful to come back to the sources 

of error on the consumption speed. They are of two kinds: the nu- 

merical error ( ε num 

) due to numerical diffusion as observed in the 

previous Sections, and the modeling error ( ε sgs ) due to subgrid- 
scale flame-turbulence interaction. 

The numerical error ε num 

= 

˙ 
T,num 

− ˙ 
T,exact is easy to evaluate 

in the LES. Indeed, it is directly related to the ratio F = D 

∗/D in- 

Fig. 11. Diffusion flames with ARC chemistry: species mass fraction profiles in the 

mixture fraction space, for meshes M1500, M200 and M30. 
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troduced in Eq. (14) as ε num 

= (F 2 num 

− 1) ˙ 
T,exact . To evaluate F num 

, 

the relation between the resolved strain rate and the scalar dissi- 

pation at stoichiometry χst = C 2 st a/π is used. As χst is proportional 

to the diffusion coefficient D , the correction factor F num 

can be de- 

termined as: 

F num 

= 

C 2 st a 
LES /π

χ LES 
st 

(15) 

where the superscript LES refers to values measured in the LES. If 

the mesh is sufficiently fine, χ LES 
st = C 2 st a 

LES /π and F num 

= 1 . If nu- 

merical diffusion appears, χ LES 
st decreases and F num 

< 1 . 

The modeling error ε sgs is more difficult to evaluate. It is the re- 

sult of two subgrid-scale effects. First the subgrid-scale strain rate, 

which may be higher than the filtered strain rate, may increase 

the flame consumption rate. Second the subgrid-scale flame front 

wrinkling, by increasing the flame surface area, may also increase 

the flame consumption rate. Ignoring both effects leads to an un- 

derestimation of the flame consumption rate, which should be cor- 

rected by the application of a factor F sgs ≤ 1 . The determination of 

F sgs is a complex modeling question and is left for future work, 

which could be inspired by subgrid-scale modeling for premixed 

combustion. 

While the numerical error depends on the already defined RR 

ratio measuring the flame resolution, the modeling errors depends 

on the Kolmogorov turbulent scale η resolution RR η = η/ �x . For a 

given flame, high turbulence intensity leads to RR η ≤ RR , i.e., domi- 

nant modeling error, while in weakly turbulent flows RR η ≥ RR , i.e, 

dominant numerical error. The limit between the two situations is 

modulated by the flame scale which in the case of non-premixed 

combustion is driven by diffusion. This is also nuanced by the fact 

that diffusion flames may not adapt to the smallest scales of tur- 

bulence, when these are too fast compared to the flame time scale, 

as shown in Cuenot et al. [43] . 

The Thickened Flame model for non-premixed turbulent com- 

bustion finally consists in dividing all diffusion coefficients by 

F LES = F num 

× F sgs . Note that depending on the relative importance 

of the numerical and modeling errors, F LES may be above or below 

1, i.e., diffusion may be decreased or increased. It may also happen 

that F LES ≈ 1 , which means in that case that numerical diffusion 

compensates subgrid-scale effects. This has been observed for ex- 

ample in Breda et al. [53] where LES with and without sub-grid 

scale turbulent combustion model gave similar results. 

This approach will give an approximate description, considered 

acceptable in the context of LES, of the chemical structure of the 

flame provided that about 5 points are located in the reaction zone 

with one point close to stoichiometry. Whereas this resolution can 

be achieved or not depends on the Damköhler number of the fil- 

tered flame, possibly corrected with F LES . 

7. Conclusions 

The specific properties of diffusion flames give them a very dif- 

ferent behavior compared to premixed flames when computed on 

coarse meshes. Because they do not have any intrinsic thickness 

nor consumption speed, diffusion flames are more difficult to con- 

trol. In the high-Damköhler regime, and for a given strain rate, the 

only controlling parameter is the diffusion coefficient. One positive 

consequence is that diffusion flames adapt to the resolved flow, 

i.e., to the mesh and do not require artificial thickening to stay 

numerically stable. Interestingly, and again due to the particular 

mixing and reacting process of diffusion flames, the consumption 

speed is found relatively insensitive to the mesh resolution and 

the error becomes significant for very low resolution only. These 

properties and flame behavior may be used to build a Thickened 

Flame concept for the modeling of non-premixed turbulent com- 

bustion in the framework of LES, ensuring flame resolution while 

preserving the combustion speed. The formulation is different from 

the premixed combustion Thickened Flame model, which will re- 

quire to identify the flame regime in partially premixed combus- 

tion. Next step is now to determine and model the sub-grid scale 

flame-turbulence interaction, which is left for future work. 
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4.5.3 Application in AVBP
The behaviour obtained for both simple and complex chemistry in 1D CANTERA flames, in
agreement with theory, is now checked in AVBP. The F expression is recalled here (note the
different writing conventions for F in Section 4.5.1 and FM in the paper: F = 1/FM , so that
F > 1):

F = D∗

D
=
(
ω̇M∗

ω̇REF

)2
(4.23)

In his thesis work, Shum-Kivan suggested that the behaviour would be the same in AVBP.
However the numerics employed in both solvers are rather different and may act differently
on the solutions. In the following the numerical schemes used for convection and diffusion are
respectively Lax-Wendroff [Lax and Wendroff, 1960] and the 2∆ Galerkin, which are 2nd order
in space and are known to be quite dissipative.

The same numerical setup as in Section 4.4.1, for the simulation of 2D counterflow diffusion
flames with the same strain rate of amean = 809s−1, is used along with the ARC chemistry
derived for the CONFORTH configuration in Section 4.3.1 (note that is is also the same ARC
scheme as presented in the paper section 5 "Impact of thickening on the chemical structure of
the flame"). No SGS model is activated as laminar flames are considered and, as the study
focuses on diffusion, no artificial viscosity is applied in the flame zone.
As in CANTERA, several meshes are considered, from the reference refined case where the
thermal flame thickness is resolved until a very coarse mesh, close to the crash limit. Table 4.8
sums up the obtained integrated heat release rate depending on the mesh resolution, and the
subsequent F factor calculated with Eq. 4.23.

Case ∆x[µm] Normalized ω̇T F

REF 1 1 1
COARSE_5 5 0.997 0.994
COARSE_10 10 1.04 1.077
COARSE_20 20 1.40 1.971
COARSE_30 30 1.79 3.200

Table 4.8: Integrated heat release rate normalized with the reference value, obtained in AVBP
2D counterflow diffusion flames depending on the mesh resolution.

A similar behaviour as in the CANTERA simulations is obtained: the mesh under-resolution
induces numerical diffusion which increases the integral of the heat release rate. Notice that
case COARSE_5 exhibits a really similar total heat release rate compared to the reference case,
demonstrating mesh convergence. This case does not need any F correction and is omitted in
the following.
The correction factors F computed with Eq. 4.23 (denoted F5, F10... afterwards) can then be
applied directly through the Schmidt and Prandtl numbers of the species and mixture. As the
objective is to counter-diffuse, Sck and Pr are multiplied by F , which is equivalent to decrease
the diffusive fluxes. Results from simulations run with the modified Sc∗k and Pr∗ numbers are
reported in Table 4.9.
It seems that in AVBP the application of F does not fully have the expected effect. Even
though it improves the results (normalized integral of heat release rate are lower than without
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Case ∆x[µm] Normalized ω̇T
REF 1 1

COARSE_10_F 10 1.01
COARSE_20_F 20 1.24
COARSE_30_F 30 1.65

Table 4.9: Integrated heat release rate normalized with the reference value, obtained in AVBP
2D counterflow diffusion flames depending on the mesh resolution, after application of the F
factors of Tab. 4.8 to the diffusion fluxes.

correction), the flames are still over-diffused and their consumption rate is not well recovered,
contrary to what was found with CANTERA. The explanation comes from the numerics in
AVBP which induce more numerical diffusion and counteract the F correction.

To verify this explanation, the effect of F is tested the other way around, applying over-diffusion
with 1/F < 1 to flames resolved on the reference mesh, i.e., with minimum numerical error.
The case named REF_F_30 uses F30 = 3.2 of case COARSE_30, now dividing the original
Sck and Pr number by F30. This gives the results presented in Table 4.10.

Case ∆x[µm] Normalized ω̇T
REF 1 1

COARSE_30 30 1.79
REF_F_30 1 1.98

Table 4.10: Integrated heat release rate normalized with the reference value, obtained in AVBP
2D counterflow diffusion flames on meshes REF, COARSE_30 and REF after application of
1/F30 factor to the diffusion fluxes.

Here the effect of over-diffusion is indeed well recovered, as the normalized integral of the heat
release rate on the reference mesh is well increased with the application of 1/F30, and close
to the case COARSE_30 although slightly higher. This means that the effect of applying the
thickening factor F to diffusion only is well recovered in AVBP and consistent with theory,
provided that the numerical error stays limited. It can be therefore concluded that in order to
apply counter-diffusion in AVBP, as possibly demanded by the thickened flame approach, it is
necessary to use numerical schemes with limited numerical diffusion.
This was tried with the TTGC scheme (introduced in Section 2.6.1) which is known to be less
dissipative than Lax-Wendroff, but however in absence of artificial viscosity, it led quickly to
a crash. Therefore finding the good balance between numerical stability and not too much
dissipation is quite tough and should be a main concern to develop a diffusion flame model.
Note however that the full model, including also FΛ and FΠ will rarely lead to an overall F
factor higher than 1, i.e. to counter-diffusion in 3D turbulent diffusion flames, as tested in
[Maestro et al., 2019].
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Chapter 5

Wall-modelled LES for heat transfer
prediction

Heat transfer occurring at the walls is one of the critical parameters in the design of a rocket
engine. Indeed, the extreme temperature and pressure resulting from the propellant combus-
tion induce very high temperature at the engine walls. Standard materials used in rocket
engines cannot withstand these extreme conditions and require either cooling, using for exam-
ple regenerative cooling systems, or wall protection with for example layers of ablative material.

To size efficiently these thermal management techniques during the design phase, one must
predict with precision the friction and the heat flux at the wall. This can be achieved with
numerical simulation with good accuracy provided that the mesh is sufficiently refined in the
near-wall region. However the boundary layer found in most turbulent reacting flows of interest
is very thin with sharp gradients at the wall, requiring a very refined mesh in the near-wall
region which usually leads to unacceptable computing costs in LES [Piomelli, 2008, Chapman
and Kuhn, 1986, Choi and Moin, 2012].

The alternative is to use wall models (WMLES) allowing to avoid the mesh refinement near
the wall by applying a wall-law describing analytically the velocity and temperature profiles
in the boundary layer. Two main families of modeling techniques are commonly distinguished,
as recalled in [Larsson et al., 2016]. The first one is the hybrid LES/RANS approach, where
the inner turbulent boundary layer is refined and solved with RANS equations (less expensive),
while the external part of the boundary layer is solved with the LES formulation. The second
one is the wall-stress-models, where only LES equations are solved, and a model is applied in
the first wall cell (sometimes beyond) in order to determine the fluxes. Wall-stress-models are
often based on RANS-like models. The first approach is not investigated in this work, so that
in the following WMLES denotes only wall-stress-models.

Many still open questions make the modeling of the boundary layer a challenging topic in
LES. Depending of the nature of the problem, various wall-laws already exist which go beyond
the standard wall-law (an algebraic model). For example, the axial pressure gradient driving
the flow, is often considered negligible. In the context of LRE, this is usually an acceptable
assumption in the combustion chamber, but not in the nozzle. In this context, other models
such as the Afzal’s law (widely developed and implemented in AVBP in [Zhang, 2019], or more
recent models [Wilhelm et al., 2021] are better suited.
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Other phenomena that are of interest for the modeling and prediction of wall fluxes are devel-
oped in this chapter. After a sum up of the boundary layer theory and wall-law concepts in
Section 5.1, a study concerning the coupling between the sub-grid scale model and the stan-
dard wall-law is proposed in Section 5.2. Finally the impact of the presence of a reacting
multi-species mixture in the boundary layer and the subsequent wall fluxes, a topic directly
linked to the previous chapters about chemistry and to the applications presented in Part IV,
is explored in Section 5.3.

5.1 Wall-Modelled LES (WMLES)
Before describing the work that was conducted on this topic, some key theoretical elements
are introduced. This section is not intended to be exhaustive but aims to introduce the main
concepts of boundary layer theory [Schlichting and Gersten, 1979] and wall-laws, which will be
useful in the next sections.

5.1.1 Turbulent boundary layer theory
In a flow constrained by solid walls, the turbulent boundary layer ("TBL") is the near-wall
region of thickness δ. This boundary layer is itself divided into the external zone and the
internal zone, the second one being also divided into three others: the viscous sub-layer, the
buffer layer and the inertial or more often called logarithmic sub-layer. Figure 5.1 sums up
these different zones within the TBL.

Figure 5.1: General description of the turbulent boundary layer (translated from [Cabrit, 2010])

In boundary layer theory, wall-units are often used for sake of scaling the problem to provide
a universal vision of the flow behaviour in the near-wall region.
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The characteristic scales of the internal zone of the boundary layer are the viscous (or friction)
scale δv, the friction velocity uτ and the friction temperature Tτ :

δv = yτ = νw
uτ
, uτ =

√
τw
ρw
, Tτ = qw

ρwCp,wuτ
(5.1)

where the subscript "w" denotes wall quantities. Then, the physical values of wall distance y,
velocity u and temperature T are turned into wall-units, written with the superscript "+":

y+ = y

δv
= ρwuτy

µw
, u+ = u

uτ
, T+ = Tw − T

Tτ
(5.2)

The friction flux is computed as:

τw = µw
δu

δy

∣∣∣∣∣
w

(5.3)

Similarly, the heat flux reads:

qw = λw
δT

δy

∣∣∣∣∣
w

(5.4)

5.1.2 Wall-law concepts
As already introduced, the idea behind the use of a wall-law is to avoid mesh refinement
(directly related to the computation cost) that a fully resolved (i.e. without model) boundary
layer would require. Instead, a wall-law can accommodate a relatively coarse mesh at the
near-wall region with typical values of y+ for the first off-wall grid point from 50 to 200. The
whole stake of the wall-laws is to return the correct fluxes (friction and heat) that would have
been returned by the direct integration of the Navier-Stokes equations on a fine near-wall grid
(WRLES).
Most of the wall-law models are based on algebraic relations linking the flow quantities at the
first off-wall node with the chosen boundary condition at the wall. Other visions also exist, for
example a mix between RANS and LES (ZDES for example), but they are not investigated in
this work. Figure 5.2 shows the general principle of a wall-law.
The model uses both values of the outer flow (at the first off-wall node denoted by subscript
"1") and at the wall: temperature, velocity either for slip or no-slip condition, mass fractions
(Yk)... A slip condition means that a non-physical tangential velocity exists at the wall, while a
no-slip condition means that all velocity components are null (it is physically true) at the wall
and is therefore used in WRLES.

The standard two-layers velocity wall-law [Launder and Spalding, 1974] is here recalled:

u+ = y+ if y+ < y+
c

u+ = 1
κ

ln(y+) +B if y+ > y+
c

(5.5)

with B the Van Driest constant, B = 5.2 for external flows and B = 5.5 for internal flows and
κ = 0.41 is the Von Kármán constant.
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Figure 5.2: Wall-law principle (from [Cabrit, 2010]).

For the thermal boundary layer, one of the most usual is the Kader law [Kader, 1981], which
reads:

T+ = y+ if y+ < y+
c

T+ = 2.12 ln(y+) + β if y+ > y+
c

(5.6)

with β a function of the Prandtl number:

β = (3.85 Pr 1/3 − 1.3)2 + 2.21 ln(Pr) (5.7)
In AVBP, the switch between the linear and logarithmic laws is done at the critical value
y+
c = 11.445.

From u+ and T+, Eq. 5.2 is used to find uτ and Tτ . Finally, the wall fluxes are computed
thanks to Eq. 5.1 as:

τw = ρwu
2
τ (5.8)

qw = ρwCp,wuτTτ (5.9)
In the LES framework, a recurrent topic is the determination of the best adapted internal flow
quantities to be linked to the wall law. Indeed the LES velocity contains the resolved part of the
turbulent fluctuation, which depends strongly on the subgrid-scale turbulent model, whereas
wall laws describe boundary layers in steady state. This aspect is specifically addressed in
Section 5.2.

The coupled wall-law

The standard wall-law was built for standard cases and mainly in the framework of isothermal
flows. However in combustion chambers high temperature burnt gases reach the walls which
are cooled, therefore at much lower temperature inducing strong temperature gradients at the
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walls. Furthermore this temperature gradient may trigger chemical reactions in the multi-
species mixture reaching the wall. A direct consequence of the high temperature gradient is
a high density gradient, inducing flow motion under the effect of dilatation, i.e., a modified
velocity profile at the wall. At the end, both temperature and velocity wall profiles are strongly
coupled and Cabrit ([Cabrit and Nicoud, 2009]) developed a coupled wall law which is used in
this work. It is notably able to take into account significant density/temperature variations,
molecular Prandtl number effects and chemical reactions. However in its current implemen-
tation in AVBP and to spare computational cost, the chemical reactions are not taken into
account in the coupled wall law.

The main features of the coupled wall-law, as implemented in AVBP, are recalled here.

Equations 5.5 and 5.6 are replaced by:







u+ = y+ if y+ < y+

c
2

PrtBq

(√
1−K)Bq −

√
T
Tw

)
= 1

κ
ln y+ +B if y+ > y+

c

T+ = (Pr y+) exp(Γ) + (Prt u+ +K) exp(1/Γ) ∀y+
(5.10)

with Bq = Tτ/Tw and Γ is a damping function (to smooth the T+ profile in the buffer layer)
written as:

Γ = −10−2(Pr y+)4

1 + 5 Pr3 y+ (5.11)

and K writes:
K = β − PrtB

(
Prt
κ
− 2.12

)
(1− 2 ln(20)) (5.12)

where β was previously introduced with Eq. 5.7. The system of Eq. 5.10 is solved thanks to a
Brent algorithm RE [Brent, 1993].

The improvement of wall fluxes prediction brought by the coupled wall-law was already demon-
strated in the framework of AVBP in [Potier, 2018], and is therefore not shown again here. In
this work, we focus however on the influence of chemical activity on the wall fluxes, which was
not investigated so far. This aspect is developed in Section 5.3.

5.2 Influence of the sub-grid scale turbulence model
It was previously observed in recent work at CERFACS ([Potier, 2018], [Maestro, 2018]) that in
the framework of WMLES, the choice of the SGS turbulence model may impact the predicted
wall fluxes, both friction (τw) and heat (qw). This is also reported in the literature as in
[Rezaeiravesh et al., 2019] or [Bae et al., 2019]. Models that are considered as "best practice" in
AVBP, like WALE [Nicoud and Ducros, 1999] and Sigma [Nicoud et al., 2011], were developed
for resolved boundary layers with a turbulent viscosity built to vanish when approaching the
wall as the inner boundary layer is a laminar pure-shear flow. However this behaviour is not
valid anymore for WMLES, which represents the vast majority of computations of industrial
flows due to the lower computational cost. Therefore the impact of part of the turbulent
structures which are neither solved by the grid nor modeled by the SGS model, is missing.
From this observation the idea of creating a "wall-law with sub-grid scale model" has emerged.
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This topic is developed in the next section, which reproduces the article "Stochastic forcing for
Sub-Grid Scale models in Wall-Modeled Large Eddy Simulation" [Blanchard et al., 2021], now
published in the journal Physics of Fluids.

5.2.1 Paper published in Physics of Fluids
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ABSTRACT

In the framework of wall-modeled large-eddy simulation (WMLES), the problem of combining sub-grid scale (SGS) models with the stan-
dard wall law is commonly acknowledged and expressed through multiple undesired near-wall behaviors. In this work, it is first observed
that the static Smagorinsky model predicts efficiently the wall shear stress in a wall-modeled context, while more advanced static models like
wall-adapting local eddy (WALE) viscosity or Sigma with proper cubic damping fail. It is, however, known that Smagorinsky is overall too
dissipative in the bulk flow and in purely sheared flows, whereas the two other models are better suited for near-wall flows. The observed dif-
ficulty comes from the fact that the SGS model relies on the filtered velocity gradient tensor that necessarily comes with large errors in the
near-wall region in the context of WMLES. Since the first off-wall node is usually located in the turbulent zone of the boundary layer, the tur-
bulent structures within the first cell are neither resolved by the grid nor represented by the SGS model, which results in a lack of turbulent
activity. In order to account for these subgrid turbulent structures, a stochastic forcing method derived from Reynolds-averaged
Navier–Stokes (RANS) turbulence models is proposed and applied to the velocity gradients to better estimate the near-wall turbulent viscos-
ity while providing the missing turbulent activity usually resulting from the WMLES approach. Based on such corrections, it is shown that
the model significantly improves the wall shear stress prediction when used with the WALE and Sigma models.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0063728

I. INTRODUCTION

In fluid dynamics, turbulence is a complex phenomenon charac-
terized by the motion, the creation, and the dissipation of different
scales, from the largest to the smallest eddies. Today, direct numerical
simulation (DNS) allows one to numerically study with the highest
precision turbulence because the mesh is fine enough to capture the
smallest eddies (Kolmogorov scale) without any need of modeling.
However, this requires huge computational resources: DNS is there-
fore restricted to academic cases like homogeneous isotropic turbu-
lence (HIT) or channel flows at moderate Reynolds numbers. When
dealing with industrial applications, DNS is too expensive and model-
ing is needed. In this specific context, the large-eddy simulation (LES)
modeling approach has shown successes by resolving the largest struc-
tures while modeling the smallest ones that are spatially filtered by the
grid size and known to be computationally expensive to resolve.1 The
smallest eddies are therefore modeled by a so-called sub-grid scale
(SGS) model to close the problem, which accounts for the energy

transfer between the resolved and the modeled scales, following the
well-known Kolmogorov energy cascade theory.2

Even if LES has proved its capability to compute complex turbu-
lent flows,3,4 wall-bounded flows remain a challenge and induce a large
computational cost. Indeed, with increasing Reynolds numbers, small
turbulent structures in the near-wall region still lead to strong mesh
requirements, and the cost of LES approaches the cost of DNS.
Chapman5 estimated that the inner layer of the boundary layer (about
20% of its height) scales with Re1:8. This order of magnitude has been
updated by Choi and Moin,6 where the authors suggest even a higher
cost. In industrial flows where the Reynolds number can easily reach
1� 106, this makes LES unaffordable to accurately resolve the bound-
ary layer characteristic dynamics, that is, with the so-called wall-
resolved LES (WRLES) approach.

To alleviate the cost induced by this specific flow region, the con-
cept of wall-modeled LES (WMLES) is often put forward. Several ways
currently exist to model wall flows, and the reader is refereed to
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Larsson et al.7 and Bose and Park8 for recent overviews of the available
methods. Among them, a widely used approach is the wall stress
model, where LES is used everywhere in the domain with dedicated
wall functions and models. Wall stress models can be developed in a
physical sense, trying to reproduce the real fluid behavior known
thanks for experiments or DNS, such as the classic log-law.9 However,
the context of WMLES is also prone to numerical errors, and
mathematical-based models are developed to circumvent this problem,
like in Nicoud et al.10 This article focuses on wall stress models, which
we refer to as WMLES from here on.

This latter framework however leads to specific difficulties related
to the coupling between wall laws and SGS models. This point has
been recently discussed in Rezaeiravesh et al.,11 Bae et al.,12 and
Vanna.13 In those works, the authors indicate that the SGS contribu-
tion must be non-zero for a coarse grid at the wall. This means that
the choice of the SGS model is a crucial parameter for the wall stress
prediction and has consequences on the so-called log-layer mismatch
problem.14–16 This well-known phenomenon leads to potentially large
errors on the prediction of the wall shear stress and can indeed come
from not only SGS influence, but also numerical scheme choice17 or
the treatment of the boundary condition.18 In the present study, one
focuses on SGS models making use of the gradient hypothesis and
more specifically the static Smagorinsky,19 wall-adapting local eddy
viscosity (WALE),20 and Sigma21 models. The static Smagorinsky
model has been derived for isotropic turbulence, while WALE and
Sigma have been derived in a wall-resolved context, to provide an
accurate turbulent viscosity behavior close to the wall. In a wall-
modeled context, Jaegle et al.22 however indicated that the standard
wall law gives better results in combination with the Smagorinsky
model because it provides more turbulent viscosity at the wall. On the
contrary, WALE and Sigma both have the property to vanish for pure
shear flows and follow the physical y3 damping function near the wall.

However, although the Smagorinsky model has the desired prop-
erty of providing a non-zero viscosity at the wall in WMLES, it is
known to be too dissipative in the bulk flow, decreasing the overall
LES quality in either WRLES or WMLES context. WALE and Sigma
on the other hand show usually good results in the bulk flow, in both
non-reactive and reactive cases whenever subject to pure shear, rota-
tion, and contraction. In order to provide accurate LES results both in
the bulk flow and in the near-wall region in a wall-modeled context,
consistent SGS models, and wall-law coupling procedures must there-
fore be developed. This idea is not new, and the literature provides sev-
eral examples investigating this problem.13,23–26 Note also that the
coupling of SGS models with other kind of physics is a general concern
in LES, for example, in the case of particle-laden flows (including the
near-wall problematic), as suggested by Marchioli,27 Bassenne et al.,28

and Johnson et al.29

This paper proposes a coupling strategy to improve the behav-
ior of existing advanced static models when used in a WMLES con-
text. Main ideas for this work come from stochastic forcing methods
as proposed in Mason and Thomson,30 Piomelli et al.,31 or Keating
and Piomelli.32 Their original purposes were however in the context
of Reynolds-averaged Navier–Stokes (RANS)/LES boundary layer
modeling to represent backscatter or to decrease the transition region
between the RANS and LES zones. The goal is here different and is
to generate stochastic fluctuations of velocity gradients that feed the
SGS models, as a correction for the incompatibility between SGS

models with the proper near-wall asymptotics and the WMLES
framework.

The paper is organized as follows. In Sec. II, the methodology
including the test case and the numerics is described. A brief compara-
tive study between Smagorinsky, WALE, and Sigma models is then
proposed to illustrate the identified weaknesses of the default coupling
strategy. In Sec. III, the development of a dedicated stochastic forcing
is introduced and applied to the different SGS models and results are
discussed. Finally, Sec. IV concludes and provides some perspectives.

II. PRESENTATION OF THE PROBLEM
A. Numerical framework

The LES code AVBP developed by CERFACS33–35 is used in this
study. In its original form, it solves the compressible Navier–Stokes
equations for unstructured meshes with a finite volume cell-vertex for-
malism. Although mainly dedicated to compressible applications such
as combustion, the code has been validated in incompressible frame-
work such as two-phase flow problems36,37 and is therefore adapted
for the present work dealing with incompressible test cases (Sec. II B).
A Lax-Wendroff38 (second order in space and time) numerical scheme
coupled to a third-order Runge–Kutta procedure for time advance-
ment is applied. The filtered equations for mass, momentum, and
energy are written below:

@�q
@t

þ @�qeui

@xi
¼ 0; (1)

@�qeuj

@t
þ
@�qeuieuj

@xi
þ
@�Pdij
@xi

¼ @

@xi
�sij � �q guiuj � euieuj

� �� �
; (2)

@�qeE
@t

þ @�qeuieE
@xi

þ @uiPdij
@xi

¼ @

@xi
qi � �q fuiE � euieE� �h i

þ sij
@ui
@xj

; (3)

where q is the mixture density, ui stands for the ith component of the
velocity, P the pressure, sij the viscous stress tensor, E the total non-
chemical energy, qi the ith component of the heat flux, and dij is the
Kronecker symbol, equal to 1 if i¼ j and 0 otherwise. In these nota-
tions, the operator �� represents a Reynolds-filtered variable and the
operator e� denotes the mass-weighted Favre averaging.

The term �ssgsij ¼ ��qðguiuj � euieujÞ is the sub-grid scale viscous
stress tensor and is modeled following the Boussinesq assumption,
where the subgrid stresses are modeled thanks to a subgrid scale vis-
cosity �t ¼ lt=q (with the hypothesis of having only a dissipative role
on the larger structures),

�ssgsij ¼ 2�q�t eSij þ 1
3
dijeSll� �

; (4)

where

eSij ¼ 1
2

@euj

@xi
þ @eui

@xj

 !
: (5)

The turbulent viscosity �t is computed depending on the chosen sub-
grid scale model, being in this paper Smagorinsky,19 WALE,20 or
Sigma.21

Since the overall context of work is WMLES, wall modeling has
to be introduced to complement the above equations in the near-wall
region. Variables expressed in wall units (superscript “þ”) are useful
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to express a unified vision of the turbulent boundary layer. Based on
the friction velocity us and the viscous length scale dv, the wall distance
and the velocity are normalized as

yþ ¼ y
dv

¼ qwusy
lw

; uþ ¼ u
us

; (6)

where the subscript “w” stands for wall values (in the cell-vertex for-
malism, variables are stored at nodes). The classic two-layer logarith-
mic law distinguishes the viscous sub-layer from the log-layer with
yþc ¼ 11:445 as the cutoff value so that

uþ ¼ 1
j
ln yþ
� �

þ C if yþ > yþc ; (7)

uþ ¼ yþ otherwise; (8)

where j ¼ 0:41 is the Von K�arm�an constant and C¼ 5.5 for internal
flows. Note that this classic wall law is used in this work in a local and
instantaneous way, even though it has been originally developed for
RANS;9 however, it has been commonly used in LES as well. More
advanced wall laws exist but are not considered in this work as the
classic wall law is still largely used in industrial LES that is the target of
this study, and the cases described further fit the assumptions made
for the derivation of the classic wall law.

The friction flux is computed as

sw ¼ qwu
2
s ; (9)

with

us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu1lwÞ=ðy1qwÞ

p
; (10)

where the subscript “1” indicates the first off-wall node value (cf. Fig. 1).
From the friction flux predicted by the wall law and imposed as a

Neumann boundary condition, the wall velocity gradient is expressed as

@u
@y

				
w;wall�law

¼ sw
lw þ lt;w

; (11)

with lt;w the wall turbulent dynamic viscosity. Equation (11) leads to a
non-zero slip velocity uslip as illustrated in Fig. 1. This is actually where
the coupling between the wall law and the sub-grid scale model
appears: At the next iteration, uslip (which is unphysical but still results
from the convective scheme) and u1 are used to compute the wall

velocity gradient that feeds the SGS model. Then, lt acts directly on
the next evaluation of the exact wall velocity gradient through Eq.
(11): high values of lt will lead to a moderate velocity gradient, while
low values of lt induce steep wall velocity gradient, as observed in
Jaegle et al.22 and can lead to reversed slip velocities and spurious
oscillations.

B. Numerical setup

The simple bi-periodic turbulent channel flow configuration39 of
half-height h as sketched in Fig. 2 is used hereafter to illustrate the
issue and test the coupling strategy. In this specific case, the problem is
statistically steady and the average flow can be considered one-
dimensional, meaning that @=@t ¼ 0; @=@x ¼ 0; @=@z ¼ 0. Under
these conditions, the momentum equation, Eq. (2), reduces to

@

@y
l
@u
@y

� �qgu00v00 þ lt
@u
@y

 !
¼ �Sx; (12)

where �qgu00v00 is the LES resolved turbulence contribution and Sx is a
source term needed to equilibrate the wall shear as the mean pressure
gradient is zero due to periodicity. This source term can be evaluated
using the K�arm�an–Nikuradse correlation40 (abbreviated “KNc” here-
after) that predicts a friction coefficient Cf ;KNc, based on the bulk
Reynolds number and hydraulic diameter Reb;Dh,

Cf ;KNc ¼ 0:046Re�0:2
b;Dh ; (13)

sw;KNc ¼ 0:5Cf ;KNc qu
2: (14)

This source term is imposed dynamically to maintain the target mass
flow rate (or equivalently, the bulk Reynolds number),

StþDt
x ¼

ðquÞtarget �
1
V

ð ð ð
X
ðquÞtdV

srelax
; (15)

where t denotes the current time step, Dt is the computational time
step, V is the integration volume in the domain X, and srelax is a relax-
ation time coefficient, taken to srelax ¼ 1=3� h=us in this study.

FIG. 1. Near-wall velocities scheme.
FIG. 2. Turbulent channel geometry. Gray surfaces represent wall boundary condi-
tions (making use of the wall law), while the other pairs of faces are periodic.
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Following the DNS of Hoyas and Jimenez,41 two cases are con-
sidered at Res ¼ 547 and Res ¼ 934 (with Res ¼ ush=�w), as test
cases for analyzing and developing the wall-law/SGS model coupling
strategy. The WMLES cases are built with meshes, respectively, satisfy-
ing yþ � 55 and yþ � 95, ensuring that the wall nodes are in the log
zone of the boundary layer. Note that for these cases, meshes are regu-
lar and fully made of hexaedra (of dimensions Dxþ;Dyþ;Dzþ), while
the channels have the same dimensions as indicated by Hoyas and
Jimenez41 (cf. Table I for mesh characteristics).

To finish, although the solver is fully compressible, the operating
mean flow pressure is fixed at 1MPa so that M< 0.05 in both cases,
ensuring that no compressible effect is present. The wall boundary
condition relies on a slip formalism (un¼ 0 with a slip velocity
uslip 6¼ 0, cf. Fig. 1 and Jaegle et al.22 for the implementation) and the
standard law of the wall, used with an isothermal condition that is also
the flow temperature. The flow is thus virtually isothermal, and the
interest is put on the viscous flux of momentum through the solid
wall: the wall shear stress. Also, the heat generated by viscous dissipa-
tion is clearly negligible given the Mach number considered. As a con-
sequence, density and viscosity are nearly constant in the whole
channel.

All simulations are performed with the Smagorinsky, WALE,
and Sigma models and are time-averaged over at least 100 diffusive
times (100� h=us) to ensure statistical convergence.

C. Comparison between SGSmodels for wall shear
stress prediction

The wall shear stress obtained by using the different SGS models
within the WMLES framework described in Sec. IIA are displayed in
Tables II and III. Although the following focuses on case Res ¼ 547,
the comments are valid for the case Res ¼ 934. In the results presented
below, the friction flux computed with the K�arm�an–Nikuradse corre-
lation (“KNc”), Eq. (14), is taken as the reference. Note that the incom-
pressible nature of the simulations has been checked following the
Morkovin hypothesis that has been verified in past studies,42,43 stating
that the compressibility effects on turbulent statistics are limited to the
mean density variations (here below 0.003% in space and time) as
long as the fluctuatingMach number is small.

The results clearly show that the Sigma andWALE models fail to
accurately predict the wall shear stress in this WMLES context, with
about �þ 20% and �þ 25% for Res ¼ 547, and �þ 22% and
�þ28% errors, respectively, for Res ¼ 934 for the friction flux.
Contrarily, the Smagorinsky model gives a good prediction by provid-
ing an error of only �þ3–4%. Such differences can be effectively
related to the fact that us is over-predicted with Sigma and WALE, the
first off-wall velocity u1 being clearly overestimated with these models
as observed from Fig. 3(a) contrarily to the Smagorinsky SGS closure.
This specific overestimation of sw then expresses in reduced slopes of

the log-law velocity profiles as shown by Fig. 3(b) for Sigma and
WALE.

The over-prediction of the effective turbulent Reynolds number
and wall friction can be explained as follows. Since all SGS models are
gradient diffusion-based models making use of a turbulent viscosity,
their physical action is purely dissipative when it comes to energy and
purely diffusive when it comes to momentum. However, by construc-
tion Sigma and WALE provide a turbulent viscosity that is linked to
the near-wall velocity gradient, which itself depends on the wall dis-
tance. The near-wall velocity gradient being under-resolved and the
near-wall velocity fluctuation being too weak, and it results a stream-
wise off-wall velocity value u1 that is overestimated compared to what
it should be. Indeed, its coupling with the wall law relying on Eq. (10),
an overestimation of sw ¼ qwu

2
s , is found as reported by Tables II and

III. Note that in such a scheme, a good prediction of sw requires a
good first off-wall streamwise velocity u1 estimation (like in the
Smagorinsky case) or conversely a good turbulent SGS viscosity and
velocity gradient. This last critical issue is of particular importance as
emphasized in Sec. III.

In a wall-resolved context, the Smagorinsky model is known to
induce overestimated turbulent viscosity in the near-wall region,
because of its response to the wall shear stress. To address this issue,
WALE and Sigma have been developed to induce a turbulent viscosity
that follows a y3 damping when approaching the wall. This intends to
comply with the wall-resolved physics,44 where no turbulent activity
exists in the viscous sub-layer. However, in a WMLES context, this y3

damping function is no longer relevant since the first off-wall node is
located in the logarithmic region, which contains turbulent activity.
Still, Fig. 3(d) shows that this asymptotic behavior also occurs in
WMLES, meaning that it is independent of the yþ or sw values.

Figure 3(a) shows that the choice of SGS model also affects the
wall slip velocity: uslip � 5:8m=s using a Smagorinsky model, while
uslip � 1:6m=s with WALE of Sigma. Although unphysical and artifi-
cially resulting from the law of the wall implementation,22 this wall
velocity impacts the code evaluation of the normal streamwise velocity
gradient that then propagates to the near-wall nodes through the diffu-
sion process (either SGS or laminar process) as shown in Fig. 3(c). A
direct consequence of the small slip velocity produced by WALE of

TABLE I. Meshes used for the channel flow test cases considered.

Case Reb Lx=h Lz=h Nx � Ny � Nz Dxþ Dyþ Dzþ

Res 547 10450 8 p 4 p 201� 21� 101 69 55 69
Res 934 18950 8 p 3 p 201� 21� 101 117 95 88

TABLE II. Comparison of the wall shear stress in the turbulent channel flow for
Res ¼ 547. Errors are relative to the KNc.

KNc
Smagorinsky Sigma WALE

Value Value Error Value Error Value Error

sw (Pa) 2.59 2.69 þ3.77% 3.11 þ19.97% 3.24 þ24.98%

TABLE III. Comparison of the wall shear stress in the turbulent channel flow for
Res ¼ 934. Errors are relative to the KNc.

KNc
Smagorinsky Sigma WALE

Value Value Error Value Error Value Error

sw (Pa) 7.57 7.82 þ3.33% 9.22 þ21.83% 9.70 þ28.17%
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Sigma is to generate higher velocity gradients than Smagorinsky at the
first two nodes.

The limitations of WMLES and more specifically the coupling
scheme adopted between the law of the wall and any SGS model have
been evidenced. WALE and Sigma near-wall behavior is physically jus-
tified in WRLES, but fails to characterize the near-wall region in
WMLES where the first off-wall node lies in the logarithmic region.
Contrarily, although the Smagorinsky model is known, in a wall-
resolved context, to have physical limitations especially in sheared
flows, its coupling with a law of the wall appears satisfying in the
WMLES context. Because these SGS models rely on the filtered veloc-
ity gradient, which is wrong in the framework of WMLES, the choice
of the SGS model in a WMLES context may significantly impact the
wall shear stress prediction.

III. PROPOSEDWMLES/SGS COUPLING FRAMEWORK

The problem of WMLES and the coupling with different SGS
models has been evidenced in the specific cases of the Smagorinsky,
WALE, and Sigma models. The following discussion therefore pro-
poses a correction framework to facilitate the coupling between a law
of the wall and WALE or Sigma models while guaranteeing robust
near-wall flow predictions. The idea followed in this paper is to artifi-
cially generate the missing turbulent activity in the first cell of the wall-
modeled mesh, so that the velocity gradients feeding these SGS models
would be representative of the actual physics. Indeed, SGS models
build the turbulent viscosity operator with the assumption of a turbu-
lent physical property, generally presuming a velocity gradient of the
resolved field sufficiently representative of the true SGS turbulent
activity. Adding fluctuations to the velocity gradients of the resolved

field can therefore help meeting initial goal that is to manipulate a
locally turbulent field, which is not guaranteed if a law of the wall is
used.

The general idea of the proposed approach is therefore to keep
the WALE and Sigma models untouched in the bulk flow while modi-
fying the velocity gradients in the near-wall region. The goal is to
recover a corrected turbulent viscosity value in this region of the flow
to ensure an accurate wall shear stress prediction.

A. Development of the stochastic forcing approach

This subsection intends to relate the expected velocity gradient
near-wall activity to the available LES variables. To reach this objec-
tive, a Reynolds-averaged Navier–Stokes approach, for which the
logarithmic region is valid, is followed in a first step. This first step
evaluates the expected turbulent kinetic energy within the first cell,
on the basis of the filtered LES quantities within the outer layer.
This turbulent kinetic energy is then recast in terms of fluctuating
velocity gradients and complies with the unsteady LES context.
This fluctuating velocity gradients are finally generated using a sto-
chastic approach and added within the first LES cell to correct the
predicted velocity gradient, to account for the missing turbulent
activity.

In order to relate the turbulent kinetic energy with the external
LES velocity, both a mixing-length algebraic model and a turbulent
kinetic energy model45 are used. On one hand, the mixing-length alge-
braic model writes

�t ¼ l2m
@u
@y

; (16)

FIG. 3. Comparison between the different SGS models for the channel flow Res ¼ 547. (a) Streamwise velocity. (b) Streamwise velocity in wall units. (c) Streamwise velocity
gradient. (d) Dynamic viscosity ratio.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 33, 095123 (2021); doi: 10.1063/5.0063728 33, 095123-5

Published under an exclusive license by AIP Publishing



where lm is the mixing length.46 It can be shown that in the overlap
region (50dv < y < 0:1d), as well in the log region, the mixing length
writes47

lm ¼ jy; (17)

where j is the von K�arm�an constant. Furthermore at high Reynolds
number, within the log-zone,45

@u
@y

¼ us
jy

: (18)

The mixing-length model can therefore be recast into

�t ¼ usjy: (19)

On the other hand, the turbulent kinetic energy evolution model45

follows:

�t ¼ C1=4
l

ffiffiffi
k

p
lm; withCl ¼ 0:09; (20)

where k stands for the turbulent kinetic energy. Hence, combining
Eqs. (16), (18), and (20), one gets across the log-region,

�t ¼ C1=4
l

ffiffiffi
k

p
lm ¼ l2m

us
jy

: (21)

Injecting Eq. (17) into Eq. (21) allows to establish

C1=4
l

ffiffiffi
k

p
¼ us; (22)

so that the kinetic energy within the log region finally writes

k ¼ u2sffiffiffiffiffiffi
Cl

p ¼ sw
qw

ffiffiffiffiffiffi
Cl

p : (23)

Note that this last expression provides an evaluation of the local turbu-
lent kinetic energy based on the wall variables sw and qw.

The next step is to evaluate the velocity gradient activity: the tur-
bulent kinetic energy dissipation rate e within the log law framework
is used.45 Using Eq. (19), one can write

e ¼ Clk2

�t
¼ Clk2

usjy
; (24)

or, using the wall units yþ ¼ y=dv and dv ¼ �w=us,

e ¼ Clk2

usjyþdv
¼ Clk2

jyþ�w
: (25)

The assumption of homogeneous isotropic turbulence (HIT) is now
called upon. Although it might appear as a strong assumption consid-
ering wall-bounded flows, Schlichting48 argued that even if strictly
speaking isotropic turbulence does not exist in nature, Eq. (26) hereaf-
ter enjoys a very wide applicability if one considers locally isotropic
turbulence, that is, large gradients of the fluctuating velocity field
ð@u0i=@xjÞ, which is exactly the context adopted here. With this
assumption, Taylor49 demonstrated that

e ¼ 15�
@u0

@x

� �2

; (26)

where u0 denotes the turbulent velocity fluctuation.

Using Eqs. (25) and (26), the gradient of the fluctuating velocity
follows:

@u0

@x

� �2

¼ Clk2

15jyþ�2w
: (27)

Then using Eq. (23) to substitute the turbulent kinetic energy, one
finally gets

@u0

@x

� �2

¼ Cls2w
15�2wjy

þq2wCl
¼ s2w

15jyþl2w
: (28)

With the HIT assumption, Taylor also demonstrated that

@u0

@x

� �2

¼ 1
2

@u0

@y

� �2

¼ 1
2

@u0

@z

� �2

; (29)

@u0

@x

� �2

¼ @v0

@y

� �2

¼ @w0

@z

� �2

; (30)

which leads to the root mean square quantities,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@u0i
@xj

 !2
vuut ¼ swffiffiffiffiffiffiffiffiffiffiffiffiffi

15jyþ
p

lw
for i ¼ j; (31)

and ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@u0i
@xj

 !2
vuut ¼

ffiffiffi
2

p swffiffiffiffiffiffiffiffiffiffiffiffiffi
15jyþ

p
lw

for i 6¼ j: (32)

Finally, to reconstruct LES-filtered values, a random variable is intro-
duced that is arbitrary chosen to follow a normal distribution to repre-
sent these fluctuations. The quantile function (also known as the
inverse cumulative distribution function) of a normal distribution
writes

f ðfÞ ¼ cþ r
ffiffiffi
2

p
erf �1ð2f� 1Þ; (33)

c being the mean, considered here as the initial prediction of the LES
code, and r is the standard deviation. f is a random variable with
0 � f � 1. r being computed from Eqs. (31) and (32), this leads to

@u0i
@xj

 !
ðfÞ ¼ swffiffiffiffiffiffiffiffiffiffiffiffiffi

15jyþ
p

lw

ffiffiffi
2

p
erf �1ð2f� 1Þ for i ¼ j; (34)

and

@u0i
@xj

 !
ðfÞ ¼ swffiffiffiffiffiffiffiffiffiffiffiffiffi

15jyþ
p

lw
2erf �1ð2f� 1Þ for i 6¼ j: (35)

Ultimately, the velocity gradient tensor used in the turbulent viscosity
operator of WALE or Sigma models is corrected as

@eui

@xj

 !
corr

¼ @eui

@xj

 !
LES

þ @u0i
@xj

 !
ðfÞ: (36)

In the specific cell-vertex context of AVBP, the correction is applied at
the cell center of the wall cells as described in Fig. 4. Note that f is
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randomly generated for each gradient component at each node and at
each integration time step. For each concerned wall cell, nine gradients
(in 3D) are therefore perturbed as described above. Finally, a particu-
lar emphasis is put on this point: the fluctuations are only used to build
the turbulent viscosity value and are not used elsewhere in the code
(i.e., the velocity field is not changed directly, and its modification is
only induced by the modified lt value).

The resulting WMLES framework, coupling the law of the wall,
the SGS model, and the proposed stochastic forcing method, is sum-
marized in Fig. 5.

B. Results with stochastic forcing

In the following, the proposed coupling formalism is applied to
the previous test cases using WALE and Sigma, respectively, denoted

by the “_sf” tag (for “stochastic forcing”) to distinguish them with the
non-perturbed wall velocity gradient cases. Note that with the use of
the proposed strategy, the computational speed of the simulations has
been decreased by about 2%.

Wall shear stress issued by the new proposed coupling for the
Res ¼ 547 and Res ¼ 934 cases are presented in Tables IV and V.
They evidence a significant improvement in sw predictions for WALE
and Sigma with the proposed stochastic forcing. The prediction errors
are reduced from ’25% to about 4% for WALE, and from ’20% to
about 1% for Sigma.

Figures 6(a) and 6(b) illustrate velocity profiles for Sigma and
WALE with the proposed stochastic forcing that are found in close
agreement with the one obtained with the Smagorinsky model, with-
out the gradient perturbations. The first off-wall velocity value is found
to be exactly on the DNS prediction. This is confirmed by the profiles
plotted in wall units, Figs. 6(c) and 6(d), evidencing that the proposed
correction has significantly reduced the previously obtained log-layer
mismatch. As pointed out in Sec. II B, this specific point is at the origin
of the observed improvement since this velocity is related to us and
therefore sw.

The impact of the proposed correction on the turbulent viscosity
profiles is observed on Figs. 6(e) and 6(f). Trends are now reversed,
Sigma and WALE providing more turbulent viscosity in the near-wall
region as expected in a WMLES context. This is also highlighted on
Fig. 7 depicting instantaneous fields of wall turbulent viscosity for
Smagorinsky, Sigma, and corrected Sigma models, where the effect of
added fluctuations is clearly visible at the wall. The direct consequence
of the proposed forcing is to increase dissipation at the wall, as shown
by Fig. 8. As anticipated, the added fluctuations fulfill their role
although the limit of the proposed approach can be a too dissipative/
diffusive process. Although dissipation is usually considered as a draw-
back for LES, it allows here to enhance the wall shear stress prediction,
to provide a better modeling of the turbulent structures enclosed
within the first cell in the WMLES context. Therefore, a better

FIG. 4. Velocity gradient modification at the wall: artificial fluctuations are generated
at the wall cell center. The corrected velocity gradient then feeds the SGS operator
also computed at the cell center. The resulting turbulent viscosity is then scattered
at the wall and off-wall nodes. The rest of the domain is not modified.

FIG. 5. Sum up of the coupling strategy between the wall law, SGS model, and the proposed fluctuations model/stochastic forcing.
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turbulent kinetic energy profile is found when compared to the DNS,
Fig. 9: again, Smagorinsky seems to better fit the DNS due to its better
original prediction of the wall shear stress, and thanks to the fluctua-
tions WALE and Sigma tend also to match better the DNS results.

The detail of the turbulent kinetic energy can be found in the
second-order moment of the statistics, namely, the root mean square
(“rms”) of the velocity components, which are presented in Fig. 10.
They highlight a strong impact of the proposed model on the velocity
fluctuations that are found closer to the Smagorinsky case and way
more in accordance with the DNS for the streamwise direction [Figs.
10(a) and 10(b)]. For the other directions [wall-normal and spanwise,
Figs. 10(c)–10(f)], the comparison with the DNS is not as straightfor-
ward: the near-wall zone (until yþ ¼ 200) seems in favor of the non-
model cases for both Sigma and WALE, but in the channel bulk flow
(yþ > 200), the agreement is overall better with the model. Note a
particular behavior due to the coupling effect of the strategy: even if

TABLE IV. Comparison of the wall shear stress in the turbulent channel flow
Res ¼ 547 with stochastic forcing. Errors are relative to the KNc.

KNc
Sigma_sf WALE_sf

Value Value Error Value Error

sw 2.59 2.58 �0.48% 2.51 �3.18%

TABLE V. Comparison of the wall shear stress in the turbulent channel flow
Res ¼ 934 with stochastic forcing. Errors are relative to the KNc.

KNc
Sigma_sf WALE_sf

Value Value Error Value Error

sw 7.57 7.44 �1.69% 7.17 �5.26%

FIG. 6. Comparison between the SGS models with adding of the gradients of velocity fluctuations for channel flow Res ¼ 547. (a) Streamwise velocity, Sigma. (b) Streamwise
velocity, WALE. (c) Streamwise velocity in wall units, Sigma. (d) Streamwise velocity in wall units, WALE. (e) Dynamic viscosity ratio, Sigma. (f) Dynamic viscosity ratio,
WALE.
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fluctuations of velocity gradients are added, as their effect is to increase
the wall turbulent viscosity, which leads to a better estimation of the
wall friction flux that was initially over-estimated, the rms are actually
lower with the use of the model than without.

Note that the proposed method relies on the generation of ran-
dom fluctuations of velocity gradients, but one could also choose to
directly act on the fluctuating velocity (therefore at a node level instead
of the cell level for the specific cell-vertex context of AVBP). Following

FIG. 7. Instantaneous fields of the wall turbulent viscosity (lt;w ), in the case Res ¼ 934. From left to the right: Smagorinsky, Sigma, and Sigma with fluctuations.

FIG. 8. Instantaneous fields of the first off-wall axial velocity (u1), in the case Res ¼ 934. From left to the right: Smagorinsky, Sigma, and Sigma with fluctuations.
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similar developments as the one presented in Sec. IIIA, a relation
between the turbulent kinetic energy and velocity fluctuations can be
established using a correlation coefficient of the form u02i =k ¼ Ci

within the log-layer, Ci being constants provided in Pope45 for exam-
ple. Although not detailed here, similar results were obtained for both
the velocity profiles and the wall shear stress predictions with this sec-
ond approach. However, a tuning process of the velocity fluctuating
intensity at the wall nodes was found necessary, which is therefore
case-dependent and not relevant for general consideration.

IV. CONCLUSION

A stochastic forcing method is proposed in this paper to address
the log-layer mismatch experienced through the use of WALE and
Sigma subgrid scale models in a wall-modeled LES context (WMLES).

FIG. 9. Turbulent kinetic energy (in wall units) for all the models for the case
Res ¼ 934.

FIG. 10. Comparison between the SGS models of the root mean square of the velocity components with adding of the gradients of velocity fluctuations for channel flow
Res ¼ 547, in wall units. (a) Streamwise rms velocity, Sigma. (b) Streamwise rms velocity, WALE. (c) Wall-normal rms velocity, Sigma. (d) Wall-normal rms velocity, WALE.
(e) Spanwise rms velocity, Sigma. (f) Spanwise rms velocity, WALE.
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Results with a classical use of Smagorinky, WALE, and Sigma on
a WMLES turbulent channel configuration are first investigated, and
evidence accurate wall predictions with Smagorinsky (known to be too
dissipative in the bulk flow), while the WALE and Sigma models pre-
dict an overestimated wall shear stress with about 25% of error. It is
shown that this behavior results from the inherent turbulent viscosity
damping at the wall with the WALE and Sigma models, that is, an
accurate behavior in a wall-resolved context, but not in a wall-
modeled one where the first off-wall node lies in the logarithmic
region. Such turbulent viscosity damping does not allow one to model
the turbulent structures within the first cell.

To address this indirect weakness, a combination of the mixing-
length algebraic model and the turbulent kinetic energy model is con-
sidered to provide the expected kinetic energy within the log region on
the basis of the available LES quantities at the wall and first off-wall
node. This evaluated turbulent kinetic energy is then recast in terms of
unsteady LES quantities through a stochastic forcing that provides a
gradient of fluctuating velocity within the first cell. This stochastic
forcing allows to correct the gradient predicted by the law of the wall
and accurately feeds the WALE and Sigma operators thus accounting
for turbulent activity within the first cell.

Results show that this stochastic forcing procedure allows to
reduce the log-layer mismatch with WALE and Sigma SGS models in
a WMLES context, and error predictions for the wall shear stress are
reduced from ’25% to about 4% for WALE and from ’20% to about
1% for Sigma.

Future work will be devoted to anisothermal channels with high
temperature gradients between the wall and the bulk flow, which suffer
from similar issues in WMLES, and focus will be put on the wall heat
flux prediction.
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5.2.2 Non-isothermal cases
The method described in the paper is now tested for non-isothermal cases, in order to come
closer to LRE conditions. In a bi-periodic channel flow, the energy equation takes the form:

∂

∂y

(
λ
∂T

∂y
− ρṽ′′h′′s + λt

∂T

∂y

)
= −Qx (5.13)

where Qx denotes the energy source term, which compensates the heat losses and maintain
the bulk temperature Tb = 1660K, while the wall temperature is fixed at Tw = 320K. The
Kármán-Nikuradse correlation for the heat transfer takes the form [Nikuradse, 1933]:

NuKNc =
0.023 Re0.8

f,Dh
Pr

0.88 + 2.03
(
Pr2/3−0.78

)
Re−0.1

f,Dh

(5.14)

qw,KNc = λfilm (Tb − Tw) NuKNc/Dh (5.15)

where film values (subscript "f") are used:

Tf = (Tw + Tb)/2 (5.16)
µf = 2(1/µw + 1/µb)−1 (5.17)
ρf = P/(rTf ) (5.18)
λf = µfCpf/Pr (5.19)

Ref,Dh
= uDhρf/µf (5.20)

In [Kays and Crawford, 1993] are introduced corrections to take into account the variability of
fluid properties, both for the friction coefficient and the Nusselt number. These corrections are
therefore used as the reference values for friction (Cf,KNc has been defined Eq. 13 of the paper)
and heat transfer (denoted as "KNc,corr" in the following):

Cf,KNc,corr = Cf,KNc

(
Tw
Tb

)−0.1
= 0.046 Re−0.2

b,Dh

(
Tw
Tb

)−0.1
(5.21)

NuKNc,corr = NuKNc
(
Tw
Tb

)n
with





n = 0 if Tw/Tb < 1
n = −

[
log10

(
Tw

Tb

)]1/4
+ 0.3 if 1 < Tw/Tb < 5

n = −0.5 if Tw/Tb > 5
(5.22)

Likewise the momentum source term, the dynamic energy source term is computed as:

Qt+∆t
x = ρ̄Cv

Tb − 1
V

∫∫∫
Ω T

tdV

τrelax
(5.23)

This setup results in a ratio Tb/Tw ≈ 5.2, meaning that the use of the coupled wall-law is here
mandatory. The friction Reynolds number is therefore higher, Reτ = 2001, and y+ ≈ 100.
Results obtained with the standard method, i.e., without the influence of the SGS model, are
presented in Table 5.1.
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KNc,corr Smagorinsky Sigma WALE
Value Value Error Value Error Value Error

τw[Pa] 34.73 36.36 +4.70% 43.48 +25.20% 44.35 +27.71%
qw[MW/m2] 1.01 1.02 +1.37% 1.09 +8.23% 1.10 +9.83%

Table 5.1: Comparison of friction and heat fluxes in the non-isothermal turbulent channel flow
for Reτ = 2001.

The same comments as for the isothermal cases can be made here. Again, the Sigma and WALE
models fail to predict both the wall shear stress and the heat flux, overestimating both quanti-
ties. The Smagorinsky model on the other hand gives good results with an error lower than 5%.

The same simulations now performed with the addition of fluctuations in the velocity gradients
used to determine µt as described in the paper, give the results reported in Table 5.2.

KNc,corr Sigma_sf WALE_sf
Value Value Error Value Error

τw 34.73 31.91 -8.11% 29.16 -16.03%
qw 1.01 0.91 -9.83% 0.83 -17.29%

Table 5.2: Comparison of friction and heat fluxes in the non-isothermal turbulent channel flow
Reτ = 2001 with stochastic forcing.

If the friction is well improved, the error on wall heat fluxes stays high, and is even higher
for the WALE model. For both SGS models the wall heat flux is now underestimated, surely
because of the over-dissipating effect induced by the extra turbulent viscosity at the wall. The
results are therefore quite similar to the isothermal cases of the paper for the wall friction,
with better results with Sigma than WALE, but it seems that the addition of velocity gradient
fluctuations tends to under-predict the wall heat flux. The increase of the turbulent viscosity
at the wall may induce other phenomena affecting the heat flux. Future work is needed to
understand these phenomena and extend the method to the prediction of wall heat fluxes.

5.3 Influence of chemical reactions on wall fluxes
Using the developed ARC schemes, it is now possible to investigate the possible influence of
chemical activity on the wall fluxes. Due to the cooled wall at a lower temperature than the
burnt gas, the near-wall area is colder than the bulk flow, which can change the chemical
equilibrium. In the context of Liquid Rocket Engines, the study of this effect remains quite
rare. Using RANS of combustion chambers up to 100 bar, [Betti et al., 2016] studied several
chemical models (equilibrium, frozen, simplified kinetics) for H2/O2 and CH4/O2 mixtures,
and highlighted the fact that recombination reactions could increase up to 30% the wall heat
flux in the case of methane, and up to 14% in the case of hydrogen. This behaviour was as well
observed in [Perakis et al., 2020] in the cold boundary layer of LES of a CH4/O2 configuration
studied at TUM [Silvestri et al., 2016, Silvestry et al., 2018]. Such recombination reactions are
only present in sufficiently detailed chemistry models such as ARC.
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This raises the question of the possible need to develop wall models that take into account this
chemical activity. This was for example made in [Muto et al., 2018, Muto et al., 2019] in the
case of hydrogen/oxygen combustion, where a chemical equilibrium condition in the first wall
cell, allowing to compute the momentum and enthalpy flux in the boundary layer equations
thanks to a table look-up procedure to estimate chemical factors. Another idea developed and
applied in CH4/O2 cases by [Perakis et al., 2020] is to pre-compute non-adiabatic flamelet
library used as model to predict heat transfer.

For a 1D stationary flow, the total wall heat flux is recalled here and is actually divided into
four contributions:

qtot ≈ ρ̄ṽ′′h′′s︸ ︷︷ ︸
1

+ ρ̄
∑

k

ṽ′′Y ′′k ∆h0
f,k

︸ ︷︷ ︸
2

−λdT
dy︸ ︷︷ ︸
3

+ ρ̄
∑

k

hkYkVk,y

︸ ︷︷ ︸
4

(5.24)

• 1: Turbulent flux of sensible enthalpy, modeled by: −λt dT̄dy .

• 2: Turbulent flux of chemical enthalpy, which is the term of interest here.

• 3: Laminar (or Fourier) flux, negligible in the turbulent region.

• 4: Species diffusion effect, also negligible in the turbulent region as shown in [Cabrit and
Nicoud, 2009].

The viscous effect and pressure forces are also neglected, as recalled in [Potier, 2018]. As already
introduced in Section 5.1, the turbulent flux of chemical enthalpy is not implemented in the
current version of AVBP. The objective is then to evaluate the chemical activity in the boundary
layer and its impact on wall fluxes. More precisely, the following questions are addressed in
this section:

• Is there a strong chemical activity in the boundary layer?

• If yes, does it have an influence on the wall fluxes?

• If yes, from which quantity change does it come from: thermal conductivity, heat capacity,
heat release, temperature gradient...?

• Knowing these information, is the current coupled wall-law enough to take into account
these changes?

To answer these questions, simulations of reacting turbulent channel flows are performed with
both WRLES and WMLES.

5.3.1 Numerical setup
Simulating stationary bi-periodic channel flows requires to add a source term to the momen-
tum equation in order to compensate the wall-friction (as in Section 5.2.1) and, in the case of
non-isothermal flows (typically hot bulk flow, cold wall), to add an energy source term to the
energy equation (as in Section 5.2.2). However, activating chemical reactions which are highly
sensitive to temperature, that they also modify through their heat release, raises a coupling
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problem: reactions modify the temperature, then the energy source term tries to correct this
temperature to go back to the target bulk temperature; the corrected temperature in turn mod-
ifies the reaction rates, and so on. This coupling makes it very difficult and even impossible to
reach a target operation point.
Therefore it was preferred to use a non-periodic channel with inlet and outlet boundary con-
ditions, and leading to a spatially developing turbulence and boundary layer. To obtain a
sufficiently developed turbulent boundary layer, synthetic turbulence is superimposed to the
bulk flow at the inlet, and statistics are computed only in a relevant part of the channel. Results
are presented in two transverse planes A and B as indicated on Fig. 5.3, located at X=25mm
and X=49.5mm, respectively.

Figure 5.3: Turbulent channel flow configuration, with associated boundary conditions. In-
stantaneous velocity fields of the WRLES (foreground) and WMLES (background) are shown.
Plane A (X=25mm) and Plane B (X=49.5mm) where results are collected and spatially and
temporally averaged are also shown.

For all simulations presented below, the inlet condition is a burnt gases mixture resulting from
a CANTERA CH4/O2 equilibrium with the ARC derived in Section 4.3.1 for 54 bar, 3000K,
RM=3. The detailed composition of the inlet is detailed in Table 5.3. It is expected for the
reacting cases that the mixture at equilibrium should not evolve much in the bulk flow at
the same temperature of 3000K, but may change in the near-wall region under the heat loss
through the walls at a temperature of 600K. As the ratio Tbulk/Twall = 5, it represents a high
temperature gradient, and the coupled wall-law from Cabrit [Cabrit and Nicoud, 2009] is used.
The outlet is imposed at 54 bar since the ARC scheme has been derived for this pressure.

The numerical methods are exactly the same as for the channel flows computed in Section 5.2.1.
The Lax-Wendroff convection scheme is applied to a hexaedral element mesh. Note that the
SGS model used here is Sigma. From the conclusions of Section 5.2 about coupling between the
wall-law and the SGS model, it may seem not the best choice as the Sigma model was found
to over-predict wall fluxes. However this choice will not impact the conclusions about chemical
activity in the boundary layer.
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T (K) 3000
H2 0.0116504
H 0.000360494
O 0.000310369
O2 0.00106129
OH 0.0087071
H2O 0.449527
CO 0.275636
CO2 0.252742

Table 5.3: Channel inlet boundary condition: temperature and major species mass fractions
(other ARC species in minor proportion are not shown).

5.3.2 Laminar cases
Firstly, laminar Poiseuille flows are considered to give a first insight on the chemical activity
without any notion of turbulence modelling.
Two cases are simulated, with and without chemical reactions, denoted respectively LAM_F
("Frozen") and LAM_R ("Reactive"). Temporal averaging was performed over two convective
times, which is here τconv ≈ 10ms. The boundary layer is resolved for both cases with y+ ≈ 0.5.

Quantity Unit LAM_F LAM_R Relative difference
τw Pa 0.347 0.350 -0.9%
ρw kg/m3 22.70 23.25 -2.4%
µw Pa.s 3.22E-05 3.22E-05 0.0%

(∂u/∂y)w s−1 1.067E+04 1.073E+04 -0.6%
qw MW/m2 0.551 0.627 -10.4%
Cpw J/kg/K 1696 1688 0.5%
λw W/m.K 0.094 0.094 0.0%

(∂T/∂y)w K/m 5.83E+06 6.50E+06 -10.4%

Table 5.4: Comparison of main wall quantities in the two cases of Poiseuille flow (the relative
difference is computed with the reactive case as the reference), computed in Plane A (X=25mm)

Table 5.4 indicates that the wall fluxes differ between the two cases, the reacting case exhibiting
a slightly higher friction flux, but a much higher heat flux. The physical properties (ρw, µw,
Cpw, λw) at the wall are however very similar in both cases, meaning that the flux differences
come from the gradients of flow quantities (velocity for friction, temperature for heat fluxes) at
the wall: indeed their relative difference are of the same order than the respective flux relative
difference.
Figure 5.4 shows the details of these differences: an exothermic heat release is found (Fig.
5.4c) in the near-wall region (between 10 < y+ < 100), which explains the slightly higher
temperature in the reacting case (Fig. 5.4a). The impact of the temperature is found on the
heat capacity, Fig. 5.4d, for which the value is globally slightly higher in the reacting case.
Finally the temperature gradient difference at the wall is clearly observable in Fig. 5.4b and
grows towards the wall, resulting in higher heat flux in the reacting case. Theses differences
have therefore a chemical origin that is explained in the next section.
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Figure 5.4: Comparison between the frozen and boundary layer on the case of Poiseuille laminar
flow, located at plane A (X=25mm).

5.3.3 Turbulent cases
Using turbulent reactive channels raises the question about the behaviour of a wall law when
chemical reactions occur in the boundary layer. To study this, the test matrix shown in Table
5.5 containing the name of 4 cases is proposed. These tests will allow to evaluate the importance
of including chemistry in wall-laws.

Resolved BL Modeled BL
Frozen BL WRLES_F WMLES_F
Reacting BL WRLES_R WMLES_R

Table 5.5: Test matrix for turbulent channel flows.
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The point is here to compare the differences between the frozen and reacting conditions found
in the WRLES and in the WMLES, by looking at the relative differences indicated in Table 5.6
and 5.7. Note that because of computational cost, the WRLES are not exactly resolved at the
wall but are constructed to target y+ ≈ 5. This is however considered generally sufficient to
consider the boundary layer as almost resolved: y+ ≈ 5 lies in the viscous sub-layer, where no
turbulent activity is expected (see Fig. 5.1). The WMLES are then designed to reach a resolu-
tion of y+ ≈ 80. With a convective time of the channel of about τconv ≈ 1ms, the WRLES have
been averaged over at least 3ms, and 30ms have been calculated for the WMLES. Note that in
the following graphs presented with y+ as abscissa, the wall point, normally at y/h = y+ = 0,
has been artificially moved to y+ = 1 for better clarity.

Plane A Plane B
Quantity Unit WRLES_F WRLES_R RD WRLES_F WRLES_R RD

τw Pa 22.55 23.95 -5.8% 22.96 24.51 -6.3%
ρw kg/m3 22.72 23.12 -1.7% 22.76 23.14 -1.6%
µw Pa.s 3.21E-05 3.21E-05 0.0% 3.21E-05 3.21E-05 0.0%

(∂u/∂y)w s−1 6.33E+05 6.66E+05 -5.0% 6.35E+05 6.73E+05 -5.7%
qw MW/m2 3.647 4.061 -10.2% 3.581 3.945 -9.2%
Cpw J/kg/K 1695.7 1691.1 0.3% 1695.7 1692 0.2%
λw W/m.K 0.094 0.094 0.0% 0.094 0.094 0.0%

(∂T/∂y)w K/m 3.37E+07 3.70E+07 -9.2% 3.28E+07 3.58E+07 -8.4%

Table 5.6: Comparison of main wall quantities in the case of turbulent WRLES (relative dif-
ference ("RD" in the table) computed with the reactive simulation as the reference).

Plane A Plane B
Quantity Unit WMLES_F WMLES_R RD WMLES_F WMLES_R RD

τw Pa 28.57 27.92 2.3% 32 32.45 -1.4%
ρw kg/m3 24.16 24.44 -1.1% 23.28 23.6 -1.4%
µw Pa.s 3.20E-05 3.20E-05 0.0% 3.20E-05 3.20E-05 0.0%
qw MW/m2 4.211 4.384 -3.9% 4.33 4.628 -6.4%
Cpw J/kg/K 1895.2 1900.0 -0.3% 1897.6 1915.5 -0.9%
λw W/m.K 0.105 0.105 0.0% 0.105 0.106 -0.9%

Table 5.7: Comparison of main wall quantities in the case of turbulent WMLES (relative
difference ("RD" in the table) computed with the reactive simulation as the reference).

It seems that the differences between the frozen and the reacting cases are lower in the WMLES
than in the WRLES. It means that a contribution to the wall fluxes due to chemical reactions
is missed in the case of WMLES.
As for the Poiseuille flow, the WRLES indicate that the wall flux differences mainly come from
velocity and temperature gradients at the wall (visible between the two first grid points of Fig.
5.9b), the other physical properties remaining almost the same in all cases. However in the case
of WMLES, the resolved velocity and temperature gradients, as well as λw, are not used by
the wall-law to compute the fluxes (as recalled by Eqs. 5.8 and 5.9), so that the flux prediction
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difference has another origin.
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Figure 5.5: Averaged heat release rate profiles normal to the wall in plane A.

The averaged heat release rate profiles normal to the wall of the reacting cases presented Fig.
5.5 show important differences between WRLES and WMLES. In WRLES a single exothermic
peak is observed between roughly 10 < y+ < 120, including therefore the buffer layer and the
beginning of the turbulent boundary layer zones. The maximum value is reached at y+ = 60.
In the WMLES however, the first grid point being located at y+ = 80, the simulation can-
not describe this behaviour. The coarse mesh produces also an exothermic zone but around
y+ = 200, endothermic reactions appear and take over, something that does not exist in the
WRLES.

Details of this heat release rate are in Fig. 5.6, where fields of the heat release rate and the
source terms of the main contributing species to the chemical activity in the near wall region
in Plane A are presented. Exothermic activity is indeed found (top-left image) and is related
to the consumption of OH and O2 to produce H2O. Meanwhile, the CO/CO2 equilibrium
characteristic of post-flame zones which is exothermic, is found to move as the two species
exhibit quite high source terms next to the wall. Interestingly the averaged species profiles of
Fig. 5.7 show that despite a lower near-wall resolution, the WMLES follows the same trend
than WRLES. However it can be seen again that species CO, CO2 and H2O reach different
values at the wall, meaning that some reactions of CO/CO2 equilibrium and H2O production
are not correctly described in WMLES.
The contribution of the main species to the heat release rate is shown in Fig. 5.8. Note that
these plots have been normalized by the mean heat release rate in plane A to easily compare
the WR- and WMLES cases. The plots confirm the above findings: the chemical activity in
the WMLES qualitatively follows the same trends as in the WRLES. the species CO2 and H2O
are found to be the main responsibles for the heat release in both simulations, with an exother-
mic for CO2, endothermic for H2O contribution in the temperature range 1200 - 2200K, and
conversely an endothermic for CO2, exothermic for H2O contribution for higher temperature
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Figure 5.6: Instantaneous fields in Plane A (case WRLES_R) over the channel half-height
h of the heat release rate (top-left corner, in W/m3) and the main species source terms (in
kg/m3/s).
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Figure 5.7: Average profiles of the main species mass fraction as function of y+ in WRLES and
WMLES of the reacting cases, located in plane A.

up to ≈ 2700K. However, Fig. 5.9 also recalls that these large temperature intervals are poorly
represented in the WMLES, covered with no more than 2 grid points in the temperature pro-
file. Therefore, the active reactions in these temperature ranges cannot be properly represented
quantitatively by the WMLES. Their intensity seems actually under-estimated, as shown in the
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scale difference in Fig. 5.8 of one order of magnitude, which explains the lower wall heat flux
difference between the frozen and reacting cases in WMLES compared to WRLES. This low
resolution effect may also explain the weird point at y/h = 0.1 in the temperature profile in
Fig. 5.9a.
Another striking difference in Fig. 5.8 is the heat release contributions at T=3000K, where al-
most no reactivity is seen in the WRLES, while it is maximum in the WMLES, corresponding
to the endothermic peak of Fig. 5.5. This again may be attributed to the filtering induced by
the coarse mesh in this region.

(a) WRLES (b) WMLES

Figure 5.8: Instantaneous scatter plots of WRLES (a) and WMLES (b) of the contribution of
the main species to the heat release rate, normalized by the mean HRR in plane A, as function
of the temperature.
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Figure 5.9: Average temperature profiles as functions of y/h in WRLES and WMLES for the
frozen and reacting cases, located in plane A. Figure (b) is a zoom on the viscous sub-layer.

124



Remarks:

• Note that the same behaviours about coupling wall-law and SGS model, as investigated in
Section 5.2, are observed here. Considering the WRLES as the reference, the WMLES
run as well with the Sigma model overall over-predicts the fluxes by the same order of
magnitude, about +10 to +20%, respectively for the frozen and reacting flows.

• In Table 5.7 (WMLES cases), the physical properties ρw and µw are computed with the
wall temperature imposed by the boundary condition (i.e., 600K), as is done in the wall-
law. The heat capacity Cpw is computed differently, taken as the cell value therefore using
the cell temperature, about 1075K in this case (first grid point of Fig. 5.9b). In the
WRLES, the wall temperature value is indeed 600K, explaining the lower Cpw than in
WMLES. This effect also contributes to the wall heat flux over-prediction in WMLES.
Note that λw is also taken at the cell temperature, leading to a higher value in WMLES
than in WRLES, but as this quantity is not used in the wall-law it is difficult to conclude
about its effect.

• Results in Plane B show the same trends. However problematic pressure waves near the
outlet make them less converged so that only Plane A results were presented.

5.3.4 Conclusions
Both wall-resolved laminar and turbulent cases show that chemical activity in the boundary
layer has a non-negligible impact on the prediction of the wall heat flux with a difference about
+8-10% compared to the non-reacting case, which is consistent with the literature [Perakis
et al., 2020, Betti et al., 2016]. A difference is also observed for the wall friction prediction,
but to a lesser extent. The origin of the difference is identified to be the wall gradients of tem-
perature and velocity, which are significantly impacted by chemical activity. In particular the
CO-CO2 equilibrium seems to play a key role, also previously highlighted by the same authors
[Perakis et al., 2020, Betti et al., 2016].

This behaviour is qualitatively retrieved in WMLES, however the poorer resolution tends to
decrease the difference between the reacting and non-reacting boundary layers. This means
that in order to get closer to a reference resolved boundary layer, the effect of chemistry on
the temperature and velocity gradients should be introduced in the wall model. Without this
effect, the current coupled wall-law as implemented in AVBP is not able to recover the correct
wall fluxes in case of reacting boundary layers.

In order to model the impact of chemistry on wall fluxes in WMLES, a first possibility would
be to implement the full formulation of the coupled wall-law, as originally developed by Cabrit
[Cabrit and Nicoud, 2009], and taking into account chemical enthalpy fluxes. However, this may
not be sufficient considering the results of this section, as it seems that the chemical reactions in
WMLES are not at the right level of intensity. This calls for a sub-grid scale chemical reaction
model suited to near-wall flows. To go in this direction, [Muto et al., 2019] considered to evaluate
chemical equilibrium at the wall. This was applied for H2/O2 combustion, i.e., a highly reactive
mixture close to equilibrium in most locations. In the case of CH4/O2 combustion however
the CO/CO2 equilibrium is a much slower process and the assumption of equilibrium may not
hold.
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Part IV

Applications
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Chapter 6

The CONFORTH configuration

The CONFORTH configuration is a lab-scale Liquid Rocket Engine owned by ONERA (Palaiseau),
and is a modification of the Mascotte test bench [Palerm et al., 2015]. It allowed to study many
aspects of cryogenic rocket engines both experimentally and numerically, like flame dynamics
[Candel et al., 2006, Habiballah et al., 2006], heat transfer [Ordonneau et al., 2016, Pichillou
et al., 2017, Grenard et al., 2019], and more recently, soot emission [Vingert et al., 2019], how-
ever particularly focusing on wall heat transfer in conditions close to a real LRE. CONFORTH
can be run at pressure from 20 to 70 bar and with oxy-combustion of hydrogen or methane at
various mixture ratios. Two versions exist: a "thermal" version used to measure temperature
and heat fluxes at the wall and a "visualization" version with a glass window to see the flame
shape and atomization process. The development of this test bench is part of the CNES strat-
egy in support of future LRE programs [Palerm et al., 2015].

Figure 6.1: CAD of the CONFORTH test bench from ONERA [Pichillou et al., 2017].

The objectives of this section is twofold. First the high pressure ARC methane-oxygen scheme
and the exponential time integration of chemistry presented in the Section 4.4.1 are evaluated,
this time in the LES of a real system; also the ability of LES to predict wall heat transfers
and temperature is studied, taking into account the conclusions of Section 5.3. With these
objectives the LES have been run in the "thermal" configuration of the test bench (see Fig.
6.1).
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Note that some parts reported below are directly taken from [Blanchard et al., 2022], and
enhanced with some information complements.

6.1 Experimental setup
The experimental setup is detailed in [Ordonneau et al., 2016]. The CONFORTH test bench
consists of five coaxial injectors: one central and four others placed all around on an external
ring, as shown in Fig. 6.2. The chamber has a circular section and ends with a nozzle. The
chamber walls, made of copper, are cooled by a water circuit. The injection head (faceplate)
is not cooled. The chosen operating point for the present work, summarized in Table 6.1, is
methane oxy-combustion at a pressure of 54 bar with a rich global equivalence ratio φg = 1.262.
Details about the geometry are not given for confidentiality reasons. For all the following, "X"
denotes the axial direction (flow direction), and Y and Z the transverse coordinates: see Fig.
6.1.

Pressure [bar] 54
GO2 mass flow rate [g/s] 124.78
GCH4 mass flow rate [g/s] 39.38

Global equivalence ratio [-] 1.262
Mixture ratio [-] 3.17

GO2 temperature [K] 279.7
GCH4 temperature [K] 283.8

Table 6.1: Operating point for the LES of the CONFORTH test bench.

The instrumentation of the bench is composed of thermocouples aligned along 3 so-called gen-
erating lines ("lignes génératrices"), shown in Fig. 6.2, in order to get the heat flux information
at 3 locations:

• line A: is lined up with an external injector

• line B: is in-between the line aligned with an external injector and the line between two
external injectors

• line C: is between two external injectors

Due to the axi-periodicity of the test bench the generating lines can also be considered to be
at position 0◦, 22.5◦and 45◦.

128



Figure 6.2: Generating line positions (cut normal to the X-axis).

Along each line pairs of thermocouples are regularly placed at several positions along the
400mm-long chamber: one thermocouple gives the temperature TPG on the hot side (or gas
side), the other one gives the temperature TPE on the cold side (or cooling water side): see
Fig. 6.5. The heat flux is then derived from these two temperatures at each point and from
the known thermal conductivity λw of the solid material that separates them.
Two measurements of pressure were also made at the chamber wall at positions x=14mm and
x=215.9mm.

6.2 Modelling
The AVBP solver is used, with the Lax-Wendroff convection scheme [Lax and Wendroff, 1960]
and simplified transport rules: Prandtl and Schmidt numbers are constant. Furthermore, the
subgrid-scale turbulence model is the Sigma model [Nicoud et al., 2011] and constant turbulent
Schmidt and Prandtl numbers (fixed at 0.6 for both) are used for sub-grid species and thermal
turbulent diffusion. The Soave-Redlich-Kwong cubic equation of state is used [Soave, 1972],
and local filtering is applied to the density and pressure fields following the LAD approach
[Schmitt, 2020] to avoid spurious numerical perturbations.
Two simulations are performed: one with the classic time integration scheme (referred to as
LES-CLASS), the other with the exponential time integration presented in Section 4.4.1 (re-
ferred to as LES-EXPO). Similarly to the 2D flame computations shown in Sections 4.4.1 and
4.5, the diffusion flames which develop in the chamber are artificially thickened by the mesh
and do not require further thickening to be resolved. Subgrid-scale flame-turbulence interac-
tions however are not explicitly taken into account, and in principle should be modeled. In the
present case subgrid-scale effects are assumed small in comparison to the resolved turbulence
thanks to the refined mesh in the flame zone and are omitted. It will be checked a posteriori
that the flames are indeed purely non-premixed and that subgrid-scale turbulence is weak.

129



6.2.1 Numerical setup
Geometry and mesh

The whole 3D combustion chamber (with the five injectors) is simulated except the nozzle. The
mesh about 33M cells is fully made of tetrahedral elements, which size from ∆x0 = 40µm at
the injector lips to ∆xM = 3000µm in the domain. At the walls, tetrahedra are also used and
y+ values scale from 40 to 60 along the chamber. There are about 10 points to solve the flame
thermal thickness. Fig. 6.3 shows an overview of the mesh.

Figure 6.3: CONFORTH test bench mesh overview. Left: cut normal to Z-axis. Right: quarter
of injection head normal to the X-axis.

Boundary conditions

The boundary conditions are formulated with the Navier-Stokes Characteristic Boundary Con-
dition (NSCBC) approach [Poinsot and Lele, 1992]. Inlets are set with the recently published
Non-Reflective Inlets (NRI) method [Daviller et al., 2019] which allows to absorb acoustics
while maintaining the injection fluxes. As the nozzle is not computed, the outlet pressure is set
at 54 bar. At the GCH4 and GO2 inlets, turbulent velocity profiles (of shape 1/7) are imposed.
The injector (including lips) walls are treated with adiabatic slip conditions with the use of the
standard wall-law. The injector head wall is treated as an isothermal wall with T=500K. The
chamber walls receive a particular treatment which is described hereafter.
All boundary conditions are summarized in Fig. 6.4.

Figure 6.4: Boundary conditions: zoom on the top injector (cut normal to the Z-axis).
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Wall modelling

The chamber walls make use of the coupled wall law derived by Cabrit [Cabrit and Nicoud,
2009], which takes into account the high temperature gradients expected between the burnt
gases and the walls. The heat transfer through the wall is taken into account by imposing a
heat exchange coefficient profile based on experimental results with a reference temperature set
at T∞ = 280.15K. The heat exchange coefficient was computed as explained in the following.

Figure 6.5: Thermal boundary condition (proposed by CNES). Qw,LES is the LES output, from
which Tw,LES is then retrieved.

The heat exchange coefficient in the cooling water was provided by ONERA for the 3 generating
lines (not provided here for confidentiality reasons). They were averaged to get one single lon-
gitudinal profile hccRC . Then the equivalent heat exchange coefficient heq is calculated following
Eq. 6.1 (the details are given in Annex A., as proposed by CNES in [Martin-Benito, 2019]),
which takes into account convection from the cooling water hccRC and conduction through the
wall material with λw. rc,PG is the chamber radius, rc,PE is the chamber radius plus the wall
thickness, ew is the wall thickness, ePG is the distance between the wall and the thermocouple
located on the hot side, and dP is the distance between the two thermocouples. Figure 6.5
sums up the modelling, from the experimental data to the simulation inputs.

heq = 1

rc,PG




ln
(

rc,P E
rc,P G

)

λw
+ 1

rc,P Eh
cc
RC




(6.1)

In AVBP, the coupled wall boundary condition with heat loss (WALL_LAW_COUPLED_LOSS)
requires as input a heat resistance Req, which is here simply the inverse of heq. The experimen-
tal values have therefore been fitted into a 7-order polynomial, as indicated in Fig. 6.6, to be
easily implemented.
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Figure 6.6: Longitudinal heat resistance profile Req used in AVBP as wall boundary condition.

6.3 Results
Two simulations are performed: one with the classic Arrhenius form time integration (referred
to as LES-CLASS), the other with the exponential time integration of chemistry presented in
Section 4.4.1 (referred to as LES-EXPO). The simulations were run for about two convective
times, estimated to be 8.5ms. This represents in terms of CPU cost about 1100 kh for the
LES-CLASS and about 800 kh for the LES-EXPO, meaning a reduction of about 27% with
the exponential integration. Computations were run on the TGCC cluster IRENE, both on
Skylake and KNL processors.
Some parts of the next section (the flame analysis) are directly taken from [Blanchard et al.,
2022] published in Acta Astronautica.

6.3.1 Computational cost gain
The CFL time step is ∆tCFL = 7.3ns while Eq. 4.7 gives a chemical time step ∆tchem = 0.23ns,
i.e., about 32 times smaller. In practice, the case LES-CLASS runs with κCLASS = 20 while the
case LES-EXPO runs with κEXP = 10, i.e., a 2 times higher chemical integration time step.

6.3.2 Flame analysis
Flame shape

All views presented in this Section are cuts across the Z-normal axis. Note that for confiden-
tiality reasons, axes have been non-dimensionalized to new units X ′, Y ′, Z ′, the length X ′ = 1
corresponding to the mean flame length found (see Fig. 6.7).
Fig. 6.7 contains various averaged fields to compare the two integration methods, where a typi-
cal diffusion flame shape anchored at the lip is easily recognizable. The fields exhibit differences
between the central and the side flames because of flame-flame and flame-wall interactions. The
central flame is shorter, and it seems that the side flames are slightly bended towards the walls.
Also, the main exothermic zone of the side flames is shorter next to the walls, due to the colder
area near the walls. Both time integration methods give very similar results, also concerning
the flame length.
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Figure 6.7: CONFORTH test bench. Cuts of averaged fields of heat release rate, mixture frac-
tion and velocity obtained with the classic (left half) and the exponential (right half) methods,
with the stoichiometric line in white (Zst = 0.2). The red box indicates where the scatter plots
are realized (see next Section).

Fig. 6.8 and 6.9 shows instantaneous fields of the temperature with superimposed streamlines.
Corner and inter-injector recirculation zones appear with different sizes, extending to about
X ′ = 0.6 and X ′ = 0.15 respectively in the axial direction. Short flames and fast thermal
expansion lead to a thermally homogeneous flow of hot gases above 3500K from X ′ = 0.9 and
downwards. However looking at Fig. 6.9, the burnt gases composition is less homogeneous:
due to the different relative positions of the flames, CO is trapped in the corner recirculation
zone, but entrained downstream by the accelerated flow between the flames.

It is also worth noting that the use of a cubic equation of state was indeed necessary to take
into account the real gas conditions of the simulation in the flame zone due to the supercritical
regime: Fig. 6.10 shows that the high intensity of heat release rate is located within the zone
of compressibility factor Z = P/ρrT = 0.95, so that real gas effects is happening here. Note
that as previously mentioned in Section 4.3.2, the ARC used in this simulation was reduced by
using the perfect gas assumption for practicality reasons, however this does not impact its use
for a cubic EoS.
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Figure 6.8: CONFORTH test bench. Instantaneous temperature field of the classical integration
case with streamlines.

Figure 6.9: CONFORTH test bench. Instantaneous CO mass fraction field of the classical
integration case with streamlines.

Figure 6.10: Averaged heat release rate field focusing on the central flame. The white isoline
indicates the compressibility factor Z = 0.95: inside this zone, Z < 0.95.
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Flame structure

It is first verified that the flame is purely non-premixed, using the Takeno index [Yamashita
et al., 1996] ζ weighted by the heat release rate ω̇T , computed and integrated through the whole
domain V , as:

ζHR =
∫

V
ζ × ω̇T (6.2)

It is found that about 73% of the heat is produced in non-premixed conditions. The remaining
27%, therefore burning as premixed, are identified to be at either far from the stoichiometric
line, either at the tip of the flame where the resolution is poorer or either located in-between
the flames, where the mixture is mainly composed of burnt gas products H2O, CO and CO2
but not yet at equilibrium: the mixture continues to react in a premixed mode to establish the
correct CO-CO2 equilibrium.

The flame structure is studied through scatter plots realized in the red box shown in Fig. 6.7
on the time-averaged solution. As a major control parameter of diffusion flames, strain rate
statistics are first shown in Fig. 6.11. In the LES simulations, the resolved strain rate along
the flame is computed as:

at = (δij − ninj)Sij (6.3)
where ni, nj are the components of the flame normal, Sij is the resolved fluid strain rate tensor,
and δij is the Kronecker symbol.
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Figure 6.11: CONFORTH test bench. Strain rate distribution in the classical integration case.

In the considered area, 75% of the turbulent flame see a strain rate below 5000 s−1, with a peak
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of the probability around 3000 s−1. At this pressure, the extinction strain rate of a methane-
oxygen flame is of the order of 3 × 106s−1, far above the maximum strain rate observed (of
the order of 1.5× 105s−1) which means that the present turbulent flame never quenches in the
studied zone.

Figure 6.12: CONFORTH test bench. Details of the mesh in the central flame (top) and ratio of
turbulent over laminar viscosities (bottom) for the averaged solution of the classical integration
case. White isoline shows the stoichiometric mixture fraction.

As announced in the model description, the subgrid-scale flame-turbulence interaction is eval-
uated. To do this the ratio of the turbulent viscosity over the laminar viscosity is shown on
Fig. 6.12. One can see that this ratio is quite low (below 10) in most part of the flame. This is
explained by the fine mesh at the flame location, as shown in the top-half of the figure. Towards
the flame tip, the mesh coarsens quite rapidly which results in higher values for the viscosity
ratio, but at this location most of the heat release has already been produced. This low tur-
bulent viscosity indicates a small flame-turbulence sub-grid intensity, which can be therefore
neglected, following the same idea as in [Breda et al., 2020].
The maximum temperature gradient in the flame controls the thermal flame thickness which
is calculated with Eq. 4.18 and is found to be between 220 < δth < 49µm for strain rates of
3000 < a < 30000s−1. With a cell size going from 40 to 80 µm in this area, the mesh refinement
is considered sufficiently fine to solve correctly this gradient.
To complete these statements about simulation quality, as the computations were long to con-
verge and required many integration time steps, an error accumulation study is performed
following the technique described in [Smirnov et al., 2015]. An average cell size is considered
and compared to the domain lengths in each direction, providing a 3D relative integration error.
Taking into account the total number of iterations performed, in the case of the LES-CLASS
case the accumulation error estimate due to computation duration is found to be less than 2%,
which is acceptable.

Scatter plots of temperature with mixture fraction are shown in Fig. 6.13 for the two cases and
compared to the CANTERA solution at strain rate 4000 s−1, which corresponds to the mean
value in the zone defined by the red box of Fig. 6.7. They confirm that the flame is substantially
stretched but stays far from quenching. Note that ARC remains valid for strain rates largely
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exceeding its range of derivation presented in Section 4.3.1: this is a known advantage of ARC
as demonstrated in [Felden et al., 2019]. The two AVBP simulations give very same results,
which are however different from the laminar CANTERA solution. The maximum temperature
is lower in AVBP with about 400K gap, which can be explained by the fact that the LES flames
are simply not adiabatic. It can be noticed that in the rich side of the flame, a group of points
seems slightly out of the curves: they are found in the premixed zone, in between the flames.

Figure 6.13: CONFORTH test bench. Scatter plots of temperature in the zone defined by
the red box of Fig.6.7 for cases with classical and exponential integration, compared to the
temperature profile of a laminar flame at equivalent mean strain rate.

To go further in the flame structure analysis, statistics of the time-averaged heat release rate
in the mixture fraction space are shown in Fig. 6.14. In the figure, both the time-averaged
and the standard deviation in the zone defined by the red box of Fig. 6.7 are plotted. The two
AVBP computations are again very similar. However, due to the time-averaging operation, the
complex shape with two exothermic and one endothermic peaks, as observed in the laminar
flame solution at the representative strain rate of amean = 4000s−1, is not recovered.
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Figure 6.14: CONFORTH test bench. Time-averaged heat release rate: mean of the points
located in the red box of Fig. 6.7 and their standard deviation, for cases with classical and
exponential integration, compared to heat release rate profile of a laminar flame at equivalent
mean strain rate.

To better elucidate the LES flame structure, the instantaneous heat release rate (together with
the main species contributions) is plotted against the mixture fraction in Fig. 6.15. To obtain
a typical curve, a reduced number of instantaneous solutions have been used to build scatter
plots in the red box of Fig. 6.7 from which a fitted curve was extracted. Only the LES-CLASS
case is shown, as same results were obtained for the LES-EXPO case. The instantaneous LES
results clearly recover the whole complex, three-peaks flame structure, which confirms that
time-averaging is responsible for the smooth heat release rate profile of Fig. 6.14. The species
contributions explain the origin of the endothermic peak due to the species C2H2 and H2 and,
to a less extent, CO2, while the main exothermic zone is due to C2H2 and CH3. This highlights
the importance of some species which are usually not found in simpler chemical schemes.

The flame can also be described in Fig. 6.16 where instantaneous chemical source terms are plot-
ted (curves fitted on scatter plots). The first exothermic peak in the lean side around Z = 0.1
is due to the oxidation of CO in CO2. The main exothermic peak between 0.2 < Z < 0.3
corresponds to the consumption of the reactants O2 and CH4, the production of H2O and CO,
and the oxidation of radicals such as OH, CH3 and C2H2. Finally the endothermic zone on the
rich side is associated to the production of C2H2 and H2 and the consumption of CO2.
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Figure 6.15: CONFORTH test bench. Instantaneous heat release rate and species contributions
to the heat release (curves fitted on scatter plots in the red box of Fig. 6.7) for the classical
integration case.
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Figure 6.16: CONFORTH test bench. Instantaneous chemical source terms (curves fitted on
scatter plots in the red box of Fig. 6.7) for the classical integration case.

Time-averaged species profiles are plotted in Fig. 6.17 to 6.19. For the propellants CH4 and
O2, AVBP results fit correctly the CANTERA laminar flame solution, with little dispersion.
The main products H2O, CO and CO2 show more discrepancies, in particular the CO-CO2
equilibrium is slightly moved. Smallest species like CH3 and OH exhibit larger differences
compared to the laminar flame. In all those figures, note however the perfect match between
the LES-CLASS and LES-EXPO case, demonstrating the validity of the exponential time
integration method.
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Figure 6.17: CONFORTH test bench. Scatter plots of CH4 and O2 from the time-averaged
solution in the red box of Fig. 6.7.

Figure 6.18: CONFORTH test bench. Scatter plots of H2O, CO and CO2 from the time-
averaged solution in the red box of Fig. 6.7.

Figure 6.19: CONFORTH test bench. Scatter plots of H2, CH3 and OH from the time-averaged
solution in the red box of Fig. 6.7.
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6.3.3 Power budget
Here a global analysis of the combustion chamber power is performed. Note that in the experi-
ment this power was not measured. The theoretical power released by a flame Pth, in adiabatic
conditions and assuming complete combustion, can be evaluated from the burnt fuel mass flow
rate ṁf , multiplied by its lower heating value LHVf (computed with CANTERA for these
particular operating conditions). As the CONFORTH test bench operates in rich conditions
(φg > 1), the amount of burnt fuel is the total fuel mass divided by the equivalence ratio, so
that:

Pth = ṁfLHVf/φg = 0.03938[kg/s]× 50.04[MJ/kg]/1.262 = 1.56MW (6.4)
This is a crude estimation of the flame power which is in fact the maximum possible value
corresponding to a fully adiabatic combustion chamber and no reversible chemical reactions.

Therefore the theoretical power of the test bench is better evaluated by taking the burnt gas at
equilibrium. The solver CANTERA is used to compute the equilibrium (at constant enthalpy
and pressure) with the ARC scheme species and in the conditions of CONFORTH, and starting
from the initial composition defined as:

YO2,i [-] 0.76
YCH4,i [-] 0.24

Pressure [bar] 54
Ti [K] 280

Table 6.2: Initial conditions to compute the CANTERA equilibrium.

The sensible enthalpy difference between the initial state (index "i") and the final state (index
"f") gives the flame power as:

Pth,CANT = ṁtot

∫ Tf

Ti

Cp(T )dT = 1.34MW (6.5)

where ṁtot = 0.165kg/s is the total mass flow rate. The value Pth,CANT can be directly
compared to the power found in the simulation. Figure 6.20 shows the two contributions to
the total power computed from the LES: the heat release rate ω̇T (abbreviated as "HRR" and
defined in Eq. 2.33) and the wall heat losses Qw. Both quantities are first integrated in the
cross section of the chamber S, and then presented as cumulative integrals. Starting from the
location x0 = 0mm at the injection head plane, they are successively integrated along the x-axis
until the end of the domain at xmax = 390mm:

Cω̇T
(x′) =

∫ x′

x0

∫

S
ω̇TdSdx

′ (6.6)

CQw(x′) =
∫ x′

x0

∫

S
QwdSdx

′ (6.7)

The cumulative HRR exhibits a rapid growth from x = 0 to x = 100mm, giving therefore an
indication on the flame length in the LES of about 100 mm, consistent with the flame analysis
presented in Section 6.3.2. The cumulative HRR continues to grow, but more slowly until the
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Figure 6.20: Axial power evolution.

end of the chamber, indicating that there are still exothermic chemical reactions in the post-
flame zone and that equilibrium is not reached at the chamber exit. This behaviour mainly
comes from chemical activity at the walls and is discussed further. Meanwhile wall heat losses
increase almost linearly. Note that both classical and exponential integration methods show
again an excellent agreement.
The final value of the cumulative HRR at xmax is the total power generated by the flame in
the whole domain and equivalently, the final cumulative wall heat loss is the total power loss:

PHRR = Cω̇T
(xmax) (6.8)

PQw = CQw(xmax) (6.9)

In fact wall heat losses have an impact on the sensible enthalpy of the mixture throughout the
domain, which is taken from PHRR. Therefore to compare to the theoretical power in adiabatic
conditions, PHRR and PQw are simply added. Note that the heat losses at the injection head
are taken into account: they represent about 1.6% of the total wall heat flux PQw .

Ptot,LES = PHRR + PQw ≈ 1.07 + 0.20 = 1.27MW (6.10)
It is found that the total power of the LES is about 5.2% lower than the theoretical power of
Eq. 6.5, obtained with the CANTERA equilibrium. This is not a surprise because as explained
above, the mixture does not reach equilibrium at the end of the domain, and therefore more
heat could be still released if the chamber was longer. To evaluate this missing enthalpy,
another equilibrium calculation is performed with CANTERA, starting with the burnt gases
mean composition and temperature at the outlet plane (i.e., the composition of LES-CLASS
shown in Table 6.3). The sensible enthalpy difference between the obtained equilibrium and
the initial state is found to be ∆hequil = 0.27MJ/kg, here per kg of mixture (here in adiabatic
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conditions). Multiplying by ṁtot, the power Pequil which would be released by the mixture at
the outlet plane when reaching equilibrium is:

Pequil = ∆hequilṁtot = 0.045MW (6.11)
Note that Pequil is computed without heat losses and therefore is only an estimation of the
missing enthalpy. Finally, if the equilibrium was reached in the LES, the total power would be:

Ptot,LES,eq = PHRR + PQw + Pequil ≈ 1.07 + 0.20 + 0.045 = 1.315MW (6.12)
With this estimation the theoretical power Pth,CANT = 1.34MW is almost recovered, and
considered satisfactory in view of the approximations made. This energy budget shows that
wall heat losses impact significantly the enthalpy and the temperature of the burnt gases in two
ways: directly through the loss of sensible enthalpy, and indirectly through the modification of
the chemical composition and final equilibrium.

6.3.4 Burnt gases composition
The burnt gases composition is analysed at x = 390mm, slightly before the outlet. As the
mixture is stratified due the temperature change from the bulk flow to the walls, only the bulk
zone is considered here, as shown in Fig. 6.21. Table 6.3 presents averaged values in this inner
zone, obtained both from the LES cases and a CANTERA reactor case that has been computed
with the temperature and pressure found in the LES-CLASS: Tbulk,out = 3427K,Pbulk,out =
54.07bar.

Figure 6.21: Outlet plane of the LES-CLASS where the burnt gases composition is analysed.
The white isocontour corresponds to T = 3300K, the arbitrary delimitation between the bulk
and the near-wall region.
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CANTERA LES-CLASS LES-EXPO
T (K) 3427 3427 3432

ρ(kg/m3) 4.17 4.13 4.17
H2O 0.417 0.405 0.400
CO 0.219 0.224 0.211
CO2 0.278 0.270 0.277
OH 0.043 0.047 0.050
O2 0.030 0.038 0.048
H2 0.007 0.008 0.007
O 0.006 0.007 0.008
H 0.0009 0.001 0.001

HO2 0.0001 0.0001 0.0002

Table 6.3: Burnt gases composition comparison of the bulk flow at x = 390mm (species below
1e-5 in mass fraction are omitted).

The burnt gases composition is in good agreement between the two LES cases, and also with
the CANTERA equilibrium. The differences mainly originate from the O2 and OH mass frac-
tions, two quite reactive species which are found at higher level in the LES cases. The CO/CO2
equilibrium seems reached in Table 6.3, however this is true for the bulk flow only: as indicated
by Fig. 6.22a, the main mass fractions are still evolving in the axial direction, but this is
mainly due to near-wall reactions: this is investigated further. This is in agreement with the
fact that the cumulative heat release rate continues to grow slowly in the axial direction, as
presented in Fig. 6.20. It is also interesting to note that despite the rich equivalence ratio, no
methane remains in the burnt gases (this is consistent with the CANTERA result). It means
that the methane excess has been consumed in intermediate reactions and transformed in other
carbonated species.
Thus, note that the direct comparison between the LES and CANTERA suffers from the ar-
bitrary delimitation between the bulk flow and the near-wall zone, and also that CANTERA
was run with a perfect gas assumption, different from AVBP run with the SRK EoS.
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Figure 6.22: Time-averaged axial evolution of main combustion products (a) and temperature
and heat release rate (b), integrated over cross section normal to the flow direction.
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So far the analysis focused on the bulk flow. The radial evolution of the composition, i.e., from
the center line to the wall at different axial locations is now studied. This is presented in Fig.
6.23. As expected, the burnt gases composition is modified by the local temperature, which
decreases when approaching the wall under the effect of heat losses. The position x = 58mm
is in the flame zone so that a homogeneous burnt gases mixture is not yet established. Going
downstream, from x = 118mm and further, the radial evolution is clear: close to the chamber
walls (R=28mm) the lower temperature modifies the burnt gases composition significantly in
a relatively small distance. This is particularly true for the CO-CO2 equilibrium, which moves
toward more CO conversion into CO2 for colder temperature.
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Figure 6.23: Time-averaged radial evolution of the main combustion product mass fractions
at several axial positions along the chamber. The profiles are spatially-averaged in azimuthal
direction.

Thanks to the use of an ARC scheme, it is possible to go further in the analysis of the chemical
activity at the wall. Radial profiles of the chemical source terms of the main species are plotted
in Fig. 6.24 at two axial positions. One can see that downstream the flame zone (x>100mm)
the chemical activity in the bulk flow (from r=0 to r=24mm) is very limited compared to the
near wall-region (from r=24 to r=28mm). In this zone the source terms are consistent with the
previous analysis on the species: H2O and CO2 are produced while other species as CO, O,
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OH are consumed. Typically, reactions such as [CO + O2 <=> CO2 + O], [CO + OH <=>
CO2 + H], or [CO + O + M <=> CO2 + M], "M" being a third-body, contribute majorly to
this strong chemical activity. It is interesting to note that O2 is among the main consumed
species, despite the fact that the test bench operates in global rich conditions.
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Figure 6.24: Time-averaged radial profiles of the main species chemical source terms at two axial
positions downstream the flame. The profiles are spatially-averaged in azimuthal direction.

6.3.5 Prediction of the wall heat flux and comparison with experi-
ment

Note : due to confidentiality reasons, the numerical values of this section are normalized.

Assuming steady state in the experiment, the wall temperature has been reconstructed from
the two measured temperatures TPG and TPE, the distance between the two probes dP and the
thermal conductivity of copper λw (see Fig. 6.5). First the experimental heat flux is computed
as:

Qw,exp = λw(TPE − TPG)/dP (6.13)
Then the wall temperature is calculated as:

Tw,exp = Qw,exp × (dP + ePG)/λw + TPG (6.14)
In the LES using a wall model, the wall temperature is not predicted (as only the heat flux
is needed and computed by the wall law) and it must be therefore reconstructed from the
wall heat flux and the imposed temperature boundary condition as in Eq. 6.15. The wall
temperature reconstruction in both experiment and LES is made along the 3 generating lines
and the comparison is presented in Fig. 6.25.

Tw,LES = Qw,LES ×Req + T∞ (6.15)
where Req is calculated as in 1/heq (see Section 6.2.1).
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Figure 6.25: Comparison between the experimental and the LES wall temperatures along the
three generating lines (all normalized by the same value). The average of the three lines is also
plotted.

The first thing to remark is that the three generating lines are way more similar in the LES
than in the experiment. This is consistent with the fact that the equivalent thermal resistance
Req was built from an average of all generating lines. This behaviour is visible on the averaged
temperature fields shown in Fig. 6.26, which shows quite similar temperature levels in the
different planes and same order of magnitude of the wall temperature.

Figure 6.26: Averaged temperature fields at 3 azimuthal positions corresponding to the 3 gen-
erating lines. The white line is a temperature isocontour at T=2500K. The black dashed lines
show the wall position.
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In comparison to the experiment the LES shows a similar shape of the temperature profiles with
a maximum around x=120mm, coinciding with the flame tips. However the LES overall founds
a lower wall temperature, especially around x=120mm, where a difference with the experiment
of about 15% is observed on the mean profiles. However more downstream, a better agreement
is recovered with a deviation between 2% and 10%.

The LES and experimental wall heat fluxes are now compared in Fig. 6.27 along the three
generating lines, as well as their mean. As for the wall temperatures, the profile shapes are
correct and maximum around x=120mm, but the fluxes of the LES are globally underestimated
compared to the experiment, mainly at the same peak location around x=120mm.
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Figure 6.27: Comparison between the experimental and the LES wall heat flux along the three
generating lines (all normalized by the same value). The average of the three lines is also
plotted.

The differences between numerical and experimental results may be attributed to several reasons
listed below.

• As introduced in Section 5.1.2, the coupled wall-law is very sensitive to the molecular
Prandtl number, which is constant in AVBP (here Pr = 0.578). It is important to re-
call that this Prandtl number has been optimized during the ARC derivation to obtain
the correct consumption speed. However this burnt gas mixture is not reached until
x=200mm, meaning that the true Prandtl number of the mixture in the upstream zone
of the chamber may be different and lead to a different wall heat flux.

• The wall-law makes use of the first off-wall node information (velocity u2, temperature
T2 as indicated in Fig. 6.5), i.e., quantities on which the combustion process inside the
chamber has a first order impact. The underestimation of the wall temperature and heat
flux in the LES is therefore a sign that the burnt gases are not hot enough at the near-wall
area, so that the flame is too far from the wall.
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• As seen in Section 5.3, the chemical reactions occurring close to the wall in this context of
WMLES (with y+ values between 40 and 60), may contribute to the predicted temperature
and wall heat flux. The ARC scheme used here is the one derived in Section 5.3, also
used in the reacting channels study of Section 5.3, in almost the same thermodynamic
conditions (pressure and burnt gases temperature). From the results of Section 5.3, it
may be deduced that the wall heat flux is under-evaluated by about 5 to 10% due to the
omission of the chemical activity in the wall model.

• The Sigma SGS model was used, and as shown in Section 5.2.2 (Tab. 5.1 to overestimate
the heat flux due to the coupling between this SGS model and the wall-law.

• All along the chamber wall, the LES indicates a strong exothermic heat release at the
wall nodes, whereas a moderate endothermic heat release slightly off-wall as shown in
Fig. 6.28). The final impact on T2 is difficult to predict as it depends on the relative
importance of the exothermic and endothermic peaks, which are also balanced by heat
diffusion.
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Figure 6.28: Time-averaged radial profiles of the temperature and heat release rate at two axial
positions downstream the flame. The profiles are spatially-averaged in azimuthal direction.

• There is no model for radiative heat transfer in the simulation. Due to presence of car-
bon, so potentially soots, this may increase overall the heat transfers in the chamber.
Experimental work is going on to quantify this aspect [Vingert et al., 2019].

• Finally, the provided experimental data may be quite biased, as many thermocouples
returned non-physical cold values T = 280K downstream the flame and had be deleted
from the database. The resulting uncertainty of the experimental data which were used
to set the boundary conditions for LES may have introduced some bias in the LES.
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Finally pressure measurements were also provided at two locations (at the wall): x1 = 14mm
and x2 = 215.9mm. As shown in Table 6.4, the pressure is found almost constant along the
axis through the chamber in both the experiment and the LES. Both LES cases find exactly
the same chamber pressure as the experiment at position x2, while the pressure at x1 is slightly
under-estimated but the difference is so small that it could be attributed to numerical errors.

Position x1 x2
Normalized pressure, EXP 1.002 ± 0.002 0.999 ± 0.002

Normalized pressure, LES-CLASS 0.998 0.998

Table 6.4: Pressure probes comparison between the experiment and the LES-CLASS (LES-
EXPO has the same result).

6.4 Conclusions on the CONFORTH test bench
A numerical study of the CONFORTH thrust chamber has been successfully conducted with
LES . The simulation is multi-physics, using complex ARC chemistry and wall flux modelling
in super-critical conditions. The validity and interest of using the exponential time-integration
of chemistry in a realistic case is demonstrated. The comparison with experiment has been
made for the wall heat flux, showing overall a good behaviour of the LES but differences in
peak levels which may be attributed to a number of uncertainties both the in the experiment
and in the LES.
The results obtained in the CONFORTH configuration show that AVBP is able to perform
LES of methane oxy-combustion with accurate chemistry in realistic LRE configurations.
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Chapter 7

The TUM configuration

In the general context of future space propulsion already introduced in Chapter 1, the Technis-
che Universität of München (TUM) has developed several methane-fed sub-scale rocket com-
bustors. So far many GOx/GCH4 firing tests were performed with different configurations
(single-, five- and seven-injectors in square or circular sections [Silvestri et al., 2014, Silvestri
et al., 2016, Perakis et al., 2017]). In order to come closer to real rocket engine conditions, the
gaseous single-injector test bench has been modified to allow LOx/GCH4 firing tests [Von Sethe
et al., 2019]. The objective is to provide experimental data to the scientific community, for bet-
ter understanding and assessment of models and numerical codes.

The study of this configuration started with the participation to the Summer Program 2019
organized in Munich within the project SFB TRR40 about "Technological Foundations for the
Design of Thermally and Mechanically Highly Loaded Components of Future Space Transporta-
tion Systems”. It resulted into a proceeding paper [Blanchard and Cuenot, 2019]. The results
presented below are also part of a joint paper (in preparation) with some of the other partic-
ipating organizations to the Summer Program: TUM, Japan Aerospace Exploration Agency
(JAXA), Moscow Aviation Institute (MAI) and ArianeGroup.

The objective of this chapter is to assess, on another methane oxy-combustion test case the
usefulness and validity of ARC for both the flame behaviour and the wall heat transfer pre-
diction. The main difference with the CONFORTH configuration presented above is that the
TUM configuration was tested in the subcritical regime (cryogenic oxygen), implying modelling
techniques for the dense phase. Furthermore, as the residence time is much lower in the TUM
than in CONFORTH cases, with shorter simulation times, it was possible to study the influ-
ence of the chemical modelling. In particular a new approach to establish global mechanisms
(GLOMEC) is presented and compared to ARC. Note that the exponential time integration,
validated in the previous chapters, is used for the ARC simulation, allowing to slightly accel-
erate it by a factor 1.15. The GLOMEC case uses classic integration of the chemical source
terms.

7.1 Experimental setup
The experimental configuration is here briefly introduced, but more details can be found in
[Von Sethe et al., 2019]. It consists of a single coaxial injector combustion chamber fed by
gaseous methane and liquid oxygen. It is 290mm long, has a square cross section of 12x12mm
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and is equipped with convergent-divergent nozzle with a trapezoidal shape. The chamber is
designed for a 20-25bar pressure range. The combustion chamber is capacitively cooled making
use of the copper high thermal conductivity (19mm thick walls). The summary of the geometry
can be found in Table 7.1 and the visual of the configuration is shown Fig. 7.1.

Chamber length [mm] 290
Chamber width [mm] 12
Chamber height [mm] 12
LOx diameter [mm] 3
Lip thickness [mm] 1

GCH4 inner diameter [mm] 5
GCH4 outer diameter [mm] 6

Table 7.1: Main geometrical parameters, without the nozzle.

Figure 7.1: Combustion chamber with cryogenic injector head and optical access window
[Von Sethe et al., 2019]. Note than in the present simulation, the optical window is replaced
by copper.

The simulated operating point is sum up in Table 7.2. For oxygen, both pressure and tempera-
ture are below the critical values, so that oxygen is liquid at injection. The methane is injected
near ambient temperature.

Pressure [bar] 18.5
LOx mass flow rate [g/s] 44.63
GCH4 mass flow rate [g/s] 14.9

Mixture ratio [-] 3.0
Global equivalence ratio [-] 1.33

LOx temperature [K] 103.04
GCH4 temperature [K] 270.76

Table 7.2: Operating point for the LES.
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The instrumentation allows to obtain longitudinal temperature profiles, thanks to 17 thermo-
couples separated by a distance of 17mm and placed all along the top wall of the combustion
chamber. The static pressure is taken at 9 positions with a spacing of 34mm, starting 0.5mm
downstream the face plate. The provided experimental data consist of a longitudinal pressure
profile (varying from 18.5 bar at the injection head to 17 bar right upstream the nozzle) and wall
heat loss measurements all along the top wall and averaged over the chamber circumference.
The measurement uncertainties lie around 8%.

7.2 Modelling
The simulation is run with the LES solver AVBP. For convection, the second order in time and
space Lax-Wendroff scheme is used [Lax and Wendroff, 1960]. The turbulent closure is made
thanks to the Sigma model [Nicoud et al., 2011]. The Soave-Redlich-Kwong equation of state
is used [Soave, 1972] because of the cold oxygen injection. Constant turbulent Schmidt and
Prandtl numbers (fixed at 0.6 for both) are used for the sub-grid species and heat diffusion
terms. The power-law function is utilized for the molecular viscosity, and constant Schmidt
and Prandtl numbers are used for species molecular diffusion and thermal conductivity. The
LAD model for artificial viscosity is used in zones where high density and pressure gradients
occur [Schmitt, 2020].

Combustion chemistry is described with the ARC scheme derived in Annex C., following the
same reduction procedure than for CONFORTH. In the context of the Thickened Flame Model
[Colin et al., 2000], diffusion flames which are already artificially thickened by the mesh are not
thickened further [Shum-Kivan, 2017], but subgrid-scale flame-turbulence interactions however
remain and should be modeled (Section 4.5). As for CONFORTH these effects are assumed
small in comparison to the resolved turbulence thanks to the refined mesh in the zones of
interest and are omitted. It will be checked a posteriori that the flame is indeed a purely
non-premixed flame and that subgrid-scale turbulence is weak.

The oxygen droplets are described with a Lagrangian approach and the Abramzon-Sirignano
evaporation model, coupled to the gaseous flow solver via mass, momentum and enthalpy
exchange terms as detailed in Chapter 3.

7.2.1 Numerical setup
Geometry and mesh

The full 3D combustion chamber is computed without the nozzle. Only a small part of the
coaxial injector is modeled (2mm length). The injection and atomization of LOx are not re-
solved, but modeled as explained in detail in Section 7.2.2. In this model, the liquid jet formed
by the LOx injection is replaced by a solid cone as shown Fig. 7.2 and 7.5.
The mesh about 20 million cells is fully tetrahedral. The post-lip and flame zone are particu-
larly refined with a characteristic mesh size at the lip of ∆0 = 30µm, progressively coarsened
to ∆c = 800µm at x = 110mm (x being the longitudinal axial coordinate). At the walls, the
boundary layer is also made of tetrahedra and the mesh results in y+ values from 95 to 130
along the chamber. Indeed the resolution of the turbulent boundary layer is too expensive in
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LES and is replaced by wall models. An overview of the mesh is presented Fig. 7.2.

Figure 7.2: Mesh cut (normal to Z-axis): zoom at the liquid oxygen cone (the rest of the
domain is about 7 times longer). The red box indicates where the scalar dissipation rate has
been measured to derive the ARC (Annex C.), and also where the scatter plots of the flame
have been extracted (Section 7.3.4).

Boundary conditions

The boundary conditions are formulated with the NSCBC approach [Poinsot and Lele, 1992].
Inlets are set with the recent Non-Reflective Inlets (NRI) method [Daviller et al., 2019] which
allows to absorb acoustics while maintaining the target fluxes. As the nozzle is not computed,
the outlet is set at 17 bar, which is around the value of the last pressure sensor from the
experiment, just upstream the nozzle. At the GCH4 inlets, turbulent velocity profiles are
imposed. The inlet walls and the lip walls use adiabatic wall-law conditions, while an isothermal
wall at 500K is imposed on the rest of the face plate. The chamber walls make use of the
coupled wall-law derived by Cabrit [Cabrit and Nicoud, 2009], which takes into account the
high temperature gradients expected between the burnt gases and the walls in a combustion
chamber. The heat transfers through the wall is taken into account by imposing the temperature
profile from the experiment interpolated as an order-3 polynomial, presented in Fig. 7.3. The
boundary conditions are sum up Fig. 7.4.
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Figure 7.3: Imposed wall temperature profile: 3rd-order polynomial interpolated from experi-
mental data.
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Figure 7.4: Boundary conditions scheme.

All inlets/outlets are considered as exits for the LOx droplets. Their interaction with walls are
limited to rebound: no splash (separation of particles in several smaller particles) or liquid film
are considered here, as they are not important phenomena in the studied case. Note that the
LOx injection boundary condition is considered as a wall for the droplets and the gaseous phase
(with slip condition). It may seem counter-intuitive, but the Lagrangian formulation used for
the LOx droplets allows to inject droplets from a wall. This choice was made after observing
injected droplets rapidly leaving the domain through the injection surface if treated as an exit:
due to the flow motion generated by acoustics following combustion start, about a third of the
LOx particles were ejected from the domain right after being injected.

7.2.2 Liquid oxygen injection
The LOx atomization is modelled following the work of Potier [Potier, 2018] and is briefly
summarized here. The idea is to avoid describing the liquid dense phase and its atomization,
which require specific modelling of which the development is out of scope of the present work.
Instead the liquid oxygen is injected in the form of spherical droplets, at the surface of the
liquid jet represented by a conical surface. The determination of the droplet size and velocity
is detailed below.

The model of Potier used in this work is called "focal point". The principle is to consider that
the angle of injection of a droplet θp depends on its location of injection xp along the cone
length L. This is sketched in Fig. 7.5.

First, it is needed to estimate the liquid core length. This is done thanks to empirical correla-
tions of the literature, using the Weber number:

Weg = ρg(ug − ul)2Dl

σ
(7.1)

with Dl the diameter of the LOx injector, and σ the surface tension, calculated (in dynes/cm)
for O2 as in [Lemmon and Penoncello, 1994]:

σ = 38.612652(1− T

Tc
)1.228 (7.2)

The mean liquid velocity ul is estimated thanks to the liquid mass flow rate ṁl and the section
of the liquid injector Al = πD2

l /4:
ul = ṁl

ρlAl
(7.3)
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Figure 7.5: LOx atomization model overview.

Following the conclusions of [Potier et al., 2018] who tested several correlations, the Weber
number allows to use the Woodward correlation [Woodward et al., 2006] to estimate the liquid
cone length L:

L

Dl

= 0.0025ρg
ρl

−0.44
Re0.76

l We−0.22
g (7.4)

Note that this expression has been established from experiments and in cold conditions.
From the cone length, one can estimate the injection angle at the cone base ([Hopfinger, 2001]):

θlip ≈
π

4 − tan
−1(
√
J

12 ) (7.5)

Again, this estimation is based on cold flow results, at atmospheric pressure. J is the momentum
flux ratio between the gas and the liquid phase, computed as:

J =
ρgu

2
g

ρlu2
l

(7.6)

Then the focal point model makes use of θlip with trigonometric relations in order to change
the velocity components of the injected particles along the cone. The focal point position xF
is computed as:

xF = Dl/2
tan(θlip)

(7.7)

The injection angle θp of a particle changes with its injection position xp along the axis and is
computed as tan(θp) = rcone/(xp + xF ), with rcone = Dl/2 × (1 − xp/L). From this the axial
and radial contributions ux and ur are computed as:

ux = ulcos(θp), ur = ulsin(θp) (7.8)
Finally the mean droplet diameter d10 is estimated from [Hopfinger, 2001], Eq. 6 (valid for
We ≈ 103 or above):

d10 = 5
√√√√νg
ug

2δg
√
ρl
ρg

(7.9)
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with δg the vorticity thickness. Its definition is taken from [Marmottant and Villermaux, 2004],
Eq. 2.2:

δg
h

= 5.6 Re−1/2
g (7.10)

h being in this case the lip thickness.

From the above, the liquid fraction αl at droplet injection on the lateral cone surface Scone =
πDl

2

√
(Dl/2)2 + L2 is expressed as:

αl = ṁl

ulρlScone
(7.11)

Numerical values of all simulation parameters are summarized in Table 7.3.

Momentum flux ratio (J) [-] 5.83
Weber [-] 58584

Droplets diameter (d10) [µm] 6.135
Cone length (L) [mm] 35.305

Injection angle at lip (θlip) [deg] 33.47
Mean liquid velocity (ul) [m/s] 5.85

Liquid fraction (αl) [-] 0.03977

Table 7.3: LOx particle injection parameters.

The droplet size diameter is fixed at injection for all droplets at a value given by the above
correlations of about 6 µm. This value is quite small and will result in rapid evaporation.
Actually this parameter is quite critical for any subcritical two-phase flow simulation, as the
droplet size might change the flame shape, with eventually big droplets crossing the flame.
However in the absence of information about the droplet size distribution at injection, this
choice is made by default.
Note finally that αl is quite high compared to the initial assumption of the Lagrangian model
(αl < 0.01). This is however only the case at the injection boundary condition, where the
liquid core is quite dense. It is then observed that the liquid fraction diminishes rapidly after
injection, reaching αl ≈ 0.1 or below.

7.2.3 The GLOMEC mechanism
In order to reduce the computational cost, and because many tests do not require a detailed
description of chemistry, an alternative to ARC is presented here which consists in a 4-steps
global scheme called GLOMEC. The main difficulty in deriving global chemistry is to ensure
a correct burnt gas state in rich conditions. Indeed the burnt gas state results from chemical
equilibrium, which does not depend on the chemical kinetics but only on the species present
in the scheme. In other words, whatever the number of reactions and their rate constants, the
correct burnt gas state can not be recovered if the necessary species are not included.
To overcome this difficulty, an original idea was proposed at CERFACS and developed during
the internship of Julian Strauss, a student from TUM, under my co-supervision [Strauss, 2020].
The concept of GLOMEC is to recover the correct equilibrium temperature whatever the num-
ber of species, by artificially moving the equilibrium conditions. This is simply achieved by
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acting on the species standard entropy. The detail of the creation of the process can be found
in Annex D., which is an extract from the master thesis of J. Strauss.

The target operating point corresponds to the conditions of the TUM configuration, namely
P = 18.5bar, φg = 1.33, TGCH4 = 270.76K and TLOx = 103.04K. The objective is to guar-
antee a correct prediction of the equilibrium temperature with only few species and a correct
flame speed with only few reactions. These two quantities are chosen since they are the most
important when reducing a chemical scheme with premixed flames as test cases. The reference
scheme is the RAMEC [Petersen et al., 1999] which was also used to derive the ARC. The
chosen species and reactions are largely inspired from Lindstedt [Jones and Lindstedt, 1988].

Figure 7.6: Black box model of GLOMEC development procedure.

As described in Annex D., the reduction can be expressed as an optimisation problem. The
procedure is summarized in the block diagrams of Figs. 7.6 and 7.7. In the following, "initial
GLOMEC" is the original RAMEC mechanism keeping only 6 species (CH4, O2, CO, CO2,
H2O, H2) and 4 reactions as done in [Jones and Lindstedt, 1988]. The "final GLOMEC" cor-
responds to the same scheme after the optimization process. Note that the 6 retained species
are normally not enough to reach the correct equilibrium as it was early presented in Section
4.2.2, explaining why such optimization is needed.

Figure 7.7: Block definition diagram of the GLOMEC development procedure.
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To sum up, the optimization procedure mainly consists in modifying (i) the 7th coefficient of the
NASA polynomials for entropy of the 6 selected species in order to reach the target equilibrium
temperature and (ii) the pre-exponential factors of the 4 reaction rate constants to reach the
target flame speed. Target quantities are reference ones computed with the RAMEC. Note that
only the entropy tables of the species are modified, which is not used for any other calculation
in a LES and then has a minor impact. All other thermodynamic properties, in particular
enthalpy, remain unchanged. This slight changes on entropy affects only a little the modified
equilibrium in terms of composition, as described by Fig. 7.8. The noticeable changes are the
presence of CH4 in the final equilibrium, and also about twice the amount of O2 (it however
remains at a low level).

Figure 7.8: Change of composition of the GLOMEC equilibrium, before and after optimization
of the 7th coefficient of the NASA polynomials to reach the target temperature.

The results concerning the equilibrium temperature and the laminar flame speed can be seen
on Figs. 7.9 and 7.10 showing that the optimization gives an excellent recovery of the two
quantities of interest for the target operating point. It is also observable that the GLOMEC is
slightly off for other equivalence ratio than the target operating point, and that this difference
becomes larger in the rich zone of Fig. 7.9. This was expected considering that only one
operating point was targeted in the optimization. In the future, it is foreseen to add the
possibility to optimize a global scheme on a wider range of conditions.
The final GLOMEC consists in 4 chemical reactions, two of them irreversible ("=⇒"), and the
two others reversible ("⇐⇒"):

CH4 + 0.5O2 =⇒ CO + 2H2 (7.12)
CH4 +H2O =⇒ CO + 3H2 (7.13)
H2 + 0.5O2 ⇐⇒ H2O (7.14)
CO +H2O ⇐⇒ CO2 +H2 (7.15)
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Figure 7.9: Equilibrium temperature of RAMEC, INITIAL GLOMEC and FINAL GLOMEC
plotted against equivalence ratio.

Figure 7.10: Laminar flame speed of RAMEC, INITIAL GLOMEC and FINAL GLOMEC
plotted against equivalence ratio.

Their Arrhenius parameters, after the optimization process (that are still close to the ones
provided by Lindstedt [Jones and Lindstedt, 1988]), can be found in Annex E.. Figure 7.11
shows that a correct flame structure is retrieved by the GLOMEC compared to the RAMEC
reference, the only difference being that the main endothermic peak (around Z = 0.35) is not
well represented by the GLOMEC. The simplified set of chemical reactions could be the reason
behind this.

Finally, note that the reduction targets of the GLOMEC differ from the ones chosen for the
ARC used for this simulation. The ARC is derived on diffusion flames, and a range of pressure,
strain rate etc (see Annex C.), whereas the GLOMEC targets a single operating point and for
equilibriums and a premixed flame. In fact, the optimization procedure described above was
found much easier to proceed on premixed flames and 0D equilibriums than diffusion flames.
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Figure 7.11: Counterflow diffusion flame (in mixture fraction space) showing the temperature
and heat release rate profiles with the RAMEC and final GLOMEC schemes, for P = 18.5bar,
χst = 1s−1 and Tinit = 236K.

However the GLOMEC still gives good results for diffusion flame as presented in Fig. 7.11.
To build such global scheme, it would be better of course to target a larger range of operating
points, but the GLOMEC, at this stage of development, has to be considered as a first step to
develop more accurate global schemes with this method in the future.

7.3 Results
The results of the two LES (one with the ARC, one with the GLOMEC, abbreviated as "GLO"
in the following graphs and field) are presented below, and compared when possible to the
experiment. In terms of computational cost, the LES with GLOMEC, with only 6 transported
species, runs about 2.25 faster than the LES with ARC which includes 18 transported species.
The ARC run has been averaged over 3.7ms, while the GLOMEC run only over 1.2ms due to
greater numerical instability. This was found however sufficient to converge the burnt gases
(gaseous) part (τconv,g ≈ 1ms), while to converge the dense part, due to the low velocities, at
least 5ms would have been required. This time was evaluted by taking the mean velocity value
a particule a posteriori, found to be up,mean ≈ 10m/s, compared to the typical distance crossed
by a particle, also determined a posteriori and about 50mm: see Fig 7.12 for an overview of an
instantaneous particle field.

7.3.1 Averaged fields and profiles
Figure 7.13 shows time-averaged fields of temperature and O2 mass fraction of the two cases.
Overall the two chemistry models show a similar result concerning the flame shape and length,
even if the GLOMEC case exhibits a slightly shorter flame, as shown by the stoichiometric
line which touches the wall sooner in the GLOMEC case. Note that the flame does not have a
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Figure 7.12: Instantaneous field of CH4 source term with a particle set highlighted by their
velocity (zoom on the O2 injection cone). The images are scaled by a factor 0.5 in the axial
direction for better clarity. The last particles on the right side (with maximum velocity) are
found around x=50mm.

closed shape and simply vanishes when O2 has been fully consumed.
The shape of the oxygen core follows logically the cone shape imposed by the injection mod-
elling, except near the chamber inlet where the oxygen field expands rapidly in the radial
direction before shrinking again close to the cone surface. Downstream the tip of the cone
(L ≈ 35mm), the oxygen fields expands again rapidly, which has the effect to push the flame
towards the wall. Actually it seems that the high turbulent viscosity in this zone, which adds a
diffusion effect, contributes to this phenomenon, as suggested by Fig. 7.14. In the same figure,
re-circulation zones are highlighted in red, showing small recirculation zones at the walls and at
the basis of the oxygen cone that help stabilizing the methane injection and the flame burning
(Fig. 7.15), and a larger one around the oxygen cone with significant negative axial velocities.

Figure 7.13: Temperature (top) and O2 mass fraction (bottom) of the ARC case (top half) and
GLOMEC case (bottom half). The images are scaled by a factor 0.5 in the axial direction for
better clarity (dimensions in millimeter). The white line is the stoichiometric mixture fraction
isocontour Zst = 0.2.

The flame is attached to the injector (Fig. 7.15) thanks to the high reactivity of methane with
oxygen. Following the stoichiometric line, it rapidly opens under the effect of the recirculation
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Figure 7.14: Axial velocity (top) and turbulent viscosity (bottom) of the ARC case (top half)
and GLOMEC case (bottom half). The images are scaled by a factor 0.5 in the axial direction
for better clarity. The white line is the stoichiometric mixture fraction isocontour Zst = 0.2.
Red isocontours of zero-axial velocity indicate the recirculation zones.

Figure 7.15: Heat release rate of the ARC case (top half) and GLOMEC case (bottom half).
The images are scaled by a factor 0.5 in the axial direction for better clarity. The white line is
the stoichiometric mixture fraction isocontour Zst = 0.2. Red isocontours of zero-axial velocity
indicate the recirculation zones.

zones, before coming back closer to the liquid oxygen cone and later expanding again toward
the walls where it vanishes after the full consumption of oxygen. The flame is fed by the oxygen
evaporation, illustrated in Figs. 7.12 and 7.16 for both ARC and GLOMEC cases, which appear
very similar. The evaporation process is limited to the flame zone, as expected and verifying the
assumption made in 3.1.1 that particles do not reach any wall, and even do not cross the flame
front. Along the liquid oxygen cone, evaporation is enhanced by the proximity of the flame with
strong heat transfer due to the important temperature difference between the droplets and the
gas. Downstream the injection cone, droplets heat up gradually and evaporate further away
from the flame front, with a maximum mass transfer rate at a location where the combination of
droplet density and temperature levels is most favorable. In this zone the evaporation transfer
rate stays moderate due to the droplet pre-heating.
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Figure 7.16: Instantaneous evaporation mass (top) and heat (bottom) transfer rates to the gas
of the ARC case (top half) and GLOMEC case (bottom half). The images are scaled by a
factor 0.5 in the axial direction for better clarity. The white line corresponds to the isocontour
of evaporation heat transfer Q̇p = 0.
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Figure 7.17: Averaged axial profiles of pressure, temperature, wall heat losses and velocity
obtained in the LES of the TUM configuration with ARC and GLOMEC, compared to the
experiment (with 8% error bars).

164



Axial profiles (averaged over the cross section) are presented Fig. 7.17. Both LES simulations
are in agreement concerning pressure (Fig. 7.17a), and are close to the experiment, in the 8%
uncertainty, even if the exact value of 18.5bar at the inlet is not retrieved, suggesting missing
sub-grid scale burning rate. In the upstream part, which is therefore most of the flame zone,
both simulations show quite similar results, and also a good agreement with the experimental
wall heat flux (averaged over the section), in Fig 7.17c. In the first half of the channel, both
chemical models slightly under-estimate fluxes, but the slope is close to the experiment. The
maximum heat flux is reached at x = 170mm in the LES, which is slightly further downstream
than in the experiment where the maximum is reached at about x = 140mm. This indicates
a longer flame in the LES. Downstream the flame in the homogeneous burnt gases part, the
LES with ARC is in good agreement with the experiment, while the GLOMEC case slightly
over-estimates the heat flux. This is linked to the higher temperature of the burnt gases found
with the global scheme (Fig. 7.17b), which also induces a higher velocity in the burnt gases
(Fig. 7.17d). The temperature difference between the two LES cases may be related to the
different chemical compositions between the two cases, which was unavoidable due to the dif-
ferent number of species. This is reported in Table 7.4.

7.3.2 Burnt gases

CANTERA-ARC LES-ARC CANTERA-GLO LES-GLO
T (K) 2585 2585 2749 2749

ρ(kg/m3) 1.61 1.59 1.58 1.53
H2O 0.43 0.39 0.45 0.41
CO 0.33 0.34 0.27 0.33
CO2 0.23 0.21 0.25 0.19
OH 0.002 0.02 N/A N/A
CH4 0 0 0.01 0.001
O2 0 0.02 0.006 0.06
H2 0.02 0.02 N/A 0.02
O 0.00003 0.003 N/A N/A
H 0.0002 0.001 N/A N/A

HO2 0 0.0001 N/A N/A

Table 7.4: Burnt gases composition comparison at x = 289mm (species below 1e−5 in mass
fraction are not reported).

The reference burnt gases composition "CANTERA-ARC" is basically the mixture of the case
LES-ARC put at equilibrium at the same temperature, and equivalently for the GLOMEC.
The LES-ARC composition is quite close from its equilibrium computed with CANTERA, but
this is not the case for the GLOMEC, typically the CO/CO2 equilibrium are not the same:
this is consistent with Fig. 7.19 presented further, where the exothermic heat release continues
to grow for the GLOMEC but much less for the ARC. The LES-ARC and -GLOMEC common
species levels are close except for oxygen: the GLOMEC simulation contains 3 times more
oxygen than the ARC simulation. Note also, as already remarked in CONFORTH, that no
CH4 remains despite the rich global equivalence ratio: the fuel excess is also found in other
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carbonated species such as CO, present in large quantity.

With a similar evaporation process (see Fig. 7.16), the difference between the two cases is
attributed solely to the different chemical modelling. Indeed it has to be recalled that the
GLOMEC scheme was built for one particular point and in adiabatic conditions, which does
not guarantee exact results in non-adiabatic cases leading to lower burnt gas temperature and
therefore a different equilibrium. To overcome this difficulty, the GLOMEC scheme should be
extended to a wider temperature range, by including this range in the optimisation procedure.
Also, it is to be noticed that in the modified equilibrium after the optimization process of the
GLOMEC, about twice more oxygen is found in the optimized mixture (see Fig. 7.8). This
outcome is clearly the result of the optimization choices that were made (different equilibriums
could have been found) and maybe that some degrees of freedom could be constrained in the
future while building a global scheme.

Furthermore, the presence of oxygen in the burnt gases observed in the LES is somewhat
surprising as oxygen is fully consumed in the globally rich flame, as shown in Fig. 7.12. This
means that O2 is produced in the post-flame zone. In the GLOMEC which exhibits the highest
level of oxygen in the burnt gases, among the 4 reactions written in Eqs. 7.12-7.15, the only
reaction that produces O2 is the reversible H2 + 0.5O2 ⇐⇒ H2O. The 4 reaction rate fields
are presented in Fig. 7.18.

Figure 7.18: Averaged reaction rates (in kg/m3/s) of the 4 GLOMEC reactions. The images
are scaled by a factor 0.5 in the axial direction for better clarity.

It appears that the reaction H2 + 0.5O2 ⇐⇒ H2O, having the highest pre-exponential
Arrhenius factor is the fastest, with peak levels 2 orders of magnitude higher than the second
fastest reaction of methane combustion with oxygen (see Annex E.). As a consequence it
introduces numerical stiffness in the system, leading to the strongly perturbed field visible in
the figure, even on an averaged solution. Note that the 2 reversible reactions are the only
ones active in the post-flame zone, the second one being the CO-CO2 equilibrium. This finally
means that the LES with GLOMEC was run with a too large timestep, and that the over-
prediction of O2 in the burnt gas may, in complement of the equilibrium optimization process
outcome on the O2 quantity, be the result of this numerical under-resolution. Maybe that to
use the exponential integration in the GLOMEC would have helped, as it was observed that it
enhanced numerical stability.
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7.3.3 Power budget
As for CONFORTH, the maximum theoretical power of the TUM configuration, corresponding
to complete combustion, is computed as:

Pth = ṁfLHVf/φg = 0.0149[kg/s]× 50.04[MJ/kg]/1.33 = 561kW (7.16)

A more accurate evaluation is to use equilibrium as the final state. As CANTERA does not
allow initial temperatures below 200K, the initial mixture temperature is slightly increased
compared to the TUM conditions (as a mix of the two propellants). Assuming that this change
has a negligible impact on the enthalpy difference between the initial and final states, the
equilibrium is calculated with the following initial mixture :

Pressure [bar] 18.5
YO2,i [-] 0.75
YCH4,i [-] 0.25
Ti [K] 236

Table 7.5: Initial conditions used for the CANTERA equilibrium calculation.

The sensible enthalpy difference between the initial state (index "i") and the final state (index
"f") is:

Pth,CANT = ṁtot

∫ Tf

T0
CpdT = 469kW (7.17)

An important difference with CONFORTH is the liquid state of the injected oxygen, adding
latent heat evaporation LO2 to the power budget. As it corresponds to the energy brought to
the liquid to allow evaporation, it must be removed from the gaseous power. The latent heat
of evaporation depends on pressure, as recalled in Table 7.6.

Pressure (bar) LO2 (kJ/kg)
1 213.2

18.5 150.4

Table 7.6: Latent heat of evaporation of oxygen (from NIST Chemistry WebBook).

As oxygen is fully evaporated in the domain (Fig. 7.12), the corresponding power to be removed
is:

Pevap = ṁoLO2 = 0.04463[kg/s]× 150.4[kJ/kg] = 6.7kW (7.18)
which finally gives Pth,CANT ≈ 462kW .

The contributions to the power budget in the chamber is shown in Fig. 7.19 with cumulative
integrals as explained in 6.3.3. In both cases ARC and GLOMEC, the cumulative HRR first
grows almost linearly through the chamber, and almost stabilises after x=250mm. Heat losses
are similar in both cases. The following total values are found:

PHRR,ARC = 255kW, PHRR,GLO = 332kW (7.19)
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Figure 7.19: Power budget in the TUM configuration.

PQw,ARC = 15.4kW, PQw,GLO = 17.5kW (7.20)
And by adding them (and not forgetting the latent heat of evaporation), the total power is
found as:

PLES,ARC = 277kW, PLES,GLO = 356kW (7.21)
In both cases the total power is found quite below the theoretical power of 462kW corresponding
to the burnt gas at equilibrium in adiabatic conditions. Not only it means that equilibrium is
not reached, as indicated by the growing cumulative heat release rate in both cases near outlet,
but it may also point out a lack of convergence of the solutions due to numerical difficulties.
Thus, it is believed that the previous budget might be biased. However the following comments
about the modelling and numerical approach can be made:

• The pressure curve of Fig. 7.17a indicates that the flame power is probably to small in
the upstream half of the chamber. This may be due to the lack of subgrid-scale flame-
turbulence interaction, which would enhance the burning rate of the flame, although this
effect is evaluated to be small (see next section).

• The simulations lack of convergence due to lack of time, meaning that the analysed
solutions are still transient solutions toward equilibrium.

• As already explained, GLOMEC was integrated with a too large timestep, possibly im-
pacting the burnt gas evolution.

• The flame front comes into contact with the walls at the middle of the combustion cham-
ber, which calls for specific modeling of flame-wall interaction, not included in the present
work.
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7.3.4 Flame structure analysis
The inner flame structure is here analysed with species and temperature scatter plots extracted
from time-averaged solutions in the near injection region, as indicated in Fig. 7.2. Both LES
results are again compared to CANTERA as reference and are shown in Fig. 7.20. The
CANTERA strained flame was computed a posteriori using a strain rate in the range of the
observed values in the LES, more precisely at the mean value in the scatter plot zone found to
be amean ≈ 18000s−1.
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Figure 7.20: Strain rate probability distribution in the red box indicated in Fig. 7.2, for the
case LES-ARC (similar result is observed for GLOMEC).

(a) Reactants (b) Temperature

Figure 7.21: Scatter plots in the mixture fraction space, from LES-ARC (light dots) and LES-
GLOMEC (dark dots) compared to a reference CANTERA flame at amean = 18000s−1. Left:
reactants (Fig. 7.21a). Right: temperature (Fig. 7.21b).
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The scatter plots are typical of purely diffusion flames, as was observed in the solution fields.
Turbulence, non-adiabaticity and strain induce significant scattering in the reacting zone, where
the fluctuating strain rate leads to fluctuations in the flame structure. The propellant profiles
of Fig. 7.21a show overall a good agreement between the two simulations, with however some
discrepancies in the lean zone (oxygen side), where the ARC simulation is closer to the CAN-
TERA curve. The temperature profiles in Fig. 7.21b exhibit overall colder temperatures in the
LES with most scatter points located below the temperature curve of CANTERA, and peak
values below the maximum CANTERA value of 3191K. This is due first to the non-adiabaticity
of the LES cases, with important heat loss in this zone as the injection head was set with an
isothermal boundary condition at 500K. Also, oxygen is injected as a gas and at a higher tem-
perature in the CANTERA flame (TO2 = 201K), ignoring gas cooling by evaporation.

As announced in the modelling section, it is checked that the flame mainly burns in a diffusion
regime. This is made the same way as for the CONFORTH, by using a Takeno index [Ya-
mashita et al., 1996] ζ weighted by the heat release rate ω̇T as in Eq. 6.2: 98.5% of the heat
release flame located in the flame area defined by the Takeno index is found to be in a diffusion
regime, the rest being in premixed regime.

The impact of the LES filter on the flame is now checked. The viscosity ratio ψ = µt/µlam is
used to evaluate the level of subgrid-scale turbulence and is shown in Fig. 7.22 along with the
averaged heat release rate.

Figure 7.22: Viscosity ratio ψ (left half cut) and heat release rate (right half cut) of the ARC
case with a zoom on the oxygen cone region (right). The images are scaled by a factor 0.5 in
the axial direction for better clarity. The yellow zone indicates 1 < ψ < 10 and the red zone
indicates 0.1 < Z < 0.3.
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The red zone highlights the mixture fraction field in the range 0.1 < Z < 0.3, therefore in-
dicating the area where the HRR is maximum (both for exo- and endothermic zones of the
flame structure), meaning the zone where most of the combustion process happens. This zone
is well contained in the yellow area corresponding to 1 < ψ < 10, i.e, well refined LES. This
suggests that the subgrid-scale phenomena are relatively weak in the flame zone compared to
the resolved scales.

Similarly to the CONFORTH test bench, the use of the SRK equation of state is checked look-
ing at the compressibility factor. Figure 7.23 indicates, contrarily to the CONFORTH, that
most of the intense heat release rate is found outside the isocontour Z = 0.95, meaning that the
combustion process happens near to perfect gas conditions. However and as expected by the
cryogenic injection of oxygen, all the cold zone is marked by a compressibility factor Z < 0.95,
showing the necessity of the SRK EoS here.

Figure 7.23: Instantaneous heat release rate field zoomed on the oxygen region. The white
isoline indicates the compressibility factor Z = 0.95: inside this zone, Z < 0.95.

Finally the flame resolution is checked by evaluating the thermal flame thickness δth = [πDth/(2a)]0.5.
In the scatter plots zone where the mean strain rate has been evaluated to be a ≈ 18000s−1,
this means δth ≈ 68µm. In this area where the mesh has been particularly refined, the cell
size is about 30µm. Thus, two grid points is the minimum but still enough to describe the
temperature gradient in the flame. Of course, the mesh is coarsened progressively in the axial
direction (see Fig. 7.2), but the strain rate of the flame diminishes as well, therefore meaning
a larger thermal flame thickness.

7.3.5 Influence of the liquid fraction parameter at injection
The simulation of the TUM case was particularly difficult to set up and stabilize mainly due
to the injection cone model used for liquid oxygen. Most parameters (like angle of injection,
cone length...) used in the model come from empirical correlations, and many tests led to
the conclusion that the result is quite sensitive to these parameter values. To illustrate this
behaviour, a parametric study is here conducted on one parameter, the liquid fraction αl as
it was found to be a particularly critical parameter. As shown in Eq. 7.11, its value directly
controls the velocity of the injected particles. In the simulations of the TUM case (both ARC
and GLOMEC), the liquid fraction was chosen under the hypothesis that the particles are
injected with the mean liquid velocity at the cone surface (i.e., using the liquid mass flow
rate, the cone surface area and a liquid volume fraction of 1) ul = 5.85m/s. It is actually a

171



strong hypothesis because it means that the surrounding gaseous phase has no influence on the
particles when they detach from the cone.
In the following test cases, the value of αl has been decreased by a factor 2, 5 and 10, which
therefore multiplies the injection velocity by the same factors (the cone length and surface is
kept constant, even though it should be changed as described in the model). The GLOMEC
mechanism has been used for this parametric study, as it allows faster computations. As
expected, αl has a direct influence on the size of the oxygen field, as shown in Fig. 7.24.

Figure 7.24: Comparison of the oxygen vapor fields obtained with different values of αl. The
white isocontour highlights YO2 = 0.5.

For αl/2 the difference is not significant, but for the cases αl/5 and αl/10, the oxygen field
is clearly longer, by almost a factor 2 in the latter case due to the increased droplet injection
velocity. Of course, this has an impact on the burnt gases composition and temperature, as
shown in Tab. 7.7.

αl/1 αl/5 αl/10
T (K) 2749 2950 3030

ρ(kg/m3) 1.53 1.42 1.59
H2O 0.41 0.38 0.35
CO 0.33 0.33 0.25
CO2 0.19 0.17 0.17
O2 0.06 0.1 0.21
H2 0.02 0.02 0.01
CH4 0.001 0.003 0

Table 7.7: Burnt gases composition at x = 289mm with GLOMEC depending on the liquid
fraction value at injection.

As it may be expected the burnt gas at the chamber exit are further away from equilibrium as
the flame zone is extended. This strong impact of the liquid injection model calls for a more
accurate approach.
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7.4 Conclusions on the TUM test bench
The single injector LOx/GCH4 configuration from TUM has been simulated with AVBP using
the LES methodology developed in the previous chapter, and two chemical models: an ARC
and a global scheme (GLOMEC), both specifically derived for the operating point at 18.5 bar.
Both models are in good agreement in the flame zone, but show some discrepancies in terms
of composition, temperature and wall heat flux, in the burnt gases. It was shown that these
differences were solely due to the chemical models, proving again the interest of using ARCs
in LES of rocket engine combustion chambers. Nonetheless the GLOMEC approach is found
very useful to accelerate the computations and has the capability to give accurate solutions pro-
vided that a larger temperature range is included in the optimization procedure. These ideas are
currently debated at CERFACS to enhance the GLOMEC and globally its derivation technique.

The LES gave a correct prediction of wall heat flux, which is a critical design parameter.
Nonetheless, a number of limitations have been highlighted and are summarized below.

• Turbulent combustion model:
Because the flame is under-resolved, higher integral heat release rate due to increased
numerical diffusion may be obtained as explained in Section 4.5. In the same time,
neglecting the sub-grid turbulent activity (strain rate and wrinkling) may lead to an
under-estimation of the total heat release rate. Finally, the net effect of not applying any
turbulent combustion model remains uncertain.

• Artificial viscosity:
To ensure numerical stability, the use of LAD viscosity was necessary at a substantial
level. The drawback is again the numerical over-diffusion which plays a critical role in
diffusion flames (as investigated in the case of the CONFORTH in Annex B.).

• Chemical reactions in the unresolved boundary layer and flame-wall interaction:
Same remark as for CONFORTH, the chemical reactions in case of WMLES are not
modeled in the present simulations, so that a part of the heat flux is missed and could be
under-estimated by 5-10%, as highlighted in Section 4.5.

Next to chemistry influence, this simulation also highlighted the importance of the liquid phase
modelling which is still challenging. The technique retained for this work, initially developed
in the thesis of Potier [Potier, 2018], is extremely sensitive to the inputs given to the model.
The cone length and the injection angle come from empirical correlations, and drive directly
the oxygen injection zone which is assumed constant. The unique droplet diameter at injec-
tion is also a strong hypothesis that is difficult to verify as no experimental data is available.
Finally another strong hypothesis is the particle injection velocity which was demonstrated to
drastically impact the result.
The technique is obviously limited to stationary cases, as the cone length is fixed by the mesh.
In a more practical way, the Lagrangian framework also leads to repeated numerical problems,
difficult to deal with. Therefore the next step, also currently a topic of research at CERFACS, is
to include the simulation of the liquid core ant its atomization with a diffuse interface method,
where a liquid-gas interface is introduced.
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Part V

General conclusion and perspectives
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This thesis brings several new contents in the field of Large-Eddy Simulation of Liquid Rocket
Engines. A particular emphasis has been put in this work on the oxy-combustion of methane
in the conditions met in thrust chambers since, as recalled in Section 1.3.3, it is foreseen to be
used in future rocket engines thanks to its global lower cost.

The growth of computational power allows now to use finite-rate reduced kinetic schemes in
CFD codes, in particular in the form of reduced schemes such as ARCs. The recently de-
veloped tool ARCANE [Cazères et al., 2021], developed at CERFACS, allows today to build
such schemes for any operating point, including the extreme conditions found in rocket thrust
chambers. This was performed for the two test rigs simulated in this work: the CONFORTH
and the TUM cases, in Section 4.3.1 and Annex C. respectively. This reduction allowed to
reduce the computational cost to a moderate level keeping a good description of the kinetics
in the LES, despite the complex flame structure found in CH4/O2 flames, as demonstrated in
Section 6.3.2. However ARCs can still be costly to use in LES simulations, due to the possible
large difference between the flow and the chemical time step. This statement led to the creation
of a new integration method, called exponential integration, presented in Section 4.4.1, which
can be seen as an implicitation technique for an explicit code, here AVBP (however it is easy
to implement it in other CFD codes and was actually performed during this thesis in a DNS
code). Depending on the test case, the exponential integration allows to run faster reacting
LES, as it was made in the CONFORTH study (Section 6.3.2). The method is already opera-
tional at CERFACS and was tested on other configurations, showing even better computation
acceleration [Pestre et al., 2021]. However the method could be further enhanced, for example
about the mass conservation enforcing method, and such work is already undergoing.

A study about diffusion flames has also been conducted in laminar flames, in order to highlight
the problem of being under-resolved when computing such flames on LES grids. The filtering
and numerical diffusion produce an increase of the heat release rate, i.e., a faster flame. It
was shown in Section 4.5.2 that modifying the diffusion coefficients allows to counteract this
effect, allowing to retrieve the correct heat release overall in laminar flames. However in LES
code like AVBP, it appeared that artificial/numerical diffusion effects can take over the physi-
cal diffusion, limiting in principle the efficiency of the model (Section 4.5.3). Turbulent flames
with subgrid-scale contribution (strain rate, wrinkling) may solve this problem as they tend to
increase the flame consumption speed. It is expected that the final model including both mesh
and subgrid-scale effects will be efficient in a numerical environment such as the one of AVBP.

The progress in chemistry made with the development of ARCs and the exponential integration
allowed to investigate the effect of chemical reactions in boundary layers, in Section 5.3. This
was performed in laminar and turbulent channel flows. By comparing the wall fluxes between
the non-reacting and reacting cases, with a non-resolved and resolved boundary layer, it was
found that the influence of chemical reactions on the wall heat flux is not negligible (about
8-10%) and should be taken into account.

Another topic that was previously highlighted at CERFACS by Potier [Potier, 2018] and Mae-
stro [Maestro, 2018] was the strong influence of the SGS model coupled with the standard
wall-law to predict wall fluxes. This question was addressed in this work in Section 5.2, show-
ing that the coupling between the SGS model (like WALE and Sigma) with the standard
wall-law resulted in errors due to insufficient turbulent viscosity at the wall. From this observa-

175



tion a stochastic model was created in order to generate velocity gradient fluctuations (Section
5.2.1), allowing to rise turbulent viscosity values at the wall. The model was demonstrated to
improve the results so far in isothermal flows, but is however not yet ready for anisothermal
flows as presented in Section 5.2.2. The extension to anisothermal flows requires more work
but it should be feasible by including temperature in the developments.

The oxy-combustion of methane was finally studied in two real test benches: the supercritical
5-injectors GCH4/GOX CONFORTH from ONERA (Chapter 6) and the subcritical single-
injector LOx/GCH4 from TUM (Chapter 7). Both make use of ARCs, and showed their
usefulness concerning the accurate description of the flame as well as the burnt gases composi-
tion.
The exponential integration was validated again, this time in a typical 3D LES simulation
that is the CONFORTH simulation, demonstrating its applicability and interest not only in
1D flame calculations but also for industrial configurations. The use of accurate chemistry also
allowed in the CONFORTH test bench to retrieve the complex flame structure of CH4/O2
flames, as well as to analyse in detail the near-wall behaviour of the chemistry in a modeled
boundary layer. The comparison with experiment provided satisfactory results, however with
slightly under-estimated wall heat flux and temperature, that may come from different sources.
Finally the TUM test rig was also the occasion to compute a cryogenic case, more realistic of
a real LRE. The LOx injection was modelled following the methodology developed by Potier
7.2.2 since no proper atomization model is yet ready in AVBP. It however showed its limits due
to some uncertainties linked to the models, mainly the injection velocity of the O2 droplets or
the evaporation model, not entirely valid for this dense oxygen cone. Another chemical model-
ing taking the form of a global scheme, the GLOMEC, was also tested on this configuration in
order to reduce the computational cost. It gave similar results compared to the ARC simulation
in the flame zone, but however seemed to show difficulties in the burnt gases part due to its
simplicity and the non-adiabatic conditions of the test rig.

Research on combustion modeling in rocket engine combustion chambers is continuing at CER-
FACS, now mainly focusing on the two-phase flow aspects. This will allow to leverage the
limitations observed in this work of the cone injection model. To this purpose the diffuse inter-
faces approach is currently under investigation and could allow to better describe the complex
atomization process.
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Part VI

Appendices
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A. Calculation of the equivalent heat transfer coefficient
for the CONFORTH walls boundary condition

The computation of heq is extracted from [Martin-Benito, 2019] and was used in the LES sim-
ulation in order to keep the same methodology than CNES. Notations used below are the same
than Fig. 6.5, presented again below for clarity. Radial coordinates (r, x) are used for the
following.

Figure 1: Thermal boundary condition (proposed by CNES). Qw,LES is the LES output, from
which Tw,LES is then retrieved.

The experimental heat flux φ through the cooling water circuit writes:

φ = hccRC(Tw,RC − T∞) (22)

The conduction part of the heat flux through the solid of thickness ew must be taken into
account. Supposing the run in a stationary state, where the axial heat transfer is negligible
compared to the radial heat transfer (∂φ/∂x = 0):

0 = ∂

∂r
[rλ(T, r)∂T

∂r
] (23)

φ(r) = −λ(T, r)dT
dr

(24)

Integrating these equations:
rφ(r) = cste (25)

The thermal heat flux between the cold ("PE") and hot ("PG") sides of the material gives:

φ(r)r = λ
(
Tw,exp + Tw,RC

2

)
Tw,exp − Tw,RC

ln
(
rc,P E

rc,P G

) (26)
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The thermal conductivity is supposed constant for this development (λ(T, r) = λw) so that the
previous equation is recast as:

Tw,exp − Tw,RC = φ(r)r
ln
(
rc,P E

rc,P G

)

λw
(27)

Then:

Tw,exp − Tw,RC = Tw,exp − Tw,RC + T∞ − T∞ (28)
By definition:

φ = hccRC(Tw,RC − T∞) = φ(w,PE) = rφ(r)
rc,PE

(29)

So:
Tw,RC − T∞ = rφ(r)

rc,PEhccRC
(30)

We obtain finally:

Tw,exp − T∞ = rφ(r)




ln
(
rc,P E

rc,P G

)

λw
+ 1
rc,PEhccRC


 (31)

Which gives the heat flux between the hot side position and the cooling circuit:

φ(rc,PG) = Tw,exp − T∞

rc,PG




ln
(

rc,P E
rc,P G

)

λw
+ 1

rc,P Eh
cc
RC




(32)

Since:
φ(rc,PG) = heq(Tw,exp − T∞) (33)

Therefore the equivalent heat transfer coefficient heq, used as boundary condition in the CON-
FORTH LES simulation (Chapter 6) is deduced:

heq = 1

rc,PG




ln
(

rc,P E
rc,P G

)

λw
+ 1

rc,P Eh
cc
RC




(34)

B. Influence of the LAD parameter in CONFORTH
Prior to the presented simulation of the CONFORTH configuration (Chapter 6), another one
has been performed with exactly the same numerical settings, except for the LAD parameter.
Figure 2 shows a comparison of the flame length between the reference case ("low LAD") and
the previous simulation run with stronger LAD coefficients ("high LAD"). The parameters of
the LAD used in the AVBP computations are given in Table 1.

It is clear that the "high LAD" case exhibits a really smaller flame length, about a factor 2.
The LAD is responsible and this is here a demonstration of the influence of an over-diffusion
effect in such rocket engine flames. This enhances the diffusion velocities of the species, which
is a driving factor for diffusion flames: they burn faster (until extinction). The shorter length
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Figure 2: Comparison between the "high LAD" (top half) and the "low LAD" (bottom half)
cases. The white isocontour shows the stoichiometric line Zst = 0.2, and the black circled area
the burnt gases pockets in-between the flames.

high LAD low LAD
Coeff on pressure gradients 3.0 2.0
Coeff on density gradients 3.0 2.0

Threshold 0.0 1.0

Table 1: LAD parameters used in the simulation. The higher the coefficients, the more the stiff
gradients (of P and ρ respectively) are diffused. The lower the threshold, the more the LAD
activates in the domain.

of the "high LAD" flame is the consequence of this higher consumption speed. Even not shown
here, the influence on the wall fluxes is quite important at the flame location, but is almost
invisible more downstream, in the burnt gases.
The LAD parameters influences therefore the temperature at the stoichiometric line, which is
much higher in the "high LAD" case, and also the zones in-between the flames and next to the
walls. The burnt gases pockets (indicated as "BGP " in the circled area of Fig. 2) are much
hotter in the "low LAD" case.
Thus, the LAD model as artificial viscosity model was found to have a strong impact on the
simulations. Even if acting a lot on the flame behaviour, it is nevertheless necessary to avoid
spurious oscillations: therefore its values must be chosen with care.

C. Analytical reduced chemistry for the TUM configu-
ration

Reduction process

Like for the CONFORTH test bench, ARCANE [Cazères et al., 2021] is used to derive an ARC
that will be used specifically for the simulation of the TUM’s LOx/GCH4 test bench. The
RAMEC mechanism [Petersen et al., 1999] (38 species, 190 reactions, coming from GRI1.2)
is again chosen as the reference scheme for the same reason: it was specifically made for the
methane oxycombustion at high pressures. The chemistry reduction is performed this time for
the same scalar dissipation range (100 < χst < 1500s−1) but with a different pressure range
fitting to the test bench operating point: 17 < P < 23bar.
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Execpt the target operating point (pressure, temperature), the same methodology (chosen
species, error limits, etc...) than for the CONFORTH test bench is used: report to Sections
4.3.1 and 4.3.2. After the reduction process, a 18 transported species (17 reactive + N2),
4 QSS and 89 reactions mechanism is obtained: about half of the species and reactions are
removed from the RAMEC. The new reduced mechanism, detailed in Table 2, is now tested in
CANTERA against the reference scheme to verify its good behaviour on the targeted operating
point.

Transported QSS
H2 H O O2 OH H2O HO2 CH3 CH4 CO CO2 C2H3 CH2CO

HCO CH2O C2H2 C2H4 C2H5 C2H6 N2 CH3O2 CH3O

Table 2: Species contained in the derived ARC.

Validation

Table 3 shows the error induced by the reduction on the range of the chosen parameters, and
is found to be very low both on temperature and the integral of heat release rate.

Case Conditions Tmax
∫
ω̇T

A 17 bar, χst = 100s−1 -0.66% +0.99%
B 17 bar, χst = 1500s−1 -0.64% +1.00%
C 20 bar, χst = 1000s−1 -0.66% +0.96%
D 23 bar, χst = 100s−1 -0.68% +1.06%
E 23 bar, χst = 1500s−1 -0.67% +0.97%

Table 3: Validation cases: relative errors of the ARC compared to the RAMEC detailed mech-
anism.

Details about the flame structure is presented for the case C in Fig. 3 (other cases show really
similar shapes and are not presented here). One can observe and excellent agreement both
temperature and heat release profiles. Actually both kinetic schemes match perfectly, except
on the heat release rate profile around Z = 0.28, where the ARC fails to represent the slight
curve pit. However it does not have a strong impact as the integral of heat release rate is only
higher by 0.96%.
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Figure 3: 1D profile of strained diffusion flame: evolution with mixture fraction of the temper-
ature (black) and the heat release rate (red). Thick lines: RAMEC. Lines with markers: ARC.
Case C: P = 20bar, χst = 1000s−1.

The validation continues by checking the main species profiles on Fig. 4. Again the ARC shows
a very good agreement with the RAMEC. The biggest deviation is observed on CO, and this
could be then the main responsible of the deviations presented in Table 3.
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Figure 4: 1D profile of strained diffusion flame: evolution with mixture fraction of the main
species. Case C: P = 20bar, χst = 1000s−1.

Finally, the influences of scalar dissipation rate and pressure on temperature and integral of
heat release are tested and presented Fig. 5 and 6.
Both mechanisms have a very similar reaction to the scalar dissipation rate growth, even far
beyond the range of derivation: the temperature never exceeds 1% error, and 5% for the integral
of heat release rate. The differences are found the largest for the high values of χst.
The response to pressure growth is again similar for both chemical schemes, with an error on
temperature remaining about 0.7% all along the range, and less than 1% for integral of heat
release rate.
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Figure 5: Evolution with scalar dissipation rate of the maximum temperature (black) and the
integral of heat release rate (red) at P = 20bar. Thick lines: RAMEC. Lines with markers:
ARC.
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Figure 6: Evolution with pressure of the maximum temperature (black) and the integral of
heat release rate (red) at χst = 1000s−1. Thick lines: RAMEC. Lines with markers: ARC.

All these elements show that the specific chemistry derived for the TUM LOx/GCH4 test case
will represent with a good fidelity the complex chemical processes involved. It is then used in
the LES simulation.

D. GLOMEC development methodology
Extracted from [Strauss, 2020], on courtesy of Julian Strauss.
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Chapter 3

Global Reaction Mechanism
Development Methodology

This chapter is concerned with the methodology behind the development of the global
oxidation reaction mechanism. Basically, it is to be noted that the methodology is not
restricted to methane oxygen combustion (also called methaneoxy − combustion). From
the beginning it was the purpose to propose a general method to be used by CERFACS,
also applicable to other reactants.
Hence, for better illustration and comprehension, the methodology explained in general
and simultaneously directly applied to the combustion of methane and oxygen at the
operating point of the test case described in the previous chapter. The name of this
mechanism in particular is introduced as GLOMEC which stands for GLObal Oxygen
MEthane MEChanism.

This chapter is subdivided into four sections. At first, it is dealt with notation conventions
and the naming of the employed software tools. Afterwards the methodology is decom-
posed by providing different views of it to clearify and explain the required information
and procedures.
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3.1 Notation Conventions
Quantities are denoted using a syntax that allows for distinguishing between scalars, vec-
tors, states (e.g. chemical equilibrium or fresh gas) and the reaction mechanism from
which the quantity is obtained. See the logic below (as examples, the scalar mole fraction
of the kth species at the chemical equilibrium computed by GLOMEC and the vector of all
N species mole fractions at the chemical equilibrium computed by GLOMEC are given):

(
1 3

2

) 4
, e. g.

(
Xeq
k

)GLO
or

(
Xeq
N

)GLO (3.1)

1 symbol of the quantity (scalar or vector), e.g. X for a scalar mole fraction or X for
a vector of mole fractions

2 supplement to 1 and/or index addressing an element of a vector for scalar quantities
respectively the number of elements for vector quantities, e.g. k for the kth species,
or N for the number of species

3 specification of the state of the system, e.g. eq for equilibrium

4 specification of the reaction mechanism from which the quantity is obtained (for
general validity it is omitted), e.g. GLO for GLOMEC

Computing the difference between two quantities the above notation is using the ∆ symbol
as well as stating the second mechanism from which the quantity is obtained and the kind
of comparison:

(
∆ 1 3

2

) 4 , 5

6
, e. g.

(
∆T eq

)iGLO,GLO
abs

(3.2)

5 specification of the reaction mechanism from which the the quantity is obtained,
which is compared with the quantity obtained from the other reaction mechanism
4

6 specification of the kind of comparison, e.g. abs for absolute
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3.2 Tools and Computations
The method is implemented in a generic way leveraging PYTHON 3 [45] to coordinate
and launch executions of all subprocesses. The scripts underly version control in GITLAB
[43].
Flame properties are computed using the software CANTERA [15] which is an open-
source tool to solve chemical kinetics, thermodynamics, and transport process problems.
The files used as inputs in this work are given in Appendices A.1, A.2 and A.3.

Computing laminar premixed flames is commonly done during the validation of a chemical
reaction mechanism [34]. Thus, the global reaction mechanism methodology incorporates
steady one-dimensional laminar premixed flame computations to obtain the laminar
flame speed sL on the one hand. Note that the flame in the TUM rocket combustor is a
diffusion flame. However, in this work it is preferred to use premixed flames, as diffusion
flames would lead to other to other considerations such as the strain rate which would
substantially complicate the problem.
On the other hand, the adiabatic flame temperature is obtained through chemical
equilibrium (henceforth just called equilibrium) computations at constant pressure and
enthalpy. Note that all equilibrium computations are performed at constant pressure and
enthalpy in this work, since this a validated assumption with respect to deflagrations [34].
Furthermore, the CERFACS in-house tool ARCANE (Analytical Reduction of Chemistry:
Automatic, Nice and Efficient) [7] is employed to optimize thermodynamic and transport
properties for the specified operating point.

All in all, the methodology does not demand for special or hardly accessible tools and the
CPU cost is cheap.
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3.3 Black Box Model
A very global view of the methodology can be given by a black box model [16]. It focusses
on the inputs and the outputs, while the detailed relations between those remain undis-
closed.
In general, the development of a chemical reaction mechanism means to establish a system
comprising thermodynamics, fluid dynamics and chemistry models as well as initial and
boundary conditions. Therefore, the inputs of the black box model comprise:

• species and species model

• reactions and kinetics parameters

• premixed fresh gas state

• thermodynamic and transport properties

• target flame properties

GLOMEC is not obtained directly. It evolves throughout a development process being
called GLOMEC DEVELOPMENT PROCESS or, in short, GDP. Thus, for the
purpose of unambiguity, the reaction mechanism inputted to the GDP is henceforth being
called INITIAL GLOMEC (iGLO) and the the one which is the output of GDP is
called FINAL GLOMEC (fGLO).
A black box model of the GDP is given in Figure 3.1. The inputs are used to construct
INITIAL GLOBAL. Yet, INITIAL GLOMEC is required to be modified in order to
recover a set of certain flame properties correctly. The modifications are performed by the
GDP. In the end, modifications of the species model and the reaction kinetics parameters
are used to construct FINAL GLOMEC.

GLOMEC
DEVELOPMENT

PROCESS

reactions and kinetics parameters
species and species model

thermo. and transport properties
premixed fresh gas state

target flame properties
modified species model

modified kinetics parameters

INITIAL GLOMEC
iGLO GDP

FINAL GLOMEC
fGLO

Figure 3.1: Black box model of GLOMEC development process.
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3.4 GDP Inputs
This section serves to introduce the thermodynamics, fluid dynamics and chemistry models
as well as the initial and boundary conditions employed to construct the system INITIAL
GLOMEC. Moreover, the INITIAL GLOMEC and the RAMEC target flame properties
are given to complete the gathering of all information required by the GDP.

3.4.1 Species and Species Model
The set of considered species (N)iGLO contains the N = 6 (index k) species methane,
oxygen, water, hydrogen, carbonmonoxide and carbondioxide respectively CH4, O2, H2O,
H2, CO, CO2. The species are not varied throughout the GDP:

N = (N)iGLO = (N)fGLO = 6 (3.3)

N = (N)iGLO = (N)fGLO = {CH4, O2, H2O, H2, CO, CO2} (3.4)

These comprise L = 3 (index i) chemical elements hydrogen, oxygen, and carbon respec-
tively H, O and C given as set L:

L = (L)iGLO = (L)fGLO = 3 (3.5)

L = (L)iGLO = (L)fGLO = {H, O, C} (3.6)

Properties such as the species molecular weight, critical temperature, critical pressure and
formation enthalpy are given in Table 3.1.
Moreover, the reference-state thermodynamic properties of the species are obtained via
the NASA 7-coefficient polynomial parametrization [1]:

C◦
p,k

R
(T ) = a0,k + a1,kT + a2,kT

2 + a3,kT
3 + a4,kT

4 , (3.7)

H◦
k

R
(T ) = a0,k + a1,k

2 T + a2,k

3 T 2 + a3,k

4 T 3 + a4,k

5 T 4 + a5,k

T
, (3.8)

S◦
k

R
(T ) = a1,kln(T ) + a2,kT + a3,k

2 T 2 + a4,k

3 T 3 + a5,k

4 T 4 + a7,k , (3.9)

where the superscript 0 symbolizes the reference state, C◦
p,k is the reference-state species
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heat capacity at constant pressure, H◦
k is the reference-state species enthalpy and S◦

k is
reference-state the species entropy.
The GDP performs a modification of the coefficients a7,k, thus:

aj,k =
(
aj,k

)iGLO
=
(
aj,k

)fGLO
for j = 1, . . . , 6 (3.10)

The values for the coefficients ak,i of INITIAL GLOMEC for two temperature ranges
([200 K;1000 K] and [1000 K;3000 K]) can be read on the CANTERA ?.cti file in Appendix
A.2.

molecular
weight

critical
temperature

critical
pressure

formation
enthalpy

Wk Tcrit Pcrit ∆h◦
f

[kg/kmol] [K] [bar] [kJ/kg]

O2 31.10 154.6 50.4 0.0
CH4 16.04 190.6 46.0 -4650.0
H2 2.02 32.94 12.8 0.0
H2O 18.02 647.3 220.9 -13423.3
CO 28.01 132.91 35.0 -3946.0
CO2 44.01 304.2 73.8 -8941.4

Table 3.1: Collection of species properties
(formation enthalpies at T = 298.15 K).
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3.4.2 Chemical Reactions and Kinetics Parameters
M = (M)iGLO = (M)fGLO = 4 reactions (index j) are taken into account in the GDP,
namely two irreversible fuel breakdown reactions (3.11, 3.12) and two reversible equilib-
rium reactions (3.13, 3.14):

CH4 + 0.5O2 CO + 2H2 (3.11)

CH4 + H2O CO + 3H2 (3.12)

H2 + 0.5O2 H2O (3.13)

CO + H2O CO2 + H2 (3.14)

This set of reactions was proposed by Jones and Lindstedt [19] back in 1988 and is derived
from considerations coming along with the two-reaction-zone flame model. The primary
reaction zone is characterized by the conversion of fuel into hydrogen and carbon monoxide,
while the oxidation to water and carbon dioxide takes place in the secondary reaction zone.
The basic idea of how to form the above reactions is to analyse the fundamental reaction
steps in the different zones and then to eradicate the presence of radicals through certain
techniques (e.g. linear combinations of reaction equations) and assumptions. This can be
further studied in works by Mitchell et al. [28], Peeters et al. [30], Warnartz [48], Peters
[32] or Biordi [2].
The kinetics parameters of the reactions are described using the empirical Arrhenius law
which has been introduced in chapter 1. The selected values in Table 3.2 are taken from
an analysis and experiment comparisons performed by Jones and Lindstedt [19]. Yet, only
some of these values are only used in the INITIAL GLOMEC.

Af [cgs] β [-] Ea [kcal/mol]

reaction 3.11 0.44 × 1012 0.0 30.0
reaction 3.12 0.3 × 109 0.0 30.0
reaction 3.13 0.25 × 1017 -1.0 40.0
reaction 3.14 0.275 × 1010 0.0 20.0

Table 3.2: INITIAL GLOMEC Arrhenius kinetics parameters.

Temperature exponents βj and activation energies Ea,j remain constant in the GDP.

βj =
(
βj
)iGLO

=
(
βj
)fGLO

, Ea,j =
(
Ea,j

)iGLO
=
(
Ea,j

)fGLO (3.15)
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3.4.3 Premixed Fresh Gas State
Relevant information concerning the premixed fresh gas state has already been given in
the previous chapter. It is compactly given by Tables 3.3 (devoted to the mixture) and
3.5 (devoted to the fresh gas species). The index f denotes fresh.

unit mixture

fresh gas temperature T f [K] 250.0
fresh gas pressure P f [bar] 18.5

fresh gas equivalence ratio φf [-] 1.33

Table 3.3: Premixed fresh gas state.

3.4.4 Thermodynamic and Transport Properties
Via ARCANE, thermodynamic and transport properties have been optimized for premixed
flames obtained from RAMEC valid at pressures between 17 bar and 23 bar in order to
take pressure fluctuations into account. The obtained values are also used for INITIAL
GLOMEC and FINAL GLOMEC.
First, the molecular viscosity is computed with the Power Law:

µ(T ) = µ◦


 T

T ◦



b

(3.16)

with the reference-state viscosity µ◦ = 0.9514 × 10-5 pa·s, the reference-state temperature
T ◦ = 3303.4 K and the viscosity law coefficient b = 0.65.
Second, species Schmidt numbers Sck are written in Table 3.4 and, third, the mixture
Prandtl number Pr is set to the value of 0.5735. The CANTERA input file containing
the transport properties is given in Appendix A.3.

O2 CH4 H2 H2O CO CO2

Sck 8.51 × 10-1 8.03 × 10-1 2.35 × 10-1 6.24 × 10-1 9.13 × 10-1 1.11 × 100

Table 3.4: Species Schmitt numbers Sck.
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3.4.5 Target Flame Properties
The reference reaction mechanism used to define the values of the target premixed flame
properties is a detailed reaction mechanism referred to as RAMEC (RAM accelerator
MEChanism) [33]. RAMEC will be abbreviated with RAM in this work. RAMEC is
based on the Gas Research Institute (GRI) mechanism GRI-Mech 1.2 [13]. Comprising
38 species in 190 reactions, the mechanism is capable of modeling shock tube ignition
delay times for CH4/O2 mixtures. It is valid for pressures between 40 and 260 atm, inter-
mediate temperatures ranging from 1040 to 1500 K and fuel-rich stoichiometry ( φ ≥ 3.0).

RAMEC delivers the values of the target premixed flame properties which are the adia-
batic flame temperature Tad,target and the laminar flame speed sL,target. They have been
computed for both RAMEC and INITIAL GLOMEC.
A comparison of the values obtained from RAMEC respectively INITIAL GLOMEC yields
that INITIAL GLOMEC overestimates the adiabatic flame temperature, whereas it un-
derestimates the laminar flame speed:

unit RAMEC INITIAL GLOMEC

equilibrium temperature Tad [K] 3381.12 3690.95
laminar flame speed sL [m/s] 1.7421 1.2574

Table 3.5: RAMEC and INITIAL GLOMEC adiabatic temperature and flame speed.
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3.5 Global Mechanism Development Process
After the collection of all necessary inputs, the global mechanism development process can
be launched. The goals of the GDP are recapped:

((
Tad

)fGLO !=
(
Tad

)RAM)
∣∣∣∣∣∣
T f ,P f ,φf

(3.17)

((
sL
)fGLO !=

(
sL
)RAM)

∣∣∣∣∣∣
T f ,P f ,φf

(3.18)

Note these definitions, as the adiabatic flame temperature is obtained from equilibrium
computations in CANTERA:

Tad,target ≡
(
Tad

)RAM ≡
(
T eq

)RAM
, sL,target ≡

(
sL
)RAM (3.19)

(
Tad

)iGLO ≡
(
T eq

)iGLO (3.20)

The differences (absolute and relative) of the target flame properties obtained from INI-
TIAL GLOMEC and RAMEC are:

(
∆T eq

)iGLO,RAM
abs

=
∣∣∣∣
∣∣∣∣
(
T eq

)iGLO −
(
T eq

)RAM ∣∣∣∣
∣∣∣∣ = ||3690.95 K− 3381.12 K|| = 309.83 K

(3.21)

(
∆T eq

)iGLO,RAM
rel

=

(
∆T eq

)iGLO,RAM
abs(

T eq
)RAM = 9.163 % (3.22)

(
∆sL

)iGLO,RAM
abs

=
∣∣∣∣
∣∣∣∣
(
sL
)iGLO −

(
sL
)RAM ∣∣∣∣

∣∣∣∣ = ||1.2574 m/s− 1.7421 m/s|| = 0.4847 m/s

(3.23)

(
∆sL

)iGLO,RAM
rel

=

(
∆sL

)iGLO,RAM
abs(

sL
)RAM = 27.82 % (3.24)
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Now, while continuing to deal with th GDP, the black box given by Figure 3.1 will be
gradually decomposed to disclose the methodology in detail.
First, a structural breakdown of the GDP is carried out. That is to say, the process can
be divided into two separate subprocesses:

• adiabatic flame temperature recovery

• laminar flame speed recovery

The adiabatic flame temperature recovery originates from the idea of imposing the target
temperature to the INITIAL GLOMEC equilibrium mixture and then to optimize the
equilibrium species mole fractions such that the conservation of mass and fresh gas total
enthalpy is not violated in a first step. In a second step, species NASA polynomial co-
efficients are adjusted such that an equilibrium can be computed by FINAL GLOMEC
which features the species mole fractions and temperature of the optimized mixture from
the first step.
The laminar flame speed is recovered by an optimization of an as low as possible number
of the reaction’s pre-exponential factors.
An static view of the structure of the GDP [16] is given as a block definition diagram in
Figure 3.2:

global mecha-
nism develop-
ment process

adiabatic flame
temperature
recovery

equilibrium
species mole
fractions

optimization

species NASA
polynomial
coefficient
adjustment

laminar flame
speed recovery

Arrhenius
pre-exponential

factor op-
timization

Figure 3.2: Block definition diagram of the GLOMEC DEVELOPMENT PROCESS.
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3.5.1 Adiabatic Flame Temperature Recovery

3.5.1.1 Equilibrium Species Mole Fractions Optimization
Preliminary Considerations
A chemical reaction mechanism must naturally conserve mass and total enthalpy. Mass
conservation can be expressed by the conservation of atoms:

N∑

k=1
ψik · δXk = 0 , i = 1, . . . , L (3.25)

where ψik denotes the number of atoms of the ith element in the kth species and δXk is
the deviation of the kth species mole fraction in the mixture.
With regard to the total enthalpy, the total enthalpy of the fresh gas equals the total
enthalpy of the gas in equilibrium. Yet, temperature and species mole fractions are signif-
icantly different. As expressed by Equation 1.18, the enthalpy of a species in a mixture at
a certain temperature hk(T ) comprises two fractions, namely the specific sensible enthalpy
hs,k and the specific standard enthalpy of formation ∆h0

f,k. Consequently, the total specific
enthalpy of a mixture is calculated as follows:

htot(T ) =
N∑

k=1
hs,k +

N∑

k=1
∆h0

f,k =
N∑

k=1

∫ T

Tref

cp,kdT +
N∑

k=1
∆h0

f,k (3.26)

To be precise, this equation reveals, that the total enthalpy of a mixture is also a function
of the species mole fractions:

htot = f(Xk,T ) (3.27)

Introducing the species mole fractions as a new parameter to compute the total enthalpy
enables the development of a method to impose an arbitrary temperature deviation on
a gas mixture while preserving mass and enthalpy conservation by means of an optimal
species mole fraction variation.
During the GDP, this method can be applied to impose the target adiabatic flame temper-
ature (Tad,target)RAM on the INITIAL GLOMEC equilibrium mixture. A moderate shift of
the species mole fractions is estimated to be reasonable due to the fact that global reaction
mechanisms show imprecise burnt gas species mole fraction predictions in general.
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Stating the Problem in General
The method, which can be deduced from the preliminary considerations, is now being
stated mathematically as an optimization problem [21], [3].

For a given gas mixture with N species, L chemical elements, initial temperature
T 0 and initial species mole fractions X0

N , which temperature is deviated by ∆T ,
find a modification of the species mole fractions dX?

N such that the total specific
enthalpy of the initial gas mixture htot(X0

N ,T
0) best matches the total specific

enthalpy of the modified gas mixture htot(X0
N+dX?

N ,T
0+∆T ), while conserving

the mass of the mixture.

design variable vector : dXN =
(
δX1, δX2, . . . , δXN

)T (3.28)

objective function : f(dXN) =
∣∣∣
∣∣∣htot(X0

N + dXN ,T
0 + ∆T )− htot(X0

N ,T
0)
∣∣∣
∣∣∣ (3.29)

constraints :
N∑

k=1
ψik · δXk = 0 , i = 1, . . . , L (3.30)

design space : dXN,l ≤ 0 ≤ dXN,u (3.31)

where the subscripts l and u denote the lower respectively the upper boundaries.
In this set of equation the objective function must be minimized,

min
dXN

f(dXN) , (3.32)

in order to compute the optimum solution dX? which writes:

dX?
N =

(
δX?

1 , δX
?
2 , . . . , δX

?
N

)T
(3.33)
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Special attention is paid to the mass conservation constraint given by Equation 3.42. A
closer examination of these equations (conservation of atoms) reveals that the N species
mole fractions of a mixture cannot be varied independently. This is due to the fact, that in
a chemical system with L elements and N species, certain species mole fraction deviations
δXk can be freely fixed, whereas the other deviations are computed as a function of the
fixed ones. The numbers Ñ (index k̃) of freely fixable and N̂ (index k̂) of computed species
mole freaction is defined:

N̂ = N − Ñ ⇔ Ñ = N − L (3.34)

The vectors to note down the mole fraction deviations of the k̃th respectively the k̂th species
in the sets Ñ respectively N̂ are defined:

dX̃Ñ =
(
δX̃1, . . . , δX̃Ñ

)T
, dX̂N̂ =

(
δX̃1, . . . , δX̃N̂

)T
(3.35)

where dX̃Ñ is introduced as reduced design variable vector. As a result the actual design
variable vector dXN can be formed through concatenation of dX̃Ñ and dX̂N̂ :

dXN =
(

dX̃T

Ñ , dX̂T

N̂

)T
(3.36)

while dX̂N̂ and dX̃Ñ are related as follows:



ψ1,1 ψ1,2 . . . ψ1,N̂

ψ2,1 ψ2,2 . . . ψ2,N̂
... ... . . . ...

ψL,1 ψL,2 . . . ψL,N̂




︸ ︷︷ ︸
coefficient
matrix

A




δX̂1

δX̂2
...

δX̂N̂




︸ ︷︷ ︸
computed
deviations
x=dX̂Ñ

=




ψ1,1 ψ1,2 . . . ψ1,Ñ

ψ2,1 ψ2,2 . . . ψ2,N̂
... ... . . . ...

ψL,1 ψL,2 . . . ψL,Ñ




︸ ︷︷ ︸
input
matrix

B




δX̃1

δX̃2
...

δX̃Ñ




︸ ︷︷ ︸
fixed

deviations
b=dX̃Ñ

(3.37)

Finally, the species mole fractions X?
N of the optimized mixture is obtained through adding

the optimized species mole fration deviations dX?
N to the initial mixture species mole

fractions X0
N , followed by normalization so that the sum of all vector elements is equal to

one:

X?
N = X0

N + dX?
N∑N

k=1

(
X0
k + dX?

k

) ⇔ X?
k > 0 ∀ k = 1, . . . , N (3.38)
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Stating the Problem for INITIAL GLOMEC
With regard to the development of FINAL GLOMEC, the equilibrium species mole frac-
tions of INITIAL GLOMEC are intended to be modified, as the equilibrium temperature
difference between INITIAL GLOMEC and RAMEC is added to the temperature of the
INITIAL GLOMEC equilibrium mixture. Thus, Equations 3.28, 3.29, 3.42 become:

dXN =
(
δXCH4 , δXO2 , δXH2O, δXH2 , δXCO, δXCO2

)T (3.39)

f
(
dXN

)
=

∣∣∣∣∣

∣∣∣∣∣htot
((

Xeq
N

)iGLO
+ dXN ,

(
T eq

)iGLO
+ ∆T

)
− htot

((
Xeq
N

)iGLO
,
(
T eq

)iGLO)
∣∣∣∣∣

∣∣∣∣∣
(3.40)

where:

∆T =
(
∆T eq

)RAM,iGLO

abs
=
(
T eq

)RAM −
(
T eq

)iGLO (3.41)

N∑

k=1
ψik · δXk = 0 , i = 1, . . . , L (3.42)

which fully written becomes:

H : 4 · δXCH4 +����
�:00 · δXO2 + 2 · δXH2 + 2 · δXH2O +����

�:0
0 · δXCO +����

��:0
0 · δXCO2 = 0 (3.43)

H : δXCH4 + 2 · δXH2 + 2 · δXH2O = 0 (3.44)

O : ����
��:0

0 · δXCH4 + 2 · δXO2 +����
�:0

o · δXH2 + 1 · δXH2O + 1 · δXCO + 2 · δXCO2 = 0 (3.45)

O : 2 · δXO2 + 1 · δXH2O + 1 · δXCO + 2 · δXCO2 = 0 (3.46)

C : 1 · δXCH4 +����
�:00 · δXO2 +����

�:02 · δXH2 +����
��:0

0 · δXH2O + 1 · δXCO + 1 · δXCO2 = 0 (3.47)

C : 1 · δXCH4 + 1 · δXCO + 1 · δXCO2 = 0 (3.48)
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The number of species with freely fixable and computed mole fraction deviations are
defined as follows:

Ñ = N − L = 6− 3 = 3 (3.49)

N̂ = N − Ñ = 6− 3 = 3 (3.50)

These Ñ (index k̃) and N̂ (index k̂) species are written as sets of species Ñ respectively
N̂:

Ñ = {H2, CO, CO2}, N̂ = {CH4, O2, H2O} (3.51)

Correspondingly, the vectors to note down the mole fraction deviations of the k̃th respec-
tively the k̂th species in the sets Ñ respectively N̂ are defined as:

dX̃Ñ =
(
δX̃H2 , δX̃CO, δX̃CO2

)T
, dX̂N̂ =

(
δX̂CH4 , δX̂O2 , δX̂H2O

)T
(3.52)

In order to obtain the still unknown computed species mole fraction deviations dX̂N̂ from
the fixed ones dX̃Ñ, Equations 3.44, 3.46 and 3.48 are transformed into the subsequent
matrix notation according to Equation 3.37:




4 0 2
0 2 1
1 0 0







δX̂CH4

δX̂O2

δX̂H2O


 =




−2 0 0
0 −1 −2
0 −1 −1







δX̃H2

δX̃CO

δX̃CO2


 (3.53)
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Developing a Technique to Solve the Problem
The statement of the optimization problem is succeeded by the choice of a technique
to solve it. In this work it is numerically solved leveraging an algorithm which can be
classified as an enumerative and full-factorial one from a methodical point of view [3].
In this approach, all possible combinations of the reduced design variables in the design
space are analyzed. The technique to discretize the design space is illustrated hereafter.

As a repetition, the reduced design variable vector dX̃ describes the deviation of the mole
fraction of the species contained by the set Ñ from the corresponding initial mole fractions
X0. In order to avoid a solution suggesting a very strong deviation from the initial mole
fractions the design space is required to be limited by lower and upper boundaries dX̃l

and dX̃u on the one hand:

dX̃Ñ,l =




δX̃1,l

δX̃2,l

. . .

δX̃Ñ,l




=




−ξ1 · X̃0
1

−ξ2 · X̃0
2

. . .

−ξÑ · X̃0
Ñ



, dX̃Ñ,u =




δX̃1,u

δX2,u

. . .

δX̃Ñ,u




=




ξ1 · X̃0
1

ξ2 · X̃0
2

. . .

ξÑ · X̃0
Ñ




(3.54)

where ξk̃ is a factor to dimension the elements of the vectors dX̃Ñ,l and dX̃Ñ,u.
On the other hand, a discretisation of the allowed range has to be performed with the
goals to both prohibit an explosion of the computational and to make sure that a solution
is found. Equistant points are defined in the ranges limited by the boundaries dX̃l and
dX̃u. The step size is defined as follows:

wstep = ζk̃X̃
0
k̃

(3.55)

where ζk̃ is again a dimensiong factor. Note that ξk̃ must be an integer multiple of ζk̃. The
total number of points Ok̃ for each k̃th species can be computed like this:

Ok̃ = ξk̃ · 2
ζk̃

+ 1 (3.56)
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To better comprehend the above descriptions, also see the Figure 3.3 below:

X̃k̃ [-]
10 X̃0

k̃
- ξk̃X̃0

k̃
X̃0
k̃
+ ξk̃X̃

0
k̃

X̃0
k̃

δX̃k̃,l δX̃k̃,u

ζk̃X̃
0
k̃

Figure 3.3: Sketch of design space discretization.

In the end, the discretized design space allows for the construction of a set of reduced
design variable combinations ZdX̃ counting OZ combinations (index m):

ZdX̃ = {dX̃1
Ñ , . . . , dX̃O

Ñ} (3.57)

OZ =
Ñ∏

k̃=1
Ok̃ (3.58)

The mth element of Z is written:

dX̃m

Ñ =
(
δX̃m

1 , . . . , δX̃
m
Ñ

)T
(3.59)

The algorithm performs OZ iterations. In the mth iteration the combination dX̃m

Ñ is
selected from Z and used to compute dX̂m

N̂ and dXm
N consecutively. For this computation

(solving Equation 3.37), a unique solution is obtained via the Gaussian elimination method
[21]. Then, the objective function f(dXm

N) can be evaluated. The species mole fraction
deviation dXm

N is the optimum one dX?
N if the following criterion is fulfilled, that is to

say when it is identified to produce the minimum value of the objective function:

dXm
N = dX?

N ⇐⇒ ||f(dXm
N)|| < ||f(dXr

N)|| ∀ r = 1, . . . , m− 1, m+ 1, . . . , OZ (3.60)
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Conclusion
To conclude, it has been shown how the species mole fraction optimization problem is
stated in general as well as for INITIAL GLOMEC and which methods/strategies/criteria
are chosen to solve it in this work. The resulting algorithm is depicted in Figure 3.4.

start

set L, N,
X0
N , T 0, ∆T

get Ñ , N̂

set Ñ, N̂

set ξk̃, ζk̃

get ZdX̃, OZ

set m = 1,
dX∗ = dX0 = 0

select
dX̃m

Ñ ∈ ZdX̃

get dX̂m

N̂

get dXm
N

||f(dXm
N)|| <

||f(dX?
N)||

dX?
N = dXm

N

m < OZ

m = m + 1

end no

yes

yes

no

initialization

optimization

solution

Figure 3.4: Species mole fraction optimization algorithm.
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Applying the Technique to INITIAL GLOMEC
This very last section of chapter 3.3.1.1 is a full and compact description of the practical
application of this algorithm to INITIAL GLOMEC:

1. Initialisation

Problem Initialization specification Unit
Elements L H, C, O [-]
Species N CH4, O2, H2O, H2, CO, CO2 [-]
Free Species Ñ H2, CO, CO2 [-]
Computed Species N̂ CH4, O2, H2O [-]
Initial Temperature T 0 3690.95 [K]
Temperature Deviation

(
∆T eq

)RAM,iGLO

abs
-309.83 [K]

X0
CH4

1.22 × 10-10 [-]
X0

O2
4.27 × 10-2 [-]

X0
H2O 4.75 × 10-1 [-]

X0
H2

1.63 × 10-1 [-]
X0

CO 2.38 × 10-1 [-]
X0

CO2
8.11 × 10-2 [-]

Solver Configuration Specification Unit
ξH2

15.0 [%]
ξCO 15.0 [%]
ξCO2

15.0 [%]
ζH2

1.25 [%]
ζCO 1.25 [%]
ζCO2

1.25 [%]
OZ 15624 [-]

Table 3.6: Initialization of GDP species mole fraction optimization.

2. Optimization
The optimization comprises the solving of Equation System 3.53 for each dX̃m

Ñ to
obtain dX̂m

N̂ and then dXm
N . As a consequence, the objective function can be evaluted

and the result is checked against the criterion (Equation 3.60) deciding whether
dXm

NiGLO
is better than dXm−1

N of the prior iteration at minimizing the objective
function. As an example, the evaluation of the objective function with dX0

GLO = 0
is demonstrated (note that the obtained value is the initial absolute enthalpy error
due to the deviation of the temperature ∆T ):

f(dX0) = || − 1. 973× 106J/kg − (−1. 221× 106J/kg)|| = 0. 752× 106J/kg

(3.61)
Thus, the initial relative enthalpy error ∆h0

tot,rel is as follows:

(
∆hotot

)
rel

=
∣∣∣∣∣∣

∣∣∣∣∣∣

f
(
dX0

)

htot

((
Xeq

)iGLO
,
(
T eq

)iGLO)

∣∣∣∣∣∣

∣∣∣∣∣∣
= 61.59 % (3.62)
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3. Solution
The algorithm finds the solution with the minimum total enthalpy error in the spec-
ified and discretized design space. The subsequent table sums up the total enthalpy
error, the temperature and the species mole fractions of the solution mixture:

Solution Properties Specification Unit
enthalpy h?

tot -1.221 × 106 [J/kg]
rel. enthalpy error

(
∆h?

tot

)
rel

6.1344 × 10-5 [-]
Solution Temperature T ? 3381.12 [K]
dX?

H2
8.75 [%]

dX?
CO -6.25 [%]

dX?
CO2

1.25 [%]
X?

CH4
1.38 × 10-2 [-]

X?
O2

7.75 × 10-2 [-]
X?

H2O 4.30 × 10-1 [-]
X?

H2
1.76 × 10-1 [-]

X?
CO 2.37 × 10-1 [-]

X?
CO2

6.58 × 10-2 [-]

Table 3.7: Solution of GDP species mole fraction optimization.

Figure 3.5: Bar plot to compare INITIAL GLOMEC equilibrium
and optimized mixture species mole fractions.
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3.5.1.2 Species NASA Polynomial Coefficient Adjustment
Preliminary Considerations
So far, temperature, pressure, mole fractions and enthalpy have been the only quantities
to describe the thermodynamic states in this work. Now, another quantity, namely the
Gibbs free energy G, is introduced as a thermodynamic potential, which is suitable to
describe systems with fixed temperature and pressure [41]. For a system with N species
it writes:

G(T,P,nk) = H − TS (3.63)

G(T,P,nk) =
N∑

k=1
nkµk =

N∑

k=1
nkGm,k (3.64)

where H is the enthalpy, T is the temperature, S is the entropy, nk is the number of
particles of species k and µk is the chemical potential respectively the partial molar Gibbs
free energy of species k. The Gibbs free energy can also be expressed as molar Gibbs free
energy:

Gm(T,P,Xk) = Hm − TSm (3.65)

Gm(T,P,Xk) =
N∑

k=1
Xkµk =

N∑

k=1
XkGm,k (3.66)

Furthermore, the Gibbs free energy is used as a criterion indicating whether a thermody-
namic system has reached equilibrium. In equilibrium, the total differential of the Gibbs
free energy must be equal to zero (here formulations for the molar Gibbs free energy are
given):

dGeq
m =

(
∂Gm

∂T

)
dT +

(
∂Gm

∂P

)
dP +

(
∂Gm

∂Xk

)
dXk

!= 0 (3.67)

dGeq
m =

N∑

k=1
Xkdµk +

N∑

k=1
µkdXk

!= 0 (3.68)
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Moving an Equilibrium in General
In the following, the known equilibrium computed by reaction mechanism I featuring
(T eq)I and (Xeq

k )I is intended to be moved such that a target temperature T ? and target
species mole fractions X?

k are reached (constant pressure and total enthalpy). Achieving
this results in a modification of the reaction mechanism I so that a modified one, namely
reaction mechanism II is obtained. Thus is it is demanded:

((
T eq

)II != T ? 6=
(
T eq

)I)
∣∣∣∣∣
HP

(3.69)

((
Xeq
k

)II != X?
k 6=

(
Xeq
k

)I)
∣∣∣∣∣
HP

(3.70)

The technique proposed in this work, is based on the idea to modify the computation of
the reference-state species entropies S◦

k through linking them with the species chemical
potentials µk. The chemical potential can be directly linked to the chemical equilibrium
[36].
On the one hand, for a perfect gas, the chemical potential µk of species k is calculated as
follows:

µk(T,P,Xk) = µ◦
k(T,P ) +RTln(ak) (3.71)

where ak is the activity of species k and µ◦
k(T,P ) is the standard chemical potential of

species k being dependent on temperature and pressure, but not on the species mole frac-
tions. Yet, due to the fact that CANTERA is capable of computing the species chemical
potentials directly, no further examination of the species chemical potentials is necessary.
The only thing which is worth being memorized is, that they are a function of temperature,
pressure and species mole fractions.
On the other hand, assuming an ideal, constant partial molar volume solution mixture
and pure species phases, the molar entropy Sm becomes:

Sm(T,P,Xk) =
N∑

k=1
XkS

◦
k(T )−R

N∑

k=1
Xkln(Xk) (3.72)

where the reference-state species entropies s◦
k can be computeted with the NASA 7-

coefficient polynomial given by Equation 3.9:

S◦
k(T ) = R

(
a1,kln(T ) + a2,kT + a3,k

2 T 2 + a4,k

3 T 3 + a5,k

4 T 4

︸ ︷︷ ︸
≡Ck(T )

+a7,k

)

(3.73)
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A comparison of this NASA polynomial with the two other ones given by Equations 3.8
and 3.7 yields, that the coefficient a7,k is solely existent in the polynomial dedicated to
the entropy. Thus, this coefficient is the only one which is appropriate for a modification
of the entropy without having an impact on other system quantities. Note, that the Nasa
polynomial coefficients are easily modifyable, as they are explicitly listed in the GDP in-
puts.
Therefore, merging all terms related to the coefficients a1,k, . . . , a5,k (calling it Ck(T ) from
now) and simultaneously freeing the coefficient a7,k as another variable parameter, Equa-
tion 3.73 can be turned into:

s◦
k(T,a7,k) = R

(
Ck(T ) + a7,k

)
(3.74)

In a next step, a substituion of Sm in Equation 3.65 with Equations 3.72 and 3.74 yields:

Gm(T,P,Xk,a7,k) = Hm − T



N∑

k=1
XkR

(
Ck(T ) + a7,k

)
−R

N∑

k=1
Xkln(Xk)


 (3.75)

Writing it out, the molar Gibbs free energy Gm becomes finally:

Gm(T,P,Xk,a7,k) = Hm −RT
N∑

k=1
XkCk(T )−RT

N∑

k=1
Xka7,k +RT

N∑

k=1
Xkln(Xk) (3.76)

The examination of equilibria additionally allows for the assumption, that temperature,
pressure and species mole fractions are fixed. Hence, extending the total differential (Equa-
tion 3.67) of the molar Gibbs free energy by a term devoted to the coefficients a7,k and
simplifications yields:

dGeq
m =

�
�
�
��>

Tfixed(
∂Gm

∂T

)
dT +

�
�
�
��>

Pfixed(
∂Gm

∂P

)
dP +

�
�
�
��>

Xkfixed(
∂Gm

∂Xk

)
dXk +

(
∂Gm

∂a7,k

)
da7,k

!= 0 (3.77)

dGeq
m =

(
∂Gm

∂a7,k

)
da7,k

!= 0 (3.78)

Moreover, Equation 3.68 can be simplified:

dGeq
m =

N∑

k=1
Xkdµk +

�
�
�
��
Xkfixed

N∑

k=1
µkdXk

!= 0 (3.79)
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dGeq
m =

N∑

k=1
Xkdµk

!= 0 (3.80)

Afterwards Equations 3.78 and 3.80 can be set equal:

(
∂Gm

∂a7,k

)
da7,k =

N∑

k=1
Xkdµk (3.81)

For an ideal, constant partial molar volume solution mixture and pure species phases
Equation 3.81 becomes (by creating the partial derivate of Gm with respect to a7,k):

−RT
N∑

k=1
Xkda7,k =

N∑

k=1
Xkdµk (3.82)

Equation 3.82 is now written for only one species k and subsequently simplified as well as
rearranged:

−RT��>Xkda7,k =��>Xkdµk (3.83)

da7,k = − 1
RT

dµk (3.84)

Finally, the integration of Equation 3.84 delivers an equation to compute which value needs
to be added to the species coefficients (a7,k)I in order to obtain (a7,k)II . The equilibrium
inherent to this modified mechanism features the target temperature T ? and the target
species mole fractions X?

k , thus fulfilling the demands stated by Equations 3.69 and 3.70.

(
∆a7,k

)I,II
abs

= − 1
R

(?)I∫

(eq)I

1
T
dµk = − 1

R

[
1
T
µk

](?)I

(eq)I

= − 1
R




(
µ?k
)I

T ?
−
(
µeqk
)I

(
T eq

)I


 (3.85)

(
∆a7,k

)I,II
abs

=
(
a7,k

)I −
(
a7,k

)II
=




(
µeqk
)I

R
(
T eq

)I −
(
µ?k
)I

RT ?


 (3.86)
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To finish up these theoretical explanations, the transitions from different thermodynamic
states to other ones on account of equilibrium computations using mechanisms I and II
are illustrated in a state diagram (cf. Figure 3.6):

• using mechanism I, the computation of an equilibrium starting from the fresh gas,
the state featuring the target properties or the mechanism I equilibrium always leads
to a transition to the mechanism I equilibrium

• using mechanism II, the computation of an equilibrium starting from the fresh gas,
the state featuring the target properties or the mechanism I equilibrium always leads
to a transition to the state featuring the target properties

T ? X?
k

(T eq)I (Xeq
k )I

T f Xf
k

equilibrium computation
mechanism I
mechanism II

Figure 3.6: Equilibrium computations using mechanisms I and II.
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Moving the Equilibrium of INITIAL GLOMEC
Due to the fact that the optimized mixture has a certain total enthalpy error coming
from the species mole fraction optimization process, the computation of (∆a7,k)iGLO,fGLOabs

becomes:

(
∆a7,k

)iGLO,fGLO
abs,prac

=




(
µeqk
)iGLO

R
(
T eq

)iGLO −
(
µ?k
)iGLO

RT ?




∣∣∣∣∣∣
htot=h?

tot

(3.87)

Applying Equation 3.87 to all N species yields the following differences of the coefficients
a7,k when comparing INITIAL GLOMEC and FINAL GLOMEC.

Value Unit
(∆a7,CH4)iGLO,fGLOabs,prac 19.2875 [-]
(∆a7,O2)iGLO,fGLOabs,prac 0.9692 [-]

(∆a7,H2O)iGLO,fGLOabs,prac -0.3549 [-]
(∆a7,H2)iGLO,fGLOabs,prac 0.4099 [-]
(∆a7,CO)iGLO,fGLOabs,prac 0.0589 [-]
(∆a7,CO2)iGLO,fGLOabs,prac -0.8409 [-]

Table 3.8: a7,k modifications based on equilibriua computed
from fresh gas or the optimized X?

k and T ?.

Finally, an equilibrium computation starting from the fresh gas and using both the updated
coefficients (a7,k)fGLO delivers:

(
T eq

)fGLO
= 3380.92 K (3.88)

Thus, the absolute and relative errors of the adiabatic flame temperature computed by
FINAL GLOMEC can be determined:

(
∆T eq

)fGLO,RAM
abs,prac

=
∣∣∣∣
∣∣∣∣
(
T eq

)fGLO
prac

−
(
T eq

)RAM ∣∣∣∣
∣∣∣∣ = ||3380.92 K− 3381.12 K|| = 0.2 K

(3.89)

(
∆T eq

)fGLO,RAM
rel

=

(
∆T eq

)fGLO,RAM
abs,prac(

T eq
)RAM = 5. 915× 10−5 (3.90)

It can be concluded, that the recovery of the adiabatic flame temperature is very accurate
using the demonstrated technique.
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3.5.2 Laminar Flame Speed Recovery
The second target quantitiy, namely the laminar flame speed, is rovered by a modification
of the Arrhenius pre-exponential factors Af,j (reactions 3.11 and 3.13) aka block "Arrhenius
pre-exponential factor optimization" in the block definition diagram.

3.5.2.1 Arrhenius Pre-Exponential Factor Optimization
In this work no special algorithm is employed to find the optimized values for the pre-
exponential factors. Instead, via trial and error, the following modifications of the INITIAL
GLOMEC pre-exponential factors have been found in order to make the laminar flame
speed computed with FINAL GLOMEC match with the ones computed by RAMEC:

(
Af,1

)fGLO
= 0. 947 ·

(
Af,1

)iGLO (3.91)

(
Af,3

)fGLO
= 0. 99 ·

(
Af,3

)iGLO (3.92)

With these modifications, the absolute and relative errors of the laminar flame speed
obtained from FINAL GLOMEC can be computed:

(
∆sL

)iGLO,RAM
abs

=
∣∣∣∣
∣∣∣∣
(
sL
)fGLO −

(
sL
)RAM ∣∣∣∣

∣∣∣∣ = ||1.7423 m/s− 1.7421 m/s|| = 0.0002 m/s

(3.93)

(
∆sL

)iGLO,RAM
rel

=

(
∆sL

)iGLO,RAM
abs(

sL
)RAM = 1. 148× 10−4 (3.94)

To put it in a nutshell, very sligth modifications of the Arrhenius pre-exponential factors
of two reactions lead to recovery of the laminar flame speed at the operating point. See
the ?. cti files of INITIAL GLOMEC and FINAL GLOMEC in the appendix to see the
absolute numbers of the kinetics parameters.
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E. GLOMEC Arrhenius parameters
Extracted from [Strauss, 2020], on courtesy of Julian Strauss.

Figure 7: Chemical reactions in the GLOMEC mechanism and their Arrhenius parameters,
from left to right in the brackets and following notation of Eq. 2.27: Aj, βj, Ej.

F. Paper published in Acta Astronautica
As the paper was split in three parts along the manuscript (Sections 4.3.1, 4.4.1 and 6.3.2), the
full paper is found below.
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A R T I C L E I N F O
Keywords:Large Eddy SimulationMethane oxy-combustionChemical kineticsImplicitationLiquid Rocket Engine

A B S T R A C T
Methane–oxygen burning is considered for many future rocket engines for practicality and cost reasons. Asthis combustion is slower than hydrogen–oxygen, flame ignition and stability may be more difficult to obtain.To address these questions, numerical simulation with realistic chemistry is appropriate. However the highpressure and turbulence intensity encountered in rocket engines enhance drastically the stiffness of methaneoxy-combustion. In this work, Analytically Reduced Chemistry (ARC) is proposed for accurate chemistrydescription at a reasonable computational cost. An ARC scheme is specifically derived for typical rocket engineconditions. It is validated by comparison with its parent skeletal mechanism on a series of laminar flames. Thenthe numerical stiffness of chemistry is overcome with an original approach for time integration, allowing to runsimulations close to the acoustic time step whatever the chemical stiffness. It is demonstrated on laminar casesthat the flame structure is well preserved, and that numerical stability is ensured while decreasing significantlythe computational cost. The performance of ARC with the fast time integration method is finally demonstratedin a 3D Large-Eddy Simulation of a lab-scale Liquid Rocket Engine combustion chamber, where a detailedflame analysis is conducted.

1. Introduction
The space launchers sector currently knows a noticeable evolutiontowards a competitive commercial market, with a price race initiatedby new private actors. The cost of access to space decreases, andthe historical actors, mainly governmental space agencies, are chal-lenged to propose cheaper but still reliable solutions for commerciallaunches. This impacts propulsion systems, for which the concept ofreusability [1] is pushed forward. For Liquid Rocket Engines (LRE),hydrogen is replaced by methane, which brings the advantages ofhigh density, good specific impulse and lower cost for productionand storage, largely compensating for a lower mass energy [2,3].Several projects of methane/oxygen LRE for commercial launches aswell as for deep space missions have appeared throughout the world,e.g., Prometheus (CNES/ArianeGroup), Raptor (SpaceX), or the LiquidNatural Gas (LNG) family (JAXA/IHI). Nevertheless, except for someearly research in the 1970s–1990s [4], most studies of methane oxy-combustion in rocket engine conditions are quite recent and manyquestions require further investigation [5].

∗ Corresponding author at: European Center for Research and Advanced Training in Scientific Computation (CERFACS), 42 avenue Gaspard Coriolis, ToulouseCedex 01 31057, France.E-mail address: blanchard@cerfacs.fr (S. Blanchard).1 Researcher, Launchers Directorate (CNES)/CFD team (CERFACS).2 Researcher, CFD team, CERFACS.3 Senior researcher, head of CFD team, CERFACS.

In the past decade, Large Eddy Simulation (LES) has been suc-cessfully applied to LRE to predict the flame, its ignition, wall heattransfer or thermo-acoustic instabilities [6–8]. Most studies consideredhydrogen oxy-combustion, which is close to the infinitely fast chemistrylimit and may be treated as such without critical loss of accuracy [9].The situation is different with methane oxy-combustion, whose slowerchemistry impacts combustion phenomena [10]. It is therefore neces-sary to include in LES an accurate, but still cost-effective description ofthe combustion kinetics. There exists a wide range of kinetic schemes,from fully detailed mechanisms, containing hundreds to thousandsspecies and reactions, to global schemes which only contain few speciesand one to four reactions. As each chemical species requires to solveone additional transport equation in the LES code, the direct integrationof detailed mechanisms is computationally unaffordable in 3D simula-tions. Even the so-called skeletal mechanisms which are much reducedcompared to detailed ones, stay too large for LES. On the contrary, one-or two-steps kinetic schemes are very fast but their lack of precision iscritical for many aspects of the flame.As an alternative, the concept of Analytically Reduced Chemistry(ARC) introduced some decades ago [11], may be viewed as a good
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Nomenclature
Latin characters
𝐴 sum of destruction source terms (scaled by

𝑐), s−1
𝑎 strain rate, s−1
𝐵 sum of creation source terms, kg∕m3∕s
𝑐 mass concentration, kg∕m3

𝐷 diffusion coefficient m2∕s
𝐷𝑡ℎ thermal diffusion coefficient m2∕s
𝑑𝑚 mass excess/loss, kg
𝐻 length of the counterflow laminar diffusionflame domain, m
𝐽 diffusive flux, kg∕m2∕s
𝑁𝑒 number of elements
𝑁𝑠 number of species
𝑃 pressure, 𝑏𝑎𝑟
𝑟̇ mass reaction rate, kg∕m3∕s
𝑆 strain rate tensor, s−1
𝑇 temperature, K
𝑢 flow velocity, m/s
𝑢𝑎 acoustic velocity, m/s
𝑌 mass fraction
𝑦+ normalized wall distance
𝑍 Bilger mixture fraction
Greek characters
𝛥𝑥 characteristic mesh size, 𝑚
𝛥𝑡 simulation time step, 𝑠
𝛥𝑡𝑐ℎ𝑒𝑚 explicit integration chemical time step, 𝑠
𝛥𝑡𝐶𝐹𝐿 CFL time step, 𝑠
𝛿𝑖𝑗 Kronecker symbol
𝛿𝑡ℎ thermal flame thickness, 𝑚
𝜁 Takeno index
𝜅 ratio between the CFL and the simulationtime step
𝜈′, 𝜈′′ reactants and products stoichiometric coef-ficients
𝜌 density, kg∕m3

𝜏 viscous stress tensor, N/m2
𝜏𝑐ℎ𝑒𝑚 characteristic chemical time scale, 𝑠
𝜒 scalar dissipation rate, s−1
𝜔̇ mass chemical source term, kg∕m3∕s
𝜔̇𝑇 total (integral) of heat release rate, W/m3

compromise between complexity and accuracy. An ARC scheme derivesfrom a skeletal mechanism, in which only the species and reactionsrequired to correctly predict flame quantities, such as total heat releaserate, adiabatic flame temperature, or flame speed, are kept. ARC thenintroduces the Quasi Steady State Assumption (QSSA) [12] for thefastest species that are immediately consumed after production, andintroduce strong numerical stiffness due to their very short timescale.These QSS species are kept in the chemical scheme but they are notcomputed with a transport equation: their concentration is calculatedfrom algebraic relations issuing from the condition of zero net chemicalsource term. The ARC approach has already shown promising results ondiverse applications [13]. Also, compared to other chemistry reductionapproaches such as neural networks [14,15] or virtual chemistry con-cept [16,17], ARC has the advantage to keep true reaction pathways.

Subscripts
𝐶𝐿𝐴𝑆𝑆 quantity computed with classical integra-tion method
𝐸𝑋𝑃𝑂 quantity computed with exponential inte-gration method
𝑒 element (atom)
𝐹 fuel
𝑗 reaction index
𝑘 species index
𝑚𝑒𝑎𝑛 mean quantity
𝑂 oxidizer
𝑠𝑡 stoichiometric quantity
𝑉 integration volume
Superscripts
𝑐𝑜𝑟𝑟 corrected quantity
𝑛 current iteration
𝑛 + 1 next iteration
Abbreviations
ARC Analytical Reduced ChemistryARCANE Analytical Reduced Chemistry: Automatic,Nice and EfficientAVBP A Very Big ProjectCERFACS Centre Européen de Recherche et de Forma-tion Avancée en Calcul ScientifiqueCFD Computational Fluid DynamicsCFL Courant–Friedrichs–LewyCNES Centre National d’Études SpatialesCONFORTH CONception et Fabrication d’un bOîtier Re-froidi et d’une Tuyère – Haut rapport demélangeDRGEP Direct Relation Graph with Error Propaga-tionHPC High Performance ComputingJAXA Japan Aerospace Exploration AgencyLES Large Eddy SimulationLOI Level Of ImportanceLRE Liquid Rocket EngineNRI Non-Reflective InletsNSCBC Navier–Stokes Characteristic BoundaryConditionsONERA Office National d’Études et de RecherchesAérospatialesQSSA Quasi Steady State AssumptionRAMEC RAM accelerator MEChanism

Thus, ARCs are known to keep a realistic description of the truechemistry [13,18,19], even if it usually means a higher cost comparedto the other mentioned techniques.ARC schemes already exist in the literature for methane–air com-bustion [19,20]. They may not be valid for methane oxy-combustionin LRE conditions, i.e., at very high pressure and in highly strainednon-premixed combustion regime. Deriving an ARC scheme valid forfuture LRE technologies is a first objective of this paper.As already mentioned, methane oxy-combustion at very high pres-sure leads to extremely small chemical time scales. By construction theQSSA only reduces the stiffness of the fastest radicals, but does not helpfor the main oxidation paths which still introduce time scales typically10 times smaller than the flow time scale. Implicit time integration is
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a standard way to tackle such problem but it increases the complexityof the code [21] and remains computationally expensive, especially forlarge chemical systems because of the cost of inversion of the Jacobianmatrix [18]. Thus, a second objective of this work is to propose anoriginal and fast time-integration method of chemistry for LES solvers.This paper is organized as follows. In Section 2, the derivation ofan ARC mechanism for methane oxy-combustion is derived for highpressure and high strain rate diffusion flames. Then in Section 3, anew time integration method for the chemical source terms is proposedand validated on laminar flames. Then the developed methods areapplied in the LES of a lab-scale LRE combustion chamber in Section 4.Conclusions and perspectives are finally given in Section 5.
2. Derivation of Analytical Reduced Chemistry for methane oxy-combustion
2.1. Methodology

Measurements of chemical kinetics in CH4/O2 flames at high pres-sure induce complexity and safety issues which make them rare, ifnot inexistant and there is no reference detailed scheme available forthese conditions. Among the chemical schemes found in the literature,GRI3.0 [22], RAMEC [23] and Slavinskaya [24] are good candidates. AsRAMEC (38 species, 190 reactions), initially coming from the GRI1.2,was specifically made for methane oxy-combustion at high pressure byadding several reactions specific of such condition, and was validatedagainst low-diluted CH4/O2 shock tubes experiments, it seems the mostappropriate for the present study.To target LRE conditions, the reduction is performed for pressurein the range 49 < 𝑃 < 59 𝑏𝑎𝑟, i.e., above the critical pressure of bothpropellants and sufficient to reach the supercritical combustion regimewith injection temperatures of 280𝐾. Using diffusion flames as targetflames, the range of strain rate 𝑎𝑠𝑡 (or equivalently scalar dissipationrate 𝜒𝑠𝑡, recalled in Eq. (1) [25]) must be defined. It is here takenquite large, representative of conditions met in lab-scale LRE [3,26]:
100 < 𝜒𝑠𝑡 < 1500 s−1. This corresponds to strain rates in the range
650 < 𝑎𝑠𝑡 < 9500 s−1, of the same order of magnitude as in [8].
𝜒𝑠𝑡 = 2𝐷

( 𝜕𝑍
𝜕𝑥

)2

𝑠𝑡
(1)

In Eq. (1), 𝐷 is the diffusion coefficient of methane and 𝑍 the mixturefraction with Bilger’s definition [27].The chemistry reduction process goes through several steps whichare realized within an automatic algorithm implemented in the numer-ical platform ARCANE [28]. First, Direct Relation Graph with ErrorPropagation (DRGEP) is performed several times on the detailed mech-anism to keep only the most relevant species and reactions. Chemicallumping is then applied to remove the isomeric molecules. Finally, aLevel Of Importance (LOI) criterion is applied on the remaining speciesto select the ones to be treated with the QSSA. An overview of thesemethods are described in [28,29].The primary target flame property used to control the reductionprocess is the total heat release rate, with a maximum tolerance of5%. This quantity, linked to the consumption speed, is indeed the firstproperty to preserve as, similarly to premixed flames, it controls theflame stabilization and flame length which are used for engine design.With these constraints, a reduced mechanism with 14 transportedspecies, 4 QSS species (listed in Table 1) and 68 reactions was obtainedwith ARCANE.
2.2. Validation

The ARC scheme is validated on laminar diffusion flames (computedwith CANTERA [30]) in the target conditions that are solved follow-ing the steady flamelet equations for mass and temperature, recalledhere [25]:
𝜔̇𝑘 = − 1

2𝜌𝜒
𝜕2𝑌𝑘
𝜕𝑍2 and 𝜔̇𝑇 = − 1

2𝜌𝜒
𝜕2𝑇
𝜕𝑍2 (2)

Table 1Species contained in the derived ARC mechanism for highpressure methane oxy-combustion.Transported QSS
H2 H O O2 OH H2O HO2 HCO CH2OCH3 CH4 CO CO2 C2H3 C2H5C2H2 C2H4 C2H6

Table 2Validation cases: relative errors of the ARC scheme compared to theRAMEC detailed mechanism, on the maximum temperature (𝑇𝑚𝑎𝑥) andthe total heat release rate (∫ 𝜔̇𝑇 ).Case Conditions 𝑇𝑚𝑎𝑥 ∫ 𝜔̇𝑇A 49 bar, 𝜒𝑠𝑡 = 100 s−1 −0.75% +1.29%B 49 bar, 𝜒𝑠𝑡 = 1500 s−1 −0.83% +1.62%C 54 bar, 𝜒𝑠𝑡 = 1000 s−1 −0.80% +1.36%D 59 bar, 𝜒𝑠𝑡 = 100 s−1 −0.77% +1.55%E 59 bar, 𝜒𝑠𝑡 = 1500 s−1 −0.83% +1.50%

Fig. 1. 1D strained diffusion flame: evolution with mixture fraction of the temperature(black) and the heat release rate (red). Thick lines: RAMEC. Dashed lines with markers:ARC. Case A: 𝑃 = 49𝑏𝑎𝑟, 𝜒𝑠𝑡 = 100 s−1. (For interpretation of the references to color inthis figure legend, the reader is referred to the web version of this article.)

Fig. 2. 1D strained diffusion flame: evolution with mixture fraction of the temperature(black) and the heat release rate (red). Thick lines: RAMEC. Dashed lines with markers:ARC. Case E: 𝑃 = 59𝑏𝑎𝑟, 𝜒𝑠𝑡 = 1500 s−1. (For interpretation of the references to colorin this figure legend, the reader is referred to the web version of this article.)

where 𝜔̇𝑘 is the chemical source term of species 𝑘 and 𝜔̇𝑇 is the energysource term. Overall five test cases are considered to cover all the rangeof values of 𝑃 and 𝜒𝑠𝑡. The obtained relative errors, shown in Table 2,never exceed 0.83% for the maximum temperature and 1.62% for thetotal (integral) heat release rate, indicating a very good agreement withthe RAMEC detailed mechanism.Cases A and E are illustrated on Figs. 1 and 2 respectively. In bothcases an excellent agreement is observed for the temperature and heatrelease rate profiles. With a limited number of species and reactions,even the complex flame structure typical of the LRE conditions is
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Fig. 3. 1D strained diffusion flame: evolution with mixture fraction of the main species.Thick lines: RAMEC. Dashed lines with markers: ARC. Case C: 𝑃 = 54𝑏𝑎𝑟, 𝜒𝑠𝑡 = 1000 s−1.

Fig. 4. Evolution with scalar dissipation rate of the maximum temperature (black) andthe total heat release rate (red) at 𝑃 = 54𝑏𝑎𝑟. Thick lines: RAMEC. Dashed lines withmarkers: ARC. (For interpretation of the references to color in this figure legend, thereader is referred to the web version of this article.)

retrieved. This also means that the intermediate species profiles areglobally well retrieved, as shown Fig. 3. Slight deviation is observed onthe heat release rate profile for case E but without significant impacton the integral of heat release rate.Fig. 4 shows the response of ARC flames to strain. Even if derivedover a limited range of 𝜒𝑠𝑡, the ARC exhibits a very good agreementwith the RAMEC over a larger range: below 𝜒𝑠𝑡 = 20000 s−1, the errorkeeps lower than 2.5% on maximum temperature, and lower than 2%on the total heat release rate. It never exceeds 5% on the latter quantityuntil extinction.Finally Fig. 5 shows the evolution with 𝑃 of the same quantities overthe whole pressure range for which it was derived. The ARC mechanismreproduces well the increase with 𝑃 of both quantities in excellentagreement with the RAMEC detailed scheme. Only a slightly lowermaximum temperature (≈ −1.0%) and very similar total heat releaserate (≈ −2.0%) are observed for all pressures.The reduced chemistry has been validated in the case of laminarflames, although its final use is for turbulent flows (Section 4). Notethat turbulence modifies combustion processes via mixing only, anddoes not affect chemistry. Of course it could happen that this reductionprocedure ignores some chemical phenomena which may occur due toturbulent mixing, leading to reacting mixtures of fresh gas with burntgas and intermediate species that are not encountered in the 0D and 1Dcases. These chemical processes are however assumed negligible andare indeed not represented in most turbulent combustion models, suchas flamelet-based approaches for example. Moreover, these processesare much sensitive to the turbulent flow and ensuring to describe themin all cases with the same ARC scheme would be impossible.

Fig. 5. Evolution with pressure of the maximum temperature (black) and the total heatrelease rate (red) at 𝜒𝑠𝑡 = 1000 s−1. Thick lines: RAMEC. Dashed lines with markers:ARC. (For interpretation of the references to color in this figure legend, the reader isreferred to the web version of this article.)

3. Time integration of stiff chemistry
Although the strongest stiffness has been removed thanks to theQSSA applied to the fastest radicals, very small chemical time scalesremain as methane oxy-combustion at high pressure is a very fastoxidation process. Explicit time integration then requires a time step atleast of the order of the shortest chemical time step 𝛥𝑡𝑐ℎ𝑒𝑚, calculatedin the simulations as:

𝛥𝑡𝑐ℎ𝑒𝑚 = 𝑚𝑖𝑛
(
𝜌𝑌𝑘
𝜔̇𝑘

)
, (3)

with 𝜔̇𝑘 the source term of the species 𝑘 and 𝜌 the mixture density. TheARC scheme presented in the previous sections leads to a integrationtime step of the order of 1× 10−10s due mainly to the radicals (detailedin Fig. 7), which may therefore considerably increase the computingtime. This time step is to be compared to the flow time step 𝛥𝑡𝐶𝐹𝐿,imposed by the CFL number (fixed at 0.7) as:
𝛥𝑡𝐶𝐹𝐿 = 𝛥𝑥 𝐶𝐹𝐿

𝑢 + 𝑢𝑎
, (4)

with 𝑢 the flow velocity, 𝑢𝑎 the acoustic velocity and 𝛥𝑥 the character-istic mesh size. With typical mesh sizes used in 3D LES of LRE, 𝛥𝑡𝐶𝐹𝐿is found of the order of 5 × 10−9s. As a consequence, the use of ARCin reactive simulations leads to a decrease of the time step typicallyby a factor 50, which directly impacts the computational cost: explicitcomputation of the chemical source term is usually one of the mostexpensive part in a LES code.With the ultimate goal to run the reactive simulations with the CFLtime step, a new time integration method for the chemistry is proposedhere. The idea is to take advantage of the simple form of elementaryreactions composing the ARC scheme to make an analytical integrationof the source terms over the time step. This leads to a time evolutionof the concentrations in the form of an exponential function, hence thename of ‘‘exponential method’’, and allows to substantially increase thetime step.
3.1. Principle of the exponential integration

For all what follows, one only considers mass quantities (for sourceterms, concentrations, etc...).Consider a species 𝑘 which is produced and consumed only byelementary first order irreversible chemical reactions. Its total sourceterm 𝜔̇𝑘 may be recast in the form:
𝜕𝑐𝑘
𝜕𝑡

= 𝜔̇𝑘 = 𝐴𝑘𝑐𝑘 + 𝐵𝑘, (5)
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with 𝑐𝑘 the concentration of the species 𝑘. The functions 𝐴𝑘𝑐𝑘 and 𝐵𝑘are the sum of the contributions to destruction and creation respec-tively, of the reactions 𝑗 involving species 𝑘:
𝐴𝑘𝑐𝑘 =

𝑀∑
𝑗=1

𝜈′𝑘𝑗 𝑟̇𝑗

𝐵𝑘 =
𝑀∑
𝑗=1

𝜈′′𝑘𝑗 𝑟̇𝑗

(6)

where 𝜈′𝑘𝑗 , 𝜈′′𝑘𝑗 are the stoichiometric coefficients of species 𝑘 in reaction
𝑗 and 𝑟̇𝑗 the reaction rate.Assuming 𝐴𝑛

𝑘 and 𝐵𝑛
𝑘 constant during iteration 𝑛, the integration ofEq. (5) is easily found to give at time iteration 𝑛 + 1:

𝑐𝑛+1𝑘 =
(
𝑐𝑛𝑘 +

𝐵𝑛
𝑘

𝐴𝑛
𝑘

)
𝑒𝐴

𝑛
𝑘𝛥𝑡 −

𝐵𝑛
𝑘

𝐴𝑛
𝑘
=

𝐵𝑛
𝑘

𝐴𝑛
𝑘

(
𝑒𝐴

𝑛
𝑘𝛥𝑡 − 1

)
+ 𝑐𝑛𝑘𝑒

𝐴𝑛
𝑘𝛥𝑡 (7)

where 𝛥𝑡 is the time step of the iteration. The obtained solution iscorrect as long as the assumption of constant 𝐴𝑛
𝑘 and 𝐵𝑛

𝑘 in the timestep stays valid. This introduces a new time step limit, still much higherthan the chemical time step, as will be seen in the next sections.For very small values of 𝐴𝑛
𝑘, i.e., species creation only or non-reacting zone, in order to avoid numerical error, Eq. (7) is rewrittenwith the second order approximation as:

𝑐𝑛+1𝑘 = 𝐵𝑛
𝑘

(
𝛥𝑡 +

𝐴𝑛
𝑘𝛥𝑡

2

2

)
+ 𝑐𝑛𝑘 (8)

The value 𝑐𝑛+1𝑘 can then be used to evaluate the source term to beintegrated in the equation of transport of 𝑐𝑘 as:
𝜔̇𝑘 =

𝑐𝑛+1𝑘 − 𝑐𝑛𝑘
𝛥𝑡

(9)
Note that the expression for 𝑐𝑘 in Eq. (7) is always positive (provided

𝑐0𝑘 is positive), so that the approach guarantees positivity of all concen-trations. Notice also that this expression exactly holds for first orderspecies only. For second order species, the analytical integration of thesource term is still possible but is more complex. As only few reactionsinvolve second order species (10 over 136 in the previously derivedARC), the impact of using first order solution for them is considerednegligible and Eq. (7) is still taken as a good approximation.The calculation of the source term as in Eq. (9) does not guaranteeatom conservation, which must be then enforced in a second step.The principle is to correct at each iteration and at each grid pointthe error on the total mass of each element, by modifying accordinglythe local concentrations at iteration 𝑛 + 1. To minimize the impact ofthis correction, it is made on the species of largest concentration. Inmethane–oxygen flames, three elements are present (H, O, C) and it ischosen to distribute the associated mass corrections among only threespecies having locally the highest concentration (identified as 𝑐𝑘1 to 𝑐𝑘3below).The mass excess/loss is computed for each element 𝑒 betweeniteration 𝑛 and 𝑛 + 1 as:
𝑑𝑚𝑒 =

𝑁𝑠∑
𝑘=1

(𝑐𝑛+1𝑘 − 𝑐𝑛𝑘)𝑁𝑒,𝑘 (10)
where 𝑁𝑒,𝑘 is the number of element 𝑒 in species 𝑘, and 𝑁𝑠 the numberof species in the chemical system. Then the corrections 𝑐𝑐𝑜𝑟𝑟𝑘𝑒

of species
𝑘𝑒 are calculated by solving the linear system:
⎛⎜⎜⎝

𝑛𝐻,𝑘1 𝑛𝐻,𝑘2 𝑛𝐻,𝑘3
𝑛𝑂,𝑘1 𝑛𝑂,𝑘2 𝑛𝑂,𝑘3
𝑛𝐶,𝑘1 𝑛𝐶,𝑘2 𝑛𝐶,𝑘3

⎞⎟⎟⎠
×
⎛
⎜⎜⎜⎝

𝑐𝑐𝑜𝑟𝑟𝑘1
𝑐𝑐𝑜𝑟𝑟𝑘2
𝑐𝑐𝑜𝑟𝑟𝑘3

⎞
⎟⎟⎟⎠
=
⎛⎜⎜⎝

−𝑑𝑚1
−𝑑𝑚2
−𝑑𝑚3

⎞⎟⎟⎠
(11)

The corrections 𝑐𝑐𝑜𝑟𝑟,𝑘𝑒 are then used to update the source termin Eq. (9). The linear system may be solved with a simple Gaussianelimination process for example.

The exponential integration algorithm can be summarized as fol-lows:1 - Compute 𝑐𝑛+1𝑘 with Eq. (7) or Eq. (8), where 𝐴𝑛
𝑘, 𝐵𝑛

𝑘 use the standardArrhenius reaction rates.2 - Compute element mass error 𝑑𝑚𝑒.3 - Compute concentration corrections 𝑐𝑐𝑜𝑟𝑟𝑘 , for as many species aselements in the chemical system.4 - Compute the source terms as:
𝜔̇𝑘 =

𝑐𝑛+1𝑘 + 𝑐𝑐𝑜𝑟𝑟𝑘 − 𝑐𝑛𝑘
𝛥𝑡

(12)
3.2. Validation in laminar counterflow diffusion flame

The ARC scheme for methane–oxygen combustion, combined withthe exponential time integration method is applied here to a laminar2D counterflow diffusion flame, now computed with a CFD solver. Thecode AVBP [31–33], developed by CERFACS and benchmarked in manyapplications [34–37], is used: it solves the compressible Navier–Stokesequations on unstructured meshes with the second order in time andspace Lax–Wendroff scheme [38]. The perfect gas equations of state isused. The power-law function is utilized for the molecular viscosity, andconstant Schmidt and Prandtl numbers are used for species moleculardiffusion and thermal conductivity. The conservation equations formass, momentum, energy and species write:
𝜕𝜌̄
𝜕𝑡

+
𝜕𝜌̄𝑢̃𝑖
𝜕𝑥𝑖

= 0 (13)
𝜕𝜌̄𝑢̃𝑗
𝜕𝑡

+
𝜕𝜌̄𝑢̃𝑖𝑢̃𝑗
𝜕𝑥𝑖

+
𝜕𝑃 𝛿𝑖𝑗
𝜕𝑥𝑖

= 𝜕
𝜕𝑥𝑖

[
𝜏𝑖𝑗 − 𝜌̄

(
𝑢𝑖𝑢𝑗 − 𝑢̃𝑖𝑢̃𝑗

)] (14)
𝜕𝜌̄𝐸̃
𝜕𝑡

+
𝜕𝜌̄𝑢̃𝑖𝐸
𝜕𝑥𝑖

+
𝜕𝑢𝑖𝑃𝛿𝑖𝑗
𝜕𝑥𝑖

= 𝜕
𝜕𝑥𝑖

[
𝑞𝑖 − 𝜌̄

(
𝑢𝑖𝐸 − 𝑢̃𝑖𝐸̃

)]
+ 𝜏𝑖𝑗

𝜕𝑢𝑖
𝜕𝑥𝑗

+ 𝜔̇𝑇 (15)
𝜕𝜌̄𝑌𝑘
𝜕𝑡

+
𝜕𝜌̄𝑢̃𝑖𝑌𝑘
𝜕𝑥𝑖

= 𝜕
𝜕𝑥𝑖

[
𝐽𝑘,𝑖 − 𝜌̄

(
𝑢𝑖𝑌𝑘 − 𝑢̃𝑖𝑌𝑘

)]
+ 𝜔̇𝑘 for 𝑘 = 1, 𝑁𝑠 (16)

where 𝜌 is the mixture density, 𝑢𝑖 stands for the 𝑖th-component ofthe velocity, 𝑃 the pressure, 𝜏𝑖𝑗 the viscous stress tensor, 𝐸 the totalnon-chemical energy (including internal and kinetic energy), 𝑞𝑖 the 𝑖th-component of the heat flux (including heat flux by conduction andspecies diffusion), 𝐽𝑘,𝑖 the 𝑖th-component of the diffusive flux of species
𝑘, 𝜔̇𝑇 the energy source term and 𝜔̇𝑘 the chemical source term ofspecies 𝑘. 𝛿𝑖𝑗 is the Kronecker symbol, equal to 1 if 𝑖 = 𝑗 and 0otherwise. In these notations, the operator .̄ represents a Reynolds-averaged variable and the operator .̃ a Favre-weighted variable. For thefollowing laminar flame computations, all the sub-grid scale terms arezero, however they are not in Section 4 where a sub-grid scale modelis used.The opposed jets configuration is set with mass flow rates leading toequal momentum at both sides in order to get the stagnation plane atthe center of the domain, where the mesh is the most refined. A smalldistance (𝐻 = 1 mm) between both injectors is used to obtain a strainrate in the range of the derived ARC while keeping the flow laminar.With this setup, the targeted mean strain rate is, with 𝑢𝐹 = 0.54 and
𝑢𝑂 = 0.27 m∕s the fuel and oxidizer velocities respectively:
𝑎𝑚𝑒𝑎𝑛 =

𝑢𝐹 + 𝑢𝑂
𝐻

= 809𝑠−1. (17)
Fig. 6 illustrates the obtained flame for the Fine mesh (see below).Due to the velocity difference of both streams, it is not planar and thesolution will be analyzed only along the central axis.A fine mesh (about 𝛥𝑥 = 1 μm cell characteristic size at thestagnation plane) is first used to assess the accuracy of the exponentialintegration. Then coarser meshes are used, listed in Table 3, to be morerealistic of LES and to demonstrate the capacity of the exponentialintegration to increase the computational time step. Reference solutionscomputed with CANTERA are also reported for comparison.
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Fig. 6. Laminar counterflow flame in AVBP. Left: mixture fraction field. Right: temperature field. The white line corresponds to the stoichiometric line (𝑍𝑠𝑡 = 0.2). Axes inmillimeter.

Fig. 7. Characteristic chemical timescales of the methane–oxygen ARC, in the counterflow diffusion flame conditions.
Table 3Mesh characteristics for the 2D counterflow flame.Case 𝛥𝑥[μm] 𝛥𝑡𝐶𝐹𝐿[ns]Fine 1 0.194Coarse 1 10 2.50Coarse 2 30 5.28

The mesh grid size can be compared to the theoretical thermal flamethickness of a diffusion flame, computed as:
𝛿𝑡ℎ =

√
𝜋𝐷𝑡ℎ
2𝑎𝑚𝑒𝑎𝑛

(18)
In the present case, 𝛿𝑡ℎ = 0.298 mm, so that meshes from Fineto Coarse 2 contain respectively about 300, 30 and 10 points in thethermal flame thickness.The characteristic chemical time scales 𝜏𝑐ℎ𝑒𝑚,𝑘 of each species 𝑘 ofthe ARC scheme in a diffusion flame at the specified strain rate 𝑎𝑚𝑒𝑎𝑛 =

809 s−1 are presented in Fig. 7. They are computed as introduced byEq. (3). It is found that C2H6 is the stiffest species with 𝜏𝑐ℎ𝑒𝑚,𝐶2𝐻6
=

6.8𝑒−9𝑠. Other radicals are stiff as well, and as already mentioned thefuel itself, CH4, is also among the stiffest species. Note that these timescales tend to decrease rapidly as the strain rate grows, reaching valuesabout 10e−10 - 10e−11𝑠. In practice in the LES code, it is needed touse typically a 1000 times smaller time step than presented in Fig. 7,

i.e., much smaller than the time steps 𝛥𝑡𝐶𝐹𝐿 for Coarse 1 and Coarse 2cases of Table 3.
3.2.1. Fine mesh caseFig. 8 shows the temperature and heat release rate profiles forthe fine mesh case, obtained with standard explicit Arrhenius form(referred as ‘‘classic’’) and exponential time integration. An excellentagreement is observed, with exactly the same flame structure. The tem-perature profiles match perfectly. The difference of total heat releaserate is only of 0.11% between the two AVBP computations, and about2.6% between AVBP and CANTERA simulations. The latter may beattributed to the different numerical solvers and slightly different localstrain rate.Some species profiles, shown in Fig. 9, confirm the excellent be-havior of the exponential time integration against the classic oneand the excellent agreement with CANTERA. The species profiles per-fectly match, with only a slight deviation for CO between AVBP andCANTERA.In this particular case, it was found that 𝛥𝑡𝑐ℎ𝑒𝑚 > 𝛥𝑡𝐶𝐹𝐿 so thatthe exponential time integration is not useful. The Fine mesh case wasonly considered for validation of the exponential time integration. Thecomputational gain is presented in the next section with cases Coarse1 and Coarse 2 where 𝛥𝑡𝑐ℎ𝑒𝑚 < 𝛥𝑡𝐶𝐹𝐿.
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Fig. 8. Strained diffusion flame: evolution with mixture fraction of the temperature(black) and the heat release rate (red). Solid lines: CANTERA (𝑎𝑚𝑒𝑎𝑛 = 809 s−1). Dashedlines with circle markers: classic time integration. Dotted lines with square markers:exponential time integration. Fine mesh case. (For interpretation of the references tocolor in this figure legend, the reader is referred to the web version of this article.)

3.2.2. Coarse mesh cases and computational gainCoarse meshes induce numerical diffusion which adds to the lam-inar diffusion, and artificially increases the scalar dissipation rate atthe flame location. This phenomenon, beyond the scope of the presentwork, was highlighted in [39]. The comparison with CANTERA mustbe at the same scalar dissipation rate, found to be 𝜒𝑠𝑡 = 146 s−1 and
𝜒𝑠𝑡 = 209−1, or equivalently in terms of strain rate 𝑎𝑠𝑡 = 930 s−1 and
𝑎𝑠𝑡 = 1335 s−1 for Coarse 1 and Coarse 2 cases, respectively.To measure the efficiency of time integration, the quantity 𝜅 isintroduced as the ratio between the CFL time step and the effectivesimulation time step:
𝜅 =

𝛥𝑡𝐶𝐹𝐿
𝛥𝑡

(19)
For both integration methods, coarse mesh cases run with thechemical time step (𝛥𝑡 = 𝛥𝑡𝑐ℎ𝑒𝑚), leading to 𝜅 above 1 as shown inTable 4. Using classic time integration, a reference solution is obtainedwith a time step 25 times smaller than the CFL time step. The value 𝜅𝑚𝑖𝑛corresponds to the maximum time step keeping a correct time resolu-tion. As the flow time step 𝛥𝑡𝐶𝐹𝐿 is proportional to 𝛥𝑥, 𝜅𝑚𝑖𝑛 increasesfrom 4 for the Coarse 1 case to 10 for the Coarse 2 case. In comparison,the exponential time integration method allows to increase 𝛥𝑡𝑐ℎ𝑒𝑚 (andtherefore decrease 𝜅) up to half and fourth the CFL time step for Coarse1 and Coarse 2 cases, respectively. A reference case with 𝜅 = 25 isalso computed for exponential integration. As explained in Section 3.1,the constant reaction factors assumption does not allow larger timesteps for the exponential method. With the exponential method, theobtained solution has the same accuracy as the solution obtained withthe classic approach. This means, concerning the chemical time step,an acceleration factor of 2 and 2.5 for Coarse 1 and Coarse 2 referencesolutions, respectively.

Table 4Efficiency of time integration 𝜅 (Eq. (19)) for the classic and exponential timeintegration for the coarse mesh cases.Mesh 𝜅𝑟𝑒𝑓 (classic) 𝜅𝑚𝑖𝑛 (classic) 𝜅𝑟𝑒𝑓 (expo) 𝜅𝑚𝑖𝑛 (expo)
Coarse 1 25 4 25 2Coarse 2 25 10 25 4

Fig. 10. 1D strained diffusion flame: evolution with mixture fraction of the heat releaserate for different time integration methods. Coarse 1 case.

Fig. 11. 1D strained diffusion flame: evolution with mixture fraction of the heat releaserate for different time integration methods. Coarse 2 case.

Figs. 10 and 11 compares the solutions obtained with the classic andexponential method, with 𝜅𝑟𝑒𝑓 and 𝜅𝑚𝑖𝑛, as well as with the CANTERAsolution taken at the appropriate strain rate, for the two coarse meshes.For Coarse 1 case, the heat release rate profile shows less than 1%discrepancy between all AVBP simulations, and about 2% differencewith the CANTERA flame. Discrepancies are larger for Coarse 2 case,linked to the very poor grid resolution with about 10 points to describethe three-peaks flame reaction zone. They stay however very small

Fig. 9. Strained diffusion flame: evolution with mixture fraction of some species profiles. Solid lines: CANTERA (𝑎𝑚𝑒𝑎𝑛 = 809 s−1). Dashed lines with circle marker: classic timeintegration. Dotted lines with square markers: exponential time integration. Fine mesh case.
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Fig. 12. Strained diffusion flame: evolution with mixture fraction of the temperature and CH3 mass fraction for the considered meshes compared to CANTERA.
between all AVBP cases, and are more noticeable in the comparisonwith the CANTERA solution, which does not have this mesh effect.Interestingly, the classic and exponential methods do not respondsimilarly to the time step increase. While in the classic approach, thesolution stays unchanged until the simulation crashes, the increasedrobustness of the exponential method allows to converge solutions atlarge time steps, but with an increased error.The non-conservation of mass of the exponential time integration,described in Section 3.1 is quantified for each element as:
𝑑𝑚𝑒,𝑟𝑒𝑙 =

∑𝑁𝑠
𝑘=1(𝑐

𝑛+1
𝑘 − 𝑐𝑛𝑘)𝑁𝑒,𝑘

∑𝑁𝑠
𝑘=1 𝑐

𝑛+1
𝑘 𝑁𝑒,𝑘

(20)
In all fine and coarse mesh cases, 𝑑𝑚𝑒,𝑟𝑒𝑙 is found to stay alwaysbelow 1% in each cell and for all elements, which results in a maximumcorrection of (1%) on species concentrations. These are maximumvalues, and most of the simulation does not require such correction.Therefore it is verified a posteriori that the mass correction proposedin Section 3.1 remains low and has a very limited impact on thefinal results. As expected, the mass deviation is directly linked to thetemporal resolution: for example in Coarse 1 case with 𝜅 = 2, themaximum correction is about (1%) but with 𝜅 = 25, it decreases downto (0.1%).Finally, Fig. 12 shows the temperature and the CH3 mass fractionprofiles for the different meshes. The cases Fine, Coarse 1 and theCANTERA reference, all curves almost perfectly match, proving themesh convergence. The Coarse 2 case logically deviates a bit from theothers due its poorer resolution.

4. Application to the Large Eddy Simulation of the CONFORTHtest bench
The ARC methane–oxygen scheme and the exponential time inte-gration presented in the previous sections are now used in the LES ofa lab-scale combustion chamber representative of LRE conditions, theCONFORTH configuration owned by ONERA. It has been developedfor the study of wall heat transfers, with pressure ranging from 20to 70 bar, and with hydrogen or methane oxy-combustion at differentmixture ratios.

4.1. Experimental setup and operating point
The experimental setup is detailed in [26]. The CONFORTH testbench consists of five coaxial injectors: one central and four othersplaced on an external ring. The chamber is circular and ends witha nozzle. The chosen operating point for the present work is at apressure of 54 bar with a rich mixture ratio (details are not givenfor confidentiality reasons). The test rig operates then in supercriticalregime. Simulations are run for about two convective times, estimatedfrom the mean injection velocities to be 8.5 ms (see Fig. 13).

Fig. 13. CAD of the CONFORTH test bench from ONERA [40].

4.2. Numerical setup
4.2.1. Geometry and meshThe whole 3D combustion chamber (with the five injectors) issimulated except the nozzle. The mesh about 33M cells is fully madeof tetrahedral elements, which size from 𝛥𝑥0 = 40 μm at the injectorlips to 𝛥𝑥𝑀 = 3000 μm in the domain. At the walls, tetrahedra are alsoused and 𝑦+ values scale from 40 to 60 along the chamber. There areabout 10 points to solve the flame thermal thickness. Fig. 14 shows anoverview of the mesh.
4.2.2. ModelsThe AVBP solver is used, with the same convective scheme andtransport coefficients than for the 2D flames. Furthermore, the subgrid-scale turbulence model is the Sigma model [41] and constant turbulentSchmidt and Prandtl numbers (fixed at 0.6 for both) are used for sub-grid species and thermal diffusions. The Soave–Redlich–Kwong cubicequation of state is used [42], and local filtering on density andpressure is applied following the LAD approach [43] to avoid spuriousnumerical perturbations. The main governing equations were recalledfrom Eq. (13) to (16).Two simulations are performed: one with the classic time integra-tion (referred to as LES-CLASS), the other with the exponential timeintegration presented in Section 3 (referred to as LES-EXPO). Simi-larly to the 2D flame computations shown in Section 3, the diffusionflames which develop in the chamber are artificially thickened by themesh and do not require further thickening to be resolved. Subgrid-scale flame-turbulence interactions however remain, which in principleshould be modeled. In the present case these effects are assumed smallin comparison to the resolved turbulence thanks to the refined meshin the flame zone and are omitted. It will be checked a posteriorithat the flames are indeed purely non-premixed and that subgrid-scaleturbulence is weak.
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Fig. 14. CONFORTH test bench mesh overview. Left: cut normal to 𝑍-axis. Right: quarter of injection head normal to 𝑋-axis.

Fig. 15. Boundary conditions: zoom on the top injector (cut normal to Z-axis).

4.2.3. Boundary conditionsThe boundary conditions are formulated with the Navier–StokesCharacteristic Boundary Condition (NSCBC) approach [44]. Inlets areset with the recent Non-Reflective Inlets (NRI) method [45] whichallows to absorb acoustics while maintaining the injection fluxes. Asthe nozzle is not computed, the outlet pressure is set at 54 bar. Atthe GCH4 and GO2 inlets, turbulent velocity profiles are imposed. Theinjector walls including the lip are treated with adiabatic slip conditionswith the use of the standard wall-law. The chamber walls make use ofthe coupled wall law derived by Cabrit [46], which takes into accountthe high temperature gradients expected between the burnt gases andthe walls. The heat transfer through the wall is taken into accountby imposing a heat exchange coefficient profile based on experimentalresults with a reference temperature set at T∞ = 280.15 K. The injectorhead wall also uses the coupled wall law, with an isothermal conditionat T = 500 K. All boundary conditions are summarized in Fig. 15.
4.3. Results
4.3.1. Computational cost gainThe CFL time step is 𝛥𝑡𝐶𝐹𝐿 = 7.3 ns while Eq. (3) gives a chemicaltime step 𝛥𝑡𝑐ℎ𝑒𝑚 = 0.23 ns, i.e., about 32 times smaller. In practice, thecase LES-CLASS runs with 𝜅𝐶𝐿𝐴𝑆𝑆 = 20 while the case LES-EXPO runswith 𝜅𝐸𝑋𝑃 = 10, i.e., a 2 times higher chemical integration time step.
4.3.2. Flame shapeAll views presented in this Section are cuts across the Z-normal axis.Note that for confidentiality reasons, axes have been non-dimensionalized to new units 𝑋′, 𝑌 ′, 𝑍′, the length 𝑋′ = 1 correspond-ing to the mean flame length found (see Fig. 16).Fig. 16 contains various averaged fields to compare the two inte-gration methods, where a typical diffusion flame shape anchored atthe lip is easily recognizable. The fields exhibit differences betweenthe central and the side flames because of flame–flame and flame–wallinteractions. The central flame is shorter, and it seems that the sideflames are slightly bended towards the walls. Also, the main exothermiczone of the side flames is shorter next to the walls, due to the colder

area near the walls. Both time integration methods give very similarresults, also concerning the flame length.Figs. 17 and 18 shows instantaneous fields of the temperaturewith superimposed streamlines. Corner and inter-injector recirculationzones appear with different sizes, extending to about 𝑋′ = 0.6 and
𝑋′ = 0.15 respectively in the axial direction. Short flames and fastthermal expansion lead to a thermally homogeneous flow of hot gasesabove 3500 K from 𝑋′ = 0.9 and downwards. However looking atFig. 18, the burnt gases composition is less homogeneous: due to thedifferent relative positions of the flames, CO is trapped in the cornerrecirculation zone, but entrained downstream by the accelerated flowbetween the flames.
4.3.3. Flame structureIt is first verified that the flame is purely non-premixed, using theTakeno index [47] 𝜁 weighted by the heat release rate 𝜔̇𝑇 , computedand integrated through the whole domain 𝑉 , as:
𝜁𝐻𝑅 = ∫𝑉 𝜁 × 𝜔̇𝑇 (21)

It is found that about 73% of the heat is produced in non-premixedconditions. The remaining 27%, therefore burning as premixed, areidentified to be at either far from the stoichiometric line, either at thetip of the flame where the resolution is poorer or either located in-between the flames, where the mixture is mainly composed of burntgas products H2O, CO and CO2 but not yet at equilibrium: the mixturecontinues to react in a premixed mode to establish the correct CO–CO2equilibrium.The flame structure is studied through scatter plots realized in thered box shown in Fig. 16 on the time-averaged solution. As a majorcontrol parameter of diffusion flames, strain rate statistics are firstshown in Fig. 19. In the LES simulations, the resolved strain rate alongthe flame is computed as:
𝑎𝑡 = (𝛿𝑖𝑗 − 𝑛𝑖𝑛𝑗 )𝑆𝑖𝑗 (22)
where 𝑛𝑖, 𝑛𝑗 are the components of the flame normal, 𝑆𝑖𝑗 is the resolvedfluid strain rate tensor, and 𝛿𝑖𝑗 is the Kronecker symbol.In the considered area, 75% of the turbulent flame see a strain ratebelow 5000 s−1, with a peak of the probability around 3000 s−1. Atthis pressure, the extinction strain rate of a methane–oxygen flame isof the order of 3×106 s−1, far above the maximum strain rate observed(of the order of 1.5 × 105 s−1) which means that the present turbulentflame never quenches in the studied zone.As announced in the model description, the subgrid-scale flame-turbulence interaction is evaluated. To do this the ratio of the turbulentviscosity over the laminar viscosity is shown on Fig. 20. One can seethat this ratio is quite low (below 10) in most part of the flame.This is explained by the fine mesh at the flame location, as shown inthe top-half of the figure. Towards the flame tip, the mesh coarsensquite rapidly which results in higher values for the viscosity ratio, butat this location most of the heat release has already been produced.This low turbulent viscosity indicates a small flame-turbulence sub-grid
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Fig. 16. CONFORTH test bench. Cuts of averaged fields of heat release rate, mixture fraction and velocity obtained with the classic (left half) and the exponential (right half)methods, with the stoichiometric line in white (𝑍𝑠𝑡 = 0.2). The red box indicates where the scatter plots are realized (see next Section). (For interpretation of the references tocolor in this figure legend, the reader is referred to the web version of this article.)

Fig. 17. CONFORTH test bench. Instantaneous temperature field of the classical integration case with streamlines.

Fig. 18. CONFORTH test bench. Instantaneous CO mass fraction field of the classical integration case with streamlines.
intensity, which can be therefore neglected, following the same idea asin [48].The maximum temperature gradient in the flame controls the ther-mal flame thickness which is calculated with Eq. (18) and is found to bebetween 220 > 𝛿𝑡ℎ > 49 μm for strain rates of 3000 < 𝑎 < 30000 s−1. With

a cell size going from 40 to 80 μm in this area, the mesh refinement isconsidered sufficiently fine to solve correctly this gradient.To complete these statements about simulation quality, as the com-putations were long to converge and required many integration timesteps, an error accumulation study is performed following the technique
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Fig. 19. CONFORTH test bench. Strain rate distribution in the classical integrationcase.

described in [49]. An average cell size is considered and comparedto the domain lengths in each direction, providing a 3D relative in-tegration error. Taking into account the total number of iterationsperformed, in the case of the LES-CLASS case the accumulation errorestimate due to computation duration is found to be less than 2%,which is acceptable.Scatter plots of temperature with mixture fraction are shown inFig. 21 for the two cases and compared to the CANTERA solutionat strain rate 4000 s−1, which corresponds to the mean value inthe zone defined by the red box of Fig. 16. They confirm that theflame is substantially stretched but stays far from quenching. Notethat ARC remains valid for strain rates largely exceeding its rangeof derivation presented in Section 2: this is a known advantage ofARC as demonstrated in [13]. The two AVBP simulations give verysame results, which are however different from the laminar CANTERAsolution. The maximum temperature is lower in AVBP with about 400 Kgap, which can be explained by the fact that the LES flames are simplynot adiabatic. It can be noticed that in the rich side of the flame, agroup of points seems slightly out of the curves: they are found in thepremixed zone, in between the flames.To go further in the flame structure analysis, statistics of the time-averaged heat release rate in the mixture fraction space are shownin Fig. 22. In the figure, both the time-averaged and the standarddeviation in the zone defined by the red box of Fig. 16 are plotted.The two AVBP computations are again very similar. However, due to

Fig. 21. CONFORTH test bench. Scatter plots of temperature in the zone defined bythe red box of Fig. 16 for cases with classical and exponential integration, comparedto the temperature profile of a laminar flame at equivalent mean strain rate.

Fig. 22. CONFORTH test bench. Time-averaged heat release rate: mean of the pointslocated in the red box of Fig. 16 and their standard deviation, for cases with classicaland exponential integration, compared to heat release rate profile of a laminar flameat equivalent mean strain rate.

Fig. 20. CONFORTH test bench. Details of the mesh in the central flame (top) and ratio of turbulent over laminar viscosities (bottom) for the averaged solution of the classicalintegration case. White isoline shows the stoichiometric mixture fractions.
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Fig. 23. CONFORTH test bench. Instantaneous heat release rate and species contributions to the heat release (curves fitted on scatter plots in the red box of Fig. 16) for theclassical integration case.

Fig. 24. CONFORTH test bench. Instantaneous chemical source terms (curves fitted on scatter plots in the red box of Fig. 16) for the classical integration case.
the time-averaging operation, the complex shape with two exothermicand one endothermic peaks, as observed in the laminar flame solutionat the representative strain rate of 𝑎𝑚𝑒𝑎𝑛 = 4000 s−1, is not recovered.To better elucidate the LES flame structure, the instantaneous heatrelease rate (together with the main species contributions) is plottedagainst the mixture fraction in Fig. 23. To obtain a typical curve, areduced number of instantaneous solutions have been used to buildscatter plots in the red box of Fig. 16 from which a fitted curvewas extracted. Only the LES-CLASS case is shown, as same resultswere obtained for the LES-EXPO case. The instantaneous LES resultsclearly recover the whole complex, three-peaks flame structure, whichconfirms that time-averaging is responsible for the smooth heat releaserate profile of Fig. 22. The species contributions explain the origin ofthe endothermic peak due to the species C2H2 and H2 and, to a lessextent, CO2, while the main exothermic zone is due to C2H2 and CH3.This highlights the importance of some species which are usually notfound in simpler chemical schemes.The flame can also be described in Fig. 24 where instantaneouschemical source terms are plotted (curves fitted on scatter plots). Thefirst exothermic peak in the lean side around 𝑍 = 0.1 is due to theoxidation of CO in CO2. The main exothermic peak between 0.2 <

𝑍 < 0.3 corresponds to the consumption of the reactants O2 and CH4,the production of H2O and CO, and the oxidation of radicals such asOH, CH3 and C2H2. Finally the endothermic zone on the rich side isassociated to the production of C2H2 and H2 and the consumption ofCO2.Time-averaged species profiles are plotted in Figs. 25–27. For thepropellants CH4 and O2, AVBP results fit correctly the CANTERA lam-inar flame solution, with little dispersion. The main products H2O, COand CO2 show more discrepancies, in particular the CO–CO2 equilib-rium is slightly moved. Smallest species like CH3 and OH exhibit largerdifferences compared to the laminar flame. In all those figures, notehowever the perfect match between the LES-CLASS and LES-EXPO case,demonstrating the validity of the exponential time integration method.
5. Conclusion

An Analytical Reduced Chemistry (ARC) scheme has been derivedfor a specific range of conditions usually met in lab-scale Liquid RocketEngines (with here the example of the CONFORTH test bench fromONERA), which allows a strong reduction — and associated computingtime gain. The complex structure due to the extreme flow conditions is
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Fig. 25. CONFORTH test bench. Scatter plots of CH4 and O2 from the time-averagedsolution in the red box of Fig. 16.

Fig. 26. CONFORTH test bench. Scatter plots of H2O, CO and CO2 from thetime-averaged solution in the red box of Fig. 16.

Fig. 27. CONFORTH test bench. Scatter plots of H2, CH3 and OH from thetime-averaged solution in the red box of Fig. 16.

well retrieved with a minimum number of species and reactions. It isnow feasible thanks to the user-friendly derivation code ARCANE.Even with this reduction, the ARC scheme remains highly stiff due tosome intermediate species and the fuel itself that cannot be treated withthe Quasi Steady State Assumption. It therefore leads to prohibitivelysmall computational time steps for Large Eddy Simulation (LES). Inorder to overcome this issue a new integration method for the chemicalsource terms has been proposed. Based on exponential integration, itensures positive concentrations and reinforces the simulation stability.It allows to relax the constraint of using a small computational timestep, even with stiff ARC chemistry. The mechanism allows to studyin details chemistry inside the flame. The flame structure complexity

demonstrates the need to use semi-detailed chemistry for this type ofconfiguration. In the presented test cases, the exponential integrationallows a significant decrease of the computational cost for the samesimulation quality than with the explicit integration. The ARC andexponential integration method described in this paper make it possibleto perform LES of methane oxy-combustion with accurate chemistry inrealistic Liquid Rocket Engines configurations.
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