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Résumé en français

0.1 Soit V une variété définie sur un corps k que l’on va supposer par simplicité de
caractéristique zéro. On définit le schéma des arcs L∞(V ) sur V comme étant l’unique
k-schéma qui, pour toute k-algèbre R, réalise l’isomorphisme suivant:

HomSchk (Spec(RJtK), V ) ∼= HomSchk (Spec(R),L∞(V )) .

Un point de L∞(V ) est appelé un arc sur V , il est un germe formel de courbe sur V .
De manière analogue, étant donné un entier naturel m ∈ N on définit le schéma des m-
jets comme étant l’unique k-schéma qui, pour toute k-algèbre R, réalise l’isomorphisme
suivant:

HomSchk

(
Spec(RJtK/〈tm+1〉), V

) ∼= HomSchk (Spec(R),Lm(V )) .

Via les isomorphismes précédents, les morphismes canoniques RJtK → RJtK/〈tm+1〉 et
RJtK/〈tm+1〉 → RJtK/〈tn+1〉 (pourm ≥ n ≥ 0) induisent respectivement des morphismes,
dits de troncation, θ∞m,V : L∞(V ) → Lm(V ) et θmn,V : Lm(V ) → Ln(V ) qui vérifient la
propriété de transitivité θmn,V ◦θ∞m,V = θ∞n,V . On a donc un système projectif (Lm(V ), θmn,V )
de k-schémas dont la limite est le schéma des arcs L∞(V ).

On appelle point base ou centre d’un arc γ ∈ L∞(V ) le point γ(0) := θ∞0,V (γ) de
V . Soit κ(γ) le corps résiduel de l’arc γ, celui-ci correspond alors à un morphisme
Spec(κ(γ)JtK)→ V . L’image du point générique de Spec(κ(γ)JtK) via ce morphisme est
appelée le point générique de l’arc γ.

0.2 Dans ce mémoire nous étudions des propriétés schématiques du schéma des arcs.
Dans ce sens, nous présentons des progrès dans deux directions. D’une part, nous nous
intéressons à la nilpotence dans le schéma des arcs et ainsi, dans le chapitre 3, nous
déterminons l’idéal de fonctions nilpotentes de L∞(C ) qui habitent dans L1(C ), où C
est une courbe plane affine définie par un polynôme réduit homogène ou homogène à
poids. De l’autre part, nous étudions les voisinages formels du schéma des arcs d’une
variété V autour de certains points et dans le chapitre 5 nous présentons, dans le cadre
des variétés toriques normales, un résultat qui compare le voisinage formel de certains
points de L∞(V ) associés à des valuations divisorielles sur V et celui des points rationnels
suffisamment génériques dans l’adhérence des premiers. Dans la suite de ce résumé nous
allons préciser les résultats obtenus dans ces deux directions.
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4 RÉSUMÉ EN FRANÇAIS

Les chapitres 2 et 4 ont, quant à eux, une vocation à introduire le schéma des arcs et
certaines de ses propriétés qui seront utiles dans la suite dans le cas du premier et, pour
le deuxième, à motiver nos résultats du chapitre 5 en présentant de manière détaillée le
résultat principal sur la structure locale des points rationnels du schéma des arcs : le
théorème de structure de Drinfeld-Grinberg-Kazhdan.

1. Sur l’espace tangent d’une courbe définie par
un polynôme homogène à poids

Le lien entre la géométrie de la variété V et la structure schématique de son schéma
des arcs a été peu étudié, les résultats principaux ont été obtenus par M. Mustaţă et J.
Sebag, voir l’Introduction (chapitre 1) pour la mise en contexte de notre étude que nous
décrivons à continuation.

1.1 Soit V une k-variété affine et Ω1
V/k son module de différentielles de Kähler associé.

On définit l’espace tangent TV/k de V par Spec(Sym(Ω1
V/k)). La définition du schéma des

1-jets et la propriété universelle de l’algèbre symétrique impliquent que TV/k est isomor-
phe comme k-schéma à L1(V ) (voir le lemme 3.2.2). En particulier, les morphismes de
troncation induisent via cet isomorphisme des morphismes de k-schémas θ1

0,V : TV/k → V
et θ∞1,V : L∞(V )→ TV/k. Nous avons la décomposition suivante :

(TV/k)red = (θ1
0,V )−1(VReg)

⋃
(θ1

0,V )−1(VSing).

Supposons que V est irréductible. Nous démontrons que

G (V ) := θ∞1,V (L∞(V )) = (θ1
0,V )−1(VReg), (1.1)

qui est une composante irréductible de TV/k que nous appelons sa composante générale.
Nous notons par N1(V ) l’idéal de O(TV/k) définissant G (V ) comme un sous-schéma
fermé de TV/k.

On considère maintenant une courbe plane C définie par un polynôme f ∈ B0 :=
k[x0, y0]. On note B1 (respectivement B∞) l’anneau de polynômes B1 := k[x0, y0, x1, y1]
(resp. B∞ := k[xi, yi; i ∈ N]). La dérivation ∆ : B∞ → B∞ munit l’anneau B∞ d’une
structure d’anneau différentiel. On note par [f ] l’idéal différentiel [f ] := 〈∆s(f); s ∈ N〉
et par {f} le radical de [f ]. Alors on peut montrer (voir les lemmes 2.3.5 et 2.3.8) que
L∞(C ) ∼= B∞/[f ] et L1(C ) ∼= Spec(B1/〈f,∆(f)〉), ce qui nous permet de profiter des
outils d’algèbre différentielle lorsque l’on étudie les schémas des arcs et des jets.

Par conséquence, N1(C ) s’identifie avec un idéal de B1/〈f,∆(f)〉 ; on va aussi
noter par N1(C ) le seul idéal de l’anneau B1 contenant 〈f,∆(f)〉 dont l’extension dans
B1/〈f,∆(f)〉 est N1(C ). C’est cette dernière notation que nous allons privilégier doré-
navant. À l’aide de (1.1) on démontre que N1(C ) coïncide avec l’idéal {f} ∩ B1 de B1,
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autrement dit, l’idéal des fonctions nilpotentes de L∞(C ) qui habitent dans L1(C ). De
plus, si le polynôme f est irréductible et réduit, alors N1(C ) = (〈f,∆(f)〉 : ∂(f)∞) pour
toute dérivée partielle non nulle ∂(f) de f .

1.2 Notre étude aboutit à l’obtention d’une base de Groebner de l’idéal N1(C ) de
B1 dans les cas où f est un polynôme réduit homogène ou homogène à poids, ce qui
détermine complètement l’idéal. Nous présentons ici d’abord le cas homogène.

Soit n ∈ N∗ un entier positif. On considère une famille d’éléments (γi)1≤i≤n de k∗
deux à deux différents. Pour chaque entier i ∈ {1, . . . , n}, on pose fi = y0 − γix0 ∈ B0
et f = xε0y

ε′
0
∏n
i=1 fi avec ε, ε′ ∈ {0, 1}. On définit, pour chaque entier i ∈ {0, . . . , n}, les

polynômes suivants dans l’anneau B1 :

δi :=
(

i∏
`=1

∆(f`)
)
×

 n∏
`=i+1

f`

 .
On considère C = Spec(B0/〈f〉) la courbe plane associée. Le résultat suivant est notre
énoncé principal pour des polynômes homogènes; il correspond au théorème 3.5.5.

Théorème 1.3. Soit C la courbe plane réduite déterminée par le polynôme homogène
f défini précédemment. La famille de polynômes de B1

B := {y1x0 − y0x1, x
ε
h1y

ε′

h2δi(f), i ∈ {0, . . . , n}, h1, h2 ∈ {0, 1}}

est une base de Groebner de l’idéal N1(C ) pour l’ordre monomial y1 >lex y0 >lex x1 >lex
x0 dans B1.

1.4 Nous allons traiter maintenant le cas homogène à poids. Un polynôme f ∈
B0 est dit homogène à poids de poids (w1, w2, w) si dans l’anneau B0[t] la formule
f(tw1x0, t

w2y0) = twf(x0, y0) est vérifiée. Lorsque le corps k est algébriquement clos, si
f est homogène à poids alors il existe un entier n ≥ 1, une paire d’entiers premiers entre
eux (r, s) avec r ≥ s ≥ 2 et des constantes non nulles λ1, . . . , λn ∈ k∗ deux à deux dif-
férentes de telle façon que l’on peut décomposer f sous la forme f = xε0y

ε′
0
∏n
i=1(xr0−λiys0)

avec ε, ε′ ∈ {0, 1}, à k-automorphisme de B0 près.
Pour chaque entier i ∈ {1, . . . , n}, on pose D̃−1 := D̃λi,−1 := sy1x0 − ry0x1 et

D̃λi,ji := λis
jiys−ji0 yji1 − rjix

r−ji
0 xji1 , où ji ∈ {0, . . . , s}. On pose

D̃j1,...,jn := D̃λ1,j1 · · · D̃λn,jn ,

où ji ∈ {−1, . . . , s} pour chaque i ∈ {1, . . . , n}. Voici notre résultat principal pour des
polynômes homogènes à poids, qui correspond au théorème 3.6.6.

Théorème 1.5. Soit C la courbe plane réduite déterminée par le polynôme homogène à
poids f = xε0y

ε′
0
∏n
i=1(xr0 − λiys0) défini précédemment. La famille de polynômes de B1

B = {D̃−1, x
ε
h1y

ε′

h2D̃j1,...,jn , ji ∈ {−1, . . . , s}, i ∈ {1, . . . , n}, h1, h2 ∈ {0, 1}}
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est une base de Groebner de l’idéal N1(C ) pour l’ordre monomial y1 >lex y0 >lex x1 >lex
x0 dans B1.

Précisons que, même si ces deux théorèmes ne semblent donner une description com-
plète de N1(C ) (dans les cas homogène et homogène à poids) que pour des corps al-
gébriquement clos, il est possible d’obtenir un système de générateurs de cet idéal pour
un corps arbitraire de caractéristique zéro à partir de celui obtenu dans sa clôture al-
gébrique. Des implications de ces résultats en termes des opérateurs différentiels sont
décrites dans la section 3.7.

2. Un théorème de comparaison entre des
voisinages formels

2.1 Les voisinages formels du schéma des arcs ont été principalement étudiés pour deux
classes de points. Dans le cas des points rationnels, le théorème suivant de Drinfeld,
Grinberg et Kazhdan détermine la structure de leurs voisinages formels.

Théorème 2.2 (Drinfeld-Grinberg-Kazhdan). Soit V une k-variété et v ∈ V (k) un
point rationnel de V tel que dimv(V ) ≥ 1. Soit γ ∈ L∞(V )(k) un arc centré dans v qui
n’appartient pas à L∞(VSing)(k). Alors il existe un k-schéma S de type fini, un point
rationnel s ∈ S(k) et un isomorphisme de k-schémas formels :

L̂∞(V )γ ∼= Ŝs×̂k Spf(kJ(Ti)i∈NK).

Le k-schéma formel Ŝs dans l’isomorphisme précédent est appelé un modèle formel
fini de la paire (L∞(V ), γ). Notons qu’il est isomorphe au spectre formel d’une k-algèbre
locale essentiellement de type fini. De plus, la preuve du théorème fournit une méthode
de calcul effectif d’un modèle formel.

L’autre classe d’arcs dont le voisinage formel dans le schéma des arcs a été étudié
sont les points génériques des parties constructibles irréductibles du schéma des arcs,
nommés points constructibles. Comme on expliquera dans la section 5.1, de Fernex et
Docampo ont montré que ces points sont caractérisés par le fait que leur voisinage formel
est noethérien.

Notre résultat principal du chapitre 5 établit une comparaison entre le voisinage
formel de certains points constructibles d’une variété torique associés à des valuations
divisorielles toriques et le voisinage formel des points rationnels suffisamment génériques
dans l’adhérence de ces points constructibles. Nous précisons à continuation cette com-
paraison.

2.3 Soit V une k-variété. Un arc γ ∈ L∞(V ) est dit gras si le morphisme associé
Spec(κ(γ)JtK) → V est dominant. Dans ce cas, l’arc γ définit une valuation discrète
ordγ sur le corps rationnel k(V ) de la variété V .
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Considérons maintenant une valuation divisorielle ν sur V . L’adhérence dans L∞(V )
de l’ensemble des arcs gras γ ∈ L∞(V ) dont la valuation associée ordγ coïncide avec ν
est appelée l’ensemble de Nash associé à ν et noté par Nν . C’est une partie irréductible
de L∞(V ) dont le point générique est un point constructible.

Le résultat de comparaison obtenu est le suivant, il correspond au théorème 5.5.19.

Théorème 2.4. Soient k un corps de caractéristique zéro et V une k-variété affine
torique normale. On considère une valuation divisorielle torique ν sur V d’ensemble de
Nash associé Nν. On note ην le point générique de Nν et κν son corps résiduel.

Il existe un sous-ensemble ouvert non vide Uν de Nν disjoint avec L∞(VSing) tel que,
pour tout arc rationnel α ∈ Uν(k) il existe un isomorphisme de κν-schémas formels entre
̂L∞(V )ην ⊗̂κνκνJ(Ti)i∈NK et L̂∞(V )α⊗̂kκν.

L’énoncé du théorème 5.5.19 est plus précis et fournit une description de ̂L∞(V )ην en
termes d’un modèle formel fini de (L∞(V ), α). On en déduit que ̂L∞(V )ην est le spectre
formel d’une κν-algèbre locale qui est non seulement noethérienne, mais essentiellement
de type fini. De plus, on a une méthode pour la calculer de manière effective, ce qui
n’est pas toujours simple pour le voisinage formel d’un point constructible de L∞(V ).

Remarquons que notre théorème de comparaison implique que le voisinage formel
de tout point rationnel de l’ouvert Uν(k) est constant à isomorphisme près. Ceci avait
été déjà observé et démontré par Bourqui et Sebag (voir [13]) par d’autres techniques ;
notre résultat relie cette invariance directement avec le point générique de l’ensemble de
Nash.
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Introduction

1.0.1 Let V be a variety defined over a field k, which we may assume for simplicity to
be of characteristic zero. An arc on V can be thought of as a formal germ of curve on
V , the arc scheme L∞(V ) of V is a k-scheme that parametrizes those formal germs of
curve on V . Let us be slightly more precise and define L∞(V ) as the unique k-scheme
realizing, for every k-algebra R, the following isomorphism:

HomSchk (Spec(RJtK), V ) ∼= HomSchk (Spec(R),L∞(V )) .

Intimately related with the arc scheme are the jet schemes, which can be defined in
an analogous way: for any nonnegative integer m ∈ N, the m-jet scheme Lm(V ) of V
is the unique k-scheme realizing, for every k-algebra R, the isomorphism:

HomSchk

(
Spec(RJtK/〈tm+1〉), V

) ∼= HomSchk (Spec(R),Lm(V )) .

As a first geometric interpretation, jets may be understood as higher order analogues
of tangent vectors, in fact the 1-jet scheme L1(V ) is canonically isomorphic to the
tangent space TV/k of V (see lemma 3.2.2) and L0(V ) may be identified with V itself.
Jets may be seen as truncations of arcs, this comes from the existence of morphisms
θ∞m,V : L∞(V ) → Lm(V ) for every m ∈ N and θmn,V : Lm(V ) → Ln(V ) for n ≤ m
satisfying the transitivity property θmn,V ◦ θ∞m,V = θ∞n,V . Precisely, the arc scheme can be
obtained as the limit of the projective system (Lm(V ), θmn,V ) in the category of k-schemes,

L∞(V ) ∼= lim←−
m∈N

Lm(V ).

Given an arc γ ∈ L∞(V ), its base point or center γ(0) := θ∞0,V (γ) is a point of V .
The generic point of γ is also a point of V defined as the image of the generic point of
Spec(κ(γ)JtK) via the morphism Spec(κ(γ)JtK) → V corresponding to the arc γ, where
κ(γ) denotes its residue field. All these notions will be formalized in sections 2.1 and
2.2.
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10 CHAPTER 1. INTRODUCTION

1.0.2 Once we have presented the main objects of our study, let us tell something
about their history. In 1968, John F. Nash wrote a paper relating some algebraic,
geometric and topological properties of the arc scheme L∞(V ) with the geometry of the
singularities of the k-variety V . He realized that there is a close connection between the
“families of arcs” (nowadays called Nash components) centered at the singular locus of V
and certain data associated with resolutions of singularities (whose existence had been
recently proven by H. Hironaka in 1964): the essential exceptional divisors. As we will
see below, he formulated this connection in terms of an injective map and the question
of whether this map is surjective (at least in dimension two) became known as the Nash
problem. Although Nash’s paper remained unpublished until 1995 (see [64]), it is at the
origin of the study of arcs and arc scheme per se. We will give later in the introduction
more details about this; let us just advance that a complete answer (in every dimension)
of the Nash problem was finally given between 2003 and 2013.

The study of arc scheme has been boosted from the middle of the 1990’s by the
development of the theory of motivic integration. The starting point of this theory was
a lecture in Orsay by M. Kontsevich in 1995, where he proved that two K-equivalent
varieties have the same Hodge numbers. From V. Batyrev’s proof of the fact that two
birationally equivalent complex Calabi-Yau varieties have the same Betti numbers (see
[2]), crucially based on p-adic integration, Kontsevich observed that one can upgrade p-
adic integration to a geometric integration theory, the motivic integration. It is defined
as a measure theory on the arc scheme and takes values in a ring of virtual motives
constructed from the Grothendieck ring of varieties (a ring obtained from the cut and
paste property in the category of k-varieties). Motivic integration was then formalized
and extended to singular varieties defined over a field of characteristic zero by J. Denef
and F. Loeser in [29] and since then it has been developed in several directions and found
many applications in diverse fields, including birational geometry and singularity theory
(e.g., through the definition of new singularity invariants). This development required
a deeper understanding of arc scheme which was also accomplished in those years.

However, in both the preceding approaches related with the study of the Nash prob-
lem and the motivic integration, only topological considerations and the reduced struc-
ture of arc scheme are involved. Just few things are known about the scheme structure
of arc scheme; to the best of our knowledge we can find in the literature results on the
local formal structure due to V. Drinfeld ([30]), M. Grinberg and D. Kazhdan ([34]),
A. Reguera ([66],[67]), D. Bourqui and J. Sebag (e.g., [10], [13]), H. Mourtada and A.
Reguera ([62]) and T. de Fernex and R. Docampo ([26]); and results about nilpotency
on arc scheme due to M. Mustaţă ([63]), J. Sebag ([71], [72], [73]) and K. Kpognon and
J. Sebag ([55]). In this monograph we present advances in both directions, in chapter
3 concerning nilpotency and in chapter 5 about the local structure. In the rest of the
introduction, we are going to contextualize and describe them.

1.0.3 As we will explain in section 2.3, differential algebra, introduced by J. Ritt and
E. Kolchin (see [69] and [54]) provides a description of the arc scheme of an affine k-
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variety in such a way that, if an affine k-variety V is defined as a closed subscheme of an
affine space by an ideal I, the corresponding arc scheme L∞(V ) is the affine closed k-
subscheme of an appropriate (infinite-dimensional) affine space defined by the differential
ideal [I] generated by I. This description of the arc scheme in terms of differential
algebra is not only computationally advantageous, but also allows to transpose results
of differential algebra into geometric properties of arc scheme. As an example, from [54,
Ch. IV/§17/Proposition 10] we deduce the following result about the irreducibility of
arc scheme.

Theorem 1.0.4 (Kolchin irreducibility theorem). Let V be a k-variety. Then V is
irreducible if and only if L∞(V ) is irreducible.

Unfortunately, the analogous statement for reduceness is not true, the best result
that we can have is the fact that if L∞(V ) is reduced, then V is reduced (see lemma
2.2.17).

Many examples of reduced varieties with non-reduced arc scheme are present in the
literature, see e.g., [71]. In particular our main results in chapter 3, theorems 3.5.5 and
3.6.6, imply that this is the case of singular reduced plane curves defined by homogeneous
or weighted-homogeneous polynomials.

It is then interesting to study the relation between the nilpotency in the arc scheme
L∞(V ) and the geometry of the base variety V . In this sense, we have the following
result due to M. Mustaţă, which can be deduced from the main theorem in [63].

Theorem 1.0.5 (Mustaţă). If V is locally a complete intersection (l.c.i) k-variety with
rational singularities, then for every m ∈ N the m-jet scheme Lm(V ) is reduced. In
particular L∞(V ) is reduced.

In the case of plane curves, J. Sebag found in [71] and [72] the following characteri-
zation of the reduceness of the arc scheme.

Theorem 1.0.6 (Sebag). Let V be a l.c.i. curve defined over k. Then V is smooth over
k if and only if L∞(V ) is reduced.

Moreover, for V an integral k-variety, in [72] Sebag related the torsion elements of the
module of Kähler differentials Ω1

V/k of V with nilpotent functions in L∞(V ), deducing
the following result.

Theorem 1.0.7 (Sebag). Let V be an integral k-variety. If the k-scheme L∞(V ) is
reduced, then the OV -module Ω1

V/k is torsion free.

1.0.8 The preceding results either give geometric conditions on V which assure that
L∞(V ) is reduced or, conversely, provide properties on V which hold when L∞(V ) is
reduced. However, this is not usually the case in general and in fact, even for plane
curves, theorem 1.0.6 shows that the presence of singularities implies the existence of
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non-trivial nilpotent elements of the arc scheme. Hence, rather than wondering how the
fact of L∞(V ) being reduced is related with the geometry of V , we may ask the follow-
ing question: what implications does the existence of non-trivial nilpotent functions of
L∞(V ) have in terms of V ?

Such implications have been found by J. Sebag ([73]) and M. Gros, L. Narváez
Macarro and J. Sebag ([35]) in the field of differential operators for nilpotent functions
of L∞(V ) which live in L1(V ). Let us consider the polynomial rings B0 := k[x0, y0]
and B1 := k[x0, y0, x1, y1] and the k-derivation ∆ : B0 → B1 such that ∆(x0) = x1 and
∆(y0) = y1. We consider on B1 the degree deg1 such that deg1(x1) = deg1(y1) = 1
and deg1(x0) = deg1(y0) = 0. If C is the affine plane curve defined by a polynomial
f ∈ B0 then its 1-arc scheme L1(C ) is isomorphic to Spec(B1/〈f,∆(f)〉), as we will see
in lemma 2.3.8. The set of nilpotent functions of L∞(C ) which live in L1(C ) defines
an ideal N1(C ) of B1 containing 〈f,∆(f)〉.

The following result corresponds to [35, Corollary 4.10]. It is a generalization of [73,
Corollary 1.9] where the curve was asked to be integral.

Theorem 1.0.9 (Gros-Narváez Macarro-Sebag). Let f ∈ B0 be a reduced polynomial
and C the associated affine plane curve. Then, for every homogeneous element P ∈
N1(C ) of degree deg1(f) = d there exists a differential operator of the plane D such that
D(fd) ∈ 〈f〉 and its principal symbol can be identified with P . Conversely, for every
differential operator of the plane D of order d such that D(fd) ∈ 〈f〉, its principal symbol
can be identified with an element of N1(C ).

The precise statement of this result can be found in theorem 3.7.6, where the differ-
ential operators related to an element of N1(C ) are moreover identified in terms of the
V -filtration of the ring of differential operators of the plane along C .

Furthermore, Gros, Narváez Macarro and Sebag also obtained in [35, Theorem 5.3]
the following relation between N1(C ) and Bernstein-Sato operators, which will be de-
tailed in theorem 3.7.12.

Theorem 1.0.10 (Gros-Narváez Macarro-Sebag). Let f ∈ B0 be a reduced polynomial
and C the associated affine plane curve. Let P (s) = ∑

i Pis
i be a Bernstein-Sato operator

for f (i.e., there exists a polynomial b ∈ Q[s] such that P (f s+1) = b(s)f s) of order
d ≥ 2. Then, each s-coefficient of its principal symbol can be identified with an element
of N1(C ).

From these two results we deduce that a complete description of the ideal N1(C )
would provide a complete description of the principal symbols of differential operators
of the plane of degree d such that D(fd) ∈ 〈f〉 (respectively Bernstein-Sato operators
for f of order d ≥ 2). Let us also mention that the existence of non-trivial nilpotent
functions of the arc scheme of a variety has recently been used in the context of vertex
algebras (see [1]).

The first approach to the computational determination of nilpotent functions of the
arc scheme was made by K. Kpognon and J. Sebag in [55]. In particular, they develop
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an algorithm which, given the polynomial f ∈ B0, provides a Groebner basis of the ideal
N1(C ). Unfortunately, its complexity makes it useless in a large number of examples.

1.0.11 Chapter 2 is dedicated to the theoretical study of the ideal N1(C ) for C an
affine plane curve associated with a reduced homogeneous or weighted-homogeneous
polynomial. It is the result of a joint work with J. Sebag. In the main theorems of that
chapter, we produce Groebner bases of N1(C ) in those cases. Let us begin with the
homogeneous case.

Let n ∈ N∗. For every integer i ∈ {1, . . . , n}, let γi ∈ k∗ be mutually distinct
elements. For every integer i ∈ {1, . . . , n}, we set fi = y0 − γix0 ∈ B0 and f =
xε0y

ε′
0
∏n
i=1 fi with ε, ε′ ∈ {0, 1}. Let us consider, for every integer i ∈ {0, . . . , n}, the

following polynomials of the ring B1:

δi :=
(

i∏
`=1

∆(f`)
)
×

 n∏
`=i+1

f`

 .
We set C = Spec(B0/〈f〉). The following is our main result for homogeneous polynomi-
als, corresponding to theorem 3.5.5.

Theorem 1.0.12. Let C be the reduced affine plane curve defined by the homogeneous
polynomial f above. The family

B := {y1x0 − y0x1, x
ε
h1y

ε′

h2δi(f), i ∈ {0, . . . , n}, h1, h2 ∈ {0, 1}}

is a Groebner basis of N1(C ) for the monomial order y1 >lex y0 >lex x1 >lex x0 in B1.

Let us now consider the weighted homogeneous case. A polynomial f ∈ B0 is said to
be weighted homogeneous of weight (w1, w2, w) if we have the formula f(tw1x0, t

w2y0) =
twf(x0, y0) in the polynomial ring B0[t]. If the field k is algebraically closed, if f is
weighted homogeneous then there exist an integer n ≥ 1, a pair of coprime integers (r, s)
with r ≥ s ≥ 2 and λ1, . . . , λn ∈ k∗ mutually distinct such that, up to k-automorphism
of B0, we have f = xε0y

ε′
0
∏n
i=1(xr0 − λiys0) with ε, ε′ ∈ {0, 1}.

For every integer i ∈ {1, . . . , n}, we set D̃−1 := D̃λi,−1 := sy1x0− ry0x1 and D̃λi,ji :=
λis

jiys−ji0 yji1 − rjix
r−ji
0 xji1 , where ji ∈ {0, . . . , s}. We denote

D̃j1,...,jn := D̃λ1,j1 · · · D̃λn,jn ,

where ji ∈ {−1, . . . , s} for every i ∈ {1, . . . , n}. We can state our main result in the
weighted-homogeneous case, corresponding to theorem 3.6.6.

Theorem 1.0.13. Let C be the reduced affine plane curve defined by the weighted ho-
mogeneous polynomial f above. Then the family

B = {D̃−1, x
ε
h1y

ε′

h2D̃j1,...,jn , ji ∈ {−1, . . . , s}, i ∈ {1, . . . , n}, h1, h2 ∈ {0, 1}}

is a Groebner basis of N1(C ) for the monomial order y1 >lex y0 >lex x1 >lex x0 in B1.
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Although these theorems appear to give a complete answer for homogeneous and
weighted homogeneous reduced polynomials only for algebraically closed fields, it is
possible to deduce a system of generators of N1(C ) for an arbitrary field of characteristic
zero from that obtained for its algebraic closure by base change. The implications of
those results in terms of differential operators are described in section 3.7.

1.0.14 In order to describe and contextualize our study about the formal neighbour-
hoods of the arc scheme, let us go back to the Nash problem. Let V be an integral
separated k-variety with singular locus VSing. A subset C of L∞(V ) is said to be fat if
there is no proper closed subvariety Z of V such that C ⊂ L∞(Z). Every irreducible
fat subset C of L∞(V ) defines a valuation ordC of the rational field k(V ) of V .

We define the Nash space of V as N (V ) = (θ∞0,V )−1(VSing), i.e., the set of arcs on
V centered at the singular locus; it is a constructible closed subset of L∞(V ). A fat
irreducible component of N (V ) is called a Nash component. In particular, it defines a
valuation on V . All the assertions in the following theorem were proven by Nash in [64].

Theorem 1.0.15 (Nash). Let V be an integral separated k-variety. The following as-
sertions hold true:

(1) There are only finitely many irreducible components of the Nash space N (V ); each
of them is fat and hence it is a Nash component.

(2) The valuation associated with a Nash component is an essential divisorial valuation
of index 1 on V .

(3) The valuations associated with two different Nash components are different.

Recall that a divisor over V is essential if the associated divisorial valuation ν is
essential, i.e., for every resolution of singularities π : Y → V , the center of ν on Y is
the generic point of an irreducible component of π−1(VSing). Let us remark that if k is
a field of characteristic p > 0, the Nash space N (V ) may have irreducible components
contained in L∞(VSing). In [50, Example 2.13] S. Ishii and J. Kollár show that this is
the case for V = Spec(k[x, y, z]/〈xp − ypz〉).

The preceding theorem shows that the map associating with every Nash component
C of the Nash space N (V ) the essential divisorial valuation ordC on V is well defined
and injective; it is called the Nash map.

{
Nash components

of N (V )

}
−−−−−−−−→

{
essential divisorial valuations

of index 1 on V

}

In [64], Nash observed that, on several two-dimensional examples, the Nash map was
also surjective and asked whether it is the case in general. He announced that an
affirmative answer seemed to be possible for surfaces, but also that the analogous in
higher dimension was uncertain. This question is known as the Nash problem.
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Problem 1.0.16 (Nash problem). Is the Nash map above bijective?

This question was answered in a series of articles published between 2003 and 2013,
which show that Nash’s intuition was indeed correct. The following theorem, corre-
sponding to the main theorem in [33], solved the case of surfaces in 2012.

Theorem 1.0.17 (Fernández de Bobadilla-Pe Pereira). Let k be an algebraically closed
field of characteristic zero and V be an integral k-surface. Then the Nash map is bijective.

In higher dimensions, the answer to the Nash problem is negative: S. Ishii and J.
Kollár gave in 2003 counterexamples in dimension ≥ 4 (see [50, Proposition 4.5]) and
T. de Fernex found in 2013 counterexamples in dimension 3 (see [24]), which completed
the picture. Particularly interesting is a counterexample studied by J.M. Johnson and
J. Kollár in [51, Proposition 9], which was already proposed by Nash in [64].

1.0.18 However, it remains a challenging problem to understand the image of the
Nash map. There exist answers under different additional assumptions, see [48, Section
4] for a recollection of some results in this sense (other answers after the publication of
this article have been given in [58, Theorem 3.3] and [25, Theorem 1.1]). In particular,
for toric varieties the Nash map is bijective, as shown in [50, Theorem 3.16] for normal
toric varieties and in [47, Corollary 5.12] for non-normal toric varieties.

Theorem 1.0.19 (Ishii-Kollár, Ishii). Let k be an algebraically closed field of charac-
teristic zero and let V be an affine toric k-variety. Then the Nash map is bijective.

Above we have said that every fat irreducible set of L∞(V ) defines a valuation on
V which, in the particular case of Nash components, is an essential divisorial valuation
of index 1. Conversely, given a divisorial valuation ν on V , we can construct a closed
irreducible fat subset Nν of L∞(V ) which defines the valuation ν. We call Nν the Nash
set associated with ν. Then, the Nash problem consists in determining the maximal Nash
sets Nν such that ν is a divisorial valuation on V . This problem may be generalized
to the problem of understanding the inclusions of Nash sets Nν ⊂ Nν′ in terms of the
valuations ν and ν ′, see [49, Problem 3.7]. In the case of normal toric varieties and
toric valuations, the relation is clear, and Nν ⊂ Nν′ if and only if, for every f ∈ O(V ),
we have ν ′(f) ≤ ν(f). This property, and also theorem 1.0.19, illustrate the fact that
(normal) toric varieties are well-behaved for questions related with this kind of problems.
We profit from this in chapter 5 to obtain our result about the formal neighbourhood
at points of the Nash set associated with a divisorial toric valuation.

In the general setting, the problem of understanding such inclusions of Nash sets
Nν ⊂ Nν′ has been related by M. Lejeune-Jalabert in [57] to a problem of wedges
lifting to a resolution of singularities (a wedge is an arc on the arc scheme L∞(V ))
which has been proven to be equivalent to the Nash problem by A. Reguera in [66].
This equivalence, which is at the core of the last results concerning the Nash problem
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(in particular that of theorem 1.0.17), lies in the fact that the formal neigbourhood of
L∞(V ) at the generic point of a Nash set is noetherian.

1.0.20 The above exposition shows how the formal local structure of the arc scheme,
which is our field of study, played an important role in the solution of the topological
problem at the origin of the study of the arc scheme. Let us now focus on the formal
neighbourhoods. As we will explain in subsection 5.1, the property of the formal neigh-
bourhood to be noetherian holds for constructible points (i.e., the generic point of an
irreducible constructible subset of the arc scheme; let us point out that the interest of
constructible subsets of the arc scheme was already remarked in motivic integration)
which are non-degenerate, that is, whose generic point does not belong to VSing. This is
not true for arbitrary arcs. However, we have the following theorem, due to V. Drinfeld,
M. Grinberg and D. Kazhdan ([30], [34]) which is crucial in the understanding of the
local structure at rational points. For this reason, chapter 4 is entirely devoted to this
theorem and related facts.

Theorem 1.0.21 (Drinfeld-Grinberg-Kazhdan). Let v ∈ V (k) be a rational point of V
such that dimv(V ) ≥ 1. Let γ ∈ L∞(V )(k) be a non-degenerate rational point of the
associated arc scheme centered at v. Then there exist an affine k-scheme S of finite type,
a rational point s ∈ S(k) and an isomorphism of formal k-schemes:

L̂∞(V )γ ∼= Ŝs×̂k Spf(kJ(Ti)i∈NK).

The formal k-scheme Ŝs in the above isomorphism is called a finite formal model of
the pair (L∞(V ), γ). An important fact is that the proof of the theorem is constructive
in the sense that it provides an explicit description of a finite formal model, unlike formal
neighbourhoods at constructible points which, despite of their finiteness property, are in
general hard to compute explicitly.

1.0.22 Let us now explain the motivation of our study in chapter 5, which is a joint
work with D. Bourqui and J. Sebag. We place ourselves in the toric setting, hence V
will be a normal affine toric k-variety. In [13], Bourqui and Sebag proved the following
result (see theorem 5.2.17 for a more precise statement).

Theorem 1.0.23 (Bourqui-Sebag). Let ν be a divisorial toric valuation of V and let
Nν be the corresponding Nash set. Then there exists a non-empty open subset Uν of Nν

consisting of non-degenerate arcs such that, for every α ∈ Uν(k), the local ring OL∞(Vσ),α

(and hence also ̂OL∞(Vσ),α) is constant up to isomorphism.

Roughly speaking, this theorem says that, for sufficiently generic non-degenerate
arcs in the Nash set Nν , their formal neighbourhood is constant up to isomorphism.
Moreover, they provide a finite formal model in this case. Their proof profit from the
extension of the action of the torus on V to an action on L∞(V ). Our innovative idea
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consists in relating this constant formal neighbourhood with the formal neighbourhood
at the generic point of the Nash set. We obtain the following result (see theorem 5.5.19).

Theorem 1.0.24. Let k be a field of characteristic zero. Let V be an affine normal
toric k-variety. Let ν be a toric divisorial valuation on V and Nν be the associated Nash
set. Let ην be the generic point of Nν and κν be the residue field of ην.

There exists a non-empty open subset Uν of Nν consisting of non-degenerate arcs
such that for every arc α ∈ Uν(k) there exists an isomorphism of κν-formal schemes
between ̂L∞(V )ην ⊗̂κνκνJ(Ti)i∈NK and L̂∞(V )α⊗̂kκν.

Let us stress that theorem 5.5.19 actually gives a more precise result. In particular,
it provides an explicit description of ̂L∞(V )ην in terms of the formal spectrum of an
essentially of finite type local κν-algebra (a priori we only knew that such a formal
neighbourhood was noetherian).

It is natural to ask whether there exist other classes of varieties for which the formal
neighbourhood of a rational non-degenerate arc is generically constant on Nash sets,
and, if so, whether the involved isomorphism class is encoded in some sense in the formal
neighbourhood of the generic point of the Nash set in such a way that a comparison
theorem similar to theorem 1.0.24 still holds. Such a result would allow to transpose
some of the properties and known facts about formal neighbourhoods of rational arcs
obtained from the Drinfeld-Grinberg-Kazhdan theorem to that of generic points of the
Nash sets; in particular the possibility of easily computing an explicit presentation.

1.0.25 Let us briefly explain the contents of each chapter. Chapter 2 is an introduc-
tory recollection of known facts about arc scheme including its definition and existence,
explicit presentations in terms of a presentation of the base variety, relation with differ-
ential algebra, some topological properties and facts about its constructible subsets and
the relation with valuations. In particular, most of the notions in this introduction will
be formally presented there. Chapter 3 contains our study about the nilpotent functions
of L∞(C ) living in L1(C ) for C a reduced affine plane curve defined by a homogeneous
or weighted homogeneous polynomial. The fourth chapter is consecrated to present the
Drinfeld-Grinberg-Kazhdan theorem and some related facts. Finally, we begin chapter
5 by explaining how the non-degenerate constructible points are characterized by the
noetherianity of their formal neighbourhoods and then we develop our comparison result
presented in theorem 1.0.24.
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1.1 Conventions and notation

Along the text, k will denote a field (of characteristic zero in chapters 3 and 5 unless
otherwise stated). We denote by N the set of natural numbers and we assume that
0 ∈ N, analogously Z,Q,R and C denote the sets of integer, rational, real and complex
numbers (with the corresponding usual structures). We denote by Algk (resp. Schk) the
category of k-algebras (resp. k-schemes) with morphisms of k-algebras (resp. morphism
of k-schemes). For any category C and any objects A,B ∈ C, we denote by HomC(A,B)
the set of morphisms from A to B in the category.

By a ring we mean a commutative unitary ring, except in section 3.7. Let R be a
ring, we denote by R∗ the set of multiplicative invertible elements, by analogy N∗ :=
N \ {0}. Let i be an ideal of R and f ∈ R, we denote by Rf the localization of R
with respect to the multiplicative subset {f r; r ∈ N}. We denote by i : f∞ the ideal
{g ∈ R : f rg ∈ i for some r ∈ N}. Let R′ be another ring and ϑ : R → R′ a morphism
of rings. For the sake of easy reading and abusing notation, the extension ideal of i in
R′ via the morphism ϑ is denoted by ϑ(i), or even by i if the involved morphism ϑ is
clear from the context (for example if R is a subring of R′).

Given a k-algebra R, we denote by RJtK the formal power series ring in the variable t
with coefficients in R, it is still a k-algebra. Let R[Xω;ω ∈ Ω] be a polynomial ring and
(fi)i∈Λ a family of elements, we denote by 〈fi; i ∈ Λ〉 the ideal generated by them. Let S
be a R-algebra and {sω}ω∈Ω a collection of elements in S. Let f ∈ R, then we denote by
f |Xω=sω ∈ S the image of f by the unique morphism of R-algebras R[Xω]→ S mapping
Xω to sω for each ω ∈ Ω.

We denote by An
k the affine n-dimensional space defined over the field k. By k-variety

we mean a k-scheme of finite type. Given a k-variety V , we denote by VReg or Reg(V )
the regular locus of V (which coincides with the locus of smooth points of the structural
morphism when the field k is perfect) and by VSing or Sing(V ) the non-regular locus
with its reduced structure of closed subscheme of V . Given a k-scheme X, we denote
by Xred the reduced closed subscheme of X. The structure sheaf of X is denoted by OX
and when X is affine we simply denote O(X) := OX(X). If X is an affine k-scheme and
f ∈ O(X) we denote by {f 6= 0} the distinguished open subset of X where f does not
vanish and by {f = 0} the closed subset X \ {f 6= 0}. If i is an ideal of O(X) then we
also denote by {i = 0} the vanishing locus of i in X.
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Arc scheme

The aim of this chapter is to present the central objects of our study, namely the arc
scheme associated with a scheme defined over a field, as well as their most important
properties and some more specific ones which are relevant for our purposes in the next
chapters. In this way, this chapter is intended to be an introductory recollection of
results on arc scheme which are already in the literature.

We will begin by defining, in sections 2.1 and 2.2, the functors of jets and arcs.
These functors are representable (we will only give some ideas in this sense as well as
precise references) and their representatives are respectively the jet and arc schemes.
We complete these sections with a review of useful properties of these objects.

In section 2.3 we explain the relation between arc scheme and differential algebra
and how it can be taken advantage of in order to deduce interesting properties of the
arc scheme; in particular the contents in this section will be useful in the study of the
nilpotency in arc scheme developed in chapter 3. In section 2.4 we will present some
topological properties of arc scheme which are not only interesting by themselves, but
also play an important role in the sequel. We also recall the definition of constructible
subsets of a scheme and explain their characterization in arc scheme. Section 2.5 is
a discussion about valuations and the arc scheme, whose relationship has been at the
origin of the arc scheme through the Nash problem, as explained in the Introduction.
Moreover, this link appears in chapter 5 in the case of normal toric varieties.

2.1 Jet schemes

We are going to follow [19, Ch. 3, §2 and §3] as the main reference for this section and
the following one. There, the more general setting of relative schemes is considered and
the constructions and most of the results are explicitly described and proven, otherwise
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precise references are given. Here we will only consider the case of schemes defined over
a field and we will omit technical proofs and arguments which go beyond the scope of
this presentation, indicating where they can be found.

2.1.1 Let k be a field and X be a k-scheme. Let m ∈ N. For every k-scheme Y , a Y -
valued m-jet on X (or Y -valued jet of level m onX) is a morphism Y ⊗kk[t]/〈tm+1〉 → X.
We denote by Lm(X)(Y ) the set of Y -valued m-jets on X, i.e.,

Lm(X)(Y ) := HomSchk

(
Y ⊗k k[t]/〈tm+1〉, X

)
.

The functor Lm(X) is the Weil restriction of X ⊗k k[t]/〈tm+1〉 with respect to the
canonical morphism of k-schemes Spec(k) → Spec(k[t]/〈tm+1〉). When Y = Spec(R) is
affine, we also speak of a R-valued jet of level m, in this case

Lm(X)(R) := Lm(X)(Spec(R)) = HomSchk

(
Spec(R[t]/〈tm+1〉), X

)
.

Let g : Y ′ → Y be a morphism of k-schemes, it induces a morphism

Lm(X)(g) : Lm(X)(Y ) −→ Lm(X)(Y ′)
γ 7−→ γ ◦ (g × Idk[t]/〈tm+1〉)

This datum defines a contravariant functor from the category of k-schemes to that
of Sets (which is also called a presheaf on the category of k-schemes), i.e.,

Lm(X) : Schop
k → Sets.

It is called the functor of m-jets on X.
This construction is also functorial inX: let f : X ′ → X be a morphism of k-schemes,

then for every k-scheme Y it induces a morphism

Lm(f)(Y ) : Lm(X ′)(Y ) −→ Lm(X)(Y )
γ 7−→ f ◦ γ,

which defines a morphism of functors Lm(f) : Lm(X ′)→ Lm(X).

2.1.2 The following proposition, corresponding with [19, Ch. 3, Proposition 2.1.3 a)]
states that the functor of jets is representable.

Proposition 2.1.3. Let k be a field, X be a k-scheme and m ∈ N. Then the functor
Lm(X) of m-jets on X is representable.

We also denote by Lm(X) the unique representative of the functor Lm(X) of m-jets
on X. It is a k-scheme, unique (up to isomorphism of k-schemes) and we call it the m-
jet scheme (or scheme of jets of level m) of X (or associated with X). In particular, if
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f : X ′ → X is a morphism of k-schemes, the morphism of functors Lm(f) : Lm(X ′)→
Lm(X) induces a morphism of k-schemes between the corresponding representatives,
which we also denote by Lm(f).

The representability of the functor of m-jets on X is deduced from the fact that it
is a particular case of Weil restriction, hence general results about the representability
of Weil restrictions hold. The functor Lm(X) is the Weil restriction of X ⊗k k[t]/〈tm+1〉
with respect to the canonical morphism of k-schemes Spec(k)→ Spec(k[t]/〈tm+1〉), the
fact that it is representable is deduced from [19, Ch.3, Theorem 1.4.1]. More details
about Weil restrictions can be found in [19, Ch.3, §1] and more generally in [6, Section
7.6].

Let us list some properties of the jet schemes which are proven in [19, Ch. 3, Propo-
sition 2.1.3, Subsection 2.1.5 and Lemma 2.1.6]. They are all deduced from general
properties of the Weil restrictions, all of which can be found in [19, Ch.3, §1].

Proposition 2.1.4. Let k be a field, X be a k-scheme and m ∈ N. The following
properties hold true:

(1) Let Y be a k-scheme and f : Y → X be a closed (resp. open) immersion, then the
associated morphism of schemes Lm(f) : Lm(Y )→ Lm(X) is also a closed (resp.
open) immersion.

(2) For every open covering (Ui)i∈I of X, the family (Lm(Ui))i∈I is an open covering
of Lm(X).

(3) Assume that the k-scheme X is affine (resp. locally of finite type, resp. locally
of finite presentation, resp. quasi-compact, resp. separated). Then the k-scheme
Lm(X) has the same property.

(4) Let Y be a k-scheme and p1 : X ×k Y → X and p2 : X ×k Y → Y be respectively
the first and second projections. Then the morphism of k-schemes

(Lm(p1),Lm(p2)) : Lm(X ×k Y ) −→ Lm(X)×k Lm(Y )

is an isomorphism.

2.1.5 Let m,n ∈ N be two integers such that m ≥ n. The canonical quotient
morphism k[t]/〈tm+1〉 → k[t]/〈tn+1〉 induces a morphism pmn : Spec(k[t]/〈tn+1〉) →
Spec(k[t]/〈tm+1〉) between the corresponding affine k-schemes. Let X be a k-scheme,
then for every k-scheme Y the preceding morphism induces a map

θmn,X(Y ) : Lm(X)(Y ) −→ Ln(X)(Y )
γ 7−→ γ ◦ (IdY × pmn )

which is called the truncation morphism from level m to n on Y -valued jets on X.
These truncation morphisms θmn,X(Y ) are (contravariantly) functorial in Y ; the associated
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morphism of functors θmn,X : Lm(X)→ Ln(X), which can be identified with a morphism
of k-schemes via the representability, is also called the truncation morphism from level
m to n.

Let X be a k-scheme and `,m, n ∈ N be integers such that ` ≥ m ≥ n. The
canonical quotient morphism k[t]/〈t`+1〉 → k[t]/〈tn+1〉 being equal to the composition
k[t]/〈t`+1〉 → k[t]/〈tm+1〉 → k[t]/〈tn+1〉, we deduce that the truncation morphisms sat-
isfy the transitivity property

θ`n,X = θmn,X ◦ θ`m,X .

Let f : X ′ → X be a morphism of k-schemes and m,n ∈ N be two integers such that
m ≥ n. Then the following diagram is commutative

Lm(X ′) Lm(X)

Ln(X ′) Ln(X)

Lm(f)

Ln(f)
θmn,X′ θmn,X

which shows that the truncation morphisms θmn,X are functorial in X. Then the jet
schemes (Lm(X))m∈N together with the truncation morphisms θmn,X form a projective
system in Schk which is functorial in X.

Let Y be another k-scheme and γ ∈ Lm(X)(Y ) be a Y -valued m-jet. The point
θm0,X(γ) ∈ X(Y ) is called its base point, we also denote it by γ(0).

A proof of the following result can be found in [19, Ch. 3, Corollary 2.2.4].

Proposition 2.1.6. Let k be a field, X a k-variety and m,n ∈ N with m ≥ n. The
truncation morphism θmn,X is an affine morphism of k-schemes.

2.1.7 Letm ∈ N be an integer. The canonical morphism of k-algebras k → k[t]/〈tm+1〉
induces a morphism of k-schemes rm : Spec(k[t]/〈tm+1〉) → Spec(k). Let X and Y be
two k-schemes, the preceding morphism induces a map

sm,X(Y ) : X(Y ) −→ Lm(X)(Y )
γ 7−→ γ ◦ (IdY × rm)

which is covariantly functorial inX and contravariantly in Y , hence it defines a morphism
of k-schemes sm,X : X → Lm(X). Since k → k[t]/〈tm+1〉 is a section of the canonical
quotient morphism k[t]/〈tm+1〉 → k, we deduce that sm,X is a section of the truncation
morphism θm0,X . Moreover, for every m,n ∈ N such that m ≥ n we have θmn,X ◦ sm,X =
sn,X . A proof of the following result can be found in [19, Ch. 3, Corollary 2.2.5], it is a
consequence of [36, Corollaire 5.4.6].

Corollary 2.1.8. Let k be a field, X a k-scheme and m ∈ N . The morphism sm,X is
a closed immersion.
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2.1.9 In particular, proposition 2.1.6 implies that, if X is an affine k-scheme and
m ∈ N, then Lm(X) is also an affine k-scheme. An explicit presentation of Lm(X)
can be given from a presentation of X as a closed subscheme of an affine space, see
subsection 2.2.9 for this construction and examples. We give here three examples.

Example 2.1.10. Let k be a field and m ∈ N. Then Lm(Spec(k)) is representable by
Spec(k) and the truncation morphisms are the identity.

Example 2.1.11. Let k be a field and X be a k-scheme. The isomorphism of k-
algebras k → k[t]/〈t〉 ∼= k induces an isomorphism of functors between L0(X) and
HomSchk (•, X). Hence the functor L0(X) is representable by X, and the section s0,X :
X → L0(X) is an isomorphism.

Example 2.1.12. The functor of 1-jets of an affine k-variety V identifies with the
tangent space of V , defined as TV/k = Spec(Sym(Ω1

V/k)), where Ω1
V/k is the module of

Kähler differentials of V . See lemma 3.2.2 for a proof. The same arguments extend to
arbitrary k-schemes.

2.2 Arc scheme

We will present here the construction and main properties of the arc scheme associated
with a scheme defined over a field. We will mainly follow [19, Ch.3, §3].

2.2.1 Let k be a field and X be a k-scheme. As already pointed out in subsection
2.1.5, the jet schemes (Lm(X))m∈N, together with the truncation morphisms θmn,X for
m,n ∈ N, m ≥ n, form a projective system in Schk which is functorial in X. Since the
truncation morphisms are affine by proposition 2.1.6, the projective limit of this system
exists in the category of k-schemes (see [40, Proposition 8.2.3]). Indeed, if X is affine
this limit is isomorphic to Spec( lim−→

m∈N
O(Lm(X))). We set

L∞(X) := lim←−
m∈N

Lm(X)

and we call this k-scheme the arc scheme of X.

2.2.2 Let m,n ∈ N be two integers with m ≥ n. Let X be a k-scheme, then the family
of canonical morphisms (θ∞m,X)m∈N given by the limit lim←−

m∈N
Lm(X) provides the

following commutative diagram of k-schemes.
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L∞(X) Lm(X)

Ln(X)

θ∞m,X

θmn,X
θ∞n,X

The morphism θ∞m,X is called the truncation morphism of level m.

2.2.3 The following result of B. Bhatt, corresponding to [5, Theorem 4.1 and Remark
4.6], plays a fundamental role in the description of the functor of points of the arc
scheme.

Theorem 2.2.4 (Bhatt). Let R be a ring and I be an ideal such that R is I-adically
complete. For every scheme X, the canonical map X(R)→ lim←−

m∈N
X(R/Im) is bijective.

For the proof of this theorem, techniques of derived algebraic geometry are used.
Besides the original article, a sketch of the proof can be found in [19, Ch. 3, Subsection
3.3.8].

Let R be a k-algebra. By the very definition of the arc scheme L∞(X), the set
HomSchk(Spec(R),L∞(X)) is in bijection with HomSchk(Spec(R), lim←−

m∈N
Lm(X)) and, since

the Hom functor preserves limits, it is also in bijection with lim←−
m∈N

HomSchk(Spec(R),Lm(X)).

By the very definition of the m-jet functor for m ∈ N, the latter set is in bijection with
the set

lim←−
m∈N

HomSchk(Spec(R[t]/〈tm+1〉), X).

Then, theorem 2.2.4 applied to RJtK implies that the set above is in bijection with
HomSchk(Spec(RJtK), X). This proves that the R-points of L∞(X) are in bijective cor-
respondence with the RJtK-points of X, i.e.,

L∞(X)(R) = HomSchk (Spec(RJtK), X) .

An R-arc on X is a morphism of k-schemes Spec(RJtK) → X, i.e., a RJtK-point of X
or equivalently a R-point of L∞(X). Let us recall that the set of R-arcs on X for R
a k-algebra determines the arc scheme L∞(X), since it is characterized by its functor
of points in the category Schk, which is determined by its restriction to the category of
affine k-schemes.

2.2.5 Let k be a field and X be a k-scheme. Let g : R → R′ be a morphism of
k-algebras, it induces a morphism of k-algebras ĝ : RJtK→ R′JtK and hence a morphism
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of k-schemes Spec(ĝ) : Spec(R′JtK)→ Spec(RJtK). Hence we have a morphism

L∞(X)(g) : L∞(X)(R) −→ L∞(X)(R′)
γ 7−→ γ ◦ Spec(ĝ)

The construction of the arc scheme is also functorial in the base k-scheme X: let
f : X ′ → X be a morphism of k-schemes, then for every k-algebra R it induces a
morphism

L∞(f)(R) : L∞(X ′)(R) −→ L∞(X)(R)
γ 7−→ f ◦ γ,

which defines a morphism of k-schemes L∞(f) : L∞(X ′)→ L∞(X). Let m ∈ N be an
integer. Then the following diagram is commutative

L∞(X ′) L∞(X)

Lm(X ′) Lm(X)

L∞(f)

Lm(f)
θ∞m,X′ θ∞m,X

2.2.6 Let us give a concrete description of the truncation morphisms in terms of R-
arcs. Let m ∈ N be an integer and R be a k-algebra. The canonical quotient morphism
RJtK→ R[t]/〈tm+1〉 induces a morphism p∞m : Spec(R[t]/〈tm+1〉)→ Spec(RJtK) between
the corresponding affine k-schemes. Let X be a k-scheme, then for every k-algebra R
the map induced by the truncation morphism θ∞m,X is given by

θ∞m,X(R) : L∞(X)(R) −→ Lm(X)(R)
γ 7−→ γ ◦ p∞m

Let R be a k-algebra and γ ∈ L∞(X)(R) be a R-arc on X. The point θ∞0,X(R)(γ) ∈
X(R) is called its base point and we also denote it by γ(0).

2.2.7 Let us now list some properties of the arc scheme. Some of them may be deduced
by direct arguments and others are consequences of the very definition of the arc scheme
and the analogous properties for jet schemes (see proposition 2.1.4). These results
correspond to [19, Ch.3 Proposition 3.2.5, Proposition 3.2.3, Corollary 3.2.4, Corollary
3.3.7 and Lemma 3.2.2]

Proposition 2.2.8. Let k be a field and X be a k-scheme. The following properties
hold true:

(1) Let Y be a k-scheme and f : Y → X be a closed (resp. open) immersion, then
the associated morphism of schemes L∞(f) : L∞(Y ) → L∞(X) is also a closed
(resp. open) immersion.
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(2) For every open covering (Ui)i∈I of X, the family (L∞(Ui))i∈I is an open covering
of L∞(X).

(3) Assume that the k-scheme X is quasi-compact (resp. quasi-separated, resp. sepa-
rated). Then the k-scheme L∞(X) has the same property.

(4) Let Y be a k-scheme and p1 : X ×k Y → X and p2 : X ×k Y → Y be respectively
the first and second projections. Then the morphism of k-schemes

(L∞(p1),L∞(p2)) : L∞(X ×k Y ) −→ L∞(X)×k L∞(Y )

is an isomorphism.

(5) Let m ∈ N. The truncation morphism θ∞m,X : L∞(X) → Lm(X) is an affine
morphism of k-schemes.

2.2.9 We know by subsection 2.2.1 that the arc scheme of an affine k-scheme is an
affine k-scheme itself, and the same property holds for the m-jet scheme for m ∈ N
(see proposition 2.1.6). Moreover, we know that if f : Y → X is a closed immersion
of k-schemes, then L∞(f) : L∞(Y ) → L∞(X) and Lm(f) : Lm(Y ) → Lm(X) are
also closed immersions (propositions 2.1.4 and 2.2.8). We will now show an explicit
presentation of the arc scheme (resp. m-jet scheme) of a closed subscheme of an affine
space in terms of a presentation.

Let k be a field, E be a set and (Te)e∈E be a family of indeterminates. Let m ∈
N ∪ {∞} and Λ = {i ∈ N : i ≤ m} (in particular if m = ∞ then Λ = N). Let
AE
k = Spec(k[Te ; e ∈ E]) be the affine k-space. We observe that, for every k-algebra R,

we have the direct sum decomposition of R-modules

RJtK/〈tm+1〉 ∼=
⊕
i∈Λ

Rti

(where we assume the left-hand term to be RJtK for m =∞). The set Lm(AE
k )(R) is in

bijection with the set HomAlgk(k[Te ; e ∈ E], RJtK/〈tm+1〉) and the above decomposition
provides a bijection between this set and RE×Λ. Explicitly, a R-valued m-jet γ on AE

k is
the datum of a family (γe)e∈E of polynomials of R[t] (or power series in RJtK if m =∞)
of degree ≤ m; hence they can be written as γe = ∑

i∈Λ
γe,it

i and the above bijection

associates with (γe)e∈E the family (γe,i)e∈E,i∈Λ ∈ RE×Λ. This gives an isomorphism of
functors between the functor of points of Lm(AE

k ) and the functor of points of the affine
space AE×Λ

k = Spec(k[Te,i ; e ∈ E, i ∈ Λ]).
Moreover, if n ∈ N is an integer with n < m then the truncation morphism θm

n,AE
k

:
Lm(AE

k )→ Ln(AE
k ) corresponds with the projection AE×Λ

k → A(n+1)E
k which associates

with an element (γe,i)e∈E,i∈Λ ∈ AE×Λ
k (R) the element (γe,i)e∈E,0≤i≤n of A(n+1)E

k (thus we
have “forgotten” the components γe,i for n < i ≤ m).
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Let now X be a closed subscheme of the affine space AE
k defined by an ideal I of

k[Te ; e ∈ E], as already said Lm(X) is a closed subscheme of Lm(AE
k ), and we can

describe the corresponding ideal of k[Te,i ; e ∈ E, i ∈ Λ]. For every polynomial f ∈
k[Te ; e ∈ E], there exists a unique family (fs)s∈Λ of polynomials in k[Te,i ; e ∈ E, i ∈ Λ]
such that the following equality holds in k[Te,i ; e ∈ E, i ∈ Λ]JtK:

f

∑
i∈Λ

Te,it
i


e∈E

 =
∑
s∈Λ

fs

(
(Te,i) e∈E

0≤i≤s

)
ts (mod tm+1) (2.1)

Let Im be the ideal of k[Te,i ; e ∈ E, i ∈ Λ] generated by the polynomials fs, for f ∈ I
and s ∈ Λ. We will check that Lm(X) is the closed subscheme of Lm(AE

k ) defined by
Im.

Let R be a k-algebra and γ ∈ Lm(AE
k )(R) given by a family (γe)e∈E of polynomials

of R[t] (or power series in RJtK if m =∞) of degree ≤ m; as seen above it corresponds
with a family (γe,i)e∈E,i∈Λ ∈ RE×Λ. For every polynomial f ∈ k[Te ; e ∈ E] we have the
following equality in RJtK:

f (γ) =
∑
s∈Λ

fs

(
(γe,i) e∈E

0≤i≤s

)
ts (mod tm+1). (2.2)

We deduce that the RJtK/〈tm+1〉-point γ of AE
k belongs to X(RJtK/〈tm+1〉) if and only

if fs
(

(γe,i) e∈E
0≤i≤s

)
= 0 for every s ∈ Λ and every f ∈ I. Hence the functor of points of

Lm(X) is represented by the closed subscheme of the affine space AE×Λ
k defined by the

ideal generated by (fs)s∈Λ for f in (a generating family of) the ideal I. We have proven
the following proposition.

Proposition 2.2.10. Let k be a field, E be a set and (Te)e∈E be a family of indetermi-
nates. Let m ∈ N ∪ {∞} and Λ = {i ∈ N : i ≤ m}. Let I be an ideal of the polynomial
ring k[Te ; e ∈ E] and let X be the affine k-scheme Spec(k[Te ; e ∈ E]/I). Then the
k-scheme Lm(X) is isomorphic to the affine k-scheme

Lm(X) ∼= Spec
(
k[Te,i ; e ∈ E, i ∈ Λ]
〈fs : f ∈ I, s ∈ Λ〉

)
,

where (fs)s∈Λ are defined as in equation (2.1). Moreover, in the definition of the ideal
it suffices to take f running over a generating family of I.

Example 2.2.11. Let k be a field, n ∈ N and X be the affine k-scheme (variety, in
fact) Spec(k[T1, T2, T3]/〈T1T3 − T n+1

2 〉). The equations of the embedding of L∞(X) in
the affine space A3N

k are given by the vanishing of the coefficients of the power series

(
∑
i∈N

T1,it
i)(
∑
i∈N

T3,it
i)− (

∑
i∈N

T2,it
i)n+1
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in the ring k[T1,i, T2,i, T3,i ; i ∈ N]JtK. This is equivalent to the following infinite system:

T1,0T2,0 − T n+1
3,0 = 0

T1,0T2,1 + T1,1T2,0 − (n+ 1)T n3,0T3,1 = 0
. . . . . .
s∑
i=0

T1,iT2,s−i −
∑

r1+···+rn+1=s
T3,r1 · · ·T3,rn+1 = 0

. . . . . .

We check that proposition 2.2.10 holds and

L∞(X) ∼= Spec

 k[T1,i, T2,i, T3,i ; i ∈ N]〈
s∑
i=0

T1,iT2,s−i −
∑

r1+···+rn+1=s
T3,r1 · · ·T3,rn+1 : s ∈ N

〉
 .

2.2.12 Let k be a field and X be a k-scheme. A point γ of L∞(X) is called an arc of
X. Let K be a field extension of the residue field κ(γ) of γ, as for any scheme the point
γ gives rise to a K-point of L∞(X), i.e., a K-arc ϕγ : Spec(KJtK) → X on X which
we usually identify with γ itself. If X is an affine k-scheme, then it corresponds with a
morphism of k-algebras γ∗ : O(X)→ KJtK which we often denote also by γ in an abuse
of notation.

The image of the closed point of Spec(KJtK) under ϕγ equals θ∞0,X(γ), it does not
depend on the choice of the field extension K. We call it the base point or the center of
the arc γ and denote it by γ(0).

The image of the generic point of Spec(KJtK) under ϕγ neither depends on the choice
of K and is called the generic point of the arc γ; we denote if by γ(η).

Let us recall some facts from general topology. Let X be a topological space and let
x, y be points of X. We say that x is a specialization of y and that y is a generization
of x if x belongs to the closure of {y} in X. We observe that a closed subset is stable
under specialization and an open subset is stable under generization. Let f : X → X ′

be a continuous map of topological spaces and x, y ∈ X. If x is a specialization of y,
then f(x) is a specialization of f(y). The proof of the following result can be found in
[19, Ch.3, Lemma 3.4.3].

Lemma 2.2.13. Let k be a field and X be a k-scheme. Let γ ∈ L∞(X) be an arc of
X. The following assertions hold true:

(1) One has γ(0) ∈ {γ(η)}, i.e., the base point of an arc is a specialization of its
generic point.

(2) Let Z be a closed subscheme of X. The point γ belongs to L∞(Z) if and only if
γ(η) belongs to Z.
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(3) Let U be an open subscheme of X. The point γ belongs to L∞(U) if and only if
γ(0) belongs to U .

Let us stress that assertion (3) is equivalent to the fact that L∞(U) identifies with
the open subscheme (θ∞0,X)−1(U) of L∞(X).

2.2.14 Let k be a field and R be a k-algebra. The canonical quotient morphism
RJtK → R admits a section R → RJtK mapping a 7→ a + 0 · t + · · · . Let X be a k-
scheme. The preceding section induces a morphism of k-schemes s∞,X : X → L∞(X)
mapping a R-point x ∈ X(R) to a constant R-arc s∞,X(x). This morphism is the limit
of the family of morphisms (sm,X)m∈N (see subsection 2.1.7); for every m ∈ N we have
θ∞m,X ◦ s∞,X = sm,X and in particular θ∞0,X ◦ s∞,X = IdX (via the identification of L0(X)
and X, see example 2.1.11). The arcs belonging to s∞,X(X) are called the constant arcs
of X. A proof of the following result can be found in [19, Ch.3, Proposition 3.5.2], it is
a consequence of [36, Corollaire 5.4.6].

Proposition 2.2.15. Let k be a field and X be a k-scheme. The morphism s∞,X is a
closed immersion.

2.2.16 Let us now discuss about the reduced structure of the arc scheme.

Lemma 2.2.17. Let k be a field and X be a k-scheme. If the k-scheme L∞(X) is
reduced, then the k-scheme X is reduced.

Proof. The k-scheme L∞(X) being reduced, the morphism θ∞0,X : L∞(X)→ X factors
through Xred. The factorization

X
s∞,X−−−→ L∞(X)

θ∞0,X−−→ X

of IdX implies that IdX also factorizes through Xred and we deduce that X = Xred.

The converse is not true in general (see e.g., theorems 3.5.5 and 3.6.6), hence it is
interesting to study the relation between the nilpotency in arc scheme and the geometry
of the base scheme. Some facts are known in this sense. The first advance in this direction
was made by M. Mustaţă, who proved in [63] that if X is an integral locally complete
intersection variety with rational singularities defined over a field of characteristic zero,
then L∞(X) is reduced. J. Sebag proved in [71, Theorem 1] and [72] that if X is an
integral l.c.i curve defined over a field of characteristic zero, then L∞(X) is reduced if
and only if X is smooth. More generally, he proved in [72, Theorem 1.6] that if X is an
integral variety defined over a field of characteristic zero such that L∞(X) is reduced,
then the OX-module Ω1

X of Kähler differentials is torsion-free (in particular for a l.c.i
integral variety, L∞(X) reduced implies that X is normal). In chapter 3 we will describe
some nilpotent elements of L∞(X) for X a reduced singular plane curve over a field of
characteristic zero defined by a homogeneous or weighted-homogeneous polynomial.
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2.2.18 When the base scheme is a smooth variety, the arc scheme has the following
property. It corresponds to [19, Ch. 3, Proposition 3.7.5].

Proposition 2.2.19. Let k be a field and V be a smooth k-variety of pure dimension
d. For every m ∈ N ∪ {∞} and every n ∈ N with m ≥ n, the truncation morphism
θmn,V : Lm(V )→ Ln(V ) is a locally trivial fibration with fiber A(m−n)d

k (the fiber is (AN
k )d

when m =∞).

In particular, when k is a perfect field and U is an affine k-subvariety of V contained
in VReg, we can apply the preceding result and deduce that, O(U) being an integral
domain, O(Lm(U)) also is for every m ∈ N ∪ {∞}.

2.3 Differential algebra and the arc scheme

Differential algebra was introduced by Joseph Ritt and Ellis Kolchin in order to study
the differential equations in an algebraic way. The main references on this subject are
[54] and [69]. In this section we show how differential algebra provides a description of
the arc scheme of an affine scheme which is, in particular, computationally useful. The
aim is to give some properties which we will use in the study of nilpotency in chapter 3,
hence we only treat the case of algebras over a field.

2.3.1 Let k be a field. Let R be a k-algebra and M a R-module. A k-derivation from
R to M is a morphism of k-modules D : R → M which satisfies the Leibniz rule, i.e.,
for a, b ∈ R we have D(ab) = aD(b) + bD(a). We denote by Derk(R,M) the set of
k-derivations from R to M , which is naturally a R-module with multiplication defined
by aD : b 7→ a(D(b)) ∈ M for a ∈ R and D ∈ Derk(R,M). A k-derivation from R to
itself is also called a k-derivation on R, the R-module formed by all of them is denoted
by Derk(R). The pair (R,D) consisting of a k-algebra R endowed with a k-derivation
D on R is a differential k-algebra.

Let (R,D) be a differential k-algebra. An ideal I ⊂ R is a differential ideal if and
only if D(I) ⊂ I. Let I be a differential ideal of (R,D). The differential structure of
(R,D) induces canonically a differential structure on the quotient k-algebra R/I such
that, for a ∈ R, the derivative of a + I is D(a) + I. Given S ⊂ R we denote by [S] the
differential ideal generated by S. It is the smallest differential ideal of (R,D) containing
S; an explicit presentation is given by 〈Di(s); s ∈ S, i ∈ N〉, i.e., it is generated as an
ideal of R by the elements in S and their derivatives of higher order. The radical of [S] is
denoted by {S} and it is also a differential ideal of (R,D) if k is a field of characteristic
0 (or more generally if R is a Ritt algebra, see e.g.,[52, Section 4]). As usually, if S only
contains the element a ∈ R, we will simply write [a] and {a} instead of [S] and {S}. An
ideal I of R (differential or not) is called radical or reduced if I =

√
I.
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2.3.2 Let n ∈ N. For every m ∈ N ∪ {∞}, we denote by Am the polynomial ring
k[Ti,j; i ∈ {1, . . . , n}, j ∈ {0, . . . ,m}] with the convention {0, . . . ,∞} = N. We endow
the k-algebra A∞ with the k-derivation ∆ defined by ∆(Ti,j) = Ti,j+1, for every integer
i ∈ {1, . . . , n} and every integer j ∈ N. The resulting differential k-algebra (A∞,∆) is
denoted by k{T1, . . . , Tn} and is called the differential polynomial ring. The injective
morphism of k-algebras k[T1, . . . , Tn] → k{T1, . . . , Tn}, defined by Ti 7→ Ti,0, identifies
the polynomial ring k[T1, . . . , Tn] with A0 and gives rise to a structure of k[T1, . . . , Tn]-
algebra on k{T1, . . . , Tn}. In particular, by a slight abuse of notation, we will not make
any difference between the rings k[T1, . . . , Tn] and A0.

In the k-algebra A∞ we say that the element Ti,j has weight j; this weight defines
a grading over A∞ in such a way that the term ∏n

i=1 T
ai
i,ji has degree ∑n

i=1 aiji, where
ai ∈ N for i ∈ {1, . . . , n}. The homogeneous elements for this grading are called isobaric.
We observe that the k-derivation ∆ is an isobaric (i.e., homogeneous for this grading)
morphism of degree 1.

Let us mention the following useful and classical statement (which is a direct conse-
quence of [54, I/§9/Lemma 6] in the particular case of a single equation):

Lemma 2.3.3. Let k be a field of characteristic zero. Let I be a reduced ideal of A0.
Let P ∈ A0. Then, the polynomial P belongs to the ideal {I} of A∞ if and only if it
belongs to the ideal I.

Proof. Let P ∈ {I}, then there exists m ∈ N such that Pm ∈ [I]. Hence we can write
Pm =

s∑
r=1

ar∆er(fr) for s ∈ N, fr ∈ I, ar ∈ A∞ and er ∈ N for 1 ≤ r ≤ s. The elements
∆er(fr) are isobaric of weight er and we can also suppose ar isobaric for 1 ≤ r ≤ s. The
element Pm being isobaric of weight 0, we deduce that

s∑
r=1

ar∆er(fr) also is. Hence, up

to renumbering, this element equals
s′∑
r=1

arfr for s′ ≤ s, which belongs to I. The ideal I
being reduced, we deduce that P ∈ I. The converse is clear.

2.3.4 We can give another description of the arc scheme of an affine scheme, slightly
different from that of subsection 2.2.9, using differential algebra.

Lemma 2.3.5. Let k be a field. Let n, r ∈ N \ {0}, in the k-algebra k[T1, . . . , Tn] we
consider the ideal I := 〈f1, . . . , fr〉. Let X = Spec (k[T1, . . . , Tn]/I). Then

L∞(X) ∼= Spec (k{T1, . . . , Tn}/[I]) .

For the proof of this lemma we need some technical results. First, let us recall the
generalized Leibniz rule, which in particular holds for the differential k-algebra (A∞,∆).
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Lemma 2.3.6. Let (R,D) be a differential k-algebra. Let f and g be two elements in
R and let i ∈ N be an integer. Then

Di(fg)
i! =

i∑
k=0

Dk(f)Di−k(g)
k!(i− k)! .

Proof. Observe that the preceding equality is equivalent to

Di(fg) =
i∑

k=0

(
i

k

)
Dk(f)Di−k(g).

Let us prove it by induction on i ∈ N. The equality above trivially holding for i =
0, assume that it also holds for some i ∈ N. The following equalities, based on an
application of the Leibniz rule, a redefinition of the counters and well-known properties
of binomial coefficients, show that the equality also holds for i+ 1, which concludes the
proof.

Di+1(fg) =Di(fD(g)) +Di(D(f)g)

=
i∑

k=0

(
i

k

)
Dk(f)Di+1−k(g) +

i∑
k=0

(
i

k

)
Dk+1(f)Di−k(g)

=
i∑

k=0

(
i

k

)
Dk(f)Di+1−k(g) +

i+1∑
k=1

(
i

k − 1

)
Dk(f)Di+1−k(g)

=
i∑

k=1

((
i

k

)
+
(

i

k − 1

))
Dk(f)Di+1−k(g) + fDi+1(g) +Di+1(f)g

=
i+1∑
k=0

(
i+ 1
k

)
Dk(f)Di+1−k(g).

Let us now define the following map:

exp(∆t) : A∞ → A∞[[t]]

f 7→
∑
i∈N

∆i(f)ti
i!

Lemma 2.3.7. The map exp(∆t) defined above is a morphism of k-algebras.

Proof. The k-linearity is a direct consequence of the k-linearity of the derivation ∆. Let
now f and g be two polynomials in A∞, by definition

exp(∆t)(fg) =
∑
i∈N

∆i(fg)ti
i! .
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By the generalized Leibniz rule (lemma 2.3.6) the last term equals

∑
i∈N

i∑
k=0

∆k(f)∆i−k(g)
k!(i− k)! ti,

which equals exp(∆t)(f) exp(∆t)(g).

We can now prove lemma 2.3.5.

Proof of lemma 2.3.5. By proposition 2.2.10 we know that

L∞(X) ∼= Spec
(

A∞
〈fq,s : 1 ≤ q ≤ r, s ∈ N〉

)
.

Let us fix q ∈ {1, . . . , r}, the map exp(∆t) being a morphism of k-algebras we deduce
that exp(∆t)(fq) = fq(exp(∆t)(T1), · · · , exp(∆t)(Tn)). Via the identification of A with
the subring A0 of A∞, it equals

fq

∑
i∈N

T1,i

i! t
i, . . . ,

∑
i∈N

Tn,i
i! t

i

 .
By definition of the family (fq,s)1≤q≤r

s∈N
of elements of A∞ (see subsection 2.2.9, in partic-

ular equation (2.1)), the preceding element of A∞JtK equals

∑
s∈N

fq,s

(Te,i
i!

)
1≤e≤n
0≤i≤s

 ts.
On the other hand, by definition

exp(∆t)(fq) =
∑
s∈N

∆s(fq)
s! ts,

and identifying the coefficients of t in both series we deduce that

∆s(fq)
s! = fq,s

(Te,i
i!

)
1≤e≤n
0≤i≤s

 . (3.1)

Hence we have found a change of variables inducing an automorphism of A∞ which
allows to recover ∆s(fq) from fq,s (and conversely) for 1 ≤ q ≤ r and s ∈ N, i.e., via
this change of variables the ideal 〈fq,s : 1 ≤ q ≤ r, s ∈ N〉 corresponds with the ideal
[I] = 〈∆s(fq) ; 1 ≤ q ≤ r, s ∈ N〉 of A∞ and it induces an isomorphism between the
presentation of L∞(X) in proposition 2.2.10 and the k-algebra in the statement of this
lemma, which concludes the proof.
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Differential algebra also provides a presentation of the jet schemes. The arguments
in the proof of lemma 2.3.5 may be immediately adapted to prove the following lemma:

Lemma 2.3.8. Let k be a field. Let n, r ∈ N \ {0}, in the k-algebra k[T1, . . . , Tn] we
consider the ideal I. Let X = Spec (k[T1, . . . , Tn]/I). Then

Lm(X) ∼= Spec (Am/ 〈∆s(f); f ∈ I, 0 ≤ s ≤ m〉) .

Both the presentations of L∞(X) obtained in proposition 2.2.10 and lemma 2.3.5
are useful depending on the case. The first one is combinatorially nice and is thus useful
when we aim to apply combinatorial techniques as in chapter 5. On the other hand,
the second description provides a differential ring and the powerful techniques from
differential algebra are applicable. This is the approach followed in chapter 3.

2.3.9 As a direct consequence of lemma 2.3.5, with the same notation we deduce the
following presentation of the reduced arc scheme of X:

L∞(X)red ∼= Spec (k{T1, . . . , Tn}/{I}) .

Hence results in differential algebra concerning radical differential ideals have di-
rect implications in the reduced structure of the arc scheme. Let I be a reduced
ideal of the ring A0. We have the following classical theorem of Kolchin (see [54, Ch.
IV/§17/Proposition 10]):

Theorem 2.3.10 (Kolchin irreducibility theorem). Let k be a field of characteristic
zero. Let I be a prime ideal of the ring A0. Then the reduced differential ideal {I} is
also prime.

As a consequence of this theorem, if I is a reduced ideal of the ring A0 and I = ∩rj=1Ij
is a prime decomposition of I (i.e., the ideal Ij is prime for every integer j ∈ {1, . . . , r}
and homogeneous if the ideal I is homogeneous), then for every integer j ∈ {1, . . . , r}
the reduced differential ideal {Ij} is prime and

{I} = {I1} ∩ · · · ∩ {Ir}. (3.2)

In subsection 2.4.5 we will discuss the implications of this result in the description
of the irreducible components of the arc scheme.

2.3.11 Density statements in arc scheme (e.g., [65, Corollary 3.7]) provide presenta-
tions of the ideal {I} (when the ideal I is assumed to be prime) which are very useful
from a computational point of view. The following general formulation can be deduced
from [54, Ch. IV/S17/Proposition 10] and the more general statement in [7, Proposi-
tion 3.3] (which is valid in arbitrary characteristic); we provide a direct proof for the
convenience of the reader.
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Lemma 2.3.12. Let k be a field of characteristic zero. Let I be a prime ideal of the
ring A0. For every H ∈ A0 such that Sing(Spec(A0/I)) ⊂ {H = 0} and H 6∈ I, we have

{I} = ([I] : H∞) (3.3)

Proof. Let P ∈ ([I] : H∞). There exists an integer N such that HNP ∈ {I}. From
theorem 2.3.10 we deduce that {I} is a prime ideal and by lemma 2.3.3 HN /∈ {I}, then
we conclude that P ∈ {I}.

Let us now prove the other inclusion. First, note that the kernel of the canonical mor-
phism A∞ −→ (A∞)H/[I](A∞)H equals ([I] : H∞) (since f/1 ∈ [I](A∞)H is equivalent
to HNf ∈ [I] for some N ∈ N). Hence it induces an injective morphism

A∞/([I] : H∞) � � // (A∞/[I])H . (3.4)

According to the notation in section 1.1, let {H 6= 0} = Spec(A0) \ {H = 0}. From
(3.4) we deduce that L∞({H 6= 0}) ⊂ {([I] : H∞) = 0}, which implies, thanks to the
irreducibility of L∞(Spec(A0/I)) (by corollary 2.4.6 and the fact that I is a prime ideal),
that {([I] : H∞) = 0} = L∞(Spec(A0/I))red. Hence, the radical of the ideal ([I] : H∞)
coincides with the ideal {I}.

Since Sing(Spec(A0/I)) ⊂ {H = 0}, we deduce that {H 6= 0} is an open sub-
scheme of Reg(Spec(A0/I)) and by proposition 2.2.8 (1) L∞({H 6= 0}) also is an open
subscheme of L∞(Reg(Spec(A0/I))). By proposition 2.2.19 we conclude that the local-
ization (A∞/[I])H by H of the ring A∞/[I] is a domain. Then (3.4) implies that the
ideal ([I] : H∞) is prime, hence reduced, which concludes the proof.

Formula (3.3), in the special case of systems of algebraic equations, can be linked to cor-
responding formulas of Lazard and to the Rosenfeld lemma (see [54, Ch. IV/§9/Lemma
2]) in the context of differential algebra. The proof of the Kolchin irreducibility theorem
(see [54, Ch. IV/§17/Proposition 10]) in particular explains how to use these results in
the differential setting in order to obtain statements analogous to lemma 2.3.12 in the
algebraic framework. As a direct illustration, let us stress that, for every irreducible
polynomial f ∈ A0, [54, Ch. IV/§9/Lemma 2] directly implies that

{f} = ([f ] : ∂(f)∞).

for every nonzero partial derivative ∂(f) of f . This formula also is a particular form of
lemma 2.3.12, and the way we will apply it in chapter 3.

2.3.13 Let k′ be an algebraic closure of the field k. Let I be a prime ideal of A0.
We observe that the ideal {I} ⊗k k′ of the ring A∞ ⊗k k′ coincides with the radical of
the differential ideal generated by the ideal I in the differential ring A′∞ := A∞ ⊗k k′.
Besides, for every polynomial P ∈ A′1 := A1 ⊗k k′, one can check directly from the
very definition that, if (ei)i∈I is a basis of the k-vector space k′, then the polynomial
P = ∑

i∈I Piei (with Pi ∈ A0 for every i ∈ I) belongs to ({I} ⊗k k′) ∩ A′1 if and only if,
for every i ∈ I, we have Pi ∈ {I}.
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2.4 Topological properties of the arc scheme

In this section we will include some results related with the topology of the arc scheme.
In particular we deduce from Kolchin theorem 2.3.10 a result about the irreducible
components of the arc scheme. In a second part, we introduce the constructible subsets
of the arc scheme and give some properties which will be useful in the sequel.

2.4.1 Let us first present three topological results which can be found or deduced from
[50]. The proof of the following lemma is contained in the proof of [50, Lemma 2.12].

Lemma 2.4.2 (Ishii-Kollár). Let k be a field and V be a k-variety. Then every arc
γ ∈ L∞(V ) is a specialization of an arc ϕ ∈ L∞(V ) whose base point is the generic
point of γ, i.e., ϕ(0) = γ(η).

The following corollary is a consequence of this lemma, see [19, Ch.3, Corollary 4.2.3].

Corollary 2.4.3. Let k be a field and V be a k-variety. Let U be an open subscheme
of V and let Z = V \ U be its complement. Then the k-scheme L∞(U) is dense in
L∞(V ) \L∞(Z).

Finally let us state the following result, corresponding to [50, Lemma 2.12]. Let us
stress that, in particular, it says that the arc scheme of a reduced variety V defined
over a field of characteristic zero has no irreducible component contained in the closed
subscheme L∞(VSing).

Lemma 2.4.4. Let k be a field of characteristic zero and V be a reduced k-variety. Then
every point γ ∈ L∞(V ) whose base point belongs to VSing is a specialization of an arc
ϕ ∈ L∞(V ) whose base point belongs to VSing and whose generic point does not belong
to VSing (i.e., the arc ϕ does not belong to L∞(VSing)).

2.4.5 Let us now present the geometric counterpart of subsection 2.3.9 and in par-
ticular of the Kolchin irreducibility theorem (theorem 2.3.10). Let k be a field of
characteristic zero and let I be an ideal of the polynomial ring k[T1, . . . , Tn]. Let
V = Spec(k[T1, . . . , Tn]/I) be the associated k-variety. Recall that, as consequence of
lemma 2.3.5, we can obtain the following presentation of the reduced closed subscheme
of L∞(V ):

L∞(V )red ∼= Spec (k{T1, . . . , Tn}/{I}) .

Then, Kolchin irreducibility theorem 2.3.10 implies the following result in terms of
the arc scheme (see [19, Ch. 3/§4/Theorem 4.3.4] for an alternative proof).

Corollary 2.4.6. Let k be a field of characteristic zero and let V be a k-variety. Let
(Vi)i∈I be the irreducible components of V . Then (L∞(Vi))i∈I are the irreducible com-
ponents of L∞(V ). In particular, V is irreducible if and only if L∞(V ) is irreducible.
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Remark 2.4.7. The assumption of the field to be of characteristic zero in Kolchin irre-
ducibility theorem, as well as in its version in terms of the arc scheme stated in corollary
2.4.6, is crucial. For example, let k be a field of characteristic p > 0 and let us consider
the polynomial f = T p1 + T p2 T3 ∈ k[T1, T2, T3]. It is an irreducible polynomial and hence
the k-variety X = Spec(k[T1, T2, T3]/ 〈f〉) is irreducible. Its reduced singular locus is
the closed subset XSing = V (T1, T2), we note Xsm its smooth locus. Then L∞(XSing)
and L∞(Xsm) are the two irreducible components of L∞(X), hence it is not irreducible
although X is. A detailed proof can be found in [19, Ch. 3/§4/Remark 4.3.5].

Let us stress that, in order to study topological questions, one can always assume the
base variety to be reduced, as the following lemma (corresponding to [19, Ch.3, Lemma
3.4.4]) assures. This justifies that corollary 2.4.6 is indeed a direct consequence of the
Kolchin irreducibility theorem 2.3.10 although the ideal in its statement is assumed to
be reduced.

Lemma 2.4.8. Let k be a field and X be a k-scheme. The closed immersion Xred →
X induces an isomorphism (L∞(Xred))red → (L∞(X))red. In particular, there is a
homeomorphism L∞(Xred)→ L∞(X).

2.4.9 Let us recall some definitions and results about constructible subsets of a scheme.
Let X be a topological space. A subset Z of X is said to be retrocompact in X if, for
every quasi-compact open set U of X, Z∩U is quasi-compact. If X is a scheme, a subset
Z of X is retrocompact in X if and only if, for every affine open subscheme U of X,
Z ∩ U is quasi-compact.

The set X is retrocompact in X, and every closed subset of X also is. A finite union
of retrocompact subsets of X is retrocompact in X (since a finite union of quasi-compact
subsets is quasi-compact). A finite intersection of open retrocompact subsets of X is
a retrocompact open subset in X. If X is a noetherian topological space, then every
subset of X is retrocompact in X.

Let X be a topological space. A subset C of X is said to be constructible in X if it
belongs to the smallest set of subsets of X containing all retrocompact open subsets of
X and is stable under finite intersection and complements (and hence it is also stable
under finite unions). By [37, Ch. 0, Proposition 9.1.3], C is a constructible subset of
X if and only if there exist finite families (U1, . . . , Un) and (V1, . . . , Vn) of retrocompact
open subsets of X such that C =

n⋃
i=1

(Ui ∪ (X \ Vi)) .

In the case of a noetherian scheme, the definition of a constructible subset is simpler.
Let X be a noetherian scheme. A subset C of X is constructible in X if and only if it
is a finite union of locally closed subsets of X. Let us stress that this is the case of the
m-jet scheme Lm(V ) of a k-variety V , for m ∈ N. Thanks to the fact that L∞(V ) is the
projective limit of the m-jet schemes lim←−Lm(V ) with the truncation morphisms, we can
also describe the constructible subsets of L∞(V ) in a simpler way. Parts (a) and (b) of
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the following lemma can be found under this form in [19, Ch.3, Lemma 4.5.2], which is
a particular case of [40, Théorème 8.3.11]. Part (c) corresponds to [70, Lemme 4.3.9].

Lemma 2.4.10. Let k be a field and V a k-variety. The following assertions hold true:

(a) For every integer m ∈ N and every constructible subset D of Lm(V ), the subset
(θ∞m,V )−1(D) of L∞(V ) is constructible; it is closed (resp. open) if D is closed
(resp. open).

(b) For every constructible subset C of L∞(V ), there exist an integer m ∈ N and a
constructible subset Cm of Lm(V ) such that C = (θ∞m,V )−1(Cm). Moreover, if C is
closed (resp. open), then Cm can be taken to be closed (resp. open).

(c) For every constructible subset C of L∞(V ), for every m ∈ N, the subset θ∞m,V (C)
of Lm(V ) is constructible.

This lemma implies in particular that constructible subsets in arc scheme coincide
with the so-called cylinders in motivic integration.
Remark 2.4.11. In [41] what we have defined to be a constructible subset of a topological
space X is called a globally constructible subset of X. There, a subset C of a scheme
X is defined to be constructible if every point of X is contained in an open subset U of
X such that C ∩ U is globally constructible in U (if X is a scheme we ask U to be an
affine open subscheme). Then every globally constructible subset of X is a constructible
subset. In fact, for noetherian schemes the converse also holds, and this property can
be extended to projective limits of noetherian schemes; see [19, Appendix, Proposition
1.3]. Hence we deduce that both notions coincide for the arc scheme of a k-variety.

2.5 Valuations and the arc scheme

2.5.1 Let k be a field, k ⊂ K a field extension and Γ a totally ordered abelian group.
We endow Γ ∪ {∞} with a structure of totally ordered abelian group by fixing d < ∞
for every d ∈ Γ and ∞ + d = ∞ +∞ = ∞. Let us recall that a valuation on K with
values in Γ is a map ν : K → Γ ∪ {∞} such that

(1) ν(ab) = ν(a) + ν(b) for every a, b ∈ K.

(2) ν(a+ b) ≥ min(ν(a), ν(b)) for every a, b ∈ K.

(3) ν(a) =∞ if and only if a = 0.

When Γ is isomorphic to Z the valuation ν is said to be a discrete valuation.
An integral domain R contained in K is a valuation ring of K if, for every a ∈ K,

either a ∈ R or a−1 ∈ R. Given a valuation ν on K, we denote by Rν ⊂ K the associated
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valuation ring, i.e., the set of elements x ∈ K such that ν(x) ≥ 0. It is a local ring of
maximal ideal {x ∈ K : ν(x) > 0}. Conversely, given a valuation ring R of K we
can construct a valuation ν of K such that Rν = R. See [77, Proposition 2.3] for this
construction. Let us remark that two valuations of K can have the same ring, in this
case we say that they are equivalent (and in fact they are equal up to composition with
an isomorphism of ordered groups, see [77, Proposition 2.4]). Let us observe that, the
unique automorphism of ordered groups in Z being the identity, one can associate with a
discrete valuation ring a unique valuation with values in Z, which is called its normalized
valuation.

2.5.2 Let X be an integral separated k-scheme and let ν be a valuation on the field
k(X). We say that ν is centered on X if there exists a point x ∈ X such that the local
ring (OX,x,mx) is contained in Rν (as a subring, note that both can be seen as subrings
of k(X)). If ν is centered on X then the set of points x ∈ X such that ν(a) > 0 for
every a ∈ mx is a nonempty irreducible closed subset of X whose generic point is called
the center of ν in X and denoted by cX(ν).

Let X, Y be two integral separated k-schemes and ϕ : Y → X be a birational
morphism of k-schemes; it induces an isomorphism k(X) ∼= k(Y ). Let ν be a valuation
on the field k(Y ), hence it can be seen also as a valuation on k(X) via the induced
isomorphism. If ν is centered on Y , then it is centered on X and cX(ν) = ϕ(cY (ν)).
Moreover, if ϕ is assumed to be proper, the valuative criterion of properness implies
that, if ν is centered on X, then ν is centered on Y as well. See e.g., [77, Section 7] for
more details.

2.5.3 Let k be a field and V ′ be an integral separated k-variety with field of functions
k(V ′). Let E be a prime divisor in V ′, that is, an integral closed subscheme of V ′ of
codimension 1. Assume that V ′ is normal (it suffices to assume that the generic point of
E is normal). Then the local ring OV ′,E (defined as the localization of OV ′ at the generic
point of E) is a one-dimensional normal noetherian local ring, and by [60, Theorem 11.2]
it is a discrete valuation ring. Let us consider the order function ordE : k(V ′)∗ → Z
which associates with a nonzero element f ∈ k(V ′) its order of vanishing ordE(f) at the
generic point of E. Then ordE is the extension of the normalized valuation of OV ′,E to
its field of fractions k(V ′). This valuation is centered on V ′ and its center cV ′(ordE) is
the generic point of E.

Now, let V be an integral separated k-variety and ϕ : V ′ → V be a proper birational
morphism, it induces an isomorphism of fields k(V ) ∼= k(V ′). Then we say that the prime
divisor E in V ′ is a divisor over V . The valuation ordE on k(V ′) induces a valuation on
k(V ) which is also denoted by ordE. By subsection 2.5.2, this valuation is centered on
V and its center is the generic point of ϕ(E).

A valuation ν on k(V ) with values in Z which is of the form qordE for a triple
(V ′, ϕ, E) as above and an integer q ≥ 1 is called a divisorial valuation on V and we say
that it is centered on V ′. The integer q is called the index of ν and denoted by qν .
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2.5.4 Up to the end of the section we will assume that k is a field of characteristic zero
since the original references which we will cite work in this setting, although most of the
results we will present are still true for perfect fields. Let V be an integral separated
k-variety. Let γ ∈ L∞(V ) be an arc on V with residue field κ(γ), let us see it as a
morphism γ : Spec(κ(γ)JtK) → V . According to [47], γ is said to be thin if its image is
contained in a strict closed subscheme of V . If γ is not thin, then it is called a fat arc.
The following equivalent properties are characterizations of fat arcs (see [47, Proposition
2.5]):

(i) The arc γ ∈ L∞(V ) is not thin.

(ii) The morphism γ : Spec(κ(γ)JtK)→ V corresponding to γ is dominant.

(iii) The morphism γ : Spec(κ(γ)JtK) → V maps the generic point η of Spec(κ(γ)JtK)
to the generic point of V .

(iv) The corresponding morphism of k-algebras γ∗ : O(V )→ κ(γ)JtK is injective.

(v) The induced morphism of local k-algebras γ∗ : OV,γ(0) → κ(γ)JtK is injective.

Analogously, in [31] a subset C of L∞(V ) was defined to be thin if there is a proper
closed subvariety Z of V such that C ⊂ L∞(Z). An irreducible closed subset of L∞(V )
which is not thin is called a fat subset.

Let γ ∈ L∞(V ) be a fat arc. The induced morphism of local rings γ∗ : OV,γ(0) →
κ(γ)JtK being injective (characterization (v)), γ∗ can be extended to an injective mor-
phism of fields γ∗ : k(V )→ κ(γ)((t)), where k(V ) is the field of functions of V . We can
compose it with the t-adic valuation ordt : κ(γ)((t)) → Z ∪ {∞} to obtain a discrete
valuation on k(V ):

ordγ : k(V ) −→ Z ∪ {∞}
f 7−→ ordt(γ∗(f)).

Observe that the morphism γ : Spec(κ(γ)JtK)→ V maps the closed point of Spec(κ(γ)JtK)
to the center of the valuation ordγ, which coincides with the center of the arc, γ(0). If
C is an irreducible and fat closed subset of L∞(V ) then its generic point γ ∈ L∞(V ) is
a fat arc, an we also denote by ordC the valuation ordγ on k(V ). Note that, for every
f ∈ OV , we have ordC(f) = inf {ordγ(f) : γ ∈ C is a fat arc} and indeed, for every
f ∈ k(V ), we have ordC(f) = inf {ordγ(f) : γ ∈ C is a fat arc}.

Example 2.5.5. Let V be a smooth separated k-variety and E be a prime divisor in V .
Then (θ∞0,V )−1(E) is an irreducible constructible subset of L∞(V ), let γ be its generic
point. Then ordγ coincides with the divisorial valuation ordE on k(V ).

Let ν be a discrete valuation on k(V ). In [49, Definition 2.8], S. Ishii defined the
closed subset WV (ν) as the closure of the set of fat arcs γ ∈ L∞(V ) such that ordγ = ν.
If ν is not centered on V then WV (ν) = ∅. Moreover, θ∞0,V (WV (ν)) ⊂ {cV (ν)}. The
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following proposition corresponds to [47, Proposition 2.11] and shows that for a divisorial
valuation ν the set WV (ν) in non-empty:

Proposition 2.5.6 (Ishii). Let k be a field of characteristic zero and V be an integral
separated k-variety. For every divisorial valuation ν on V there exists a fat arc γ ∈
L∞(V ) of V such that ν = ordγ.

The next result, corresponding to [49, Proposition 2.9], complements proposition
2.5.6.

Proposition 2.5.7 (Ishii). Let k be a field of characteristic zero and V and V ′ be integral
separated k-varieties. Let ϕ : V ′ → V be a proper birational morphism and let ν be a
divisorial valuation on V centered on V ′. Then WV (ν) = L∞(ϕ)(WV ′(ν)).

Let us remark that in the preceding proposition the assumption on ϕ to be proper
may be omitted, a proof in this case can be found in [19, Ch.7, Lemma 2.2.6]. Let
us remark that, for ν a divisorial valuation on V , the set WV (ν) is called in [49] a
maximal divisorial set. It has the property to be maximal for the inclusion among all
the irreducible closed fat subsets C of L∞(V ) such that ordC = ν. By its relation with
the Nash problem (see the Introduction) we also call it a Nash set, this terminology will
be used in chapter 5.

2.5.8 Now we are going to present the notion of contact loci in arc scheme, first studied
in [31]. They correspond with the loci of arcs on a variety defined by order of contact
with a fixed subscheme. Precisely, let k be a field and V be an integral separated k-
variety. Let a be an ideal sheaf of OV and q ∈ N, we define the contact loci of a as the
subsets

Cont≥q(V, a) = {γ ∈ L∞(V ) : ordγ(a) ≥ q}

and
Contq(V, a) = {γ ∈ L∞(V ) : ordγ(a) = q} .

Both are constructible subsets of L∞(V ) (see [31]), the subset Cont≥q(V, a) is closed and
Contq(V, a) is locally closed in L∞(V ) (and an open constructible subset of Cont≥q(V, a),
since Contq(V, a) = Cont≥q(V, a) \ Cont≥q+1(V, a)). If Y is the closed subscheme of V
defined by a, we define Cont≥q(V, Y ) and Contq(V, Y ) respectively as Cont≥q(V, a) and
Contq(V, a). We have the following relation with divisorial valuations.

Proposition 2.5.9 (Ishii). Let k be a field of characteristic zero and V, V ′ be integral
separated k-varieties such that V ′ is smooth. Let ϕ : V ′ → V be a proper birational
morphism and E be a prime divisor in V ′. Let q be an integer such that q ≥ 1 and
ν = qordE be the divisorial valuation on V centered on V ′. Then

WV (ν) = L∞(ϕ)(Cont≥q(V ′, E)).

In particular, WV (ν) is irreducible.
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Sketch of the proof. This proposition corresponds to [49, Proposition 3.4] and the proof
consists in showing that WV ′(ν) = Cont≥q(V ′, E) and then applying proposition 2.5.7.

The following proposition is a generalization to the singular case of [31, Corollary
2.6]. It corresponds to [27, Proposition 2.12].

Proposition 2.5.10 (de Fernex-Ein-Ishii). Let k be a field of characteristic zero and V
be an integral separated affine k-variety. Let a be a non-zero ideal of OV . Let q ∈ N.
Then every fat irreducible component of Cont≥q(V, a) is a maximal divisorial set, that
is, of the form WV (ν) for ν a divisorial valuation on V .

In fact, for a divisorial valuation ν on an affine k-variety V , an ideal a of OV and an
integer q ≥ 1, the inclusion WV (ν) ⊂ Cont≥q(V, a) is equivalent to ν(a) ≥ q.
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On the tangent space of a weighted homogeneous

plane curve singularity

Let k be a field of characteristic 0. Let C = Spec(k[x, y]/〈f〉) be a weighted homogeneous
plane curve singularity with tangent space πC : TC /k → C . The Zariski closure G (C ) of
the set of the 1-jets on C which define formal solutions (in K[[t]]2 for field extensions
K of k) of the equation f = 0 is an irreducible component of TC /k, which we call its
general component, by analogy with the theory of differential equations. We denote by
N1(C ) the ideal defining G (C ) as a reduced closed subscheme of TC /k. In this chapter,
we study from a computational point of view the ideal N1(C ).

The elements of the ideal N1(C ) define the nilpotent functions on the arc scheme
L∞(C ) associated with C which live on L1(C ). The relation of arc and jets schemes
with differential algebra presented in section 2.3 provides important tools to study these
nilpotency phenomena and hence the general component of the tangent space. This is
the content of section 3.2.

In section 3.3 we present some technical results of combinatorial nature which will be
useful in the following sections. In section 3.4 we obtain, using differential algebra, some
properties about N1(C ) in the particular case of a curve C defined by a homogeneous
polynomial. In section 3.5 we obtain Groebner bases of N1(C ) for a curve C defined
by a homogeneous polynomial and in section 3.6 we do the same thing for weighted
homogeneous polynomials using the results for the homogeneous case.

Finally, elements in N1(C ) are related with differential operators, as shown in [73].
In section 3.7 we obtain applications of the results in this chapter in terms of differential
operators.

Most of the contents in the present chapter have been obtained in collaboration with
J. Sebag and are included in the article [61].

43
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3.1 Conventions on polynomials

Let us recall from subsection 2.3.2 that, for n ∈ N and m ∈ N ∪ {∞}, we denote
by Am the polynomial ring k[ti,j; i ∈ {1, . . . , n}, j ∈ {0, . . . ,m}] with the convention
{0, . . . ,∞} = N. We denote by B0 (resp. B1) the polynomial ring k[x0, y0] (resp.
k[x0, y0, x1, y1]), which may be identified with A0 (resp. A1) for n = 2.

3.1.1 On the polynomial ring A1 (or B1), we will use various graded structures asso-
ciated with various degree functions.

1. The total degree deg := degtot of the polynomial ring A1; for this function, the
monomial M = ta1

1,0 . . . t
an
n,0t

b1
1,1 . . . t

bn
n,1 of A1 is of degree degtot(M) = ∑n

i=1(ai + bi).

2. The partial degree deg0 of the polynomial ring A1, where every polynomial is seen as
a polynomial in the variables ti,0 with coefficients in the ring k[ti,1; i ∈ {1, . . . , n}];
for this function, the monomial M is of degree deg0(M) = ∑n

i=1 ai.

3. The partial degree deg1 of the polynomial ring A1, where every polynomial is seen as
a polynomial in the variables ti,1 with coefficients in the ring k[ti,0; i ∈ {1, . . . , n}];
for this function, the monomialM is of degree deg1(M) = ∑n

i=1 bi. For this grading,
a homogeneous polynomial P is said to be 1-homogeneous of 1-degree deg1(P ).

We say that a polynomial P ∈ A1 is bi-homogeneous if the polynomial P is simultaneously
a homogeneous polynomial for the graded structure induced by (2) and that induced
by (3). Equivalently, the polynomial P is bi-homogeneous if and only if there exist two
integers e, d such that one has deg0(T ) = e and deg1(T ) = d for every nonzero term T of
P . The pair (d, e) is the bi-degree of P . Let us stress that, in particular, the polynomial
P then is homogeneous for the graded structure induced by (1) (but, obviously, the
converse does not hold, consider for example P = t1,0 + t1,1).

3.1.2 Let k be a field of characteristic zero. Let f ∈ B0 be a polynomial. We say that
f is weighted homogeneous of weight (w1, w2, w) if we have the formula

f(tw1x0, t
w2y0) = twf(x0, y0)

in the polynomial ring B0[t]. We recall the following usual characterizations of weighted
homogeneous polynomials.

Proposition 3.1.3. Let k be a field of characteristic zero. Let f ∈ B0 \ k be a reduced
polynomial. The following assertions are equivalent:

1. The polynomial f is weighted homogeneous of weight (w1, w2, w);
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2. Every monomial xi0y
j
0 of f satisfies iw1 + jw2 = w;

We assume that the field k is algebraically closed. The former assertions are equivalent
to the following one:

3. There exist a k-automorphism σ of the ring B0, an integer n ≥ 1, a pair of coprime
integers (r, s), with r ≥ s, and λ1, . . . , λn ∈ k∗ such that σ(f) = xε0y

ε′
0
∏n
i=1(xr0 −

λiy
s
0) with ε, ε′ ∈ {0, 1}.

Proof. Equivalence (1) ⇔ (2) is clear. Equivalence (2) ⇔ (3) is proved in [18, Lemmas
1,2,3].

3.2 The general component of the tangent space

As already mentioned in the introduction, the object of study of the present chapter is
the general component of the tangent space of an affine plane curve. In this section,
we will see that the tangent space of a k-variety is isomorphic to its 1-jet scheme and
we will show how to take advantage of the relation between differential algebra and jet
schemes in order to study the general component.

3.2.1 Let k be a field of characteristic zero. Let V be an affine k-variety and Ω1
V/k the

module of Kähler differentials of V , which is the unique O(V )-module representing the
functor from the category of O(V )-modules to that of sets which sends an O(V )-module
M to Derk(O(V ),M) (i.e., HomModO(V )(Ω1

V/k,M) ∼= Derk(O(V ),M)). We define the
tangent space TV/k of V as Spec(Sym(Ω1

V/k)). Although we will work in the affine case,
let us stress that this construction may be extended in the global case, the cotangent
sheaf being the generalization of the module of Kähler differentials and the tangent sheaf
being its dual.

Lemma 3.2.2. Let k be a field and V a k-scheme. Then the tangent space TV/k of V
is isomorphic as a k-scheme to L1(V ).

Proof. We can assume that V is affine. Let C be a k-algebra such that V = Spec(C).
We will show that there is a bijection between the functor L1(V ) defined in subsection
2.1.1 and the functor of points of Spec(Sym(Ω1

V/k)), we can restrict to the category
of affine k-schemes. Let R be a k-algebra, then it suffices to find a bijection between
HomSchk

(
Spec(R), Spec(Sym(Ω1

V/k))
)
and HomSchk (Spec(R[t]/ 〈t2〉), V ) functorial in R.

On the one hand, a morphism in HomSchk

(
Spec(R), Spec(Sym(Ω1

V/k))
)
corresponds

with a morphism in HomAlgk

(
Sym(Ω1

V/k), R
)
. By the universal property of symmetric

algebra, it corresponds with the datum of a morphism of k-algebras f : C → R and
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an element in HomModC

(
Ω1
V/k, R

)
which defines, by definition of Ω1

V/k, a derivation
D : C → R .

On the other hand, a morphism in HomSchk (Spec(R[t]/ 〈t2〉), V ) corresponds with
a morphism γ in HomAlgk (C,R[t]/ 〈t2〉) which is determined, for c ∈ C, by γ(c) =
c0 + c1t. For c, c′ ∈ C we have γ(c + c′) = γ(c) + γ(c′) = c0 + c′0 + (c1 + c′1)t and
γ(cc′) = c0c

′
0 + (c0c

′
1 + c′0c1)t. If we fix γ0, γ1 : C → R defined by γ0(c) = c0 and

γ1(c) = c1 for every c ∈ C, we deduce that γ0 is a morphism of k-algebras and γ1 is a
k-derivation.

Hence the datum of (f,D) defines a morphism of k-algebras

C −→ R[t]/ 〈t2〉
c 7−→ f(b) +D(b)t

which furnishes a bijection, functorial inR, between HomSchk

(
Spec(R), Spec(Sym(Ω1

V/k))
)

and HomSchk (Spec(R[t]/ 〈t2〉), V ).

From now on we identify TV/k and L1(V ) via the isomorphism in lemma 3.2.2. Then
the truncation morphisms induce canonical morphisms θ1

0,V : TV/k → V and θ∞1,V :
L∞(V )→ TV/k. We have the following decomposition:

(TV/k)red = (θ1
0,V )−1(VReg)

⋃
(θ1

0,V )−1(VSing). (2.1)

By lemma 2.4.4 one knows that the open subscheme L∞(V ) \L∞(VSing) is dense in
L∞(V ). If V is assumed to be irreducible, we observe that the closed subset θ∞1,V (L∞(V ))
of L1(V ) is irreducible (since L∞(V ) is by corollary 2.4.6) and contains the open subset
(θ1

0,V )−1(VReg) = L1(VReg) by proposition 2.2.19. On the other hand, (θ1
0,V )−1(VReg) also

is an irreducible component of TV/k. Hence

G (V ) := θ∞1,V (L∞(V )) = (θ1
0,V )−1(VReg) (2.2)

is defined to be the general component of TV/k. If K ⊃ k is a field extension, the K-
points of G (V ) hence correspond to elements of TV/k(K), i.e., K-valued 1-jets, which
are Zariski closed to 1-jets with regular base-point.

3.2.3 If V is assumed to be affine with O(V ) = A0/I, we denote by N1(V ) the unique
ideal of O(TV/k) such that O(G (V )) = O(TV/k)/N1(V ). By lemmas 2.3.8 and 3.2.1, the
ideal N1(V ) has a unique preimage in the ring A1 which contains the ideal 〈I,∆(I)〉. In
a slight abuse of notation, we also denote this preimage by N1(V ). Let us also assume
V to be integral. By formula (2.2) we have

N1(V ) :=
√

([I] ∩ A1)/〈I,∆(I)〉.
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We check that
√

[I] ∩ A1 =
√

[I]∩A1 = {I}∩A1 (since f ∈
√

[I]∩A1 if and only if there
exists n ∈ N such that fn ∈ [I] ∩ A1 if and only if f ∈

√
[I] ∩ A1). Hence by lemma

2.3.12, for every H ∈ A0 such that VSing ⊂ {H = 0} and H 6∈ I we have

N1(V ) = ({I} ∩ A1)/〈I,∆(I)〉 = (([I] : H∞) ∩ A1)/〈I,∆(I)〉. (2.3)

From this formula and lemma 2.3.5 we observe that the elements of the ideal N1(V )
define the nilpotent functions on the arc scheme L∞(V ) which live in L1(V ).

Besides, we observe that 〈I,∆(I)〉 ⊂ (〈I,∆(I)〉 : H∞) ⊂ N1(V ). Moreover, the ker-
nel of the canonical morphism A1 −→ (A1)H/〈I,∆(I)〉(A1)H equals the ideal (〈I,∆(I)〉 :
H∞) of A1 (since f/1 ∈ 〈I,∆(I)〉(A1)H is equivalent toHnf ∈ 〈I,∆(I)〉 for some n ∈ N).
Hence it induces an injective morphism

A1/(〈I,∆(I)〉 : H∞) � � // (A1/〈I,∆(I)〉)H . (2.4)

Since VSing ⊂ {H = 0} we deduce that {H 6= 0} ⊂ VReg and hence by proposition
2.1.4 (1) L1({H 6= 0}) ∼= Spec((A1/〈I,∆(I)〉)H) is also an open (reduced) subscheme of
L1(VReg) = (θ1

0,V )−1(VReg), thus its closure equals the general component G (V ) by (2.2).
On the other hand, by proposition 2.2.19 we have that the localization (A1/〈I,∆(I)〉)H

by H of the ring A1/〈I,∆(I)〉 is a domain. Then (2.4) implies that A1/(〈I,∆(I)〉 : H∞)
is also a domain and hence (〈I,∆(I)〉 : H∞) is a prime ideal of A1 and the irreducible
closed reduced subscheme Spec(A1/(〈I,∆(I)〉 : H∞)) of L1(V ) contains L1({H 6= 0}),
which shows that Spec(A1/(〈I,∆(I)〉 : H∞)) = G (V ) (all the involved subschemes are
reduced) and

N1(V ) = (〈I,∆(I)〉 : H∞). (2.5)

3.2.4 The previous remarks, together with the consequence of theorem 2.3.10 given in
equation (3.2) in subsection 2.3.9, provide the following observation:

Observation 3.2.5. Let k be a field of characteristic zero. Let r ∈ N∗. Let I be a
reduced ideal of A0 with (Ij)j∈{1,...,r} as prime components. We set V = Spec(A0/I) and
Vj = Spec(A0/Ij) for every integer j ∈ {1, . . . , r}. Let P ∈ A1. The following assertions
are equivalent:

1. The polynomial P belongs to the ideal N1(V );

2. The polynomial P belongs to the ideal ∩rj=1({Ij} ∩ A1);

3. For every integer j ∈ {1, . . . , r}, the polynomial P belongs to the ideal N1(Vj) =
([Ij] : H∞j ) = (〈Ij,∆(Ij)〉 : H∞j ) for every Hj satisfying the assumption of lemma
2.3.12.

In particular, if there exists an irreducible polynomial f ∈ A0 (resp. B0) such that
I = 〈f〉, then we have N1(V ) = (〈f,∆(f)〉 : ∂(f)∞) for every nonzero partial derivative
∂(f) of f . This will be the case for the curves in the following sections.
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Remark 3.2.6. By analogous arguments, observation 3.2.5 can be extended for m-jet
schemes of any level m ≥ 1.

3.2.7 Let V be an affine k-variety with O(V ) = A0/I. Since, for every generator g of
I, the polynomial ∆(g) is homogeneous, with deg1(∆(g)) = 1, for the graded structure
(3) in subsection 3.1.1 (i.e., it is isobaric of weight 1), we conclude from formula (2.3)
that the ideal N1(V ) (in the ring A1) is homogeneous. Besides, if the ideal I is assumed
to be homogeneous (in the ring A0), the same argument implies that the ideal N1(V )
(in the ring A1) is bi-homogeneous.

3.2.8 From the expression of the ideal N1(V ) in (2.5) K. Kpognon and J. Sebag
developed an algorithm producing a Groebner basis of it which we describe here (see
also [55, Remark 4.7] and [14, Section 7]).

Let V = Spec(A0/I) be an integral variety and let H ∈ A0 such that VSing ⊂ {H = 0}
and H 6∈ I. We consider the ideal 〈I,∆(I), 1 −HT 〉 of the ring A1[T ]. From equation
(2.5) we deduce that

N1(V ) = 〈I,∆(I), 1−HT 〉 ∩ A1.

Then a classical result in Elimination Theory (see [22, Ch.3, §1, Theorem 2]) assures
that, if G is a Groebner basis of the ideal 〈I,∆(I), 1 − HT 〉 in A1[T ] with respect to
an elimination order for the variable T (for example a lexicographic order where T is
the greatest variable), then G ∩A1 is a Groebner basis of N1(V ). Recall that G may be
constructed using the Buchberger’s algorithm ([22, Ch.2, §7]).

The computations in the examples in this chapter have been made using this algo-
rithm implemented in SageMath [76]. Let us stress that this algorithm has a complexity
comparable to that of Buchberger’s algorithm, so an important number of examples
cannot be processed.

3.3 Technical results on polynomials

In this section, we establish technical results (see propositions 3.3.4 and 3.3.6) which will
provide characterizations for the divisibility of elements in B1 by the polynomial sy1x0−
ry0x1 for r, s ∈ N\{0}, but which are sufficiently general to be considered independently.
This polynomial will play an important role in our description of the general component
attached to an affine plane curve defined by the datum of a homogeneous or weighted-
homogeneous polynomial, and the results in this section will be useful in the following
ones. In this section we fix the lexicographic order on B1 associated with y1 > y0 >
x1 > x0.
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3.3.1 On the set N4, we introduce the following equivalence relation: for every pair of
tuples (a, b) ∈ N4 × N4, we say that a is equivalent to b if there exists an integer s ∈ Z
such that


b1 = a1 − s
b2 = a2 + s
b3 = a3 + s
b4 = a4 − s.

In this case, we write a ∼ b.

Lemma 3.3.2. Let a, b ∈ N4. The following assertions are equivalent:

1. We have a ∼ b;

2. The 4-tuples a, b verify the following conditions:
a1 + a3 = b1 + b3
a2 + a4 = b2 + b4
a1 + a2 = b1 + b2
a3 + a4 = b3 + b4.

Proof. We only have to prove (2) ⇒ (1). Let us set s := a1 − b1. We observe from
equations in system (2) that

s = b2 − a2
= b3 − a3
= a4 − b4.

Thus, we deduce that b1 = a1 − s, b4 = a4 − s, b2 = a2 + s and b3 = a3 + s.

3.3.3 Let Γ be a set of representatives of ∼ in N4. For every polynomial P ∈ B1, there
exist bi-homogeneous polynomials P1, . . . , Pm ∈ B1 with P = ∑m

i=1 Pi and which satisfy
the following property: for every integer i ∈ {1, . . . ,m}, one can find a unique αi ∈ Γ
such that

Pi =
∑

a∈N4,a∼αi∈Γ
λay

a1
1 y

a2
0 x

a3
1 x

a4
0 . (3.1)

If we assume that the polynomial P is bi-homogeneous of bi-degree (d, e), we observe,
thanks to lemma 3.3.2, that, for every integer i ∈ {1, . . . ,m}, there exists an integer
`i ≤ d+ e such that:

Pi =
∑

(a1,a2)∈N2

a1+a2=`i

λ(a1,a2,d−a1,e−a2)y
a1
1 y

a2
0 x

d−a1
1 xe−a2

0 . (3.2)

(Let us stress that, because of the assumption on P , we have a3 = d−a1 and a4 = e−a2
in formula (3.1).)
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Proposition 3.3.4. Let P ∈B1 be a polynomial. We set P =∑
a∈N4λay

a1
1 y

a2
0 x

a3
1 x

a4
0 . Let

r, s ∈ N \ {0}. The following assertions are equivalent:

1. The polynomial sy1x0 − ry0x1 divides the polynomial P .

2. We have the formula
∑

b∈N4,b∼a
λbr

b1sb3 = 0 for every tuple a ∈ N4.

If we assume that the polynomial P is bi-homogeneous of bi-degree (d, e), then the former
assertions are equivalent to the following one:

(3) For every integer `, we have the formula∑
(a1,a2)∈N2

a1+a2=`

λ(a1,a2,d−a1,e−`+a1)r
a1sd−a1 = 0.

Proof. Assertion (3) is equivalent to assertion (2) by equation (3.2). For (1) ⇒ (2), we
set G = sy1x0− ry0x1. Let Q ∈ B1 be a polynomial. Each term M = µmy

m1
1 ym2

0 xm3
1 xm4

0
of Q (with µm ∈ k) provides two monomials in the expression of QG, whose de-
grees belong to the same equivalence class by ∼, namely sµmy

m1+1
1 ym2

0 xm3
1 xm4+1

0 and
−rµmym1

1 ym2+1
0 xm3+1

1 xm4
0 . One checks that their sum satisfies the required property

since
sµmr

m1+1sm3 − rµmrm1sm3+1 = µmr
m1sm3(rs− rs)

= 0. (3.3)

Let us now prove (2) ⇒ (1). We may assume that

P =
∑

a∈N4,a∼α∈Γ
λay

a1
1 y

a2
0 x

a3
1 x

a4
0

by subsection 3.3.3. By assumption, we have∑
a∈N4,a∼α∈Γ

λar
a1sa3 = 0.

We have to prove that G divides the polynomial P . Let us set

lm(P ) = λãy
ã1
1 y

ã2
0 x

ã3
1 x

ã4
0

with ã ∼ α. Various cases occur:

◦ If ã1 = 0 then λa = 0 whenever a1 > 0 (otherwise it would contradict the fact that
the tuple ã corresponds to lm(P )). But, by the definition of the relation ∼, there is no
tuple a ∼ ã with a1 = ã1 different from ã itself. Thus P = lm(P ) and, by assumption,
we have λã = 0; hence, P = 0.

◦ We assume that ã4 = 0. By the definition of relation ∼, every tuple a equivalent
to ã must verify a1 ≥ ã1, since a1 = ã1 + a4. If a1 > ã1, we deduce that λa = 0 because
of the choice of ã. Thus, we have P = lm(P ), and we conclude as formerly.
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◦ We assume that ã1, ã4 > 0. Then the polynomial

P (1) := P −
(
λã
s
yã1−1

1 yã2
0 x

ã3
1 x

ã4−1
0

)
G

still verifies ∑a∈N4,a∼α∈Γ λar
a1sa3 = 0 (by observation (3.3) applied here), and we also

have lt(P (1)) < lt(P ). Using the previous cases, we observe that this construction
can be iterated. In this way, we construct P (2) such that lt(P (2)) < lt(P (1)) and G
divides P (2)−P (1). After a finite number t of steps (at most min{ã1, ã4}), we will obtain
P (t) = 0, which proves the property and concludes the proof.

3.3.5 Let r, s ∈ N∗. We introduce the morphism of B0-algebras

ẽv1 : B1 → B0 (3.4)

defined by x1 7→ sx0 and y1 7→ ry0.

Proposition 3.3.6. Let P ∈ B1 be a 1-homogeneous polynomial of 1-degree d. Let
r, s ∈ N \ {0}. The following assertions are equivalent:

1. The polynomial P is divisible by sy1x0 − ry0x1.

2. We have ẽv1(P ) = 0.

Proof. We only have to prove (2) ⇒ (1). We set P = ∑
a∈N4

a1+a3=d

λay
a1
1 y

a2
0 x

a3
1 x

a4
0 . By

assumption, we have
0 = ẽv1(P )

= ∑
a∈N4

a1+a3=d

λar
a1sa3ya1+a2

0 xa3+a4
0 (3.5)

Let (`,m) ∈ N2. If a3 + a4 = m and a1 + a2 = `, we conclude that a2 + a4 = ` − a1 +
m+a1−d = `+m−d. Thus, the sum P(`,m) of the terms T = λay

a1
1 y

a2
0 x

a3
1 x

a4
0 of P with

a3 + a4 = m and a1 + a2 = ` is a bi-homogeneous polynomial of bi-degree (d, `+m− d).
Formula (3.5) implies that, for every pair of integers (`,m) ∈ N2, we have

∑
(a1,a2)∈N2

a1+a2=`
d+a4=m+a1

λ(a1,a2,d−a1,`+m−d−a2)r
a1sd−a1 = 0.

We deduce from proposition 3.3.4 that each polynomial P(`,m) is divisible by sy1x0−ry0x1,
which concludes the proof.
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3.4 Differential properties of homogeneous
polynomials

Let k be a field of characteristic zero. In this section, we establish various technical
results which will be used in the next sections. We exhibit in particular an additional
differential structure on the ring A1 (see theorem 3.4.5).

Let us recall the following simple but useful relation, usually known as the Euler
identity (or theorem) for homogeneous functions.

Lemma 3.4.1 (Euler identity). Let k be a field of characteristic zero and P ∈ A0 be a
homogeneous polynomial of degree d. Then

n∑
i=1

∂ti,0(P )ti,0 = dP.

3.4.2 Let us introduce the following k-derivations of the k-algebra A1. We denote
by D ∈ Derk(A1) (resp. E ∈ Derk(A1)) the derivation defined by ∑n

i=1 ti,1∂ti,0 (resp.∑n
i=1 ti,0∂ti,1). The derivations D,E have the following first properties.

Proposition 3.4.3. Let k be a field of characteristic zero.

1. For every polynomial P ∈ A0, we have D(P ) = ∆(P ) and E(P ) = 0.

2. For every pair (i, j) ∈ {1, . . . , n}2 of integers, we have

D(ti,1tj,0 − tj,1ti,0) = E(ti,1tj,0 − tj,1ti,0) = 0.

3. For every homogeneous ideal I of the ring A0, we have E(〈I,∆(I)〉) ⊂ 〈I,∆(I)〉.

4. Let ev1 : A1 → A0 be the (surjective) morphism of A0-algebras which sends the
variable ti,1 to ti,0 for every integer i ∈ {1, . . . , n}. For every reduced homogeneous
ideal I of the ring A0, for every polynomial P ∈ N1(Spec(A0/I)), we have ev1(P ) ∈
I.

Proof. Assertions (1) and (2) are obvious and follow from a direct computation. Let
us prove assertion (3). Let g ∈ A0 be a nonzero homogeneous generator of I of degree
deg0(g). Then, thanks to the Euler identity (lemma 3.4.1), we have

E(∆(g)) =
n∑
i=1

∂ti,0(g)E(ti,1)

=
n∑
i=1

∂ti,0(g)ti,0
= deg0(g)g.
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Let us prove assertion (4). Up to replacing the ideal I by each of its prime components,
we may assume that the ideal I is prime by observation 3.2.5. Then, by subsection 3.2.3,
there exist an integer N and a polynomial H 6∈ I such that HNP ∈ 〈I,∆(I)〉. Then, the
polynomial HNev1(P ) belongs to the ideal 〈I, ev1(∆(I))〉. We observe that, for every
homogeneous polynomial g ∈ A0, we have that ev1(∆(g)) equals deg0(g)g; hence, we
deduce that 〈I, ev1(∆(I))〉 = I. Thus HNev1(P ) belongs to the prime ideal I which
implies ev1(P ) ∈ I.

3.4.4 The following theorem can be interpreted as a formal “almost” integration of
homogeneous polynomials in the ring A1. Precisely, we show in theorem 3.4.5 that the
action of the derivation D (resp. E) on the image of E (resp. D) is near from “the”
reverse action.

Theorem 3.4.5. Let k be a field of characteristic zero. For every bi-homogeneous
polynomial P ∈ A1 of bi-degree (d, e), with d, e ≥ 1, there exists a positive integer α such
that

D(E(P ))− αP ∈ 〈ti,1tj,0 − tj,1ti,0; i, j ∈ {1, . . . , n}〉.
The same formula holds for the polynomial E(D(P )).

Proof. We only prove the formula for the polynomial D(E(P )). The proof is based on
a direct computation. We have

D(E(P )) =
(

n∑
i=1

ti,1∂ti,0

)
◦
(

n∑
j=1

tj,0∂tj,1

)
(P )

=
(

n∑
i=1

ti,1∂ti,1(P )
)

+ T
(4.1)

The first parenthesis in formula (4.1) equals, by the Euler identity (lemma 3.4.1), the
polynomial dP . Besides, we have

T :=
n∑
i=1

ti,1

(
n∑
j=1

tj,0∂ti,0∂tj,1(P )
)

=:
n∑
i=1

Ti,

where we set, for every integer i ∈ {1, . . . , n},

Ti := ti,1
n∑
j=1

tj,0∂ti,0∂tj,1(P ).

Let us fix an integer i ∈ {1, . . . , n}. We write

Ti =
(
ti,0

n∑
j=1

tj,1∂tj,1∂ti,0(P )
)

+
(
ti,1

n∑
j=1,j 6=i

tj,0∂ti,0∂tj,1(P )
)

−
(
ti,0

n∑
j=1,j 6=i

tj,1∂tj,1∂ti,0(P )
) (4.2)
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For every integer j ∈ {1, . . . , n}, with j 6= i, we set

Ti,j = (ti,1tj,0 − ti,0tj,1) ∂ti,0∂tj,1(P ) ∈ 〈tα,1tβ,0 − tβ,1tα,0;α, β ∈ {1, . . . , n}〉

and observe, thanks to the Euler identity (lemma 3.4.1), that formula (4.2) can be
rewritten under the following form:

Ti = dti,0∂ti,0(P ) +
n∑

j=1,j 6=i
Ti,j. (4.3)

Thus, formula (4.1) can be rewritten as

D(E(P )) = dP + T

= dP +
n∑
i=1

Ti

= dP + d
(

n∑
i=1

ti,0∂ti,0(P )
)

+
(

n∑
i=1

n∑
j=1,j 6=i

Ti,j

)
.

(4.4)

By the Euler identity applied to the last term in formula (4.4) we conclude that

D(E(P )) = dP + T

= dP + deP +
(

n∑
i=1

n∑
j=1,j 6=i

Ti,j

)

= d(e+ 1)P +
(

n∑
i=1

n∑
j=1,j 6=i

Ti,j

)
which concludes the proof.

3.4.6 From now on and up to the end of the section, we restrict ourselves to the case
of affine plane curves. The polynomial y1x0− y0x1 plays an important role in our study
as the following lemma underlines it:

Lemma 3.4.7. Let k be a field of characteristic zero. Let C be an affine plane curve
defined by the datum of a homogeneous polynomial g ∈ B0. Then the polynomial y1x0−
y0x1 belongs to the ideal N1(C ).

Proof. By observation 3.2.5, up to replacing g by each of its irreducible factors, we may
assume that the polynomial g is irreducible; then, we have to prove that the polynomial
y1x0 − y0x1 belongs to the ideal ([g] : ∂(g)∞) (for some nonzero partial derivative). Let
us assume that ∂y(g) 6= 0 (a symmetrical argument works if ∂x(g) 6= 0). We observe
that ∆(g) = ∂x(g)x1 + ∂y(g)y1. We write

∂y(g)(y1x0 − y0x1) ≡ −x0∂x(g)x1 − y0∂y(g)x1 (mod ∆(g))
≡ − deg0(g)x1g (mod ∆(g)),

which concludes the proof.

Example 3.4.8. Lemma 3.4.7 does not hold in higher dimension. Let us consider the
hypersurface S of A3

k defined by the datum of the polynomial f = x2
0+y2

0+z2
0 ∈ k[x, y, z].

Then x1y0 − x0y1, x1z0 − x0z1, y1z0 − z1y0 6∈ N1(S ).
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3.4.9 We consider the morphism of B0-algebras ev1 : B1 → B0 defined by x1 7→ x0
and y1 7→ y0.

Lemma 3.4.10. Let k be a field of characteristic zero. Let g ∈ B0 be a reduced homo-
geneous polynomial with C = Spec(B0/〈g〉). Let P ∈ B1 be a homogeneous polynomial
(in x1, y1) of degree deg1(P ) = d. The following assertions are equivalent:

1. The polynomial P belongs to N1(C );

2. The polynomial g divides ev1(P ) in the ring B0.

Proof. By (4) in proposition 3.4.3, we only have to prove (2) ⇒ (1). By observation
3.2.5, we may assume that the polynomial g is irreducible up to replacing it by each of
its irreducible factors. Two cases occur.

◦ Let us assume that there exists u ∈ k∗ such that g = ux. (By symmetrical
arguments, we could prove the case g = uy.) In this case, we have N1(C ) = 〈g,∆(g)〉 =
〈x0, x1〉. Hence, the polynomial P belongs to N1(C ) if and only if it belongs to the kernel
of the morphism of k-algebras ev : B1 → k sending the variables x0, x1 to zero. Let us
assume that the polynomial g divides ev1(P ). Since P is 1-homogeneous, there exists
q ∈ k[y0] such that ev(P ) = P (0, y0, 0, y1) = q(y0)yd1 . Since ev(ev1(P )) = ev1(ev(P )), we
conclude that q = 0. In other words, we have P ∈ N1(C ).

◦ Let us assume that g is not divisible by x0 or y0, cases for which we have proved
the property. We have the formula

xd0P (x0, y0, x1, y1) = P (x0, y0, x0x1, x0y1)
≡ P (x0, y0, x0x1, x1y0) (mod y1x0 − x1y0)
≡ xd1P (x0, y0, x0, y0) (mod y1x0 − x1y0).

(4.5)

By assumption, the polynomial g divides xd1P (x0, y0, x0, y0). By formula (4.5) and lemma
3.4.7, we conclude that xd0P (x0, y0, x1, y1) belongs to N1(C ). By lemma 2.3.3, we con-
clude that P (x0, y0, x1, y1) belongs to N1(C ) (which is prime).

Example 3.4.11. The analogue of lemma 3.4.10 does not hold in higher dimensions.
Let us consider the hypersurface of A3

k defined by the datum of the polynomial f =
x2

0 +y2
0 +z2

0 ∈ k[x, y, z]. Then the polynomial x1y0−x0y1 satisfies condition (2) but does
not belong to N1(C ).

Proposition 3.4.12. Let k be a field of characteristic zero. For every affine plane curve
C defined by the datum of a homogeneous polynomial g ∈ B0, the ideal N1(C ) is stable
under the actions of D and E.

In general, this assertion does not hold true. See example 3.4.13.
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Proof. By observation 3.2.5, we may assume that the polynomial g is irreducible. Let
P ∈ N1(C ). By observation 3.2.5, there exist an integer M ∈ N, a nonzero partial
derivative ∂(g) of g and polynomials α, β ∈ B0 such that

∂(g)MP = αg + β∆(g). (4.6)

By proposition 3.4.3, we know that the derivation E stabilizes the ideal 〈g,∆(g)〉. Then,
by applying E to equation (4.6), we conclude that ∂(g)ME(P ) belongs to the ideal
〈g,∆(g)〉 which concludes the proof by observation 3.2.5. Let us prove the assertion
for the derivation D. By a direct computation, we obtain D(∆(g)) = D(∂x(g))x1 +
D(∂y(g))y1. Then we observe, thanks to the Euler identity (lemma 3.4.1), that

D(∆(g))(x0, y0, x0, y0) = (∂x(∂x(g))x0 + ∂y(∂x(g))y0)x0 + (∂x(∂y(g))x0 + ∂y(∂y(g))y0)y0

= (deg(g)− 1)(∂x(g)x0 + ∂y(g)y0)
= deg(g)(deg(g)− 1)g,

and we conclude by lemma 3.4.10.

Example 3.4.13. Let us consider the hypersurface S of A3
k defined by the datum of the

polynomial f = z3 + y2x + y3 ∈ k[x, y, z]. One can check that D(∆(f)) 6∈ N1(S ). The
polynomial P = 3y0x0z1+3y2

0z1−y0x1z0−2y1x0z0−3y0y1z0 belongs toN1(S )\〈f,∆(f)〉
but D(P ) 6∈ N1(S ).

3.5 General component of an affine plane curve
defined by a homogeneous polynomial

Let k be a field of characteristic zero. The aim of this section is to describe presenta-
tions for the ideal N1(C ) when C is an affine plane curve defined by the datum of a
homogeneous polynomial in B0.

3.5.1 We introduce the following notation. Let m ∈ N. Let g ∈ B0 be a homogeneous
polynomial with deg0(g) = m and C = Spec(B0/〈g〉). For every integer i ∈ N, for every
polynomial g ∈ B0, we denote by Di(g) the element D(i)(g)/i, if i ≥ 1, and D0(g) = g,
which belongs to the ideal N1(C ). In particular, for every integer i ≥ m + 1, we have
Di(g) = 0.

Proposition 3.5.2. Let k be a field of characteristic zero. Let m ≥ 1 be an integer. Let
C be an affine plane curve defined by the datum of a reduced homogeneous polynomial
g ∈ B0 with deg0(g) = m. The ideal N1(C ) is generated by the family D−1 := y1x0−y0x1
and the Di(g) for every integer i ∈ {0, . . . ,m}.

Proof. By proposition 3.4.12, for every integer i ∈ {0, . . . ,m} we have Di(g) ∈ N1(C ).
Thanks to this observation and lemma 3.4.7, we deduce that 〈y1x0− y0x1〉+ 〈Di(g); i ∈
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{0, . . . ,m}〉 ⊂ N1(C ). Conversely, we have now to prove that N1(C ) ⊂ 〈y1x0 − y0x1〉+
〈Di(g); i ∈ {0, . . . ,m}〉. We show the result by an induction on the degree d (in x1, y1)
of the polynomials in N1(C ) considered as polynomials in the ring B0[x1, y1]. By ob-
servation 3.2.5, we may assume that g is irreducible. If P ∈ N1(C ) is a polynomial
with degree d = 0, then the polynomial g divides P by lemma 2.3.3. Let d ≥ 1 and
P ∈ N1(C ) with deg1(P ) = d. By subsection 3.2.7, we may assume that P is bi-
homogeneous. We observe that the degree of the polynomial E(P ) equals d − 1 and
belongs to the ideal N1(C ) by proposition 3.4.12. By the induction hypothesis, we de-
duce that E(P ) ∈ 〈y1x0 − y0x1〉 + 〈Di(g); i ∈ {0, . . . ,m}〉. We conclude the proof by
applying the operator D to E(P ) thanks to theorem 3.4.5.

Example 3.5.3. Let k be a field of characteristic zero. Let f = x0y0 ∈ B0. We
observe that {x0} ∩ {y0} = [x0] · [y0]; one inclusion is clear. For the inverse one, let
P ∈ {x0}∩ {y0}, then there exists m ∈ N such that Pm ∈ [x0]∩ [y0]. In this case, this is
equivalent to P ∈ [x0] ∩ [y0]: let us suppose by contradiction that P /∈ [x0], then there
is a term in T in the polynomial P which does not contain any variable xi for i ∈ N.
Then Tm is a term in Pm which does not contain any variable xi for i ∈ N and hence
Pm /∈ [x0], contradiction. The argument proving that P ∈ [y0] is analogous.

Thus we can write P in the form P = ∑
i∈N

bixi where bi ∈ k[xi, yj; i, j ∈ N] for i ∈ N.
From P ∈ [y0] we deduce that bi ∈ [y0] for i ∈ N, hence P ∈ [x0] · [y0]. Then we have
the formula

N1(C ) = {x0} ∩ {y0} ∩B1 = ([x0] · [y0]) ∩B1 = 〈f, x0y1, x1y0, x1y1〉.

By proposition 3.5.2, we deduce another presentation of the ideal N1(C ) given by

〈f, y1x0 − y0x1, x0y1 + y0x1, x1y1〉.

3.5.4 Let k be a field of characteristic zero and t ∈ N∗. For every integer i ∈ {1, . . . , t},
let γi ∈ k∗ be mutually distinct elements. For every integer i ∈ {1, . . . , t}, we set
fi = y0 − γix0 ∈ B0 and f = xε0y

ε′
0
∏t
i=1 fi with ε, ε′ ∈ {0, 1}. Let us denote by J the

ideal of the ring B1 defined by

J := 〈f1,∆(f1)〉 · 〈f2,∆(f2)〉 · · · 〈ft,∆(ft)〉.

The following bi-homogeneous polynomials of the ring B1 belong to this ideal

δi :=
(

i∏
`=1

∆(f`)
)
×

 t∏
`=i+1

f`

 (5.1)

for every integer i ∈ {0, . . . , t}. We set C = Spec(B0/〈f〉).

Theorem 3.5.5. Keep the assumptions and notation of subsection 3.5.4. The family

B := {y1x0 − y0x1, x
ε
h1y

ε′

h2δi(f), i ∈ {0, . . . , t}, h1, h2 ∈ {0, 1}}

is a Groebner basis of N1(C ) for the monomial order y1 >lex y0 >lex x1 >lex x0 in B1.
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Let us stress that, if the field k is assumed to be algebraically closed, theorem 3.5.5
provides a complete answer for homogeneous polynomials. Subsection 2.3.13 explains
how theorem 3.5.5 also gives an explicit Groebner basis in case the field k is not assumed
to be algebraically closed.

Proof. Let us prove theorem 3.5.5. By lemma 3.4.7 and the very definition of the ideal
J , we conclude that the family is contained in the ideal N1(C ). By [3, Proposition 5.38],
in order to prove that the family B is a Groebner basis of the ideal N1(C ), it suffices
to show that every element in N1(C ) has some term in 〈lt(B)〉. Let us denote the
polynomial δ−1 := y1x0 − y0x1. We observe that

〈lt(B)〉 =
〈
y1x0, {xεh1y

ε′

h2y
`
1y
t−`
0 } `∈{0,...,t}

h1,h2∈{0,1}

〉

Let P ∈ N1(C ) that we may assume to be bi-homogeneous. We apply lemma 3.4.10 and
deduce that f divides ev1(P ) in the ring B0. Two cases occur:

(i) Assume that ev1(P ) 6= 0. Then, the polynomial P has some term of the form
ya1

1 y
a2
0 x

a3
1 x

a4
0 such that lt(f) = xε0y

ε′
0 y

t
0 divides ya1+a2

0 xa3+a4
0 ; hence, we have a1 +

a2 ≥ t + ε′ and a3 + a4 ≥ ε. The second inequality shows that either xε0 or xε1
divide the term xa3

1 x
a4
0 .

On the other hand, for ` ∈ {0, . . . , t}, the pairs (` + ε′, t− `), (`, t− ` + ε′) range
over all possible pairs of nonnegative integers whose sum equals t + ε′, and thus
some monomial in {yε′h2y

`
1y
t−`
0 }`∈{0,...,t}

h2∈{0,1}
divides the term ya1

1 y
a2
0 . We deduce that

ya1
1 y

a2
0 x

a3
1 x

a4
0 is divisible by some monomial in {xεh1y

ε′
h2y

`
1y
t−`
0 } `∈{0,...,t}

h1,h2∈{0,1}
and we have

proved the property.

(ii) Assume that ev1(P ) = 0. Then, by proposition 3.3.6, the polynomial y1x0 − y0x1
divides P ; hence the monomial y1x0 divides lt(P ) and the property holds.

Remark 3.5.6. Along the whole chapter we have chosen the monomial order in B1 to be
the lexicographic one with y1 >lex y0 >lex x1 >lex x0. Since we are in a homogeneous
setting, the corresponding graded lexicographic order also works because it coincides
with the lexicographic order. However, not every monomial order works, even if it is a
lexicographic order. See example 3.5.9.

3.5.7 Let us mention the following consequence of theorem 3.5.5, which improves
proposition 3.5.2.
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Corollary 3.5.8. Let k be a field of characteristic zero. Let f ∈ B0 be a reduced
homogeneous polynomial which is not divisible by neither x0 nor y0. We set C =
Spec(B0/〈f〉). The family formed by the polynomial y1x0−y0x1 and the Di(f) for every
integer i ∈ {0, . . . , deg0(f)} is a Groebner basis of the ideal N1(C ) for the monomial
order y1 >lex y0 >lex x1 >lex x0 in B1.

Proof. Let k′ be an algebraic closure of k. Let us consider the differential ideal {f} in
k{x, y} and let P be a polynomial in {f}∩B1. By subsection 2.3.13, the ideal {f}⊗k k′
equals the radical of the differential ideal generated by f in the differential ring k′{x, y}.
By theorem 3.5.5, the leading term lt(P ) of the polynomial P is divisible (in k′{x, y})
by the leading term of some of the δi, for i ∈ {−1, . . . , deg0(f)}. We observe that these
leading terms are the same as those of the family {Di}i∈{−1,...,deg0(f)}, in the notation of
proposition 3.5.2. But the polynomials in this family belong to k{x, y}, which concludes
the proof.

Example 3.5.9. Let us fix the field k = Q. Let us consider the polynomial f =
x4

0 + x3
0y0 + y4

0, which is irreducible in B0 and homogeneous of degree 4. From a direct
computation using the algorithm described in subsection 3.2.8 we obtain a Groebner
basis of {f} ∩B1 for the monomial order y1 >lex y0 >lex x1 >lex x0:

B =
{
y1x0 − y0x1, f, y

3
0y1 + x2

0x1y0 + x3
0x1, y

2
0y

2
1 + x0x

2
1y0 + x2

0x
2
1,

y0y
3
1 + x3

1y0 + x0x
3
1, y

4
1 + x3

1y1 + x4
1

}
.

The family given in proposition 3.5.2 is the following:

C = {D−1 := y1x0 − y0x1, D0 := f,D1 := 4y3
0y1 + x3

0y1 + 3x2
0x1y0 + 4x3

0x1,

D2 := 12y2
0y

2
1 + 6x2

0x1y1 + 6x0x
2
1y0 + 12x2

0x
2
1,

D3 := 24y0y
3
1 + 18x0x

2
1y1 + 6x3

1y0 + 24x0x
3
1, D4 := 24y4

1 + 24x3
1y1 + 24x4

1}.

We observe that the leading terms of the elements in B and C are the same. Hence C is
also a Groebner basis of {f} ∩ B1. As an illustration of remark 3.5.6, if we consider on
B1 the monomial lexicographic order with y0 >lex x1 >lex y1 >lex x0 then neither C nor
B are Groebner bases of {f} ∩B1.

3.6 General component of a plane curve defined
by a weighted homogeneous polynomial

In this section we compute a system of generators of the ideal B1 ∩ {f} when the
polynomial f is weighted homogeneous. Let (r, s) ∈ N2 be a pair of coprime integers
with r > s ≥ 2. The techniques we will use are partly similar to those of the homogeneous
case (see section 3.5).
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3.6.1 We begin by giving an analogue to lemma 3.4.7 in the weighted homogeneous
case.

Lemma 3.6.2. Let k be a field of characteristic zero. Let λ ∈ k∗. Let (r, s) ∈ N2 be a pair
of coprime integers with r > s ≥ 2. Let f = xr0 − λys0 ∈ B0. We set C = Spec(B0/〈f〉).
Then the polynomial sy1x0 − ry0x1 belongs to the ideal N1(C ).

Proof. The polynomial f being irreducible, we have to prove that sy1x0−ry0x1 belongs to
the ideal ([f ] : ∂(f)∞) (for some nonzero partial derivative). Let us reason with ∂y(f) 6= 0
(a symmetrical argument works for ∂x(f) 6= 0). Recall that ∆(f) = x1∂x(f) + y1∂y(f).
We write

∂y(f)(sy1x0 − ry0x1) ≡ −sx0∂x(f)x1 − ry0∂y(f)x1 (mod ∆(f))
≡ −rsx1f (mod ∆(f)),

which concludes the proof.

3.6.3 Now we give an analogue to lemma 3.4.10. We consider the morphism of B0-
algebras ẽv1 : B1 −→ B0 defined by x1 7−→ sx0 and y1 7−→ ry0.

Lemma 3.6.4. Let k be a field of characteristic zero. Let λ ∈ k∗. Let (r, s) ∈ N2

be a pair of coprime integers with r > s ≥ 2. Let f = xr0 − λys0 ∈ B0. We set
C = Spec(B0/〈f〉). Let P ∈ B1 be a 1-homogeneous polynomial of degree deg1(P ) =: d.
The following assertions are equivalent:

1. The polynomial P belongs to N1(C ).

2. The polynomial ẽv1(P ) belongs to the ideal 〈f〉 in the ring B0.

Proof. Let P ∈ N1(C ). By observation 3.2.5, there exist an integer N ∈ N and a
polynomial H /∈ 〈f〉 in B0 such that HNP ∈ 〈f,∆(f)〉. Then, taking the image via
ẽv1, the polynomial HN ẽv1(P ) belongs to the prime ideal 〈f, ẽv1(∆(f))〉 = 〈f〉, because
ẽv1(∆(f)) = rsf . We conclude that ẽv1(P ) belongs to 〈f〉. Conversely, let P ∈ B1 such
that ẽv1(P ) = P (x0, y0, sx0, ry0) ∈ 〈f〉 ⊂ B0. We have the formula

sdxd0P (x0, y0, x1, y1) = P (x0, y0, sx0x1, sx0y1)
≡ P (x0, y0, sx0x1, rx1y0) (mod sy1x0 − ry0x1)
≡ xd1P (x0, y0, sx0, ry0) (mod sy1x0 − ry0x1).

(6.1)

By assumption, xd1P (x0, y0, sx0, ry0) belongs to 〈f〉, then by (6.1) and lemma 3.6.2 the
polynomial sdxd0P (x0, y0, x1, y1) belongs to N1(C ), which is a prime ideal. By lemma
2.3.3 the polynomial P (x0, y0, x1, y1) belongs to N1(C ).
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3.6.5 Let us state the main result of this section. Let λ1, . . . , λt ∈ k be nonzero
elements. Let (r, s) ∈ N2 be a pair of coprime integers with r > s ≥ 2. For every
integer i ∈ {1, . . . , t}, we set D̃−1 := D̃λi,−1 := sy1x0−ry0x1 and D̃λi,ji := λis

jiys−ji0 yji1 −
rjixr−ji0 xji1 , where ji ∈ {0, . . . , s}. For every i ∈ {1, . . . , t}, if ji ∈ {−1, . . . , s}, we denote

D̃j1,...,jt := D̃λ1,j1 · · · D̃λt,jt . (6.2)

Theorem 3.6.6. Let k be a field of characteristic zero. Let λ1, . . . , λt ∈ k be nonzero and
mutually distinct elements. Let (r, s) ∈ N2 be a pair of coprime integers with r > s ≥ 2.
Let f ∈ B0 be the polynomial f = xε0y

ε′
0
∏t
i=1(xr0 − λiy

s
0) with ε, ε′ ∈ {0, 1}. We set

C = Spec(B0/〈f〉). Then the family

B = {D̃−1, x
ε
h1y

ε′

h2D̃j1,...,jt , ji ∈ {−1, . . . , s}, i ∈ {1, . . . , t}, h1, h2 ∈ {0, 1}}

is a Groebner basis of N1(C ) for the monomial order y1 >lex y0 >lex x1 >lex x0 in B1.

Let us stress that, if the field k is assumed to be algebraically closed, theorem 3.6.6
provides a complete answer for weighted homogeneous polynomials by proposition 3.1.3.
Subsection 2.3.13 explains how theorem 3.6.6 also gives an explicit Groebner basis in
case the field k is not assumed to be algebraically closed.
Remark 3.6.7. As in the homogeneous case (see remark 3.5.6), it is not true in general
that the family given in theorem 3.6.6 is a Groebner basis of N1(C ) when the monomial
order on B1 is not the lexicographic one with y1 >lex y0 >lex x1 >lex x0. See example
3.6.8.

Example 3.6.8. Let us fix the field k = R and let k′ := C. We keep the notation
in subsection 2.3.13. Let us consider the polynomial f = x7

0 + x0y
4
0, which is weighted

homogeneous of weight (2, 3, 14). In k′[x0, y0], we have f = x0(x3
0 − iy2

0)(x3
0 + iy2

0). By
remark 3.6.19, which follows from the proof of theorem 3.6.6, the following family is a
Groebner basis of ({f} ⊗k k′) ∩B′1 for the monomial order y1 >lex y0 >lex x1 >lex x0:

B′ = {2y1x0 − 3y0x1} ∪ {(x`D̃0,0, x`D̃1,0, x`D̃2,0, x`D̃2,1, x`D̃2,2)`∈{0,1}}.

For example, the polynomial x0D̃1,0 equals −2y3
0y1x0− 3x6

0x1 + i(2y0y1x
4
0− 3y2

0x
3
0x1),

which has the two components −2y3
0y1x0 − 3x6

0x1 and 2y0y1x
4
0 − 3y2

0x
3
0x1. In this way,

from the preceding family we obtain the following one by computing the components
(on the basis {1, i}) of its elements:

C = {2y1x0 − 3y0x1, f, x1x
6
0 + x1y

4
0, 2y3

0y1x0 + 3x6
0x1, 2y0y1x

4
0 − 3y2

0x
3
0x1,

2y3
0y1x1 + 3x5

0x
2
1, 2y0y1x

3
0x1−3y2

0x
2
0x

2
1, 4y2

1y
2
0x0 + 9x5

0x
2
1, 4y2

1x
4
0−9y2

0x
2
0x

2
1,

4y2
1y

2
0x1 + 9x4

0x
3
1, 4y2

1x
3
0x1 − 9y2

0x0x
3
1, 8y3

1y0x0 + 27x4
0x

3
1,

12y2
1x

3
0x1 − 18y0y1x

2
0x

2
1, 8y3

1y0x1 + 27x3
0x

4
1, 12y2

1x
2
0x

2
1 − 18y0y1x0x

3
1,

16y4
1x0 + 81x3

0x
4
1, 16y4

1x1 + 81x2
0x

5
1}.
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Now, from a direct computation using the algorithm described in subsection 3.2.8 we
obtain a Groebner basis of {f} ∩B1 for the monomial order y1 >lex y0 >lex x1 >lex x0:

B = {2y1x0 − 3y0x1, f, x1x
6
0 + x1y

4
0, 2y3

0y1x1 + 3x5
0x

2
1, 4y2

1y
2
0x1 + 9x4

0x
3
1,

8y3
1y0x1 + 27x3

0x
4
1, 16y4

1x1 + 81x2
0x

5
1}

We observe that 〈B〉 = 〈C〉. However, if we consider the monomial order x0 >lex x1 >lex
y0 >lex y1 neither C nor B are Groebner bases of {f} ∩B1.

3.6.9 The proof of theorem 3.6.6 is presented in subsection 3.6.18 and is based on
results in subsection 3.6.12 and the present one. A key ingredient in our proof is to pass
from the weighted homogeneous setting to the homogeneous one. For this, let us call
C0 = k[u0, v0] and C1 = k[u0, v0, u1, v1]. We set a pair of coprime integers (r, s) ∈ N2

with r > s ≥ 2. We consider the morphism of k-modules ρ : B1 −→ C1 given by
x0 7→ us0, y0 7→ vr0, x1 7→ sus−1

0 u1, y1 7→ rvr−1
0 v1. The following lemmas provide some

properties of the morphism ρ allowing to relate both settings.

Lemma 3.6.10. Let P ∈ B1. Then ρ(ẽv1(P )) = ev1(ρ(P )).

Proof. On the one hand,

ρ(ẽv1(P (x0, y0, x1, y1))) = ρ(P (x0, y0, sx0, ry0))
= P (us0, vr0, sus0, rvr0)

On the other hand,

ev1(ρ(P (x0, y0, x1, y1))) = ev1(P (us0, vr0, sus−1
0 u1, rv

r−1
0 v1))

= P (us0, vr0, sus0, rvr0)

Lemma 3.6.11. The morphism ρ is injective. Moreover, if M = va1
1 v

a2
0 u

a3
1 u

a4
0 ∈ C1,

then the following assertions are equivalent:

1. The monomial M belongs to the image Im(ρ) of the morphism ρ.

2. The following conditions hold true:

r|a1 + a2;
a1 + a2

r
≥ a1;

s|a3 + a4;
a3 + a4

s
≥ a3.

(6.3)

If these conditions hold, we have ρ−1(M) = 1
ra1sa3

ya1
1 y

a1+a2
r
−a1

0 xa3
1 x

a3+a4
s
−a3

0 .



3.6. GENERAL COMPONENT (WEIGHTED HOMOGENEOUS CASE) 63

Proof. It suffices to see that a monomial M = va1
1 v

a2
0 u

a3
1 u

a4
0 ∈ C1 has at most a unique

preimage (which is that given in the statement). Let M̃ = λby
b1
1 y

b2
0 x

b3
1 x

b4
0 ∈ B1, then

ρ(M̃) = λbr
b1sb3vb1

1 v
r(b1+b2)−b1
0 ub3

1 u
s(b3+b4)−b3
0 .

In order to have M = ρ(M̃), we need to find the nonnegative integer solutions of
the system of equations obtained by equalling the exponents of each variable in M
and ρ(M̃). One deduce that the solution exists if the four conditions in the statement
are satisfied and in this case it is unique. After adjusting the coefficient we obtain
M̃ = 1

ra1sa3
ya1

1 y
a1+a2
r
−a1

0 xa3
1 x

a3+a4
s
−a3

0 .

3.6.12 Let λ ∈ k∗, we consider the weighted homogeneous polynomial f = xr0−λys0 ∈
B0. We set g := ρ(f) = urs0 − λvrs0 ∈ C0; it is a homogeneous polynomial. We set
C = Spec(B0/〈f〉) and D = Spec(C0/〈g〉). The following lemma relates N1(C ) and
N1(D) via the morphism ρ.

Lemma 3.6.13. We have the equality ρ(N1(C )) = N1(D) ∩ Im(ρ).

Proof. Let P ∈ N1(C ), then by lemma 3.6.4 we know that ẽv1(P ) ∈ 〈f〉; hence we
have ρ(ẽv1(P )) ∈ ρ(〈f〉) ⊂ 〈g〉. By lemma 3.6.10, it means that ev1(ρ(P )) ∈ 〈g〉. Since
the polynomial g is reduced and homogeneous, by lemma 3.4.10, we deduce that this
condition is equivalent to ρ(P ) ∈ N1(D). Conversely, let Q ∈ N1(D)∩ Im(ρ). Since the
morphism ρ is injective, there exists a unique P ∈ B1 such that ρ(P ) = Q. By lemmas
3.6.10 and 3.4.10, ρ(ẽv1(P )) = ev1(ρ(P )) = ev1(Q) ∈ 〈g〉 = 〈ρ(f)〉.

◦We assume that ρ|B0
(〈f〉) = 〈ρ(f)〉∩ Im(ρ|B0

) (where we see 〈f〉 and 〈ρ(f)〉 respec-
tively as ideals in B0 and C0). Then, by the injectivity of the morphism ρ, we deduce
that ẽv1(P ) ∈ 〈f〉 and conclude the proof by lemma 3.6.4.

◦ Let us prove ρ|B0
(〈f〉) = 〈ρ(f)〉∩ Im(ρ|B0

). We only have to prove that ρ|B0
(〈f〉) ⊃

〈ρ(f)〉 ∩ Im(ρ|B0
). Let R ∈ B0 such that ρ(R) ∈ 〈ρ(f)〉 (seen as an ideal in C0). Then

there exists a polynomial S ∈ C0 such that ρ(R) = Sρ(f). Let us show that S ∈ Im(ρ).
Each monomial va2

0 u
a4
0 of ρ(R) is, by our assumption, in the form va2

0 u
a4
0 = vb2+c2

0 ub4+c4
0 ,

where vb2
0 u

b4
0 (respectively vc2

0 u
c4
0 ) is a term of S (respectively ρ(f)). But ρ(R) and ρ(f)

being in the image of ρ, by lemma 3.6.11, r divides a2 and c2; from a2 = b2 + c2 we
then deduce that r also divides b2. Analogously we have that s|b4, then vb2

0 u
b4
0 belongs

to Im(ρ); hence the polynomial S also does.

Let λ1, . . . , λt ∈ k be nonzero elements. For every integer i ∈ {1, . . . , t} we set
fi = xr0−λiys0 and Ci = Spec(B0/〈fi〉). We prove that lemma 3.6.13 can be extended to
this setting.

Proposition 3.6.14. Let k be a field of characteristic zero. Let λ1, . . . , λt ∈ k be
nonzero and mutually distinct elements. Let (r, s) ∈ N2 be a pair of coprime integers
with r > s ≥ 2. Let f ∈ B0 be the polynomial f = ∏t

i=1(xr0 − λiys0) and g := ρ(f) ∈ C0
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its image by the morphism ρ. We set C = Spec(B0/〈f〉) and D = Spec(C0/〈g〉). Then
ρ(N1(C )) = N1(D) ∩ Im(ρ).

Proof. As the fi are the irreducible factors of f , from the Kolchin irreducibility theorem
(see theorem 2.3.10), we deduce the formula:

N1(C ) := {f} ∩B1 =
t⋂
i=1

({fi} ∩B1) =:
t⋂
i=1
N1(Ci). (6.4)

For every integer i ∈ {1, . . . , t}, we set gi := ρ(fi) = urs0 − λiv
rs
0 ∈ C0 and Di =

Spec(C0/〈gi〉). From (6.4), the injectivity of the morphism ρ and lemma 3.6.13, we
deduce the following equalities:

ρ (N1(C )) =
t⋂
i=1

ρ (N1(Ci)) =
t⋂
i=1

(N1(Di)) ∩ Im(ρ). (6.5)

On the other hand, by subsection 2.3.13 we may assume that the field k is algebraically
closed. For every integer i ∈ {1, . . . , t}, let g(j)

i (j ∈ Ji) be the irreducible factors of the
polynomial gi; hence the decomposition g =

t∏
i=1

∏
j∈Ji

g
(j)
i is the decomposition of g into

irreducible factors. By applying the Kolchin irreducibility theorem 2.3.10, we obtain

N1(Di) = {gi} ∩ C1 =
⋂
j∈Ji
{g(j)

i } ∩ C1,

and
N1(D) = {g} ∩ C1 =

t⋂
i=1

⋂
j∈Ji
{g(j)

i } ∩ C1 =
t⋂
i=1
N1(Di). (6.6)

We conclude the proof directly from formulas (6.5) and (6.6).

Remark 3.6.15. Let us observe that proposition 3.6.14 and lemma 3.4.10 yield the
following characterization. Let P ∈ B1. Then, we have P ∈ N1(C ) if and only
if ρ(P ) ∈ ρ(N1(C )) (because of the injectivity of the morphism ρ), if and only if
ρ(P ) ∈ N1(D) ∩ Im(ρ), if and only if ev1(ρ(P )) ∈ 〈g〉 = 〈g1 · · · gt〉.

3.6.16 We first prove the following less general version of theorem 3.6.6 which solves
the case of a product of cusps.

Proposition 3.6.17. Let k be a field of characteristic zero. Let λ1, . . . , λt ∈ k be
nonzero and mutually distinct elements. Let (r, s) ∈ N2 be a pair of coprime integers with
r > s ≥ 2. Let f ∈ B0 be the polynomial f = ∏t

i=1(xr0−λiys0). We set C = Spec(B0/〈f〉).
Then the family

B = {D̃−1, D̃j1,...,jt : ji ∈ {−1, . . . , s}, i ∈ {1, . . . , t}}

is a Groebner basis of N1(C ) for the monomial order y1 >lex y0 >lex x1 >lex x0 in B1.
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Proof. By applying lemma 3.6.4 to every element in B for each of the fi, i ∈ {1, . . . , t},
and equality (6.4), we deduce that B ⊂ N1(C ). By [3, Proposition 5.38], in order to
show that the family B is a Groebner basis of N1(C ) it suffices to prove that every
element in N1(C ) has some term in 〈lt(B)〉. Let us compute the leading terms of the
elements of B for the considered monomial order.

◦ We have lt(sy1x0 − ry0x1) = y1x0.

◦ For D̃j1,...,jt , let us denote ` := ]{ji : ji 6= −1}. Then, for ji ∈ {−1, . . . , s},
i ∈ {1, . . . , t}, we have

D̃j1,...,jt = D̃λ1,j1 · · · D̃λt,jt

= ∏
ji 6=−1

(λisjiys−ji0 yji1 − rjix
r−ji
0 xji1 )(sy1x0 − ry0x1)t−`

= λi1 · · ·λi`st−`+ji1+···+ji`y
t−`+(ji1+···+ji` )
1 y

`s−(ji1+···+ji` )
0 xt−`0 + · · ·

Hence, we deduce that lt(D̃j1,...,jt) = y
t−`+ji1+···+ji`
1 y

`s−(ji1+···+ji` )
0 xt−`0 .

We conclude that

〈lt(B)〉 =
〈
y1x0,

{
y
t−`+(ji1+···+ji` )
1 y

`s−(ji1+···+ji` )
0 xt−`0

}
0≤`≤t

0≤ji1 ,...,ji`≤s

〉
.

Let P ∈ N1(C ). We aim to prove that some of its terms belongs to 〈lt(B)〉. By remark
3.6.15 we know that ev1(ρ(P )) ∈ 〈g〉 = 〈g1 · · · gt〉. Two cases occur:

◦ If ev1(ρ(P )) = 0, then, by lemma 3.6.10, we have ρ(ẽv1(P )) = 0. By the injectivity
of the morphism ρ, we deduce that ẽv1(P ) = 0. But, by proposition 3.3.6, this means
that P ∈ 〈sy1x0 − ry0x1〉; hence we conclude that the monomial y1x0 divides lt(P ).

◦ If ev1(ρ(P )) 6= 0, then P has some term ya1
1 y

a2
0 x

a3
1 x

a4
0 such that lt(g) = vtrs0

(we are considering the monomial order v1 >lex v0 >lex u1 >lex u0 in C1) divides
ev1(ρ(ya1

1 y
a2
0 x

a3
1 x

a4
0 )) = ev1(va1

1 v
r(a1+a2)−a1
0 ua3

1 u
s(a3+a4)−a3
0 ) = v

r(a1+a2)
0 u

s(a3+a4)
0 . Thus, it

implies that trs ≤ r(a1 + a2); hence, we have ts ≤ a1 + a2. For 0 ≤ j1, . . . , jt ≤ s,
the pairs (j1 + · · · + jt, ts − (j1 + · · · + jt)) range over all possible pairs of nonnegative
integers whose sum equals ts. Thus some monomial in {yj1+···+jt

1 y
ts−(j1+···+jt)
0 }0≤j1,...,jt≤s

(which is a subset of lt(B), take ` = t) divides the term ya1
1 y

a2
0 , and hence also the term

ya1
1 y

a2
0 x

a3
1 x

a4
0 .

3.6.18 Let us prove theorem 3.6.6.

For every integer i ∈ {1, . . . , t}, we set fi = xr0 − λiy
s
0 ∈ B0, fcusp = ∏t

i=1 fi ∈ B0,
gi = ρ(fi) = urs0 − λivrs0 ∈ C0 and gcusp = ρ(fcusp) ∈ C0. The corresponding affine plane
k-curves are respectively denoted by Ci = Spec(B0/〈fi〉) and Ccusp = Spec(B0/〈fcusp〉).
We write Cx (resp. Cy) for the affine plane k-curve associated with the datum of xε0
(resp. yε′0 ). By applying the Kolchin theorem as in the proof of proposition 3.6.14, we
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deduce that N1(C ) = N1(Cx) ∩ N1(Cy) ∩ N1(Ccusp). Then, by the injectivity of ρ and
remark 3.6.15 applied to Ccusp, we deduce that, if we take a polynomial P in N1(C ),
then ev1(ρ(P )) belongs to 〈usε0 〉 ∩ 〈vrε

′
0 〉 ∩ 〈gcusp〉. We can write ev1(ρ(P )) in the form

ev1(ρ(P )) = Qgcusp for a polynomial Q ∈ C0, and usε0 and vrε
′

0 divide Qgcusp. Let us
recall that gcusp = ∏t

i=1 gi = ∏t
i=1 u

rs
0 − λivrs0 = (−1)tλ1 · · ·λtvtrs0 + · · · + utrs0 . A direct

calculation then shows that usε0 vrε
′

0 divides Q. So, the polynomial ev1(ρ(P )) can be
written as Q′usε0 vrε

′
0 gcusp. We conclude that the polynomial ev1(ρ(P )) belongs to the

ideal 〈usε0 vrε
′

0 gcusp〉 = 〈ρ(f)〉. It is clear that B ⊂ N1(C ). By [3, Proposition 5.38], in
order to show that B is a Groebner basis of N1(C ) it is sufficient to prove that every
element in N1(C ) has some term in 〈lt(B)〉. From the computations in the first part
of the proof of proposition 3.6.17 we deduce that

〈lt(B)〉 =
〈
y1x0,

{
xεh1y

ε′

h2y
t−`+ji1+···+ji`
1 y

`s−(ji1+···+ji` )
0 xt−`0

}
0≤`≤t

0≤ji1 ,...,ji`≤s
0≤h1,h2≤1

〉
.

Let P be a polynomial in N1(C ). We have already observed that ev1(ρ(P )) belongs to
〈usε0 vrε

′
0 gcusp〉. Then, we finish the proof in an analogous way as we did in the proof of

proposition 3.6.17. Two cases occur:
◦ If ev1(ρ(P )) = 0, then, by lemma 3.6.10, we have ρ(ẽv1(P )) = 0. By the injectivity

of the morphism ρ, we deduce that ẽv1(P ) = 0. But, by proposition 3.3.6, this means
that P ∈ 〈sy1x0 − ry0x1〉; hence we conclude that the monomial y1x0 divides lt(P ).
◦ If ev1(ρ(P )) 6= 0 then P has some term ya1

1 y
a2
0 x

a3
1 x

a4
0 such that lt(usε0 vrε

′
0 gcusp) =

vtrs+rε
′

0 usε0 (we are considering the monomial order v1 >lex v0 >lex u1 >lex u0 in C1)
divides ev1(ρ(ya1

1 y
a2
0 x

a3
1 x

a4
0 )) = ev1(va1

1 v
r(a1+a2)−a1
0 ua3

1 u
s(a3+a4)−a3
0 ) = v

r(a1+a2)
0 u

s(a3+a4)
0 .

Hence trs + rε′ ≤ r(a1 + a2) and then ts + ε′ ≤ a1 + a2, and εs ≤ s(a3 + a4) and
then ε ≤ a3 + a4. We deduce that ya1

1 y
a2
0 x

a3
1 x

a4
0 is divisible by some of the terms in

{xεh1y
ε′
h2y

j1+···+jt
1 y

ts−(j1+···+jt)
0 }0≤j1,...,jt≤s

0≤h1,h2≤1
, which is a subset of lt(B) taking ` = t.

Remark 3.6.19. From the last part of the proof of theorem 3.6.6 we observe that not
every element in B is essential, in the sense that the final argument also holds for a
subset of B and hence it is also a Groebner basis of N1(C ). Precisely, one may take
only the elements of the form xεh1y

ε′
h2D̃j1,...,jt for h1, h2 ∈ {0, 1}, ji ∈ {0, . . . , s} and

i ∈ {1, . . . , t}; that is, it is not necessary to consider the element sy1x0 − ry0x1 in the
products. Moreover, between those elements, for every e ∈ {0, . . . , ts} it suffices to
consider the elements of the form xεh1y

ε′
h2D̃j1,...,jt for h1, h2 ∈ {0, 1} and a unique choice

of j1, . . . , jt ∈ {0, . . . , s} such that j1 + · · ·+ jt = e.
For example, the following family is a Groebner basis of N1(C ) (we keep the notation
and assumptions of theorem 3.6.6):

B =
{
sy1x0 − ry0x1, x

ε
h1y

ε′

h2D̃j1,...,jt : h1, h2 ∈ {0, 1}, ji ∈ {0, . . . , s}, i ∈ {1, . . . , t}
}

where ji is zero unless jm = s for every integer m < i.



3.7. AN APPLICATION IN THE FIELD OF DIFFERENTIAL OPERATORS 67

3.7 An application in the field of differential
operators

For a curve C defined by a reduced polynomial f ∈ B0, there exists a relation between
N1(C ) and a class of differential operators of the plane related with f . Hence the main
results in sections 3.5 and 3.6 have a translation in this setting, which we will explain
in the present section. First, let us introduce the basics about differential operators (see
[21] for a precise reference).

3.7.1 Let k be a field of characteristic zero and R be a k-algebra. We define inductively
in d the set of differential operators of R over k of order at most d, Dd

R|k, as the following
set of k-linear maps R → R. For d = 0 we identify an element a ∈ R with the k-linear
map a : R → R corresponding with the multiplication by a, r 7→ ar for every r ∈ R.
Then D0

R|k := {a : R → R ; a ∈ R}. For d ≥ 1 we define Dd
R|k as the set of k-linear

maps D : R→ R such that the bracket [D, a] := D ◦a−a ◦D belongs to Dd−1
R|k for every

a ∈ R. We call
DR|k :=

⋃
d∈N

Dd
R|k (7.1)

the ring of differential operators of R over k (with the multiplication given by the
composition, it is well-defined because if D1 ∈ Dd1

R|k and D2 ∈ Dd2
R|k then D1 ◦ D2 ∈

Dd1+d2
R|k , see [21, Ch.3, Proposition 1.2]). We observe that this ring is not-necessarily

commutative.
The ring DR|k is filtered by the order (see (7.1)). Let us consider the corresponding

graded ring (with the assumption D−1
R|k = 0)

gr(DR|k) :=
⊕
d∈N

Dd
R|k/D

d−1
R|k . (7.2)

For every d ∈ N, the canonical projection σd : Dd
R|k → Dd

R|k/D
d−1
R|k is called the

symbol map of order d. If a differential operator D ∈ DR|k has order d ∈ N, i.e., if
D ∈ Dd

R|k \ Dd−1
R|k , then its d-symbol σd(D) is called its principal symbol and will be

simply denoted by σ(D).

3.7.2 Let us now consider the particular case of R = B0 = k[x0, y0]. An element D of
DB0|k is called a differential operator of the plane. By [21, Ch.3, Theorem 2.3] we know
that DB0|k is isomorphic to the second Weyl algebra, i.e., the k-subalgebra of the algebra
of k-linear maps B0 → B0 (with the addition and the composition of maps) generated
by the operators x0, y0 (corresponding with the multiplication maps) and ∂x0 , ∂y0 (see
[21, Ch.1, §1]). In fact, this theorem assures that if D ∈ Dd

B0|k, it can be written as a
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formal combination with coefficients in B0 of the form D = ∑
i+j≤d

ai,j∂
i
x0∂

j
y0 . If D ∈ DR|k

has order d ∈ N, in a slight abuse of notation we will write σ(D) = ∑
i+j=d

ai,j∂
i
x0∂

j
y0 .

By [21, Ch.7, Theorem 3.1] the graded ring gr(DB0|k) is a commutative polynomial
ring which can be identified with B1 with the partial degree deg1 (see subsection 3.1.1).
The variable x1 corresponds with the symbol σ1(∂x0) and the variable y1 with the symbol
σ1(∂y0). This identification is the coordinate-dependent version of the intrinsic isomor-
phism between Sym(Derk(B0)) and gr(DB0|k).

3.7.3 Let f ∈ B0 be a reduced polynomial and C = Spec(B0/〈f〉) the associated
affine plane curve. We consider the V -filtration V C

? of DB0|k along C which is defined,
for every integer r ∈ Z, by

V C
r := {D ∈ DB0|k | ∀` ∈ Z D(〈f〉`) ⊂ 〈f〉`−r},

with the convention 〈f〉s = B0 for s ≤ 0. From the inductive definition of the differential
operators we deduce that Dd

B0|k ⊂ V C
d for every d ∈ N. For the general definition and

more details on the V -filtration see [17], [53] or [59]. The following result is a part of
[35, Corollary 4.4], see also [73].

Lemma 3.7.4 (Gros-Narváez Macarro-Sebag). Let k be a field of characteristic zero.
Let f ∈ B0 be a reduced polynomial and C = Spec(B0/〈f〉) the associated affine plane
curve. Let D ∈ DB0|k be a differential operator of order d ∈ N. The following assertions
are equivalent:

1. The operator D verifies D(fd) ∈ 〈f〉.

2. The operator D belongs to V C
d−1.

3.7.5 Let us now state the main result relating differential operators and elements of
N1(C ) for C an affine plane curve defined by a reduced polynomial f ∈ B0. We denote
by ] : B1 → B1 the morphism of B0-algebras defined by

P (x0, y0, x1, y1) 7→ P ] := P (x0, y0,−y1, x1).

Let us recall that, by subsection 3.7.2, the graded ring gr(DB0|k) can be identified with the
polynomial ring B1, hence in particular via this identification we can apply the morphism
] to the principal symbol σ(D) of a differential operator of the plane D ∈ DB0|k. The
following theorem is part of [35, Corollary 4.10], combined with lemma 3.7.4, see also
[73].

Theorem 3.7.6 (Gros-Narváez Macarro-Sebag). Let k be a field of characteristic zero.
Let f ∈ B0 be a reduced polynomial and C = Spec(B0/〈f〉) the associated affine plane
curve. Let P ∈ B1 be a homogeneous polynomial with deg1(P ) = d ≥ 0. Then, the
following statements are equivalent:
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(1) The polynomial P belongs to N1(C ).

(2) For every differential operator D ∈ Dd
B0|k such that σd(D)] = P , we have D(fd) ∈

〈f〉.

(3) There exist a differential operator D ∈ Dd
B0|k and an integer e ≥ d such that

σd(D)] = P and D(f e) ∈ 〈f e−d+1〉.

(4) For every differential operator D ∈ Dd
B0|k of order d such that σd(D)] = P , we

have D ∈ V C
d−1.

(5) There exists a differential operator D ∈ Dd
B0|k of order d such that σd(D)] = P

and D ∈ V C
d−1.

3.7.7 The morphism ] : B1 → B1 being a B0-automorphism, we can denote by [ :
B1 → B1 its inverse, which is also a B0-automorphism given by

P (x0, y0, x1, y1) 7→ P [ := P (x0, y0, y1,−x1).

Our study of N1(C ) for C an affine plane curve defined by a reduced polynomial f ∈
B0 in sections 3.5 (for f homogeneous) and 3.6 (for f weighted homogeneous) can be
combined with theorem 3.7.6 in order to deduce the following results:

Corollary 3.7.8. Let k be a field of characteristic zero. Let γ1, . . . , γt ∈ k be nonzero
and mutually distinct elements. Let f ∈ B0 be the polynomial f = xε0y

ε′
0
∏t
i=1(y0 − γix0)

with ε, ε′ ∈ {0, 1}. We set C = Spec(B0/〈f〉). Let D ∈ Dd
B0|k be a differential operator of

the plane of order d such that D(fd) ∈ 〈f〉 (or equivalently, such that D ∈ V C
d−1). Then,

via the identification in subsection 3.7.2 between gr(DB0|k) and B1, its principal symbol
σd(D) is a combination in B1 of the following family of polynomials (in the notation of
subsection 3.5.4):{

x1x0 + y0y1, (xεh1y
ε′

h2δi(f))[, i ∈ {0, . . . , t}, h1, h2 ∈ {0, 1}
}
.

Proof. It is direct from theorem 3.7.6, theorem 3.5.5 and the fact that a Groebner basis
of an ideal is in particular a system of generators.

Corollary 3.7.9. Let k be a field of characteristic zero. Let λ1, . . . , λt ∈ k be nonzero
and mutually distinct elements. Let (r, s) ∈ N2 be a pair of coprime integers with
r > s ≥ 2. Let f ∈ B0 be the polynomial f = xε0y

ε′
0
∏t
i=1(xr0 − λiys0) with ε, ε′ ∈ {0, 1}.

We set C = Spec(B0/〈f〉). Let D ∈ Dd
B0|k be a differential operator of the plane of

order d such that D(fd) ∈ 〈f〉 (or equivalently, such that D ∈ V C
d−1). Then, via the

identification in subsection 3.7.2 between gr(DB0|k) and B1, its principal symbol σd(D) is
a combination in B1 of the following family of polynomials (in the notation of subsection
3.6.5): {

D̃[
−1, (xεh1y

ε′

h2D̃j1,...,jt)[, ji ∈ {−1, . . . , s}, i ∈ {1, . . . , t}, h1, h2 ∈ {0, 1}
}
.



70 CHAPTER 3. ON THE TANGENT SPACE OF A PLANE CURVE

Proof. It is direct from theorem 3.7.6, theorem 3.6.6 and the fact that a Groebner basis
of an ideal is in particular a system of generators.

3.7.10 M. Gros, L. Narváez Macarro and J. Sebag also established a relation between
elements in N1(C ) for C an affine plane curve defined by a reduced polynomial f ∈ B0
and Bernstein-Sato operators for f , which gives another application of our study in
sections 3.5 and 3.6. Let us first present the Bernstein-Sato construction, for more
information see [4] or the survey [78].

Let s be a new variable, we consider the polynomial ring DB0|k[s]. The order of a
differential operator P (s) = ∑

i Pis
i ∈ DB0|k[s] is defined as ord(P (s)) := max{ord(Pi)}.

Then the ring DB0|k[s] is filtered by the order and, using the identification in subsec-
tion 3.7.2 between gr(DB0|k) and B1, the corresponding graded ring gr(DB0|k[s]) can be
identified with the (commutative) polynomial ring B1[s] with the unique extension of
the partial degree deg1 such that deg1(s) = 0. If ord(P (s)) = d, then its d-symbol
σd(P (s)) := ∑

i∈J
σd(Pi)si, with J = {i ∈ N : ord(Pi) = d}, is a 1-homogeneous polyno-

mial of degree d in B1[s], which will be called the principal symbol of P (s) and denoted
by σ(P (s)).

Now let f ∈ B0 be a non-constant polynomial. We denote by B0[f−1, s]f s the free
module generated by the symbol f s over the ring B0[f−1, s]. It is a B0-module and via
the rule

∂† •
(
g

fk
f s
)

= ∂†

(
g

fk

)
f s + sg

fk+1∂†(f)f s

for g ∈ B0[s] and † ∈ {x0, y0} it becomes a left DB0|k[s]-module. We recall that elements
in B0 can be identified with multiplication morphisms and seen as differential operators,
see subsection 3.7.1. We denote by

annDB0|k[s](f s) =
{
P (s) ∈ DB0|k[s] | P (s) • f s = 0

}
the parametric annihilator . Let us recall Bernstein’s theorem (see [4]):

Theorem 3.7.11 (Bernstein). Let k be a field of characteristic zero. Let f ∈ B0. There
exist a differential operator P (s) ∈ DB0|k[s] and a non-zero polynomial b(s) ∈ k[s] such
that

P (s) • f s+1 = b(s)f s. (7.3)

The set of polynomials b(s) ∈ k[s] for which an equation of the form 7.3 holds
is an ideal of k[s], which is non-zero by Bernstein’s theorem. The polynomial ring
k[s] being a principal ideal domain, we call its monic generator the Bernstein-Sato
polynomial of f . We will call a Bernstein-Sato operator for f any differential operator
P (s) ∈ DB0|k[s] satisfying equation 7.3 for a certain b(s) ∈ k[s]. In particular, we have
P (s)f − b(s) ∈ annDB0|k[s](f s).
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The following result, corresponding to [35, Theorem 5.3], establishes the relation
announced at the beginning of this subsection between Bernstein-Sato operators and
the ideal N1(C ).

Theorem 3.7.12 (Gros-Narváez Macarro-Sebag). Let k be a field of characteristic zero.
Let f ∈ B0 be a reduced polynomial and C = Spec(B0/〈f〉) the associated affine plane
curve. Let P (s) = ∑

i Pis
i ∈ DB0|k[s] be a differential operator of order d ≥ 0. Then, for

every integer i such that ord(Pi) = d, we have σd(Pi)] ∈ N1(C ) provided that one of the
following hypotheses holds:

(1) The operator P (s) belongs to annDB0|k[s](f s).

(2) The operator P (s) is a Bernstein-Sato operator for f of order d ≥ 2.

3.7.13 Our study ofN1(C ) for C an affine plane curve defined by a reduced polynomial
f ∈ B0 in sections 3.5 (for f homogeneous) and 3.6 (for f weighted homogeneous) can
be combined with theorem 3.7.12 in order to deduce the following results:

Corollary 3.7.14. Let k be a field of characteristic zero. Let γ1, . . . , γt ∈ k be nonzero
and mutually distinct elements. Let f ∈ B0 be the polynomial f = xε0y

ε′
0
∏t
i=1(y0 − γix0)

with ε, ε′ ∈ {0, 1}. We set C = Spec(B0/〈f〉). Let P (s) = ∑
i Pis

i ∈ Dd
B0|k[s] be

a Bernstein-Sato differential operator for f of order d ≥ 2, or a differential operator
in annDB0|k[s](f s) of order d. Then, via the identification in subsection 3.7.2 between
gr(DB0|k) and B1, for every integer i such that ord(Pi) = d, its principal symbol σd(Pi) is
a combination in B1 of the following family of polynomials (in the notation of subsection
3.5.4): {

x1x0 + y0y1, (xεh1y
ε′

h2δi(f))[, i ∈ {0, . . . , t}, h1, h2 ∈ {0, 1}
}
.

Proof. It is direct from theorem 3.7.12, theorem 3.5.5 and the fact that a Groebner basis
of an ideal is in particular a system of generators.

Corollary 3.7.15. Let k be a field of characteristic zero. Let λ1, . . . , λt ∈ k be nonzero
and mutually distinct elements. Let (r, s) ∈ N2 be a pair of coprime integers with
r > s ≥ 2. Let f ∈ B0 be the polynomial f = xε0y

ε′
0
∏t
i=1(xr0 − λiys0) with ε, ε′ ∈ {0, 1}.

We set C = Spec(B0/〈f〉). Let P (s) = ∑
i Pis

i ∈ Dd
B0|k[s] be a Bernstein-Sato differential

operator for f of order d ≥ 2, or a differential operator in annDB0|k[s](f s) of order d.
Then, via the identification in subsection 3.7.2 between gr(DB0|k) and B1, for every
integer i such that ord(Pi) = d, its principal symbol σd(Pi) is a combination in B1 of the
following family of polynomials (in the notation of subsection 3.6.5):{

D̃[
−1, (xεh1y

ε′

h2D̃j1,...,jt)[, ji ∈ {−1, . . . , s}, i ∈ {1, . . . , t}, h1, h2 ∈ {0, 1}
}
.

Proof. It is direct from theorem 3.7.12, theorem 3.6.6 and the fact that a Groebner basis
of an ideal is in particular a system of generators.
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Example 3.7.16. Let us interpret corollaries 3.7.9 and 3.7.15 in the particular case of a
cusp. Let (r, s) ∈ N2 be a pair of coprime integers with r > s ≥ 2. Let f = xr0−ys0 ∈ B0 =
k[x0, y0] and C = Spec(B0/〈f〉). Let us consider the following differential operators:

f,
sx0∂x0 + ry0∂y0 ,
(−1)isiys−i0 ∂ix0 + rixr−i0 ∂iy0 ∀i ∈ {1, . . . , s}.

(7.4)

Corollary 3.7.9 assures that for every differential operatorD=∑i+j≤d ai,j(x0, y0)∂ix0∂
j
y0

on the plane, with order d, such that D(fd) ∈ 〈f〉 (or equivalently, such that D ∈ V C
d−1),

its principal symbol σ(D) = ∑
i+j=d ai,j(x0, y0)∂ix0∂

j
y0 is a combination (in the Weyl al-

gebra DB0|k) of the differential operators in 7.4.
On the other hand, corollary 3.7.15 assures that if P (s) = ∑

i Pis
i is a Bernstein-Sato

operator for f of order d ≥ 2 or a differential operator in annDB0|k[s](f s) of order d, then
each Pi of maximal order d in the expression of P (s) is a combination (in the Weyl
algebra DB0|k) of the differential operators in 7.4.

In [35, Subsection 6.1] an explicit example of a Bernstein-Sato operator for f = x5
0−y3

0
is computed; it is also shown that it satisfies corollary 3.7.15.
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The Drinfeld-Grinberg-Kazhdan theorem

The local study of schemes is a classical field in Algebraic Geometry. In the particular
case of the arc scheme of an algebraic variety, questions about the formal neighbourhoods
at points have been investigated, first by V. Drinfeld, M. Grinberg and D. Kazhdan for
rational points and then by A. Reguera, T. de Fernex and R. Docampo for another class
of schematic points called constructible points.

The present chapter is intended to review the main result in the first aforementioned
direction and some related facts. Precisely, we will present a result (theorem 4.1.2) about
the structure of the formal neighbourhood of the arc scheme of a variety at a rational
arc. A first version under the assumption that the base field is of characteristic zero was
proved by M. Grinberg and D. Kazhdan in [34]1, this result was extended by Drinfeld
for arbitrary fields (see [30, Theorem 0.1], although the preprint dates from 2002).

The aim of this chapter is to present this result, stated in theorem 4.1.2. We also
give a proof in the case of affine plane curves which illustrates the arguments needed
in the general setting with the advantage of requiring a simpler notation. In section
4.2 we present the finite formal models, whose existence we deduce from the Drinfeld-
Grinberg-Kazhdan theorem, and some facts about them such as their (non-)uniqueness,
geometric properties that they encode, invariance and effective computation.

Chapter 5, and precisely our main theorem 5.5.19, explains the interest of the present
chapter, since it allows to transpose to the formal neighbourhoods of the arc scheme
at some constructible points (the generic points of the Nash sets for divisorial toric
valuations) some properties deduced from Drinfeld-Grinberg-Kazhdan theorem for the
formal neighbourhoods at rational points of the arc scheme.

The main references in this chapter are the original articles [34] and [30] proving the
Drinfeld-Grinberg-Kazhdan theorem and also [10], the survey [15] and [19, Ch.3, §5].

1This work of Grinberg and Kazhdan was indeed motivated by a conjecture of Drinfeld in private
communication, see [34, Introduction].

73
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4.1 The Drinfeld-Grinberg-Kazhdan theorem

The aim of this section is to present theorem 4.1.2 and discuss many facts about it,
including some elements of the proof in the case of affine plane curves which essentially
requires the same technical arguments as the general setting.

4.1.1 Let us recall that, for k a field, V a k-variety and γ ∈ L∞(V ) an arc on V , we
denote by L̂∞(V )γ the formal neighbourhood of the k-scheme L∞(V ) at the point γ,
i.e., Spf( ̂OL∞(V ),γ).

Theorem 4.1.2 (Drinfeld-Grinberg-Kazhdan). Let k be a field and V be a k-variety
with a rational point v ∈ V (k) such that dimv(V ) ≥ 1. Let γ ∈ L∞(V )(k) be a rational
point of the associated arc scheme, not contained in L∞(VSing) and whose center γ(0)
is v. Then there exist an affine k-scheme S of finite type, a rational point s ∈ S(k) and
an isomorphism of formal k-schemes:

L̂∞(V )γ ∼= Ŝs×̂k Spf(kJ(Ti)i∈NK). (1.1)

This theorem gives a decomposition of L̂∞(V )γ as a product (in the category of
formal k-schemes) of a noetherian affine formal k-scheme, which we will call a finite
formal model of the pair (L∞(V ), γ), and an infinite-dimensional formal disk. We will
see in subsection 4.2.1 that, although a finite formal model for (L∞(V ), γ) satisfying
the assumptions in the theorem is not unique, all of them are related in some sense. An
important fact is that Drinfeld’s proof of theorem 4.1.2 is effective in the sense that it
provides a procedure to explicitly compute a presentation of a finite formal model from
a presentation of V and (sufficiently many coefficients of) the arc γ.

Let γ ∈ L∞(V ) an arc of V . We say that γ is a non-degenerate arc if its generic
point γ(η) does not belong to the singular locus VSing of V , i.e., if γ is not contained in
VSing. We denote by L ◦

∞(V ) := L∞(V ) \L∞(VSing) the set of non-degenerate arcs of V .
In subsection 4.2.5 we will explain why the assumption in theorem 4.1.2 of the arc γ to
be non-degenerate cannot be omitted.

A crucial point of the proof of theorem 4.1.2 consists in describing the formal com-
pletion L̂∞(V )γ in terms of arc deformations, via its functor of points. Other important
ingredients that we will recall are the Weierstrass preparation theorem for power series
over a complete local ring (see subsection 4.1.9) and the reduction to the case where V
is a complete intersection (see subsection 4.1.12).

4.1.3 Let k be a field and A be a topological k-algebra. We say that I is an ideal
of definition of A if I is open and for every neighbourhood N of 0 there exists an
integer n > 0 such that In ⊂ N , i.e., the sequence (In)n∈N converges to 0. We say that
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A is admissible if it is separated and complete and it possesses an ideal of definition.
Let Admk be the category of admissible k-algebras with the continuous morphisms of
k-algebras (see [36, 0/§7]).

We denote by Lacpk the full subcategory of Admk whose objects are completions
of local k-algebras with residue field isomorphic to k. Let A1, A2 be local k-algebras
in Lacpk with respective maximal ideals m1,m2 and ϕ : A1 → A2 be a continuous
morphism of k-algebras. Let a ∈ m1, then the sequence (an)n∈N converges to 0 (i.e.,
a is topologically nilpotent) and thus ϕ(a) cannot be a unit because ϕ is continuous,
hence ϕ(a) ∈ m2. We deduce that ϕ is a local morphism. An object of Lacpk is
a k-algebra of the form Â = lim←−A/m

n, where A is a local k-algebra with maximal
ideal m such that k = A/m. Then Â is a local k-algebra with maximal ideal given by
m̂ = Ker(Â → A/m). It is separated and complete for the topology defined by the
family of ideals (Ker(Â→ A/mn))n∈N.

Nevertheless, if A is not noetherian, Âmight not be complete for the m̂-adic topology.
An example of object in Lacpk is, for every set Λ, the k-algebra Â = kJ(Ti)i∈ΛK appearing
in the isomorphism of theorem 4.1.2 for Λ = N. It is the completion of the polynomial
k-algebra k[(Ti)i∈Λ] with respect to its maximal ideal m = 〈Ti; i ∈ Λ〉. When the set Λ is
infinite, m̂ does not equal m = Â and the m̂-adic topology is not complete, see [43]. We
denote by DΛ

k := Spf(kJ(Ti)i∈ΛK) the corresponding formal scheme, which is a formal
disk. For every object A ∈ Lacpk we set AJ(Ti)i∈ΛK := A⊗̂kkJ(Ti)i∈ΛK, which is again
an object of Lacpk.

We denote by Testk the full subcategory of Lacpk whose objects are local k-algebras
with residue field isomorphic to k and nilpotent maximal ideal, we call them test-rings.
Let us note that such a k-algebra (A,m) is canonically isomorphic to its m-adic comple-
tion, A ∼= lim←−A/m

n and hence it is an object of Lacpk (i.e., test-rings are those objects
in Lacpk with nilpotent maximal ideal). We denote by ι : Testk → Lacpk the inclusion
functor. A proof of the following lemma can be found in [19, Ch. 3, Lemma 5.1.6].

Lemma 4.1.4. Let k be a field, (R,m) a local k-algebra with residue field k and A an ob-
ject in Testk. The completion morphism R→ R̂ induces a bijection from HomLacpk(R̂, A)
to the set of local morphisms of k-algebras R→ A.

4.1.5 Let us denote by L̂acpk (resp. T̂estk) the category of covariant functors from
Lacpk (resp. Testk) to the category Sets of sets. Given an object A ∈ Lacpk we denote
by hA the functor HomLacpk(A, ·) which is an object of L̂acpk. It is a consequence of
the Yoneda lemma that, for A,A′ ∈ Lacpk, the natural maps (functorial in A,A′)

HomLacpk(A,A
′) ∼= HomL̂acpk

(hA, hA′) (1.2)

are bijective. We denote by h′A := hA ◦ ι the restriction of the functor hA to the
subcategory Testk. This gives rise to a functor

h′ : Lacpk −→ T̂estk
A 7−→ h′A = HomLacpk(A, ·)
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from the category Lacpk to the category of functors from Testk to Sets.

Lemma 4.1.6. Let k be a field. With the notation of this subsection, the functor h′ is
fully faithful.

Idea of the proof. By equation 1.2 it is enough to see that, for every A,A′ ∈ Lacpk, the
natural map

HomL̂acpk
(hA, hA′) −→ HomL̂acpk

(hA ◦ ι, hA′ ◦ ι)

is bijective. Then the proof lies on the observation that, for every objectB ∈ Lacpk, if we
choose a local k-algebra (R,m) with residue field k and an isomorphism B ∼= lim←−R/m

n,
then for every n ∈ N the k-algebra R/mn is a test-ring. A detailed proof can be found
in [19, Ch.3, Lemma 5.1.8].

Lemma 4.1.6 allows to deduce the following observation, which will be a key point
in the sequel.

Observation 4.1.7. Let A,A′ be two objects in Lacpk. From lemma 4.1.6 we deduce
that a morphism of functors h′A → h′A′ is induced by a unique morphism A → A′

of admissible local k-algebras, and the first one is an isomorphism if and only if the
second one is an isomorphism. Summing up, an object A ∈ Lacpk is determined by its
associated functor h′A.

4.1.8 Let k be a field, V a k-variety and γ ∈ L∞(V )(k) a rational point of the
associated arc scheme. Let us denote by mγ the maximal ideal of the local ring OL∞(V ),γ

of L∞(V ) at γ. By definition, the formal neighbourhood L̂∞(V )γ at γ is the formal
spectrum of the mγ-adic completion of OL∞(V ),γ. Then its corresponding k-algebra
̂OL∞(V ),γ is an object of Lacpk and hence it is determined (by observation 4.1.7) by the

sets HomLacpk( ̂OL∞(V ),γ, A) for every test-ring A over k.

Let (A,mA) ∈ Testk. An element γA ∈ L̂∞(V )γ(A) is called an A-deformation of γ.
Its reduction modulo mA coincides with γ. Then the elements in HomLacpk( ̂OL∞(V ),γ, A)
are A-deformations of γ and observation 4.1.7 implies that L̂∞(V )γ is determined by
the A-deformations of γ, for A ∈ Testk. Let us stress that, by lemma 4.1.4, an A-
deformation γA corresponds with a commutative diagram

OL∞(V ),γ A

k

γA

where we have also denoted by γA the corresponding morphism of k-algebras, and the
unnamed morphisms are the reductions modulo the respective maximal ideals. Let us
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denote by pA : AJtK→ kJtK the unique local morphism of k-algebras which extends the
projection A → A/mA

∼= k. The diagram above also corresponds to a commutative
diagram

OV,γ(0) AJtK

kJtK

γA

γ
pA (1.3)

or equivalently (with some abuse in the notation of the morphisms) with the diagram

VSpec(AJtK)

Spec(kJtK)

γA

γpA

4.1.9 An important ingredient of the proof of theorem 4.1.2 is the uniqueness in the
Weierstrass division. Let (A,m) be a local ring which is complete for the m-adic topology.
Let f ∈ AJtK, we can write f = ∑

m∈N
fmt

m. Let d ∈ N; we say that f is d-regular if fm ∈ m

for everym < d and fd is a unit in A. We say that f is d-Weierstrass (or d-distinguished)
if it is a monic polynomial of A[t] of degree d which is d-regular. Let us denote by Wd(A)
the set of d-Weierstrass polynomials of A[t]. A proof of the following theorem can be
found in [56, Theorem 9.1].

Theorem 4.1.10 (Weierstrass division theorem). Let (A,m) be a local ring which is
complete for the m-adic topology. Let f, g ∈ AJtK be formal power series with coefficients
in A and let d ∈ N. If f is d-regular, then there exists a unique pair (q, r) with q ∈ AJtK
and r ∈ A[t] such that g = qf + r and deg(r) < d.

Let us observe that theorem 4.1.10 implies that every f ∈ AJtK which does not reduce
to 0 modulo m is not a zero divisor in AJtK (since f is d-regular for some d ∈ N and
0 = f · 0 is the unique factorization).

The following theorem provides a unique decomposition of a d-regular formal power
series as a product of a d-Weirstrass polynomial and an invertible series (see [56, Theorem
9.2] for a proof).

Theorem 4.1.11 (Weierstrass preparation theorem). Let (A,m) be a local ring which is
complete for the m-adic topology. Let f ∈ AJtK be a formal power series with coefficients
in A and let d ∈ N. If f is d-regular, then there exists a unique pair (p, u) with p ∈ A[t]
a d-Weierstrass polynomial (i.e., p = td + pd−1t

d−1 + · · ·+ p0 with p0, . . . , pd−1 ∈ m) and
u ∈ AJtK a unit.
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4.1.12 Following [10, Subsection 4.2] or [19, Ch. 3, Subsection 5.3] we know that we
can use the Jacobian Criterion of smoothness to reduce the proof of theorem 4.1.2 to the
case where V is a complete intersection in an affine space. Let us recall the key points
of this reduction.

Let k be a field, V a k-variety and γ ∈ L∞(V )(k) a rational point of the associated arc
scheme. Let U be an open subset of V containing γ(0). Then the canonical inclusion of
U in V identifies L∞(U) with an open subscheme of L∞(V ) containing γ and it induces
an isomorphism between L̂∞(U)γ and L̂∞(V )γ. If we suppose U to be affine, this shows
that we can reduce the proof of theorem 4.1.2 to the case where V is affine.

Let us recall the definition of the Jacobian matrix and the Jacobian criterion of
smoothness. Let r ∈ N and f1, . . . , fr ∈ k[T1, . . . , Tn]. The Jacobian matrix J(f1, . . . , fr)
is the matrix of size r×n with (i, j)-entry the partial derivative ∂fi/∂Tj for i ∈ {1, . . . , r}
and j ∈ {1, . . . , n}. For r ≤ n, a minor of order r of this matrix is the determinant of a
square submatrix of J(f1, . . . , fr) of size r × r. This corresponds with

det
(
(∂fi/∂Tji)1≤i≤r

)
for a choice of a family (j1, . . . , jr) of elements of {1, . . . , n}.

The general version of the Jacobian criterion in [6, Proposition 2.2/7] allows to obtain
the following statement, from which we can deduce the subsequent particular version of
the Jacobian criterion, see [19, Ch. 3, Subsection 5.3] for details.

Lemma 4.1.13. Let k be a field and let V a the closed subscheme of An
k defined by an

ideal I of k[T1, . . . , Tn]. Let x be a point of V and r ∈ N. Then V is smooth over k of
relative codimension r at the point x if and only if there exist f1, . . . , fr ∈ I, a minor
g of order r of the Jacobian matrix J(f1, . . . , fr) and an element h ∈ (〈f1, . . . , fr〉 : I)
such that g(x)h(x) 6= 0.

Proposition 4.1.14 (Jacobian criterion). Let k be a field and let V a the closed sub-
scheme of An

k defined by an ideal I of k[T1, . . . , Tn]. The nonsmooth locus VSing of V |k
is the closed subscheme of V whose ideal is generated by all the products of the form gh,
where, for an integer r ∈ {0, . . . , n} and elements f1, . . . , fr ∈ I, g is a minor of order
r of the Jacobian matrix J(f1, . . . , fr) and h ∈ (〈f1, . . . , fr〉 : I).

The following proposition justifies the reduction to the complete intersection case for
the study of the formal neighbourhoods of non-degenerate rational arcs.

Proposition 4.1.15. Let k be a field and let V a the closed subscheme of An
k defined by

an ideal I of k[T1, . . . , Tn]. Let γ ∈ L∞(V )(k) be a rational point of the associated arc
scheme, not contained in L∞(VSing). Then there exist an integer r ∈ {0, . . . , n} and poly-
nomials f1, . . . , fr ∈ I defining a closed subscheme W = Spec(k[T1, . . . , Tn]/ 〈f1, . . . , fr〉)
of An

k such that the following properties hold:

(a) There exists a minor of order r of the Jacobian matrix J(f1, . . . , fr) which does
not vanish at γ.
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(b) There exists a unique irreducible component of V containing the arc γ, and its
dimension is equal to n− r.

(c) The canonical closed immersion j : V ↪→ W induces an isomorphism

j∗ : L̂∞(V )γ
∼−→ L̂∞(W )j(γ).

Sketch of the proof. The existence of W and part (a) follow from the fact that γ is not
contained in VSing and the Jacobian criterion (corollary 4.1.14). For part (b), we use
once again the information given by the preceding application of the Jacobian criterion
to deduce, by lemma 4.1.13, that X is smooth of dimension n− r at the generic point of
γ (the smoothness comes from γ /∈ L∞(VSing), the lemma assures that the codimension
is r which coincides with the number of generators of the ideal defining W ). Then there
exists a unique irreducible component of V containing γ, with dimension n − r. For
part (c), by observation 4.1.7 one has only to prove that, for every A ∈ Testk, the
map L̂∞(V )γ(A) → L̂∞(W )j(γ)(A) induced by j is bijective. The Weierstrass division
theorem 4.1.10 will be useful in this task. See [19, Ch. 3, Proposition 5.3.5] for the
complete proof.

Let us remark that the terminology “complete intersection” is an abuse in this case.
Although the arc j(γ) is contained in an irreducible component ofW of dimension n−r,
it may happen thatW has another irreducible component of dimension bigger than n−r
passing through the center of j(γ). Indeed, in the next subsection we will explain that
one may restrict to the irreducible component containing the arc.

4.1.16 In order to study the formal neighbourhood of a non-degenerate rational point
in the arc scheme of a variety V we may assume that V is integral. Although this
reduction is not necessary for the original proof of theorem 4.1.2, it remains interesting
and we will justify it. We adapt here the arguments in [15, Subsection 3.5].

Lemma 4.1.17. Let k be a field and V be a k-variety. Let γ ∈ L∞(V )(k) be a non-
degenerate rational arc. Then there exists an irreducible component W of Vred which
contains the generic point of γ such that, if we denote by γ̃ the arc induced by γ in W ,
then L̂∞(V )γ is isomorphic to ̂L∞(W )γ̃.

Proof. The arc γ being non-degenerate, its generic point γ(η) is a regular point of V
and hence its local ring is a regular local ring, in particular it is a domain. The arc γ
corresponds to a morphism of local k-algebras γ : OV,γ(0) → kJtK andOV,γ(η) is isomorphic
to (OV,γ(0))ker(γ), thus it is also a domain. We deduce that there exists a unique minimal
prime ideal p ofOV,γ(0) contained in ker(γ), it corresponds with a (unique) minimal prime
ideal of O(V ) contained in ker(γ), which defines the unique irreducible component of
Vred which contains γ(η). By observation 4.1.7, we only have to show that for every test-
ring (A,mA) ∈ Testk, every A-deformation γA of γ factorizes through this irreducible
component.
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Let γA : OV,γ(0) → AJtK be an A-deformation of γ, we have to prove that p is
contained in ker(γA). By definition of an A-deformation we have ker(γ) = γ−1

A (mAJtK)
(see diagram 1.3). Let x ∈ p, since p vanishes in (OV,γ(0))ker(γ) we deduce that there
exists an element y /∈ ker(γ) such that xy = 0. Hence γA(x)γA(y) = 0 in AJtK. But
γA(y) /∈ mAJtK and hence it is not a zero divisor in AJtK (see subsection 4.1.9). We
deduce that γA(x) = 0, thus x ∈ ker(γA).

Then, if W is the irreducible component of Vred defined by p and γ̃ is the arc induced
by γ in W , then the A-deformations of γ in V are in bijection (functorial in A) with the
A-deformations of γ̃ in W , which implies the isomorphism between the corresponding
formal neighbourhoods.

Let us see γ as a local morphism γ : ÔV,γ(0) → kJtK. A formal branch or formal
irreducible component at γ(0) which contains γ is a minimal prime ideal p of ÔV,γ(0) such
that p ⊂ ker(γ). In particular, if p is a formal branch at γ(0), then γ factorizes through
the quotient morphism ÔV,γ(0) → ÔV,γ(0)/p. Indeed, an adaptation of the arguments in
the previous proof show that every A-deformation of γ factorizes through the unique
formal irreducible component at γ(0) which contains γ. This is the content of [10,
Lemma 2.4] (see also [12, Proposition 3.2]), which is stated in a slightly more general
setting, for rational arcs which could be degenerate but assumed to be contained in
a unique formal irreducible component (which automatically holds for non-degenerate
arcs).

Lemma 4.1.18. Let k be a field and V be an integral k-variety. Let γ ∈ L∞(V )(k) be
a non-degenerate rational arc. There exists a unique minimal prime ideal p of the ring
ÔV,γ(0) such that the induced morphism γ : ÔV,γ(0) → kJtK of Lacpk factorizes through
ÔV,γ(0) → ÔV,γ(0)/p. Then, for every test-ring (A,mA) ∈ Testk, for every A-deformation
γA ∈ L̂∞(V )γ(A) of γ, the induced morphism γ : ÔV,γ(0) → AJtK of Lacpk also factorizes
through ÔV,γ(0) → ÔV,γ(0)/p. Besides, p is the only minimal prime ideal of ÔV,γ(0) with
this property.

Proof. The first assertion is a consequence of the fact that γ is non-degenerate, see [12,
Proposition 3.6]. Let (A,mA) ∈ Testk and γA ∈ L̂∞(V )γ(A); then ker(γ) = γ−1

A (mAJtK).
Let p, q1, . . . , qn be the minimal prime ideals of the ring ÔV,γ(0) and we assume that
p ⊂ ker(γ), let us prove that p ⊂ ker(γA). Let x ∈ p. Since the ring ÔV,γ(0) is reduced,
we have p ∩ (∩ni=1qi) = 0. The first assertion implies the existence of elements yi ∈ qi
such that yi /∈ ker(γ) = γ−1

A (mAJtK), for i ∈ {1, . . . , n}. Then xy1 · · · yn = 0 and
hence γA(x)γA(y1) · · · γA(yn) = 0. Since γA(yi) does not reduce to 0 modulo mA, it
is not a zero divisor in AJtK (see subsection 4.1.9) and we deduce that γA(x) = 0,
i.e., x ∈ ker(γA). For the last assertion, if qi ⊂ ker(γA) for some i ∈ {1, . . . , n}, then in
particular qi ⊂ γ−1

A (mAJtK) = ker(γ) which is in contradiction with the first assertion.
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4.1.19 Following the ideas in subsection 4.1.5 and in particular observation 4.1.7,
the strategy of the proof consists in showing that there exists an affine scheme S of
finite type and s ∈ S(k) such that, for every test-ring A ∈ Testk, we have a bijection
HomLacpk( ̂OL∞(V ),γ, A)→ HomLacpk(ÔS,s, A)×HomLacpk(kJ(Ti)i∈NK, A) functorial in A.
By subsection 4.1.12, we can assume that V is a complete intersection affine k-variety.
By simplicity in the notation, we will present here the proof for V an affine plane curve;
the arguments in the general setting are analogous.
• Let f be a polynomial in k[x, y] and V be the corresponding affine k-variety

V = Spec(k[x, y]/〈f〉). We consider the non-degenerate arc γ ∈ L∞(V )(k) given (via
identification with a morphism γ : OV → kJtK) by γ(t) = (x(t), y(t)) ∈ kJtK2.

The arc γ not belonging to L∞(VSing), by the Jacobian criterion we deduce that some
partial derivative of f does not vanish at γ. We may assume that ∂yf(x(t), y(t)) 6= 0
and we fix d = ordt(∂yf(x(t), y(t))) ∈ N. We can perform the euclidean division (the
Weierstrass division in theorem 4.1.10 for the complete local ring kJtK) of x(t) by t2d and
y(t) by td, obtaining {

x(t) = z(t)t2d + x̃(t)
y(t) = w(t)td + ỹ(t) (1.4)

where z(t), w(t) ∈ kJtK, x̃(t), ỹ(t) ∈ k[t] and deg(x̃(t)) ≤ 2d− 1, deg(ỹ(t)) ≤ d− 1.
• Let (A,mA) ∈ Testk be a test-ring. Let xA(t), yA(t) ∈ mAJtK in such a way that

(x(t) + xA(t), y(t) + yA(t)) ∈ L̂∞(V )γ(A) is an A-deformation of γ (since we clearly
have (x(t) + xA(t), y(t) + yA(t)) = (x(t), y(t)) modulo mA). Let us note that such
an A-deformation of γ is determined by the pair (xA(t), yA(t)). By the Weierstrass
preparation theorem 4.1.11 we deduce the existence of a unique d-Weierstrass polynomial
qA(t) ∈ Wd(A) and a unique invertible series uA(t) ∈ AJtK∗ such that

∂yf(x(t) + xA(t), y(t) + yA(t)) = qA(t)uA(t). (1.5)

The assumptions of the Weierstrass preparation theorem are satisfied because ∂yf(x(t)+
xA(t), y(t)+yA(t)) /∈ mAJtK since its reduction modulo mAJtK equals ∂yf(x(t), y(t)) which
is nonzero in kJtK.

Hence, we apply the Weierstrass division theorem 4.1.10 (let us observe that qA(t)
and qA(t)2 are respectively d-regular and 2d-regular) to deduce that we have{

x(t) + xA(t) = (z(t) + zA(t))qA(t)2 + x̃(t) + x̃A(t)
y(t) + yA(t) = (w(t) + wA(t))qA(t) + ỹ(t) + ỹA(t)

where zA(t), wA(t) ∈ mAJtK, x̃A(t), ỹA(t) ∈ mA[t] with deg(x̃A(t)) ≤ 2d−1 et deg(ỹA(t)) ≤
d−1. Let us stress that z(t), zA(t), x̃(t), x̃A(t), w(t), wA(t), ỹ(t) and ỹA(t) (and also qA(t)
and uA(t)) are uniquely determined.
• Let us define the set B(A) of elements (zA(t), x̃A(t), ỹA(t), qA(t)) ∈ mAJtK ×

mA[t]≤2d−1 ×mA[t]≤d−1 ×Wd(A) such that{
qA(t) divides ∂yf(x̃(t) + x̃A(t), ỹ(t) + ỹA(t))
qA(t)2 divides f(x̃(t) + x̃A(t), ỹ(t) + ỹA(t)) (1.6)
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We define a map

ϕA : L̂∞(V )γ(A) −→ B(A)
(xA(t), yA(t)) −→ (zA(t), x̃A(t), ỹA(t), qA(t))

where zA(t), x̃A(t), ỹA(t) and qA(t) are constructed from the A-deformation (xA(t), yA(t))
of γ as above. By construction (zA(t), x̃A(t), ỹA(t), qA(t)) is an element of mAJtK ×
mA[t]≤2d−1 ×mA[t]≤d−1 ×Wd(A), we have to prove that it also satisfies conditions (1.6).
For this, let us first consider the Taylor expansion of ∂yf(x̃(t) + x̃A(t), ỹ(t) + ỹA(t)) at
(x(t)+xA(t), y(t)+yA(t)) (in order to make the formula shorter we omit here the explicit
reference to the variable t in each element):

∂yf(x̃+ x̃A, ỹ + ỹA) = ∂yf(x+ xA − (z + zA)q2
A, y + yA − (w + wA)qA)

= ∂yf(x+ xA, y + yA) + qA(. . .)

By the definition of qA(t) in formula (1.5) we deduce that qA(t) divides ∂yf(x̃(t) +
x̃A(t), ỹ(t) + ỹA(t)). For the second condition in formula (1.6) we consider the Taylor
expansion of f(x̃(t) + x̃A(t), ỹ(t) + ỹA(t)) at (x(t) + xA(t), y(t) + yA(t)):

f(x̃+ x̃A, ỹ + ỹA) = f(x+ xA − (z + zA)q2
A, y + yA − (w + wA)qA)

= f(x+ xA, y + yA)− qA(w + wA)∂yf(x+ xA, y + yA) + q2
A(. . .)

The term f(x+xA, y+yA) is zero because (x(t)+xA(t), y(t)+yA(t)) ∈ L̂∞(V )γ(A) is an
A-deformation of γ and by the very definition of qA(t) in formula (1.5) we deduce that
qA(t) divides ∂yf(x(t) + xA(t), y(t) + yA(t)), hence qA(t)2 divides f(x̃(t) + x̃A(t), ỹ(t) +
ỹA(t)). This shows that ϕA is a well-defined map.
• The next step is to prove that the map ϕA is a bijection. Let us consider an element

(zA(t), x̃A(t), ỹA(t), qA(t)) ∈ B(A). Let us recall the division in formula (1.4). We set
xA(t), ŷA(t) ∈ AJtK such that{

x(t) + xA(t) = (z(t) + zA(t))qA(t)2 + x̃(t) + x̃A(t)
y(t) + ŷA(t) = w(t)qA(t) + ỹ(t) + ỹA(t) (1.7)

We aim to prove that there exists a unique wA(t) ∈ mAJtK such that

f(x(t) + xA(t), y(t) + ŷA(t) + qA(t)wA(t)) = 0, (1.8)

in which case (x(t) + xA(t), y(t) + ŷA(t) + qA(t)wA(t)) would be an A-deformation of γ
(the fact that (x(t) + xA(t), y(t) + ŷA(t) + qA(t)wA(t)) = (x(t), y(t)) modulo mA is clear
by construction), i.e., an element of L̂∞(V )γ(A).

Let us write the Taylor expansion of f(x(t)+xA(t), y(t)+ŷA(t)) at (x̃(t)+x̃A(t), ỹ(t)+
ỹA(t)):

f(x+ xA, y + ŷA) = f(x̃+ x̃A + (z + zA)q2
A, ỹ + ỹA + wqA)

= f(x̃+ x̃A, ỹ + ỹA) + qAw∂yf(x̃+ x̃A, ỹ + ỹA) + q2
A(. . .)
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From the conditions in formula (1.6) we deduce that qA(t)2 divides f(x(t)+xA(t), y(t)+
ŷA(t)). Moreover, f(x(t) + xA(t), y(t) + ŷA(t)) can be written in the form qA(t)2ϑA(t)
with ϑA(t) ∈ mAJtK, since f(x(t) + xA(t), y(t) + ŷA(t)) = 0 modulo mAJtK and qA(t) is
not a zero divisor in AJtK (because qA(t) /∈ mAJtK, see subsection 4.1.9).

On the other hand, we have the Taylor expansion of ∂yf(x(t) + xA(t), y(t) + ŷA(t))
at (x̃(t) + x̃A(t), ỹ(t) + ỹA(t)):

∂yf(x+ xA, y + ŷA) = ∂yf(x̃+ x̃A + (z + zA)q2
A, ỹ + ỹA + wqA)

= ∂yf(x̃+ x̃A, ỹ + ỹA) + qA(. . .)

and from the conditions in formula (1.6) we deduce that qA(t) divides ∂yf(x(t) +
xA(t), y(t) + ŷA(t)). Hence by the Weierstrass preparation theorem 4.1.11 there ex-
ists a unique vA(t) ∈ AJtK∗ such that ∂yf(x(t) + xA(t), y(t) + ŷA(t)) = qA(t)vA(t) (by
uniqueness of the factorization and the fact that ∂yf(x(t), y(t)) is d-regular and qA(t) is
d-Weierstrass).

Once again, let us write the Taylor expansion of f(x(t) + xA(t), y(t) + ŷA(t) +
qA(t)wA(t)) at (x(t) + xA(t), y(t) + ŷA(t)):

f(x+ xA, y + ŷA + qAwA) = f(x+ xA, y + ŷA) + qAwA∂yf(x+ xA, y + ŷA) + q2
Aw

2
A(. . .)

Hence, the equation (1.8) is equivalent to the right hand side in the preceding formula
being zero. Let us stress that it can be rewritten in the form

q2
A

(
ϑA(t) + wA(t)vA(t) + wA(t)2Q(wA(t))

)
= 0,

where Q(wA(t)) ∈ AJtK. Since the element qA is not a zero divisor in AJtK, this is
equivalent to the existence of a unique wA(t) ∈ mAJtK such that

θA(t) + wA(t) + wA(t)2P (wA(t)) = 0, (1.9)

where θA(t) = ϑA(t)vA(t)−1 ∈ mAJtK and P (wA(t)) = Q(wA(t))vA(t)−1 ∈ AJtK.
We will use the Hensel lemma to solve the preceding equation. The ring (A,mA) being

local and complete, the ring (AJtK,mA+ 〈t〉) also does, and it is in particular a henselian
ring. Thus the reduction of the equation θA(t)+X+X2P (X) = 0 modulo mA+〈t〉 gives
an equation X +X2P (X) = 0 which admits the solution X = 0. By the Hensel lemma
there exists a unique element wA(t) ∈ AJtK such that θA(t)+wA(t)+wA(t)2P (wA(t)) = 0.

We have to check that in fact wA(t) ∈ mAJtK. Reducing the equation θA(t) +wA(t) +
wA(t)2P (wA(t)) = 0 modulo mAJtK we obtain

wA(t)(1 + wA(t)P (wA(t))) = 0. (1.10)

By construction wA(t) ∈ mA + 〈t〉, hence ordt(wA(t)) ≥ 1 and we deduce that 1 +
wA(t)P (wA(t)) is invertible modulo mAJtK. Then from equation (1.10) we deduce that
wA(t) = 0 modulo mAJtK, that is, wA(t) ∈ mAJtK.
•We have proven that ϕA is a bijection for A ∈ Testk. In addition, it follows from the

proof of the Weierstrass preparation theorem that the family of bijections (ϕA)A∈Testk
is functorial in A, which concludes the proof.
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Remark 4.1.20. Let us define the set B̃(A) of elements (x̃A(t), ỹA(t), qA(t)) ∈ mA[t]≤2d−1×
mA[t]≤d−1 ×Wd(A) such that{

qA(t) divides ∂yf(x̃(t) + x̃A(t), ỹ(t) + ỹA(t))
qA(t)2 divides f(x̃(t) + x̃A(t), ỹ(t) + ỹA(t)) (1.11)

It is clear that B(A) = B̃(A) × mAJtK. In addition, we observe that mA[t]≤2d−1 ×
mA[t]≤d−1 × Wd(A) is in bijection with m2d+d+d

A = m4d
A . This set is in bijection with

HomLacpk(kJ(Ti)1≤i≤4dK, A). Hence we deduce that there exists an ideal I ∈ kJ(Ti)1≤i≤4dK
realizing the conditions (1.11) such that B̃(A) is in bijection (functorial in A) with the
set HomLacpk(kJ(Ti)1≤i≤4dK/I, A). Analogously mAJtK is in bijection with mN

A, which
is itself in bijection with HomLacpk(kJ(Ti)i∈NK, A). We deduce that B(A) is in bi-
jection with the set HomLacpk(kJ(Ti)1≤i≤4dK/I⊗̂kkJ(Ti)i∈NK, A). Composing this bijec-
tion with ϕA we deduce that this set is in bijection with the set L̂∞(V )γ(A) of A-
deformations of γ, and this bijection is functorial in A. By observation 4.1.7 we de-
duce an isomorphism in Lacpk between ̂OL∞(V ),γ and kJ(Ti)1≤i≤4dK/I⊗̂kkJ(Ti)i∈NK. In
terms of formal k-schemes, this corresponds to an isomorphism between L̂∞(V )γ and
Spf(kJ(Ti)1≤i≤4dK/I)×̂k Spf(kJ(Ti)i∈NK). Then Spf(kJ(Ti)1≤i≤4dK/I) is a finite formal
model of (L∞(V ), γ). Let us stress that kJ(Ti)1≤i≤4dK/I is the completion of the lo-
calization of k[(Ti)1≤i≤4d]/I at the extension of the ideal 〈Ti; 1 ≤ i ≤ 4d〉 and hence the
finite formal model can be written in the form given in the statement of theorem 4.1.2.

4.2 Finite formal models and related facts

In this section, we will define the finite formal models of the arc scheme at a non-
degenerate rational point, whose existence is guaranteed by the Drinfeld-Grinberg-
Kazhdan theorem 4.1.2. Then we will discuss some facts about them such as the
(non)uniqueness, existence when the assumptions of the theorem do not hold, geometric
properties that they encode, invariance and effective computation.

4.2.1 Let us now interest in the noetherian affine formal k-scheme in the decomposition
given by theorem 4.1.2. Let k be a field and V be a k-variety with a rational point
v ∈ V (k) such that dimv(V ) ≥ 1. Let γ ∈ L∞(V )(k) be a rational point of the
associated arc scheme, not contained in L∞(VSing) and whose center γ(0) is v. Every
affine formal k-scheme S which is the formal spectrum of an essentially of finite type
local k-algebra such that there exists an isomorphism of formal k-schemes

L̂∞(V )γ ∼= S ×̂k Spf(kJ(Ti)i∈NK)

is called a finite dimensional formal model (or simply a finite formal model) of the pair
(L∞(V ), γ). This terminology was introduced in [16]. Hence theorem 4.1.2 may be
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reformulated saying that, under the hypotheses above, the pair (L∞(V ), γ) admits a
finite formal model.

Let us observe that, for a given pair (L∞(V ), γ), a finite formal model is not unique,
even up to isomorphism: if Ss satisfies the statement of theorem 4.1.2, then Ss×̂kDk

also does. However, we will be able to define a minimal formal model of (L∞(V ), γ)
which is unique up to isomorphism.

Let Lncpk be the full subcategory of Lacpk whose objects are the complete local
noetherian k-algebras with residue field isomorphic to k. In particular, the section ring
of a finite formal model S of a pair (L∞(V ), γ) is an element of Lncpk. A k-algebra
A ∈ Lncpk is said to be cancellable (in Lncpk) if there exists a k-algebra B ∈ Lncpk
such that A is isomorphic to BJT K. Let us note that for every k-algebra A ∈ Lncpk
there exist an integer n ∈ N and a non-cancellable k-algebra Amin ∈ Lncpk such that
A is isomorphic to AminJT1 . . . , TnK. We have the following cancellation theorem, due to
O. Gabber.

Theorem 4.2.2 (O. Gabber). Let k be a field. Let A,B ∈ Lncpk and let I, J be sets
(possibly infinite). Assume that AJ(Ti)i∈IK and BJ(Uj)j∈JK are isomorphic in Lacpk.
Then, up to exchanging A and B, there exists a finite subset I ′ ⊂ I such that AJ(Ti)i∈I′K
and B are isomorphic in Lncpk. In particular, if both A and B are non-cancellable,
then they are isomorphic.

A proof of this theorem can be found in [10, Section 7]. Theorem 4.2.2 generalizes
[44, Theorem 4], where the sets I and J are assumed to be finite. In [16] there is also a
slightly weaker version of theorem 4.2.2.

From theorem 4.2.2 we immediately deduce that, for every k-algebra A ∈ Lncpk,
the non-cancellable k-algebra Amin ∈ Lncpk is unique (up to isomorphism in Lncpk).
Let us state this fact in the particular case of finite formal models.

Corollary 4.2.3. Let k be a field and V be a k-variety with a rational point v ∈ V (k)
such that dimv(V ) ≥ 1. Let γ ∈ L∞(V )(k) be a rational point of the associated arc
scheme, not contained in L∞(VSing) and whose center γ(0) is v. Let S and S ′ be
two finite formal models of the pair (L∞(V ), γ). Then, the k-algebras (O(S ))min and
(O(S ′))min are isomorphic in Lncpk. In particular, there exist two integers m,m′ ∈ N
and an isomorphism (in Lncpk) O(S )⊗̂kkJT1 . . . , TmK ∼= O(S ′)⊗̂kkJT1 . . . , Tm′K.

Let us recall that theorem 4.1.2 assures the existence of a finite formal model of the
pair (L∞(V ), γ) (under the corresponding assumptions). Hence corollary 4.2.3 implies
that there exists a unique (up to isomorphism in Lncpk) finite formal model SV (γ) such
that O(SV (γ)) is non-cancellable. We call SV (γ) (or more precisely its isomorphism
class in Lncpk) the minimal formal model of the pair (L∞(V ), γ). Let us remark that
the minimal formal model of (L∞(V ), γ) is the finite formal model of minimal dimension
among all the finite formal models of (L∞(V ), γ).
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Remark 4.2.4. By [15, Example 3.4 and Remark 3.5] we know that, for every k-scheme
of finite type S and s ∈ S(k) a rational point, there exist a k-variety V and a non-
degenerate arc γ ∈ L∞(V )(k) such that Ss is a finite formal model of (L∞(V ), γ).
Hence, if we consider, as in [15, Remark 5.4] the non-cancellable complete noetherian
local k-algebra

kJT1, . . . , TnK/〈T 2
1 , T1T2, . . . , T1Tn〉

we deduce that, if we put no particular restriction on V or the non-degenerate arc
γ ∈ L∞(V )(k), the dimension of a minimal formal model may be arbitrarily large.

4.2.5 The assumption in theorem 4.1.2 of the arc to be non-degenerate cannot be
omitted, as shown by D. Bourqui and J. Sebag in [11]. Precisely, they found the following
counterexample:

Theorem 4.2.6. Let k be a field of characteristic zero which does not contain a root
of the equation T 2 + 1 = 0. Let f ∈ k[x, y] be the polynomial x2 + y2 and let C be the
affine plane curve defined by f . Let o ∈ C (k) be the origin of A2

k, we also denote by o
the induced constant arc in L∞(C )(k). Then the arc o does not satisfy the statement of
theorem 4.1.2, i.e., the pair (L∞(C ), o) does not admit a finite formal model.

Let us observe that the decomposition given by theorem 4.1.2 implies that the nil-
radical of the complete local ring O(L̂∞(V )γ) is nilpotent. The proof of theorem 4.2.6
consists in proving the existence of nilpotent elements of O(L̂∞(C )o) of arbitrarily large
nilpotence order. Let us stress that this example provides varieties of arbitrary dimension
not satisfying the statement of theorem 4.1.2. Precisely, if V is a k-variety of arbitrary
dimension and γV ∈ L∞(V )(k), the pair (L∞(V ×k C ), (γV , o)) does not admit a finite
formal model.

More recently, C. Chiu and H. Hauser have completed this first answer in [20]. Pre-
cisely, [20, Theorem 1.2] implies the following theorem:

Theorem 4.2.7. Let k be a field of characteristic zero and V be a k-variety. Let
v ∈ VSing(k), we also denote by v the induced constant arc in L∞(V )(k). Then, the
pair (L∞(V ), v) does not satisfy the statement of theorem 4.1.2, i.e., it does not admit
a finite formal model.

4.2.8 Let k be a field, V a k-variety and v ∈ V (k) a rational point. It is an interesting
question to study whether the minimal formal model of a pair (L∞(V ), γ), where γ ∈
L∞(V )(k) is a non-degenerate arc with γ(0) = v, encodes some geometric information
of (V, v). In this direction we find the following result, corresponding to [12, Theorem
1.6]. Recall from lemma 4.1.18 that, if the arc γ is non-degenerate, then there is a unique
formal branch at γ(0) which contains γ.
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Theorem 4.2.9 (Bourqui-Sebag). Let k be a field, V a k-variety and v ∈ V (k) a
rational point such that OV,v is reduced and dimv(V ) ≥ 1. Let γ ∈ L∞(V )(k) be a
non-degenerate arc such that γ(0) = v. Then, the following conditions are equivalent:

(1) The formal branch at v containing γ is smooth.

(2) The formal neighbourhood L̂∞(V )γ of γ in L∞(V ) is isomorphic to a formal disk
DN
k := Spf(kJ(Ti)i∈NK).

(3) The minimal formal model SV (γ) of (L∞(V ), γ) is isomorphic to Spf(k).

In particular, theorem 4.2.9 says that, under those assumptions, the minimal formal
model is trivial if and only if v is a smooth point of V . This fact suggests that the
finite formal model of (L∞(V ), γ) may be a measure of the singularity (V, γ(0)). We
will precise this in subsection 4.2.10.

4.2.10 Let k be a field, V a k-variety and v ∈ V (k) a rational point. Theorem 4.2.9
assures that, if v is a smooth point of V , then the formal neighbourhood of an arc
centered at v is trivial and hence it does not depend on the choice of the arc. However,
if v is a singular point of V , changing the involved arc while keeping the center fixed
may modify the isomorphism class of the corresponding formal neighbourhood. The
following example can be found in [15, Example 7.2].

Example 4.2.11. Let k be a field of characteristic different from 2 and 3. Let C be
the affine curve Spec(k[x, y]/〈x3−y2〉). Let us consider the rational arcs centered at the
origin γ(t) = (t2, t3) and η(t) = (t4, t6). One can show thatO(L̂∞(C )γ) andO(L̂∞(C )η)
are not isomorphic (in Lacpk).

Let us state and prove the following proposition, which corresponds to [15, Proposi-
tion 7.3].

Proposition 4.2.12. Let k be a field and V, V ′ two k-varieties. Let γ ∈ L∞(V )(k),
γ′ ∈ L∞(V ′)(k) with respective centers v = γ(0) and v′ = γ′(0). Let us suppose that
there exist isomorphisms (in Lacpk) f : ÔV,v → ÔV ′,v′ and p : kJtK → kJtK such that
p ◦ γ = γ′ ◦ f . Then, there exists an isomorphism of formal k-schemes L̂∞(V )γ ∼=
L̂∞(V ′)γ′.

Proof. We may assume γ = γ′ ◦ f . By observation 4.1.7 it is enough to prove that,
for every A ∈ Testk, there is a bijection between L̂∞(V )γ(A) and L̂∞(V ′)γ′(A). The
composition with f−1 induces a bijection

HomLacpk(ÔV,v, AJtK) ◦f−1
−−−→ HomLacpk(ÔV ′,v′ , AJtK).
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By subsection 4.1.8, we can identify L̂∞(V )γ(A) (resp. L̂∞(V ′)γ′(A)) with a subset
of HomLacpk(ÔV,v, AJtK) (resp. HomLacpk(ÔV ′,v′ , AJtK)) Hence we have the following
diagram, where the map L̂∞(V )γ(A)→ L̂∞(V ′)γ′(A), obtained by restriction, is also a
bijection:

HomLacpk(ÔV,v, AJtK) HomLacpk(ÔV ′,v′ , AJtK)

L̂∞(V )γ(A) L̂∞(V ′)γ′(A)

◦f−1

We deduce that L̂∞(V )γ and L̂∞(V ′)γ′ are isomorphic as formal k-schemes.

In example 4.2.11, the arc γ is said to be a primitive parametrization and for such arcs
the formal neighbourhood is invariant. Precisely, let k be a field and C be an integral
k-curve, geometrically unibranch2 at a rational point c ∈ C (k). The arc γ ∈ L∞(C )(k)
is said to be a primitive k-parametrization at c if γ(0) = c and for every morphism of
local k-algebras γ′ : OC ,c → kJtK there exists a morphism of complete local k-algebras
p : kJtK → kJtK such that γ′ = p ◦ γ, where γ is also seen as a morphism of local k-
algebras γ : OC ,c → kJtK. If k is assumed to be a perfect field, the assumption that C
is geometrically unibranch at c guarantees the existence of primitive k-parametrizations
at c. Then the following corollary is deduced from proposition 4.2.12.

Corollary 4.2.13. Let k be a field, C be a k-curve and c ∈ C (k) be a rational point.
Let us assume that there exists a primitive k-parametrization γ ∈ L∞(C )(k) of C at
c. Then, the isomorphism class of the formal k-scheme L̂∞(C )γ does not depend on
the choice of the involved primitive k-parametrization. In particular, L̂∞(C )γ and its
minimal formal model SC (γ) are formal invariants of the curve singularity (C , c).

Proof. The fact that the isomorphism class of L̂∞(C )γ does not depend on the chosen
primitive k-parametrization and is a formal invariant of (C , c) is a direct consequence of
proposition 4.2.12. Moreover, a primitive k-parametrization is always a non-degenerate
arc and thanks to theorem 4.1.2 we deduce the existence of a finite formal model, which
implies by corollary 4.2.3 that (L∞(C ), γ) admits a unique minimal formal model SC (γ).
Then the formal neighbourhood L̂∞(C )γ being a formal invariant of (C , c), we deduce
that the minimal formal model also is.

In subsection 5.2.13 we will see that for V a normal toric variety, the formal neigh-
bourhood of L∞(V ) at a non-degenerate arc centered at the singular locus of V is also

2Recall that a a scheme X is geometrically unibranch at a point x ∈ X if the local ring OX,x is
geometrically unibranch. A local ring R is geometrically unibranch if R has a unique minimal prime p
and the integral closure of R/p in its fraction field is a local ring whose residue field is purely inseparable
over the residue field of R. See [39, 6.15.1] and [38, Ch. 0, 23.2.1] or [74, Tag 0BPZ].
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invariant for every such arc belonging to a certain open subset of a Nash set corre-
sponding to a toric divisor. The study of this invariance will be the object of chapter
5.

4.2.14 An important feature of Drinfeld’s proof of theorem 4.1.2 is that it is effective
in the sense that, given a presentation of a k-variety V and a suitable truncation of the
arc γ (satisfying the hypotheses of the theorem), it provides a procedure to compute
explicitly a presentation of a finite formal model of (L∞(V ), γ) of the form Ŝs, for S an
affine k-scheme of finite type and s ∈ S(k) (see remark 4.1.20). In case V is an affine
plane curve, D. Bourqui and J. Sebag have produced a SageMath ([76]) code of this
algorithm, which can be found in [9] (unpublished).

However, this algorithm deduced from Drinfeld’s proof has a high computational
complexity, see [9] for a discussion about the running time for some examples. Bourqui
and Sebag have developed another proof of theorem 4.1.2 valid for integral varieties
defined by binomial equations, which in particular provides another algorithm for com-
puting a finite formal model (for a given arc satisfying the assumptions of the theorem)
which is computationally much more efficient. Let us describe it.

Let n ∈ N and L be a subset of (Nn \ {(0, . . . , 0)})2. Let V be the integral closed
subvariety of An

k defined by the ideal 〈Za −Zb; (a, b) ∈ L〉 of k[Z1, . . . , Zn], where

fa,b := Za −Zb =
n∏
i=1

Zai
i −

n∏
i=1

Zbi
i .

By [23, Proposition 1.1.11], the ideal defining V being prime and generated by bino-
mials, V is an affine toric variety (not necessarily normal). Let us consider a rational non-
degenerate arc γ ∈ L∞(V )(k) corresponding to the datum of a family (γi)1≤i≤n of ele-
ments of kJtK\{0} such that

n∏
i=1

γaii =
n∏
i=1

γbii . For i ∈ {1, . . . , n} we set ci := ordt(γi) ∈ N,

c = (ci)1≤i≤n ∈ Nn and d :=
n∑
i=0

aici =
n∑
i=0

bici.

Construction 4.2.15. Let n ∈ N, L be a subset of (Nn \ {(0, . . . , 0)})2 and c =
(ci)1≤i≤n ∈ Nn. For every (a, b) ∈ L we consider in k[Z1, . . . , Zn] the element fa,b :=
Za −Zb. Let us consider the following equality in k[t, Zi,si ; 1 ≤ i ≤ n, 0 ≤ si < ci]:

fa,b

∣∣∣∣∣
Zi=tci+

ci−1∑
si=0

Zi,si t
si

=
n∏
i=1

tci +
ci−1∑
si=0

Zi,sit
si

ai − n∏
i=1

tci +
ci−1∑
si=0

Zi,sit
si

bi =:
∑
s∈N

fa,b,st
s,

where fa,b,s = 0 for s ≥ d. We define W (c, L) to be the affine closed k-subscheme of the
affine space Spec(k[Zi,si ; 1 ≤ i ≤ n, 0 ≤ si < ci]) defined by the ideal 〈fa,b,s; (a, b) ∈
L, 0 ≤ s < d〉 and W(c, L) the formal completion of W (c, L) along the origin of
Spec(k[Zi,si ; 1 ≤ i ≤ n, 0 ≤ si < ci]).
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We will show that W(c, L) is a finite formal model of the pair (L∞(V ), γ) (where
ci := ordt(γi)) by slightly generalizing the arguments in the proof of [13, Theorem 5.2].
Let us stress that the finite formal model computed in this way is in general not minimal,
but it seems to provide a finite formal model of lower dimension than the one obtained
by effectively applying Drinfeld’s proof, and thus closer to the minimal formal model. In
[15, Subsection 3.7] the computation of a finite formal model is made for several examples
using both methods and the specific one for binomial equations is much simpler in all
cases.
Remark 4.2.16. Let (A,mA) be an object of Testk. Then HomLacpk(W(c, L), A) is in
natural bijection with the set of families {zi,si ; i ∈ {1, . . . , n}, 0 ≤ si < ci} of elements
of mA such that for every pair (a, b) ∈ L one has

n∏
i=1

tci +
ci−1∑
si=0

zi,sit
si

ai − n∏
i=1

tci +
ci−1∑
si=0

zi,sit
si

bi = 0.

Proposition 4.2.17. In the preceding situation, the formal scheme W(c, L) is a finite
formal model of the pair (L∞(V ), γ).

Proof. By observation 4.1.7 the k-algebra ̂OL∞(V ),γ is determined by the functorial be-
haviour of the sets HomLacpk( ̂OL∞(V ),γ, A) for every test-ring A over k. Let (A,mA) be an
object of Testk and let us consider γA ∈ L̂∞(V )γ(A) an A-deformation of γ, i.e., a family
(γA,i)1≤i≤n of elements of AJtK such that γA,i = γi (mod mAJtK) and

n∏
i=1

γaiA,i =
n∏
i=1

γbiA,i.

Observe that, for i ∈ {1, . . . , n}, the series γA,i is ci-regular. Thanks to the Weier-
strass preparation theorem 4.1.11 we can write γA,i = pA,iuA,i with pA,i a ci-Weierstrass
polynomial and uA,i a unit in AJtK. Then we have the equality

n∏
i=1

paiA,iu
ai
A,i =

n∏
i=1

pbiA,iu
bi
A,i.

From the uniqueness of the Weierstrass factorization applied to
n∏
i=1

paiA,iu
ai
A,i (note that it

is d-regular since
n∏
i=1

γaiA,i is) we deduce the following equalities:

n∏
i=1

paiA,i =
n∏
i=1

pbiA,i, (2.1)

n∏
i=1

uaiA,i =
n∏
i=1

ubiA,i. (2.2)

By remark 4.2.16 and the definition of a Weierstrass polynomial, equation (2.1)
uniquely determines an element in HomLacpk(W(c, L), A). On the other hand, equation
(2.2) defines an A-deformation of the arc γ̃ of L∞(V )(k) corresponding to the family
(γi/tci)1≤i≤n of elements of kJtK. The order of each of these series being 0, we deduce that
the base point of γ̃ belongs to Spec(k[Z±1

1 , . . . , Z±1
n ]) which corresponds with the open

torus of the affine space An
k . The intersection of this torus and V is exactly the open torus



4.2. FINITE FORMAL MODELS AND RELATED FACTS 91

of V , which is contained in the smooth locus of V . Hence theorem 4.2.9 assures that the
formal neighbourhood L̂∞(V )γ̃ is isomorphic to a formal disk DN

k := Spf(kJ(Ti)i∈NK).
The above construction being functorial on A, we deduce that the deformation func-

torA 7→ ̂OL∞(V ),γ(A) is isomorphic to the functorA 7→ W(c, L)(A)×̂k Spf(kJ(Ti)i∈NK)(A)
and henceW(c, L)×̂k Spf(kJ(Ti)i∈NK) is a decomposition of L̂∞(V )γ as in the statement
of the Drinfeld-Grinberg-Kazhdan theorem, which shows that W(c, L) is a finite formal
model of the pair (L∞(V ), γ).

We stress that the formal scheme W(c, L) only depends on the order of γi, for
1 ≤ i ≤ n, and not on the particular chosen arc γ (see corollary 5.2.16, although it is
stated in the normal toric case the same arguments hold in the general toric setting).
In [13], Bourqui and Sebag show that the formal schemes in construction 4.2.15 provide
a finite formal model of the pair (L∞(V ), γ) for V a normal toric variety and γ a
sufficiently generic rational arc in a Nash set (or maximal divisorial set). This is a
crucial ingredient in the proof of our main theorem in chapter 5. Effective computation
of the formal scheme in construction 4.2.15 on examples may be found in section 5.6.
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Formal neighbourhoods in the Nash sets

associated with toric valuations

We begin the chapter by completing the picture of the known results about formal neigh-
bourhoods of the arc scheme that we started in chapter 4 for rational arcs. In section 5.1
we will introduce the constructible points of the arc scheme, which where defined by T.
de Fernex and R. Docampo as the generic points of the irreducible constructible subsets
of the arc space. Then, we present some results about them obtained in [26] leading to
the characterization in corollary 5.1.9 of non-degenerate constructible points of the arc
scheme in terms of the noetherianity of the section ring of its formal neighbourhood.
In particular, the generic point of a Nash set associated with a divisorial valuation is a
constructible point, and hence this finiteness result holds for its formal neighbourhood.

Let us consider the case of a normal affine toric variety V and let N be the Nash
set associated with a divisorial toric valuation. As we explain in subsection 5.2.13, D.
Bourqui and J. Sebag showed in [13] that the formal neighbourhood of a sufficiently
generic rational arc of the Nash set N is constant. Note that in this case we can apply
the Drinfeld-Grinberg-Kazhdan theorem to deduce that this formal neighbourhood can
be decomposed as a formal product of a finite formal model and a formal disk.

The main theorem in this chapter (theorem 5.5.19) establishes a strong connection
between the formal neighbourhood at such a sufficiently generic rational arc in N and
the formal neighbourhood at the generic point of N . This connexion is made by relating
a finite formal model of the first (obtained in [13]) with the latter through a direct com-
parison between the corresponding complete local rings. This result not only confirms
the invariance already observed by Bourqui and Sebag, but also allows to transpose
some properties deduced from the Drinfeld-Grinberg-Kazhdan theorem to the formal
neighbourhood at the generic point of the Nash set, which is not a rational point in
general. In particular, we deduce that it can be explicitly described in terms of the
formal spectrum of the completion of an essentially of finite type local algebra over the
residue field of the generic point.

Most of the contents in this chapter from section 5.2 are included in the preprint [8].
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5.1 Constructible points

In this section we will define a class of schematic points of arc scheme, recently named
constructible points by T. de Fernex and R. Docampo in [26], which are characterized
by the noetherianity of their formal neighbourhood. The main reference in this section
is [26].

5.1.1 Let V be a scheme. A point v ∈ V is said to be constructible if it is the generic
point of an irreducible constructible subset of V . This definition was introduced by T.
de Fernex and R. Docampo in [26]. Let us stress that the fact that a point v ∈ V is
constructible according with this definition does not mean necessarily that the subset
{v} of V is a constructible subset of V .

We have the following lemma, corresponding to [26, Lemma 10.1].

Lemma 5.1.2. Let k be a field, V be a k-variety and α ∈ L∞(V ) a non-degenerate
arc, α /∈ L∞(VSing). Let Y ⊂ V be the (unique) irreducible component of V such that
α ∈ L∞(Y ). Then α is a constructible point of L∞(V ) if and only if it is a constructible
point of L∞(Y ).

5.1.3 Let k be a perfect field and V be a k-variety. Given a point α ∈ L∞(V ), we
denote by κ(α) its residue field. For every m ∈ N let us denote the truncation of level
m by αm := θ∞m,V (α) ∈ Lm(V ) and its residue field by κ(αm). For convenience we will
also denote α by α∞.

For m ∈ N ∪ {∞} let pm ∈ O(Lm(V )) be the prime ideal defining αm. Let us stress
that pm/p2

m is a κ(αm)-vector space. We define the embedding dimension of Lm(V ) at
αm as

emb.dim(OLm(V ),αm) := dimκ(αm)(pm/p2
m).

We observe that, for m′ ≥ m, we have inclusions pm ⊂ pm′ . Then there are natural
maps pm/p2

m → pm′/p
2
m′ , and p∞/p

2
∞ = lim−→(pm/p2

m).
Let us recall [26, Corollary 9.5], which assures that for the study of the embedding

dimension we can restrict to the irreducible components.

Corollary 5.1.4 (de Fernex-Docampo). Let k be a field, V be a k-variety and α ∈
L∞(V ) a non-degenerate arc, α /∈ L∞(VSing). Let Y ⊂ V be the (unique) irreducible
component of V such that α ∈ L∞(Y ). Then

emb.dim(OL∞(Y ),α) = emb.dim(OL∞(V ),α).

The following lemma provides a useful property about local rings of finite embedding
dimension. It corresponds with [26, Lemma 10.12]. Let us precise that the embedding
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dimension of a k-scheme at a point can be defined analogously to the case of arc and jet
schemes.

Lemma 5.1.5. Let k be a field, V be a k-scheme and v ∈ V . Then the section
ring ÔV,v of the formal neighbourhood of V at the point v is noetherian if and only
if emb.dim(OV,v) <∞.

Let us keep the preceding notation. Form ∈ N we define dim(αm) := tr.degk(κ(αm)).
Let V be a reduced and irreducible k-variety and α ∈ L∞(V ). The jet codimension of
α in L∞(V ) is defined to be

jet.codim(α,L∞(V )) := lim
m→∞

((m+ 1) dim(V )− dim(αm)) .

This limit exists (see [28, Lemma 4.13]) and is nonnegative ([26, Lemma 8.6]). The next
theorem, corresponding to [26, Theorem 10.7], asserts that for a reduced and irreducible
variety defined over a perfect field, the embedding dimension of its arc scheme at a point
coincides with the jet codimension of this point. The proof is based on the study of the
differentials of the arc scheme in the first part of [26].

Theorem 5.1.6 (de Fernex-Docampo). Let k be a perfect field and V be an integral
k-variety. Then, for every point α ∈ L∞(V ) we have

emb.dim(OL∞(V ),α) = jet.codim(α,L∞(V )).

5.1.7 The following theorem characterizes the non-degenerate constructible points of
the arc scheme in terms of the embedding dimension. It corresponds to [26, Theorem
10.8].

Theorem 5.1.8 (de Fernex-Docampo). Let k be a perfect field and V be a k-variety.
For every α ∈ L∞(V ) the following assertions are equivalent:

(i) The embedding dimension of L∞(V ) at α is finite, i.e., emb.dim(OL∞(V ),α) <∞.

(ii) The arc α is a constructible point of L∞(V ) and it is non-degenerate, i.e., α /∈
L∞(VSing).

Sketch of the proof. If α is a degenerate arc, the result follows from [26, Proposition 8.7].
Otherwise, V is reduced and irreducible at the generic point α(η) and by lemma 5.1.2
and corollary 5.1.4 we can replace V by its irreducible component containing α(η) and
hence assume that it is a variety. In this case the constructible points are stable points
(see subsection 5.1.12) and we conclude by applying proposition 5.1.13 (stable points
are characterized by their finite jet codimension) and theorem 5.1.6 (the jet codimension
equals the embedding dimension).
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From theorem 5.1.8 and lemma 5.1.5 one deduces the following result, characterizing
the non-degenerate constructible points of the arc scheme in terms of the noetherianity
of their formal neighbourhoods. It corresponds to [26, Corollary 10.13].

Corollary 5.1.9 (de Fernex-Docampo). Let k be a perfect field and V be a reduced
k-variety. For every α ∈ L∞(V ) the following assertions are equivalent:

(i) The section ring ̂OL∞(V ),α of the formal neighbourhood of L∞(V ) at α is noethe-
rian.

(ii) The arc α is a constructible point of L∞(V ) and it is non-degenerate, i.e., α /∈
L∞(VSing).

This result may be compared with theorem 4.1.2 and seen as a result about the
structure of the formal neighbourhood of the arc scheme. Precisely, for a k-variety V
it says that, if we consider a non-degenerate constructible point of L∞(V ) instead of
a non-degenerate rational point, in the decomposition of the formal neighbourhood at
this point we have no longer the factor corresponding to the infinite-dimensional formal
disk appearing in theorem 4.1.2, and we only find the part of finite type. However, this
factor is a formal scheme of finite type defined over the residue field κ(α) which is a field
extension of k which may have infinite transcendence degree over k. Our original work
in the rest of the chapter consists in comparing both decompositions in the case of a
normal toric variety.

5.1.10 In [26, Section 11], de Fernex and Docampo study the generic points of the
maximal divisorial sets (see subsection 2.5.4 and proposition 2.5.9 for the fact that such
a set is an irreducible subset of the arc scheme), which they call maximal divisorial arcs.
In particular, they obtain the following result using theorem 5.1.8. It corresponds to
[26, Corollary 11.5].

Proposition 5.1.11 (de Fernex-Docampo). Let k be a perfect field and V be a reduced
k-variety. For every divisorial valuation ν on V , the generic point γ of WV (ν) is a
constructible point of L∞(V ) not belonging to L∞(VSing).

Let us stress that the fact that γ does not belong to L∞(VSing) can be deduced from
the fact that the subset WV (ν) is fat.

5.1.12 Let k be a perfect field and V a k-scheme. It is a consequence of lemma 2.4.10
that the constructible subsets of L∞(V ) are the so-called weakly stable semi-algebraic
subsets of L∞(V ) in [29]. Let X and Y be k-schemes of finite type and F be a k-variety
(in fact it suffices to ask F to be a reduced k-scheme). Let C (resp. D) be a constructible
subset of X (resp. Y ). We say that a morphism ϕ : X → Y induces a piecewise trivial
fibration C → D over D with fiber F if there exists a finite partition of D = D1t· · ·tDr
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such that, for i ∈ {1, . . . , r}, Di is locally closed in Y and C ∩ ϕ−1(Di) is locally closed
in X and isomorphic (with the reduced scheme structure) to Di×F in such a way that
ϕ corresponds under this isomorphism to the projection Di × F → Di.

Let V be an integral k-variety. According to [29], a subset W ⊂ L∞(V ) is said to
be a stable semi-algebraic subset (of L∞(V )) if it is a constructible subset of L∞(V )
(i.e., a weakly stable semi-algebraic subset) and for everym ∈ N big enough, the induced
truncation morphism θm+1

m,V : θ∞m+1,V (L∞(V ))→ θ∞m,V (L∞(V )) induces a piecewise trivial
fibration over θ∞m,V (W ) with fiber Adim(V )

k . In [67], for a field of characteristic zero A.
Reguera defined a stable point of L∞(V ) to be the generic point of an irreducible stable
semi-algebraic subset of L∞(V ). By definition, it is in particular a constructible point.
As explained in [29, Subsection 2.7] a constructible subset of L∞(V ) which is disjoint
from L∞(VSing) is a stable semi-algebraic subset by [29, Lemma 4.1], here the fact that
V is a reduced k-variety is crucial. Hence a point of L∞(V ) is stable if and only if
it is constructible and non-degenerate. Note that in [29] they work over a field k of
characteristic zero, but everything we have presented here holds for k a perfect field. In
particular the proof of [29, Lemma 4.1] has been rewritten in this setting in [70] (see
also [32, Proposition 4.1]). As de Fernex and Docampo explain in [26, Remark 10.4],
constructible points extend the notion of stable points to nonreduced schemes. We have
the following characterization of stable points which is a consequence of [29, Lemma 4.1]
(see e.g., [26, Proposition 10.5]).

Proposition 5.1.13. Let k be a perfect field and V be an integral k-variety. For every
α ∈ L∞(V ) the following assertions are equivalent:

(i) The jet codimension of α in L∞(V ) at is finite, jet.codim(α,L∞(V )) <∞.

(ii) The arc α is a stable point of L∞(X).

Let V be an integral k-variety and α ∈ L∞(V ) be a stable point. In particular,
corollary 5.1.9 implies that the section ring ̂OL∞(V ),α of the formal neighbourhood of
L∞(V ) at α is noetherian. This fact was already obtained by A. Reguera in characteristic
zero. It follows from [66, Corollary 4.6] which proves that ̂OL∞(V )red,α is noetherian and
[67, Theorem 3.13] which proves that there is an isomorphism ̂OL∞(V ),α ∼= ̂OL∞(V )red,α

(this last result was stated in characteristic zero but it seems that the proof can be
modified to hold for perfect fields).

5.2 Normal toric varieties and their arc scheme

In this section we will briefly introduce the normal toric varieties and some results con-
cerning their arc scheme which we will make use of in section 5.5. For more information
about toric varieties we refer to [23] (here we will only treat some of the contents in Sec-
tions 1.1 and 1.2); concerning the arc scheme of a normal toric variety we will present
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several results in [46] or [13]. Since we are studying local properties, we may restrict
ourselves to the case of affine normal toric varieties.

5.2.1 Let us recall the definition of an affine toric variety. From now on and up to
the end of the chapter, k is a field of characteristic zero. Let us consider Gm,k :=
Spec (k [T, T−1]), it is an algebraic group such that, for every k-algebra R, its R-points
are identified with R∗, the group of units of R. We say that an algebraic group T
defined over k is a split algebraic k-torus if there exists an integer d ∈ N such that T is
isomorphic (as an algebraic group) to Gd

m,k. We call the integer d the dimension of T .
We define an affine toric variety to be an integral affine k-variety V containing a

torus T as an open subset such that the algebraic group action of the torus extends to
an algebraic action T ×V → V . In particular, a d-dimensional torus T is an affine toric
variety and the affine space Ad

k also is, both with open torus T . In the sequel, we are
will interest in normal affine toric varieties, which have a nice combinatorial description.

5.2.2 Let k be a field of characteristic zero. Let d be a positive integer and T a split
algebraic k-torus of dimension d. Let N := Hom(Gm,k, T ) be the group of cocharacters
of T , which is a free Z-module of rank d, i.e., a lattice isomorphic to Zd (see [42] or [45,
§16]). Let M := HomZ(N,Z) be the dual Z-module of N , i.e., the group of characters of
T , which is also isomorphic to Zd. We denote by NR = N ⊗Z R (resp. MR = M ⊗Z R)
the R-vector space of dimension d associated with N (resp. M). We have a R-bilinear
canonical map 〈 , 〉 : MR × NR → R which coincides, via the identification of NR and
MR with Rd, with the usual dot product.

The points of the lattices N and M , considered as points of the associated vector
spaces, are called their integral points. We will simply call a cone of NR a strongly
convex rational polyhedral cone of the vector space NR (i.e., a convex cone generated
by finitely many elements of N , which moreover does not contain any line). Let σ be a
cone of NR, we consider its dual

σ∨ = {m ∈MR : 〈m,n〉 ≥ 0 for all n ∈ σ}.

If σ is a cone of dimension d (i.e., the vector subspace spanned by σ is NR) then σ∨ is
also a cone of MR, otherwise it is not strongly convex (hence it may contain lines) but it
is still convex and generated by finitely many elements (see [23, Propositions 1.2.4 and
1.2.12]). Moreover, (σ∨)∨ = σ. The points

Sσ := σ∨ ∩M

form a semigroup, which we call the semigroup associated with σ. We have the following
lemma, see e.g.,[23, Proposition 1.2.17] for a proof.

Lemma 5.2.3 (Gordan Lemma). Let N be a lattice, M be its dual Z-module and NR
and MR the associated R-vector spaces. Let σ be a cone of NR. Then its associated
semigroup Sσ := σ∨ ∩M is finitely generated.
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Remark 5.2.4. Regardless of the dimension of σ, by [23, Proposition 1.2.12] its strong
convexity assures that σ∨ has dimension d, i.e., the vector space spanned by σ∨ is MR.
Hence the number of generators of the semigroup Sσ is bigger or equal than d.

5.2.5 Let σ be a cone of NR. Associated with the semigroup Sσ we can consider the
k-algebra

k[Sσ] := k [χm ; m ∈ Sσ] ,
where we may consider χ as a symbol. It is a finitely generated k-algebra by the Gordan
Lemma 5.2.3. The spectrum of the k-algebra k[Sσ] then defines a normal affine toric
variety Vσ with torus T (see e.g., [23, Theorem 1.2.18]). Note that every affine normal
toric variety with torus T is of the form Vσ for σ a cone of NR, where N is the cocharacter
lattice of T (see e.g., [23, Theorem 1.3.5]). For every m ∈ Sσ, the symbol χm now makes
sense as the regular function on Vσ defined by m. Recall that for every k-algebra R,
the set HomAlgk(k[Sσ], R) is in natural bijection with the set of semigroup morphisms
Sσ → R, where the semigroup structure on R is induced by the multiplication.

Let {m1, . . . ,mh} be the minimal set of generators of the semigroup Sσ. By remark
5.2.4 we may and shall assume in the sequel that the set {m1, . . . ,md} is a Z-basis of
M . If we call z1, . . . , zh respectively χm1 , . . . , χmh , we deduce that O(Vσ) := k[Sσ] ∼=
k[z1, . . . , zh].

Let us stress that, for every k-algebra R, the set HomAlgk(O(Vσ), R) is in bijection
with the set of semigroup morphisms Sσ → R, where we consider in R the multiplicative
structure.
Remark 5.2.6. The closed subscheme defined by the ideal 〈∏1≤i≤h zi〉 has for support the
closed set Vσ \ T , and the same holds for the ideal 〈∏1≤i≤d zi〉. In fact, O(T ) = k[M ] ∼=
k[z±1

1 , . . . , z±1
d ] (because {m1, . . . ,md} is a Z-basis of M) which is also isomorphic as

a k-algebra to k[z±1
1 , . . . , z±1

h ] (see e.g., [23, Example 1.1.13]). In particular, for every
k-algebra R, the set HomAlgk(O(T ), R) is in bijection with the set of group morphisms
M → R∗. Moreover, T is contained in the smooth locus of Vσ and hence the singular
locus of Vσ is contained in the closed set Vσ \ T .

5.2.7 An explicit description of Vσ as a closed subscheme of the affine space Ah
k will

be useful in the sequel. We consider the k-algebra k[Z] := k[Z1, . . . , Zh], then Ah
k =

Spec(k[Z]).
Let us keep the notation in subsection 5.2.5. Let {ei; i ∈ {1, . . . , h}} be the canonical

basis of Zh. Let ` = (`1, . . . , `h) ∈ Zh, we set

`+ =
∑
`i≥0

`iei and `− = −
∑
`i<0

`iei,

which are both elements of Nh. Note that ` = `+− `−. Given `′ = (`′1, . . . , `′h) ∈ Nh, we
set Z`′ :=

h∏
i=1

Z
`′i
i . Hence for ` ∈ Zh we fix F` := Z`+ −Z`− .
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Mapping ei to π(ei) := mi induces an exact sequence of groups

0→ L→ Zh π−→M → 0, (2.1)

where L is a subgroup of Zh. For ` ∈ L and n ∈ N , we set

〈` , n〉 :=
〈

h∑
i=1
`i>0

`imi , n

〉
= −

〈
h∑
i=1
`i<0

`imi , n

〉
.

By [23, Proposition 1.1.9], the ideal of k[Z] defining Vσ is

iσ := 〈F` ; ` ∈ L〉. (2.2)

The set {m1, . . . ,md} being a Z-basis of N , for q ∈ {d + 1, . . . , h} we can write
the element mq, as a linear combination with integer coefficients (possibly negative) of
m1, . . . ,md. Thus we have in L an element `q = (`q,1, . . . , `q,h) such that `q,q = 1 and
`q,q′ = 0 for every q′ ∈ {d+ 1, . . . , h} \ {q}. The element `q ∈ L induces an element

F`q = Zq
d∏
i=1
`q,i≥0

Z
`q,i
i −

d∏
i=1
`q,i<0

Z
−`q,i
i (2.3)

in the ideal iσ. We observe that in the binomial F`q none of the variables Zd+1, . . . , Zh
appears, excepting Zq.

5.2.8 Let us now consider the arc scheme L∞(Vσ) of the toric variety Vσ. We denote
by Z∞ the set of variables {Zi,s : i ∈ {1, . . . , h}, s ∈ N}. By lemma 2.3.5 we deduce
that

L∞(Vσ) ∼= Spec (k[Z∞]/[iσ]) ,
where [iσ] is the differential ideal generated by iσ. For every ` ∈ L, the elements
F`,s ∈ k[Z∞] may be characterized by the following equality in k[Z∞]JtK:

F`|Zi=
∑
s∈N

Zi,sts
=
∑
s∈N

F`,st
s. (2.4)

Hence we will make an abuse justified by proposition 2.2.10 and denote also by [iσ]
the ideal of k[Z∞] generated by the elements {F`,s : ` ∈ L, s ∈ N}. In another abuse
of notation, sometimes we will also denote by k[zi,s ; i ∈ {1, . . . , h}, s ∈ N] the k-algebra
O(L∞(Vσ)).

Let L ◦
∞(Vσ) be the open set of L∞(Vσ) defined by

L ◦
∞(Vσ) := L∞(Vσ) \L∞(Vσ \ T ).

Let us remark that, by lemma 2.2.13, an arc α ∈ L∞(Vσ) belongs to L ◦
∞(Vσ) if and

only if its generic point α(η) belongs to T . By remark 5.2.6, we deduce that α is
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non-degenerate. Remark 5.2.6 also assures that α ∈ L ◦
∞(Vσ) if and only if for every

m ∈ Sσ, α∗(χm) 6= 0 and that this is also equivalent to having, for every 1 ≤ i ≤ d,
α∗(zi) ∈ κ(α)JtK \ {0}. Therefore one has

L ◦
∞(Vσ) =

d⋂
i=1

⋃
s∈N
{zi,s 6= 0}.

5.2.9 Let n be a point of σ ∩N . For f ∈ O(Vσ), we set

ordn(f) = 〈f , n〉 := inf
χm∈f

〈m , n〉

where χm ∈ f means that the coefficient of χm in the decomposition of f is not zero. It
extends to a valuation on k(Vσ) which we denote also by ordn and which is a divisorial
valuation on Vσ, as explained in [46, Definition 5.2]. We call such a valuation a divisorial
toric valuation on Vσ. One sees that n 7→ ordn is a bijection between σ ∩ N and the
set of divisorial toric valuations on Vσ. From now on we shall identify the later set with
σ ∩N .

Let α ∈ L ◦
∞(Vσ). By subsection 5.2.5, the morphism of k-algebras α∗ : O(Vσ) →

κ(α)JtK corresponds with a morphism of semigroups which, abusing notation, we also
denote by α∗ : Sσ → κ(α)JtK. As seen in subsection 5.2.8, for every m ∈ Sσ, α∗(m) :=
α∗(χm) 6= 0. Then the composition

ord(α) := ordt ◦ α∗ : Sσ → N

is a well-defined morphism of semigroups. It extends uniquely to a group morphism
nα : M → Z which is nonnegative on Sσ. The lattice N being the dual of M and
(σ∨)∨ = σ, we deduce that nα can be identified with the unique element of σ ∩ N
satisfying that, for every m ∈ Sσ, ord(α)(m) = 〈m , nα〉.
Remark 5.2.10. Observe that, the arc α ∈ L ◦

∞(Vσ) not being fat in general (except when
its generic point is the generic point of T ), we cannot define its associated valuation ordα
of k(Vσ) (see subsection 2.5.4). When this valuation is defined, it does not coincide in
general with the divisorial toric valuation ordnα , although ordα(χm) = ordnα(χm) for
every m ∈ Sσ.

For every n ∈ σ ∩N , we set

L ◦
∞(Vσ)n := {α ∈ L ◦

∞(Vσ) ; nα = n}

and L ◦
∞(Vσ)≥n := {α ∈ L ◦

∞(Vσ) ; nα ∈ n + σ}.
Let us observe that, if n′ ∈ n+σ, there exists n′′ ∈ σ such that n′ = n+n′′. Let m ∈ Sσ,
then 〈m , n′〉 = 〈m , n + n′′〉 = 〈m , n〉 + 〈m , n′′〉 which implies 〈m , n′〉 ≥ 〈m , n〉
since 〈m , n′′〉 ≥ 0. In particular, α ∈ L ◦

∞(Vσ)≥n if and only if ord(α)(m) ≥ 〈m , n〉
for every m ∈ Sσ.

The following lemma will be useful for describing the generic points of the Nash sets
(or maximal divisorial sets) associated with divisorial toric valuations.
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Lemma 5.2.11. Let us keep the notation in this section. Let n ∈ σ ∩N .

(i) One has

L ◦
∞(Vσ)≥n = L ◦

∞(Vσ) ∩
h⋂
i=1

〈mi ,n〉−1⋂
s=0

{zi,s = 0}.

(ii) One has

L ◦
∞(Vσ)n = L ◦

∞(Vσ) ∩
 h⋂
i=1

〈mi ,n〉−1⋂
s=0

{zi,s = 0}
 ∩ d⋂

i=1
{zi,〈mi ,n〉 6= 0}.

(iii) The closure of L ◦
∞(Vσ)n coincides with the Nash set Nn = Nordn = WVσ(ordn)

(see subsection 2.5.4) associated with the divisorial toric valuation n.

(iv) One has

L ◦
∞(Vσ)n = Nn ∩L ◦

∞(Vσ) ∩
d⋂
i=1
{zi,〈mi ,n〉 6= 0}.

In particular L ◦
∞(Vσ)n is a non-empty open subset of Nn.

Proof. Let us prove assertion (i). By definition, α ∈ L ◦
∞(Vσ)≥n if and only if for every

m ∈ Sσ one has ord(α)(m) ≥ 〈m , n〉 ∈ N which, by lemma 5.2.12 applied to the
semigroup morphism ord(α), is equivalent to say that for every 1 ≤ i ≤ h one has
ord(α)(mi) = ord(α)(zi) ≥ 〈mi , n〉 and thus assertion (i) holds true.

Let α ∈ L ◦
∞(Vσ)≥n. Note that nα = n if and only if ord(α)(m) = 〈m , n〉 for every

m ∈ Sσ. Applying lemma 5.2.12 to the semigroup morphism ord(α) we deduce that
this is equivalent to ord(α)(mi) = 〈mi , n〉 for 1 ≤ i ≤ d, which proves assertion (ii).

For a proof of (iii), see [49, Example 2.10]. Let us note that the inclusion of Nn

in the closure of L ◦
∞(Vσ)n is deduced from the fact that, if ηn is the generic point of

Nn = WVσ(ordn) (which is irreducible by proposition 2.5.9), then ordηn(χm) = 〈m , n〉
for every m ∈ Sσ, which implies that ηn belongs to L ◦

∞(Vσ)n by definition.
Assertion (iv) is a straightforward topological consequence of (ii) and (iii). Note also

that the element of L∞(Vσ)(k) corresponding to the semigroup morphism Sα → kJtK,
m 7→ t〈m ,n〉 gives rise to an arc lying in L ◦

∞(Vσ)n, which is therefore nonempty.

Lemma 5.2.12. Let us keep the preceding notation in this section, in particular let
N be a lattice isomorphic to Zd and M be its dual lattice, let σ be a cone of NR and
Sσ = σ∨ ∩ M be its associated semigroup. Let {m1, . . . ,mh} be the minimal set of
generators of Sσ in such a way that {m1, . . . ,md} is a Z-basis of M . Let f : Sσ → N be
a semigroup morphism and let n ∈ σ ∩N . Then the following assertions are equivalent:

(a) f(m) ≥ 〈m , n〉 for every m ∈ Sσ.

(b) f(mi) ≥ 〈mi , n〉 for every 1 ≤ i ≤ h.
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Moreover, the following assertions are equivalent:

(a’) f(m) = 〈m , n〉 for every m ∈ Sσ.

(b’) f(mi) = 〈mi , n〉 for every 1 ≤ i ≤ h.

(c’) f(mi) = 〈mi , n〉 for every 1 ≤ i ≤ d.

Proof. For the first part, it is clear that (a) implies (b). For the converse, let m ∈ Sσ,
then it can be written as m =

h∑
i=1

`imi, where `i ∈ N for 1 ≤ i ≤ h. Then f(m) =

f

(
h∑
i=1

`imi

)
and f being a morphism of semigroups, this equals

h∑
i=1

f(`imi). By (b), it

is greater or equal to
h∑
i=1

`i 〈mi , n〉 = 〈m , n〉, the last equality holding by bilinearity.

For the second part, (a’) implies (b’) and (b’) implies (c’) are clearly true. For (c’)
implies (a’), let m ∈ Sσ, then it can be written as m =

d∑
i=1

`imi, where `i ∈ Z for
1 ≤ i ≤ d. Hence

m +
∑
`i<0
−`imi =

∑
`i≥0

`imi, (2.5)

and we observe that both terms are elements of Sσ.
On the one hand, the image by f of the left-hand term of (2.5) equals f(m) +∑

`i<0
−`if(mi) which is equal to f(m) + ∑

`i<0
−`i 〈mi , n〉 by (c’).

On the other hand, the image by f of the right-hand term of (2.5) equals ∑
`i≥0

`if(mi),

which is equal to ∑
`i≥0

`i 〈mi , n〉 by (c’).

Thus we have the equality f(m)+ ∑
`i<0
−`i 〈mi , n〉 = ∑

`i≥0
`i 〈mi , n〉, which is equiv-

alent to f(m) =
d∑
i=1

`i 〈mi , n〉 and by bilinearity we have f(m) = 〈m , n〉. Moreover,
f(m) = 〈m , n〉 ∈ N since n ∈ σ ∩N and m ∈ σ∨ ∩M .

5.2.13 Let us explain here some of the known results up to now on our subject of study
in the next sections. At the origin of those results there is the following proposition of
S. Ishii, see [46, Proposition 2.6].

Proposition 5.2.14 (Ishii). Let k be a field, V be a k-variety and G be an algebraic group
of finite type defined over k such that V admits an action of G. Then, for m ∈ N∪{∞},
the k-scheme Lm(V ) admits a canonical action of Lm(G) induced from the action of G
on V .
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Let us keep the notation of this section. Then, applying proposition 5.2.14 in the
case of toric varieties S. Ishii obtains the following result, corresponding to [46, Theorem
4.1 (ii)].

Proposition 5.2.15 (Ishii). Let us keep the notation in this section. Let α1, α2 ∈
L ◦
∞(Vσ)(k). Then the semigroup morphisms valuations ord(α1) and ord(α2) are equal if

and only if there exists γ ∈ L∞(T )(k) such that α1 = γ · α2.

From proposition 5.2.15 and the fact that, for every γ ∈ L∞(T )(k), the morphism
α 7→ γ · α is an automorphism of L∞(Vσ), D. Bourqui and J. Sebag have deduced the
following result, the first one about the invariance of the formal neighbourhoods of the
arc scheme. It corresponds to [13, Corollary 3.3].

Corollary 5.2.16 (Bourqui-Sebag). Let us keep the notation in this section. Let α1, α2 ∈
L ◦
∞(Vσ)(k) such that ord(α1) = ord(α2). Then the local rings OL∞(Vσ),α1 and OL∞(Vσ),α2

are isomorphic (as local k-algebras), and hence their respective completions ̂OL∞(Vσ),α1

and ̂OL∞(Vσ),α2 are also isomorphic (as complete local k-algebras).

That is, the formal neighbourhood of L∞(Vσ) at a point α ∈ L ◦
∞(Vσ)(k) only depends

on the associated semigroup morphism, and not on the choice of the arc. This fact,
together with lemma 5.2.11 part (iv), implies the following result, corresponding to [13,
Theorem 4.2].

Theorem 5.2.17 (Bourqui-Sebag). Let us keep the notation in this section. Let n ∈
σ ∩ N and let Nn be the corresponding Nash set. Then L ◦

∞(Vσ)n is an open subset of
Nn ∩L ◦

∞(Vσ) such that, for every α ∈ L ◦
∞(Vσ)n(k), the local ring OL∞(Vσ),α (and hence

also ̂OL∞(Vσ),α) is constant.

That is, the formal neighbourhood of L∞(Vσ) is constant for rational points in an
open subset of the Nash set associated with a toric divisorial valuation. Moreover, in the
same article ([13, Theorem 5.2]) they show that construction 4.2.15 provides an explicit
finite formal model of L∞(Vσ)α for α ∈ L ◦

∞(Vσ)n(k), which is a stronger result that we
will need in section 5.5 (see theorem 5.5.15).

On the other hand, by proposition 5.1.11 we know that, given n ∈ σ∩N , the generic
point ηn of the associated Nash set Nn is a non-degenerate constructible point and by
corollary 5.1.9 we know that ̂OL∞(Vσ),ηn is noetherian. In the rest of the chapter we will
relate this local k-algebra with ̂OL∞(Vσ),α for α ∈ L ◦

∞(Vσ)n(k). In particular, our result
also implies the invariance obtained in theorem 5.2.17.
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5.3 Technical machinery for computing the for-
mal neighbourhood at the generic point of the
Nash set

In this section we develop the technical results which we will use in section 5.5 to obtain
a convenient presentation of the formal neighbourhood of the generic point of the Nash
set associated with a divisorial toric valuation. The main result of this section is theorem
5.3.7, whose hypotheses are formulated in a somewhat abstract form. In section 5.5 we
will check that these hypotheses hold in the toric setting.

It should be noted that the problem of computing sensible presentations of the formal
neighbourhood of generic points of the Nash sets was considered more generally by A.
Reguera in [67, 68] and A. Reguera and H. Mourtada in [62]. The approach used here,
based on a direct application of a version of the Hensel lemma for an infinite set of
variables, is somewhat different.

5.3.1 We first state a version of the Hensel lemma for an arbitrary set of variables,
whose proof is basically the same as in the case of a finite set of variables.

Proposition 5.3.2. Let (A,MA) be a complete local ring with residue field κ. Let I be a
set and Y = {Yi}i∈I be a collection of indeterminates. Let J be a set and {Fj; j ∈ J} be
a collection of elements in A[Y ]. For y ∈ AI , we denote by Jy the A-linear application
AI → AJ induced by the jacobian matrix [∂YiFj]|Y =y, and by F |Y =y ∈ AJ the J-tuple
(Fj|Y =y)j∈J .
We assume that there exists y(0) ∈ AI such that:

1. One has F |Y =y(0) = 0 (mod MA).

2. The κ-linear application κI → κJ deduced from Jy(0) by reduction modulo MA is
invertible.

Then there exists a unique element Y = (Yi) ∈ AI such that:

1. One has F |Y =Y = 0.

2. For every i ∈ I, one has Yi = y
(0)
i (mod MA).

Proof. We begin with two remarks.
First, note that though in this context the jacobian matrix may have an infinite

number of rows and columns, each row has only a finite number of nonzero entries,
thus Jy is well defined for any y in AI . Also, by assumption, there exists an A-linear
application

Ky(0) : AJ → AI
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such that Ky(0)Jy(0) = IdAI (mod MA) and Jy(0)Ky(0) = IdAJ (mod MA).
Second, note that the Taylor formula assures that, for y ∈ AI , there exists a family

{H i1,i2 : i1, i2 ∈ I} of elements of A[Y ]J , depending on y and the Fj’s, such that for
every j ∈ J , Hi1,i2,j = 0 for all but finitely many (i1, i2) and for every z ∈ AI one has

F |Y =y+z = F |Y =y + Jy(z) +
∑

i1,i2∈I
zi1zi2H i1,i2|Y =y+z. (3.1)

Note that here and elsewhere the notation we use is a condensed form for writing a
possibly infinite number of relations, each of them being easily verified.

We show by induction that for every e ≥ 0, there exists a family y(e) = (y(e)
i ; i ∈ I) of

elements of A, unique modulo Me+1
A , such that y(e) = y(0) (mod MA) and F |Y =y(e) = 0

(mod Me+1
A ). The case e = 0 is given by our assumptions.

Now take e ∈ N and assume that our induction statement holds for e. Consider the
equation

F |Y =y(e)+z = 0 (mod Me+2
A ) (3.2)

with unknown z = (zi) ∈ AI such that z = 0 (mod Me+1
A ), this being assured by

the uniqueness of y(e) in the induction assumption. Since y(e) = y(0) (mod MA), the
jacobian matrices [∂YiFj]|Y =y(0) and [∂YiFj]|Y =y(e) are equal modulo MA. Since z = 0
(mod Me+1

A ), one thus has

Jy(e)(z) = Jy(0)(z) (mod Me+2
A ).

Thus by (3.1) and using again z = 0 (mod Me+1
A ), equation (3.2) is equivalent to

Jy(0)(z) = −F |Y =y(e) (mod Me+2
A ). (3.3)

By assumption, F |Y =y(e) = 0 (mod Me+1
A ). Thus by the first remark above, applying

the linear map Ky(0) to (3.3) we obtain

z = −Ky(0)(F |Y =y(e)) (mod Me+2
A ). (3.4)

Using z = 0 (mod Me+1
A ) one more time, by the first remark above and applying

the linear map Jy(0) to (3.4) we deduce that equation (3.3) is indeed equivalent to (3.4).
Since F |Y =y(e) = 0 (mod Me+1

A ), equation (3.4) provides a solution z such that z = 0
(mod Me+1

A ).
In order to show the uniqueness of the solution modulo Me+2

A , note that if w ∈ AI
is such that w = 0 (mod Me+1

A ), one has by (3.1)

F |Y =y(e)+w = F |Y =y(e) + Jy(e)(w) (mod Me+2
A ),

thus

Ky(0)(F |Y =y(e)+w) = Ky(0)(F |Y =y(e)) + Ky(0)(Jy(e)(w)) (mod Me+2
A )

and finally

Ky(0)(F |Y =y(e)+w) = Ky(0)(F |Y =y(e)) + w (mod Me+2
A ).
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5.3.3 We consider the following general setting and notation for the rest of this section.
Let A be a k-algebra which is a domain. Let Ω be a finite set, I be a set, X = {Xω}ω∈Ω
and Y = {Yi; i ∈ I} be collections of indeterminates. Set

A[X] := A[{Xω}ω∈Ω] and A[X,Y ] := A [{Xω}ω∈Ω, {Yi; i ∈ I}] .

We denote by 〈X〉 the prime ideal 〈Xω; ω ∈ Ω〉 of A[X]. In accordance with the
conventions given in section 1.1, for any A[X]-algebra B, we often still denote by 〈X〉
the extension of the ideal 〈X〉 to B.

5.3.4 The following lemma will be useful in the proof of theorem 5.3.7.

Lemma 5.3.5. Assume that we are in the setting described in subsection 5.3.3. Let h
be an ideal of A[X,Y ] such that:

(i) One has 〈X〉+ h = 〈X,Y 〉.

Assume moreover that there exists an A[X]-algebra morphism ε̂ : A[X,Y ]→ Frac(A)JXK
such that:

(ii) For every i ∈ I one has ε̂(Yi) = Yi (mod h) in the ring Frac(A)JXK[Y ].

(iii) For every i ∈ I one has ε̂(Yi) ∈ 〈X〉.

Then, the 〈X〉-adic completion of the localization (A[X,Y ]/h)〈X〉 is isomorphic to
Frac(A)JXK/ε̂(h).

Remark 5.3.6. Assume that the hypotheses of the lemma hold. Let g be any ideal of
A[X,Y ] containing h such that 〈X〉+h = 〈X〉+g. Then g also satisfies the hypotheses
of the lemma, with the same morphism ε̂. Whenever the ideals ε̂(h) and ε̂(g) coincide,
the lemma shows that the 〈X〉-adic completions of (A[X,Y ]/h)〈X〉 and (A[X,Y ]/g)〈X〉
are isomorphic. However, the condition 〈X〉 + h = 〈X〉 + g is not sufficient to assure
that ε̂(h) = ε̂(g): take A[X,Y ] = k[x, y], X = {x}, Y = {y}, the ideals h := 〈y − x〉
and g := 〈x, y〉 and the morphism of k[x]-algebras ε̂ : k[x, y] → kJxK with ε̂(y) = x.
Then ε̂(h) = 0 and ε̂(g) = 〈x〉.

Proof. Note that (iii) shows that ε̂(h) is contained in 〈X〉, thus Frac(A)JXK/ε̂(h) is a
complete noetherian local ring with maximal ideal 〈X〉. Moreover (i) and the fact that
A is a domain show that 〈X〉 is indeed a prime ideal of A[X,Y ]/h.

Let e ≥ 1. Let πe be the composition of ε̂ with the quotient morphism

Frac(A)JXK→ Frac(A)JXK/ε̂(h)→ Frac(A)[X]/(ε̂(h) + 〈X〉e).

Thanks to (iii), any element of A[X,Y ] whose constant term is not zero is sent by ε̂ to
an invertible element of Frac(A)JXK. Thus πe induces a morphism

A[X,Y ]〈X,Y 〉 → Frac(A)[X]/(ε̂(h) + 〈X〉e)
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which in turn induces a morphism

π̃e : A[X,Y ]〈X,Y 〉/(h + 〈X〉e)→ Frac(A)[X]/(ε̂(h) + 〈X〉e).

Note that since h + 〈X〉 = 〈X,Y 〉, one has h + 〈X〉e = h + 〈X,Y 〉e. Thus in order to
obtain the claimed isomorphism, it suffices to show that π̃e is an isomorphism for any e ≥
1. Since the natural inclusion A[X,Y ]〈X,Y 〉 ⊂ Frac(A)[X,Y ]〈X,Y 〉 is an isomorphism,
surjectivity is clear.

Let us show injectivity. This amounts to show that if P ∈ Frac(A)[X,Y ] lies in
Ker(πe), then P ∈ h + 〈X〉e. By assumption (ii), for any P ∈ A[X,Y ], one has
ε̂(P ) = P (mod h) in the ring Frac(A)JXK[Y ]. In particular in the ring Frac(A)[X,Y ]
one has

ε̂(P ) + 〈X〉e = P + h + 〈X〉e and ε̂(h) + 〈X〉e ⊂ h + 〈X〉e.
Now if P ∈ Frac(A)[X,Y ] lies in Ker(πe), then one has ε̂(P ) + 〈X〉e ⊂ ε̂(h) + 〈X〉e.
Therefore, by the above properties, one has P+h+〈X〉e ⊂ h+〈X〉e. Thus P ∈ h+〈X〉e.
That concludes the proof.

Now we can state and prove the main result of the section.

Theorem 5.3.7. Assume that we are in the setting described in subsection 5.3.3; we
assume moreover that the set I is of the shape Γ× N where Γ is a finite set.
Let h be an ideal of A[X,Y ] such that:

(A) The ideal h contains a collection of elements {Hγ,s , γ ∈ Γ, s ∈ N} of the form
Hγ,s = Yγ,sUγ,s + Eγ,s such that for every γ ∈ Γ and every s ∈ N:

(A1) Uγ,s is a unit in A.
(A2) There exists a family (Eγ,s,r) ∈ A[X]N∪{−1} such that Eγ,s,r ∈ 〈X〉 for r ≥ s,

Eγ,s,r = 0 for all but a finite number of r, and one has

Eγ,s = Eγ,s,−1 +
∑
r∈N

Eγ,s,r · Yγ,r.

(B) Let (yγ,s) ∈ AΓ×N be the unique family of elements of A such that for every γ ∈ Γ
and s ∈ N, one has Hγ,s|Yγ,r=yγ,r = 0 (mod 〈X〉); then the ideal 〈X〉 + h is
contained in the ideal 〈X〉+ 〈Yγ,s − yγ,s; (γ, s) ∈ Γ× N〉.

Then there exists an A[X]-algebra morphism ε̂ : A[X,Y ]→ Frac(A)JXK such that:

(i) For every (γ, s) ∈ Γ× N one has ε̂(Hγ,s) = 0.

(ii) For every (γ, s) ∈ Γ×N, one has ε̂(Yγ,s) = Yγ,s (mod h) in the ring Frac(A)JXK[Y ].

(iii) For every ideal g containing h and such that 〈X〉 + h = 〈X〉 + g, the 〈X〉-
adic completion of the localization (A[X,Y ]/g)〈X〉 is 〈X〉-adically isomorphic to
Frac(A)JXK/ε̂(g).
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Assume moreover that:

(C) For every γ ∈ Γ, one has Eγ,0,−1 ∈ A[X] \ 〈X〉.

Then one has in addition:

(iv) For every γ ∈ Γ, ε̂(Yγ,0) is a unit in Frac(A)JXK.

Proof. First note that for each γ ∈ Γ, the reduction of the Hγ,s’s modulo 〈X〉 gives a
triangular and invertible A-linear system in the Yγ,s’s. Thus the existence and uniqueness
of (yγ,s) in assumption (B) is a straightforward consequence of assumption (A). In fact,
up to dividing Hγ,s by Uγ,s and modifying the Eγ,s,r’s, one may assume that for every
γ, s, r one has Eγ,s,r ∈ 〈X〉 and that for every γ, s one has

Hγ,s = Yγ,s − yγ,s +
s−1∑
r=0

αγ,r(Yγ,r − yγ,r) + Eγ,s,−1 +
∑
r∈N

Eγ,s,r(Yγ,r − yγ,r), (3.5)

where the αγ,r’s are elements of A.
Let us now apply proposition 5.3.2 with A = Frac(A)JXK and {Fj; j ∈ J} =

{Hγ,s; (γ, s) ∈ Γ× N}, this shows the existence of a family {Yγ,s; γ ∈ Γ, s ∈ N} of ele-
ments of Frac(A)JXK such that for every (γ, s) ∈ Γ×N one has Yγ,s = yγ,s (mod 〈X〉)
and Hγ,s|Yγ,r=Yγ,r = 0. Thus mapping Yγ,s to Yγ,s defines an A[X]-algebra morphism
ε̂ : A[X,Y ]→ Frac(A)JXK such that (i) holds.

For every γ ∈ Γ, (3.5) and a straightforward induction on s shows that for every s
one has Yγ,s−yγ,s ∈ 〈X〉+h. By assumption (B), one then has 〈X〉+h = 〈X〉+ 〈Yγ,s−
yγ,s ; (γ, s) ∈ Γ × N〉. Thus Frac(A)JXK[Y ]/h is a noetherian local ring with maximal
ideal 〈X〉.

On the other hand, (3.5) shows that for every (γ, s) ∈ Γ × N, since Hγ,s ∈ h and
ε̂(Hγ,s) = 0, one has in the ring Frac(A)JXK[Y ] the following relation, obtained by
applying ε̂ to (3.5) and subtracting (3.5):

Yγ,s − Yγ,s = −
s−1∑
r=0

αγ,r(Yγ,r − Yγ,r)−
∑
r≥0

Eγ,s,r(Yγ,r − Yγ,r) (mod h).

Thus by a straightforward induction one gets that Yγ,s − Yγ,s ∈ 〈X〉e + h for every γ, s
and e ≥ 1 (note that we have assumed that Eγ,s,r ∈ 〈X〉), and finally by the Krull
intersection theorem Yγ,s − Yγ,s ∈ h for every γ, s. Thus (ii) holds.

Recalling that Yγ,s − yγ,s ∈ 〈X〉 by construction of Yγ,s, (iii) then follows from an
application of lemma 5.3.5 (replacing Yγ,s with Yγ,s − yγ,s) and remark 5.3.6.

Assumption (C) is equivalent to the property yγ,0 ∈ A \ {0}. Then yγ,0 is a unit in
Frac(A)JXK, and since Yγ,0 = yγ,0 (mod 〈X〉), we deduce that Yγ,0 = ε̂(Yγ,0) also is a
unit, and (iv) holds.
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Remark 5.3.8. In the statement of the theorem, if one assumes that (A) holds and that
moreover h is generated by the Hγ,s’s and some elements of 〈X〉, then (B) automatically
holds. Indeed, the above proof shows that, without changing the ideal generated by the
Hγ,s’s, one may assume that for every γ, s one has Hγ,s = Yγ,s − yγ,s (mod 〈X〉).

5.3.9 In the preceding notation, the proof of theorem 5.3.7 is based on the existence
of a family {Yγ,s; γ ∈ Γ, s ∈ N} of elements of Frac(A)JXK such that for every (γ, s) ∈
Γ × N one has Yγ,s = yγ,s (mod 〈X〉) and Hγ,s|Yγ,r=Yγ,r = 0. The existence of this
family is assured by proposition 5.3.2 and hence in order to explicitly compute the
ring Frac(A)JXK/ε̂(h) in part (iii) of theorem 5.3.7 on particular examples we have
to effectively apply proposition 5.3.2. Let us show the recursive construction of the
truncations modulo 〈X〉e for e ∈ N of such a family {Yγ,s; γ ∈ Γ, s ∈ N}, checking that
the desired conditions hold.

Construction 5.3.10. Assume that we are in the setting described in theorem 5.3.7, in
particular its assumptions hold. Then, for every (γ, s) ∈ Γ×N, we can construct a family
{y(e)

γ,s}e≥1 of elememts of A[X] ⊂ A[X,Y ] (and hence also belonging to Frac(A)[X]) such
that:

(i) For every e ∈ N \ {0} we have Yγ,s = y(e)
γ,s (mod 〈X〉e + h) in the ring A[X,Y ].

(ii) For every e1, e2 ∈ N such that e1 ≥ e2 ≥ 1 we have y(e1)
γ,s = y(e2)

γ,s (mod 〈X〉e2) in
the ring A[X].

(iii) For every e ∈ N \ {0} we have Hγ,s|Yγ,r=y(e)
γ,r

= 0 (mod 〈X〉e) in the ring A[X,Y ].

We will prove parts (i) and (ii) by a double induction on the nonnegative integers
s and e. For this, we will state and prove two lemmas that perform each step of the
respective inductions. First we will need to fix some notation. Let e ∈ N \ {0}, the
quotient morphism A[X,Y ] → A[X,Y ]/〈X〉e admits a canonical section. We denote
by ςe their composition

ςe : A[X,Y ]→ A[X,Y ]/〈X〉e → A[X,Y ].

Let us stress that the image of A[X] by ςe is contained in A[X]. For every (γ, s) ∈ Γ×N
we set y(0)

γ,s := Yγ,s. Let us recall from assumption (A) in theorem 5.3.7 that Hγ,s is of the
form Hγ,s = Yγ,sUγ,s + Eγ,s, with Uγ,s a unit in A and Eγ,s = Eγ,s,−1 +∑

r∈NEγ,s,r · Yγ,r
as in assumption (A2), i.e., Eγ,s,r ∈ A[X] for r ∈ N ∪ {−1}, Eγ,s,r ∈ 〈X〉 for r ≥ s and
Eγ,s,r = 0 for all but a finite number of r. For γ ∈ Γ and e, s ∈ N with e ≥ 1, we define
recursively on e and s the morphisms of A[X]-algebras

εes : A[X,Y ] −→ A[X,Y ]

Yγ,r 7−→

 y(e)
γ,r for r < s

y(e−1)
γ,r for r ≥ s

,
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and the elements of A[X]
y(e)
γ,s := −ςe(εes(Eγ,s))U−1

γ,s . (3.6)

Lemma 5.3.11. Keep the previous notation. We fix (γ, s) ∈ Γ × N and e ∈ N \ {0}.
We suppose that:

(a) For every r ∈ N with r < s, there exists an element y(e)
γ,r in A[X] such that

Yγ,r = y(e)
γ,r (mod 〈X〉e + h) in the ring A[X,Y ].

(b) If e ≥ 2 then for every r ∈ N there exists an element y(e−1)
γ,r in A[X] such that

Yγ,r = y(e−1)
γ,r (mod 〈X〉e−1 + h) in the ring A[X,Y ] (note that for e = 1 the

equality still holds but y(0)
γ,r does not belong to A[X]).

Then:

(i) The element y(e)
γ,s := −ςe(εes(Eγ,s))U−1

γ,s belongs to A[X].

(ii) We have Hγ,s = ςe(Yγ,sUγ,s + εes(Eγ,s)) (mod 〈X〉e + h) in the ring A[X,Y ].

(iii) We have Yγ,s = y(e)
γ,s (mod 〈X〉e + h) in the ring A[X,Y ].

This lemma performs each induction step in the proof of part (i) in construction
5.3.10. Precisely, it assures that the elements y(e)

γ,s := −ςe(εes(Eγ,s))U−1
γ,s in A[X] are well-

defined and may be used in the subsequent steps of the induction. Let us stress that
the assumptions of this lemma imply that, for e > 1, the image of the morphism εes is
contained in the subring A[X] of A[X,Y ].

Proof of lemma 5.3.11. Let us prove part (i). For e > 1, the elements y(e)
γ,r (resp. y(e−1)

γ,r )
belonging to A[X] for every r < s (resp. for every r ∈ N) by assumption, we deduce that
the image of the morphism εes is contained in A[X]. Hence εes(Eγ,s) ∈ A[X] and also
ςe(εes(Eγ,s)) ∈ A[X]. We consider now the case e = 1. For r < s we have by assumption
y(1)
γ,r ∈ A[X], hence ς1(ε1

s(Eγ,s,rYγ,r)) = ς1(Eγ,s,ry(1)
γ,r) ∈ A[X]. For r ≥ s, by assumption

(A1) in theorem 5.3.7 we have Eγ,s,r ∈ 〈X〉, hence ς1(ε1
s(Eγ,s,rYγ,r)) = ς1(Eγ,s,rYγ,r) = 0.

And obviously ς1(ε1
s(Eγ,s,−1)) = ς1(Eγ,s,−1) ∈ A[X]. Then we also have ς1(ε1

s(Eγ,s)) ∈
A[X]. Finally, for every e ≥ 1, the element Uγ,s being a unit in A, we deduce that
y(e)
γ,s := −ςe(εes(Eγ,s))U−1

γ,s belongs to A[X].
Let us now prove part (ii). We consider Hγ,s = Yγ,sUγ,s +Eγ,s. Then, by assumption

(A) in theorem 5.3.7 and the very definition of ςe, we deduce that ςe(Yγ,sUγ,s+εes(Eγ,s)) =
Yγ,sUγ,s + ςe(εes(Eγ,s)), since no term in Yγ,sUγ,s belongs to 〈X〉. We only have to prove
that Eγ,s = ςe(εes(Eγ,s)) (mod 〈X〉e + h) in the ring A[X,Y ]. Let us see that we have
in fact Eγ,s = εes(Eγ,s) (mod 〈X〉e + h) (recall that ςe(εes(Eγ,s)) = εes(Eγ,s) (mod 〈X〉e)
by the very definition of ςe). By linearity of the morphism εes, this is equivalent to see
that Eγ,s,−1 +∑r∈NEγ,s,r ·Yγ,r = Eγ,s,−1 +∑r∈NEγ,s,r ·εes(Yγ,r) (mod 〈X〉e+h). We have
three cases:
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• Obviously Eγ,s,−1 = Eγ,s,−1 (mod 〈X〉e + h).

• For r < s we have Eγ,s,r · εes(Yγ,r) = Eγ,s,r · y(e)
γ,r and from assumption (a) we deduce

that Eγ,s,r · Yγ,r = Eγ,s,r · y(e)
γ,r (mod 〈X〉e + h).

• For r ≥ s we have Eγ,s,r · εes(Yγ,r) = Eγ,s,r · y(e−1)
γ,r . If e = 1 then by the very

definition Eγ,s,r · y(0)
γ,r = Eγ,s,r · Yγ,r. Let us suppose e > 1. By assumption (b) we

have Yγ,r = y(e−1)
γ,r (mod 〈X〉e−1 + h). The element Eγ,s,r belonging to 〈X〉, we

conclude that Eγ,s,r · Yγ,r = Eγ,s,r · y(e−1)
γ,r (mod 〈X〉e + h).

Let us prove part (iii). The element Hγ,s belonging to the ideal h, from part (ii) we
deduce that ςe(Yγ,sUγ,s+εes(Eγ,s)) = 0 (mod 〈X〉e+h) and hence Yγ,sUγ,s+ςe(εes(Eγ,s)) =
0 (mod 〈X〉e + h) (since no term in Yγ,sUγ,s belongs to 〈X〉). The element Uγ,s is
still invertible modulo 〈X〉e + h, thus the preceding equality is equivalent to Yγ,s =
−ςe(εes(Eγ,s))U−1

γ,s (mod 〈X〉e + h) and the property holds by definition of y(e)
γ,s.

The following lemma performs each induction step in the proof of part (i) in con-
struction 5.3.10.

Lemma 5.3.12. Keep the previous notation. We fix γ ∈ Γ and the integers s ∈ N and
e1, e2, r ∈ N \ {0} with e2 ≤ e1. Let us suppose that the family of elements {y(e)

γ,r}e≥1
r∈N

in
A[X] defined above satisfies the following assumptions:

(a) For every r ∈ N with r < s, we have ςe2(y(e1)
γ,r ) = y(e2)

γ,r .

(b) For every r ∈ N, if e2 ≥ 2 we have ςe2−1(y(e1−1)
γ,r ) = y(e2−1)

γ,r .

Then ςe2(y(e1)
γ,s ) = y(e2)

γ,s .

Proof. By definition of y(e1)
γ,s , we have ςe2(y(e1)

γ,s ) = ςe2(−ςe1(εe1
s (Eγ,s))U−1

γ,s ), which equals
−ςe2(εe1

s (Eγ,s))U−1
γ,s (since ςe2 ◦ ςe1 = ςe2 for e2 ≤ e1). On the other hand, by defi-

nition y(e2)
γ,s := −ςe2(εe2

s (Eγ,s))U−1
γ,s . Then we only have to prove that ςe2(εe1

s (Eγ,s)) =
ςe2(εe2

s (Eγ,s)). By linearity, the definition of the morphisms εe1
s and εe2

s and the form of
Eγ,s according to assumption (A2) in theorem 5.3.7, this is equivalent to see that

ςe2(Eγ,s,−1) +
∑
r∈N

ςe2(Eγ,s,r · εe1
s (Yγ,r)) = ςe2(Eγ,s,−1) +

∑
r∈N

ςe2(Eγ,s,r · εe2
s (Yγ,r)).

We have three cases:

• Obviously ςe2(Eγ,s,−1) = ςe2(Eγ,s,−1).

• For r < s we have Eγ,s,r · εe1
s (Yγ,r) = Eγ,s,r · y(e1)

γ,r and Eγ,s,r · εe2
s (Yγ,r) = Eγ,s,r · y(e2)

γ,r .
Then ςe2(Eγ,s,r · εe1

s (Yγ,r)) = ςe2(Eγ,s,r · ςe2(y(e1)
γ,r )), which equals ςe2(Eγ,s,r · y(e2)

γ,r ) =
ςe2(Eγ,s,r · εe2

s (Yγ,r)) by assumption (a).
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• For r ≥ s we have Eγ,s,r · εe1
s (Yγ,r) = Eγ,s,r · y(e1−1)

γ,r and Eγ,s,r · εe2
s (Yγ,r) = Eγ,s,r ·

y(e2−1)
γ,r . Moreover, the element Eγ,s,r belongs to 〈X〉. If e2 = 1 then ς1(Eγ,s,r ·
εe1
s (Yγ,r)) = 0 and also ς1(Eγ,s,r · εe2

s (Yγ,r)) = 0. Let us suppose e2 > 1, then
ςe2(Eγ,s,r · εe1

s (Yγ,r)) = ςe2(Eγ,s,r · ςe2−1(y(e1−1)
γ,r )), which equals ςe2(Eγ,s,r · y(e2−1)

γ,r ) =
ςe2(Eγ,s,r · εe2

s (Yγ,r)) by assumption (b).

Then the equality above holds, which concludes the proof.

Now we can prove that the family {y(e)
γ,s}e≥1 defined recursively as in (3.6) is well

defined and satisfies conditions (i), (ii) and (iii) in construction 5.3.10. Parts (i) and (ii)
will be proven by double induction on e and s and in each step we will apply respectively
lemmas 5.3.11 and 5.3.12, hence we will check that their assumptions hold.

Proof of construction 5.3.10.
• Let us prove part (i). Set γ ∈ Γ. We will reason by double induction on e ≥ 1 and
s ∈ N. Recall that, by assumption, y(0)

γ,s := Yγ,s for s ∈ N.
Let us fix e = 1 and s = 0. By definition, the morphism ε1

0 is the identity on
A[X,Y ]. Assumptions (a) and (b) in lemma 5.3.11 are trivially satisfied and hence by
part (i) y(1)

γ,0 := −ς1(ε1
0(Eγ,0))U−1

γ,0 belongs to A[X]. By part (iii) we have Yγ,0 = y
(1)
γ,0

(mod 〈X〉 + h) in the ring A[X,Y ]. Let us stress that in fact y(1)
γ,0 := −ς1(Eγ,0,−1)U−1

γ,0 ,
hence if Eγ,0,−1 ∈ A[X]\ 〈X〉 as in assumption (C) in theorem 5.3.7 we deduce that y(1)

γ,0
belongs to A \ {0} and then is a unit in Frac(A)[X].

Let us fix s > 0, assume that, for every 0 ≤ r < s, the element y(1)
γ,r in A[X] satisfies

Yγ,r = y(1)
γ,r (mod 〈X〉 + h) in the ring A[X,Y ]. Then assumption (a) in lemma 5.3.11

holds and also (trivially) assumption (b). Hence by part (i) in that lemma y(1)
γ,s :=

−ς1(ε1
s(Eγ,s))U−1

γ,s belongs to A[X] and by part (iii) we have Yγ,s = y(1)
γ,s (mod 〈X〉+ h)

in the ring A[X,Y ]. Let us stress that, for every s ∈ N, y(1)
γ,s coincides with the element

yγ,s in the statement of theorem 5.3.7.
Let us fix e > 1, assume that for every e′, r ∈ N with 1 ≤ e′ < e there exists an

element y(e′)
γ,r in A[X] such that Yγ,r = y(e′)

γ,r (mod 〈X〉e′ + h) in the ring A[X,Y ] (we
will refer to this assumption as the outer induction assumption).

Let us fix s = 0, then assumption (a) in lemma 5.3.11 trivially holds and assumption
(b) holds by the outer induction assumption. Hence by part (i) in that lemma y(e)

γ,0 :=
−ςe(εe0(Eγ,0))U−1

γ,0 belongs to A[X] and by part (iii) we have Yγ,0 = y
(e)
γ,0 (mod 〈X〉e + h)

in the ring A[X,Y ].
Let us fix s > 0, assume that, for every 0 ≤ r < s, the element y(e)

γ,r in A[X] satisfies
Yγ,r = y(e)

γ,r (mod 〈X〉e + h) in the ring A[X,Y ] (we will refer to this assumption as the
inner induction assumption). Then assumption (a) in lemma 5.3.11 holds by the inner
induction assumption and assumption (b) also holds by the outer one. Hence by part
(i) in that lemma y(e)

γ,s := −ςe(εes(Eγ,s))U−1
γ,s belongs to A[X] and by part (iii) we have

Yγ,s = y(e)
γ,s (mod 〈X〉e + h) in the ring A[X,Y ].
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• Let us prove part (ii). Set γ ∈ Γ. Let e1, e2 ∈ N with 1 ≤ e2 ≤ e1; in order to prove
that y(e1)

γ,s = y(e2)
γ,s (mod 〈X〉e2) in the ring A[X], by the very definition of the morphism

ςe2 it suffices to prove that ςe2(y(e1)
γ,s ) = y(e2)

γ,s . The property clearly holds for e1 = e2, for
the case e1 > e2 we will reason by double induction on e1 ≥ 2 and s ∈ N.

Let us fix e1 = 2, then e2 = 1. We also fix s = 0, then assumptions (a) and (b) in
lemma 5.3.12 trivially hold, hence ς1(y(2)

γ,0) = y
(1)
γ,0.

Fix now s > 0 and assume that for every r ∈ N with r < s we have ς1(y(2)
γ,r) = y(1)

γ,r.
Then assumption (a) in lemma 5.3.12 holds and (trivially) also assumption (b). Thus
ς1(y(2)

γ,s) = y(1)
γ,s.

Let us fix e1 > 2, assume that for every e′1, e′2 ∈ N with 1 ≤ e′2 < e′1 < e1 and every
r ∈ N we have ςe′2(y(e′1)

γ,r ) = y
(e′2)
γ,r (we will refer to this assumption as the outer induction

assumption). Let e2 ∈ N such that 1 ≤ e2 < e1.
Let us fix s = 0, then assumption (a) in lemma 5.3.12 trivially holds and assumption

(b) holds by the outer induction assumption. Hence ςe2(y(e1)
γ,0 ) = y

(e2)
γ,0 .

Let us fix s > 0, assume that for every r ∈ N with r < s we have ςe2(y(e1)
γ,r ) = y(e2)

γ,r

(we will refer to this assumption as the inner induction assumption). Then assumption
(a) in lemma 5.3.12 holds by the inner induction assumption and assumption (b) holds
by the outer one (and trivially if e2 = 1). We deduce that ςe2(y(e1)

γ,s ) = y(e2)
γ,s .

• Let us prove part (iii). We set γ ∈ Γ. For the sake of simplicity, we define for every
e ∈ N\{0} the morphism of A[X]-algebras εe : A[X,Y ]→ A[X] given by εe(Yγ,r) = y(e)

γ,r

for every r ∈ N, it is well-defined by part (i). Let us fix e ∈ N \ {0} and s ∈ N. Then
the property Hγ,s|Yγ,r=y(e)

γ,r
= 0 (mod 〈X〉e) in the ring A[X,Y ] can be rewritten as

εe(Hγ,s) = 0 (mod 〈X〉e) in the ring A[X], which is equivalent to ςe(εe(Hγ,s)) = 0 by
definition of the morphism ςe.

By the very definition of y(e)
γ,r, we have y(e)

γ,sUγ,s + ςe(εes(Eγ,s)) = 0 in A[X]. On the
other hand, ςe(εe(Hγ,s)) = y(e)

γ,sUγ,s + ςe(εe(Eγ,s)), since ςe(y(e)
γ,s) = y(e)

γ,s and Uγ,s ∈ A.
Then it suffices to prove that ςe(εe(Eγ,s)) = ςe(εes(Eγ,s)). By linearity, the definition of
the morphisms εe and εes and the form of Eγ,s according to assumption (A2) in theorem
5.3.7, this is equivalent to see that

ςe(Eγ,s,−1) +
∑
r∈N

ςe(Eγ,s,r · εe(Yγ,r)) = ςe(Eγ,s,−1) +
∑
r∈N

ςe(Eγ,s,r · εes(Yγ,r)).

We have three cases:

• Obviously ςe(Eγ,s,−1) = ςe(Eγ,s,−1).

• For r < s we have Eγ,s,r ·εes(Yγ,r) = Eγ,s,r ·y(e)
γ,r and also Eγ,s,r ·εe(Yγ,r) = Eγ,s,r ·y(e)

γ,r,
hence ςe(Eγ,s,r · εe(Yγ,r)) = ςe(Eγ,s,r · εes(Yγ,r)).

• For r ≥ s we have Eγ,s,r · εes(Yγ,r) = Eγ,s,r · y(e−1)
γ,r and Eγ,s,r · εe(Yγ,r) = Eγ,s,r · y(e)

γ,r.
Moreover, the element Eγ,s,r belongs to 〈X〉. If e = 1 then ς1(Eγ,s,r · ε1(Yγ,r)) = 0
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and also ς1(Eγ,s,r · ε1
s(Yγ,r)) = 0. Let us suppose e > 1, then ςe(Eγ,s,r · εe(Yγ,r)) =

ςe(Eγ,s,r · ςe−1(y(e)
γ,r)), which equals ςe(Eγ,s,r · y(e−1)

γ,r ) by part (ii) and hence ςe(Eγ,s,r ·
εes(Yγ,r)).

Then the equality above holds, which concludes the proof.

5.4 Technical machinery for the comparison
theorem

In this section we will obtain the crucial technical result (theorem 5.4.6) allowing to
establish our comparison theorem in section 5.5. As for theorem 5.3.7, the hypotheses
are formulated in a somewhat abstract form, and in section 5.5 we will verify that these
hypotheses hold in the toric setting.

5.4.1 Let k be a field of characteristic zero. If K is a field extension of k, we denote
by LcCplK the category of complete local k-algebras with residue field k-isomorphic to
K. We begin with an elementary yet useful lemma.

Lemma 5.4.2. Let K be a field, A be an object of LcCplK and a and b two ideals of
A such that for every object B of LcCplK one has the inclusion

{ϕ ∈ HomLcCplK (A,B) : b ⊂ Ker(ϕ)} ⊂ {ϕ ∈ HomLcCplK (A,B) : a ⊂ Ker(ϕ)}.

Then one has the inclusion a ⊂ b.

Proof. We apply the assumption with ϕ the quotient morphism A → A/b.

Notation 5.4.3. Let ∆ be a finite set and Y be the set of indeterminates {Yδ; δ ∈ ∆}.
Let R be a ring. Let Y(t) := {Yδ(t) : δ ∈ ∆} be a family of elements in the power series
ring RJtK. Let P ∈ R[Y ]. Then we define the family

{
Ps,Y(t) : s ∈ N

}
of elements of R

by the following equality in RJtK:

P |Yδ=Yδ(t) =
∑
s∈N

Ps,Y(t)t
s. (4.1)

Remark 5.4.4. Let us keep the same notation as before. Let S be another ring, ϕ : R→ S
is a ring morphism. We also denote by ϕ the induced morphisms R[Y ] → S[Y ] and
RJtK → SJtK obtained by applying ϕ coefficientwise. Then for every s ∈ N one has
ϕ(Ps,Y(t)) = ϕ(P )s,ϕ(Y(t)).
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5.4.5 Now we can state and prove the main result of the section.

Theorem 5.4.6. Let K be a field extension of k, ∆ be a finite set and Y be the set of
indeterminates {Yδ; δ ∈ ∆}. Let (dδ) ∈ N∆ be a family of nonnegative integers. Let X
be the set of variables {Xδ,j; δ ∈ ∆, 0 ≤ j < dδ}. We denote by 〈X〉 the maximal ideal
of the power series ring KJXK.

Let Ω be a (possibly infinite) set, and let {Pω}ω∈Ω be a family of elements in the
polynomial ring K[Y ] such that, for every ω ∈ Ω:

(I) One may write Pω = ∏
δ∈∆

Y
u+
ω,δ

δ − ∏
δ∈∆

Y
u−
ω,δ

δ , where u+
ω,δ, u

−
ω,δ ∈ N.

(II) One has Pω|Yδ=tdδ = 0 in K[t], in other words∑
δ∈∆

dδu
+
ω,δ =

∑
δ∈∆

dδu
−
ω,δ =: cω.

Let {xδ,j : δ ∈ ∆, j ≥ dδ} be a family of elements in KJXK. For δ ∈ ∆, set

Yδ(t) :=
dδ−1∑
j=0

Xδ,jt
j +

∑
j≥dδ

xδ,jt
j ∈ KJXKJtK

and

Ỹδ(t) :=
dδ−1∑
j=0

Xδ,jt
j + tdδ ∈ KJXK[t]

We assume:

(a) for every δ ∈ ∆, xδ,dδ is a unit;

(b) for every ω ∈ Ω and every s ≥ cω, one has Pω,s,Y(t) = 0.

We consider the following ideals of KJXK : a :=
〈{
Pω,s,Y(t) : ω ∈ Ω, s ∈ N

}〉
and b :=〈{

P
ω,s,Ỹ(t) : ω ∈ Ω, s ∈ N

}〉
.

Then KJXK/a and KJXK/b are isomorphic objects of LcCplK.

Proof. By assumption (a), for every δ ∈ ∆, the series Yδ(t) is a dδ-regular element of
KJXKJtK. Thus by the Weiertrass preparation theorem (see theorem 4.1.11), there exists
a family {Xδ,j : δ ∈ ∆, 0 ≤ j < dδ} of elements of the maximal ideal 〈X〉 of KJXK and
a family {Uδ,r : δ ∈ ∆, r ∈ N} of elements of KJXK with Uδ,0 an unit, such that, setting

Wδ(t) := tdδ +
dδ−1∑
j=0

Xδ,jt
j and Uδ(t) :=

∑
r∈N

Uδ,rt
r

one has
Yδ(t) = Wδ(t)Uδ(t). (4.2)
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Identifying the t-coefficients in the latter equation yields the following relations inKJXK:

Xδ,j = Xδ,jUδ,0 +
j−1∑
r=0

Xδ,rUδ,j−r, 0 ≤ j < dδ.

Since Uδ,0 is a unit, we deduce that the element of HomLcCplK (KJXK, KJXK) sending
Xδ,j to Xδ,j for δ ∈ ∆ and 0 ≤ j < dδ is an isomorphism.

Setting
c :=

〈{
Pω,s,{Wδ(t)} : ω ∈ Ω, s ∈ N

}〉
,

the above isomorphism shows that KJXKJtK/b and KJXKJtK/c are isomorphic objects
in LcCplK . To conclude the proof, we show that a = c using lemma 5.4.2.

Let (B,mB) be an object in LcCplK , and let ϕ be an element of HomLcCplK (KJXK,B).
We still denote by ϕ the induced morphism KJXKJtK → BJtK obtained by applying ϕ
coefficientwise.

Let us assume that for every ω ∈ Ω one has Pω|Yδ=ϕ(Yδ(t)) = 0. One has to show that
for every ω ∈ Ω one has Pω|Yδ=ϕ(Wδ(t)) = 0.

From our assumption and hypothesis (I) we deduce the following equality in BJtK:∏
δ∈∆

ϕ(Yδ(t))u
+
ω,δ =

∏
δ∈∆

ϕ(Yδ(t))u
−
ω,δ ,

which can be rewritten, using equation 4.2, as∏
δ∈∆

ϕ(Wδ(t))u
+
ω,δ

∏
δ∈∆

ϕ(Uδ(t))u
+
ω,δ =

∏
δ∈∆

ϕ(Wδ(t))u
−
ω,δ

∏
δ∈∆

ϕ(Uδ(t))u
−
ω,δ . (4.3)

Note that for every δ ∈ ∆, ϕ(Wδ(t)) is a Weierstrass polynomial of degree dδ in BJtK
and ϕ(Uδ(t)) is a unit in BJtK, since ϕ(Uδ,0) is.
By uniqueness of the Weierstrass factorization in BJtK, one gets the equality∏

δ∈∆
ϕ(Wδ(t))u

+
ω,δ =

∏
δ∈∆

ϕ(Wδ(t))u
−
ω,δ (4.4)

which means exactly that Pω|Yδ=ϕ(Wδ(t)) = 0.
Conversely, assume that for every ω ∈ Ω one has Pω|Yδ=ϕ(Wδ(t)) = 0, in other words,

that (4.4) holds, and let us show that for every ω ∈ Ω one has Pω|Yδ=ϕ(Yδ(t)) = 0. Let
W̃ω(t) ∈ BJtK be the common value of both members of (4.4). Note that W̃ω(t) is a
Weierstrass polynomial of degree cω. On the other hand, one has

Pω|Yδ=ϕ(Yδ(t)) = W̃ω(t)
∏
δ∈∆

ϕ(Uδ(t))u
+
ω,δ −

∏
δ∈∆

ϕ(Uδ(t))u
−
ω,δ

 .
By assumption (b), Pω|Yδ=ϕ(Yδ(t)) is an element of the polynomial ring B[t] with de-
gree less than cω. By the uniqueness of the Weierstrass division by W̃ω(t) in BJtK one
concludes that Pω|Yδ=ϕ(Yδ(t)) = 0.
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5.5 A comparison theorem between formal
neighbourhoods

In this section we will make use of the results in sections 5.3 and 5.4 in order to obtain
the main comparison theorem as an application of the results in those sections to the
toric setting. It should be noted that our results provide basically two approaches
for computing effectively the formal neighbourhood of the generic point of the Nash
set associated with a divisorial toric valuation. The first one is based on an effective
implementation of the Hensel lemma crucially used in section 5.3 (see subsection 5.3.9).
The second one takes advantage of the comparison theorem to use exactly the same
techniques as in the case of rational arcs described in [13]. The latter seems to be much
more efficient in practice. See section 5.6 below for explicit examples of computation.

5.5.1 We retain the notation introduced in section 5.2. In particular, Vσ is the affine
toric k-variety of dimension d associated with a cone σ and presented as k[Z]/iσ, where
Z = {Zi : i ∈ {1, . . . , h}} and iσ is generated by the binomial elements {F` = Z`+ −
Z`− ; ` ∈ L}, L being a subgroup of Zh (see subsection 5.2.7). Moreover, denoting by
Z∞ the set of variables {Zi,s : i ∈ {1, . . . , h}, s ∈ N}, the arc scheme L∞(Vσ) associated
with the affine toric variety Vσ may be identified with the affine scheme Spec (k[Z∞]/[iσ]);
the ideal [iσ] is generated by the elements {F`,s ; ` ∈ L, s ∈ N} (see subsection 5.2.8).

The following proposition gives an explicit description of the generic point of the
Nash set associated with a divisorial toric valuation (see subsection 5.2.9).

Proposition 5.5.2. Let n ∈ σ ∩N be a divisorial toric valuation, Nn be the associated
Nash set and ηn be the generic point of Nn. Let an be the ideal 〈{Zi,si : 1 ≤ i ≤

h, 0 ≤ si < 〈mi , n〉}〉 of k[Z∞]. Let Gn :=
d∏
i=1

Zi,〈mi,n〉 and gn be the image of Gn in
O(L∞(Vσ)). Then:

(i) The prime ideal of O(L∞(Vσ)) corresponding with ηn is the radical of the image
of an in O(L∞(Vσ)).

(ii) The point ηn belongs to the distinguished open subset {gn 6= 0} of L∞(Vσ). The
prime ideal of the localization O(L∞(Vσ))gn corresponding with ηn is the extension
of an to O(L∞(Vσ))gn.

Proof. Assertion (i) follows from lemma 5.2.11: from part (iv) we know that L ◦
∞(Vσ)n

is an open subset of Nn, hence their generic points coincide. By part (ii) it is the
intersection of the open subset L ◦

∞(Vσ) ∩ ⋂di=1{zi,〈mi ,n〉 6= 0} of L∞(V ) (recall that
L ◦
∞(Vσ) is open) with the closed subset

(⋂h
i=1

⋂〈mi ,n〉−1
s=0 {zi,s = 0}

)
, which is the closed

subset of L∞(V ) defined by the ideal 〈{zi,si : 1 ≤ i ≤ h, 0 ≤ si < 〈mi , n〉}〉. Then
the generic point of L ◦

∞(Vσ)n is the radical of this ideal and we finish by observing
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that 〈{zi,si : 1 ≤ i ≤ h, 0 ≤ si < 〈mi , n〉}〉 is the extension in O(L∞(Vσ)) of the
ideal an. Let us observe that the fact that the open subset ⋂di=1{zi,〈mi ,n〉 6= 0} equals
{∏d

i=1 zi,〈mi ,n〉 6= 0} allows to deduce that the generic point belongs to the distinguished
open subset {gn 6= 0} of L∞(Vσ).

Let us now prove assertion (ii). By (i), it is enough to show that the k-algebra
R := k[Z∞]Gn/[iσ]+an is a domain. Let us show that its functor of points is isomorphic
to the functor of points of the k-algebra O(L∞(T )), the latter being a domain since T
is a smooth irreducible variety (see proposition 2.2.19).

Let A be a k-algebra. By the very definition of R the set HomAlgk(R,A) is in
natural bijection with the set of k-algebra morphisms ϕ′ : O(Vσ) → AJtK such that
ordt(ϕ′(χmi)) ≥ 〈mi , n〉 for 1 ≤ i ≤ h and ordt(ϕ′(χmi)) = 〈mi , n〉 for 1 ≤ i ≤ d. By
subsection 5.2.5 this set is in bijection with the set of semigroup morphisms ϕ : Sσ →
AJtK (here AJtK has its multiplicative structure) such that ordt(ϕ(mi)) ≥ 〈mi , n〉 for
1 ≤ i ≤ h and ordt(ϕ(mi)) = 〈mi , n〉 for 1 ≤ i ≤ d. Hence we can apply lemma 5.2.12
to the semigroup morphism ordt ◦ ϕ : Sσ → N and deduce that ordt(ϕ(m)) = 〈m , n〉
for m ∈ Sσ.

Then ϕ uniquely corresponds with a semigroup morphism ψ : Sσ → (AJtK)∗ which
extends uniquely to a group morphism ψ : M → (AJtK)∗. By remark 5.2.6, such a group
morphism corresponds uniquely with an element of HomAlgk(O(L∞(T )), A), which con-
cludes the proof.

5.5.3 Recall from subsection 5.2.7 the existence of a family
{
F`q ; d+ 1 ≤ q ≤ h

}
of

elements of the ideal iσ; let us denote by j := 〈F`q ; d + 1 ≤ q ≤ h〉 the ideal of k[Z]
generated by them. We have the following technical lemmas.

Lemma 5.5.4. Let i be an ideal of k[Z]. Let d ≤ h and F ∈ k[Z] such that F lies in
the quotient ideal i : (∏d

i=1 Zi)∞. Let (ci) ∈ Nd and a be the ideal 〈Zi,s : 1 ≤ i ≤ h, 0 ≤
s ≤ ci〉 of k[Z∞]. Let G = ∏d

i=1 Zi,ci. Then in the localization k[Z∞]G, the ideal [〈F 〉]
is contained in the ideal [i] + a.

Proof. For simplicity, let us denote by HS : k[Z]→ k[Z∞]JtK the morphism of k-algebras
given by HS(F ) := F |Zi=

∑
s∈N

Zi,sts
= ∑

s∈N
Fst

s. By proposition 2.2.10 and lemma 2.3.5 we

may assume that the t-coefficients of HS(F ) generate the ideal [〈F 〉].
Let H ∈ i and e ∈ N such that (∏d

i=1 Zi)eF = H. Applying HS and using the very
definition of a, one obtains the relation

d∏
i=1

(tci [Zi,ci + t(. . . )])e HS(F ) = HS(H) (mod aJtK).

Thus, setting K := ∑d
i=1 eci, for s < K one has Hs ∈ aJtK and one may write

d∏
i=1

[Zi,ci + t(. . . )]e HS(F ) =
∑
s≥0

Hs+Kt
s (mod aJtK).
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By the definition of G, the series ∏d
i=1[Zi,ci + t(. . . )]e is invertible in k[Z∞]GJtK. That

concludes the proof.

Lemma 5.5.5. Let us keep the notation of subsection 5.2.7, in particular σ is a cone
of NR, {m1, . . . ,mh} is a system of generators of the semigroup Sσ such that its subset
{m1, . . . ,md} forms a Z-basis of M and iσ := 〈F` ; ` ∈ L〉 is the ideal of k[Z] defining
Vσ. Let j := 〈F`q : d+ 1 ≤ q ≤ h〉.

(i) Set Gd :=
d∏
i=1

Zi. For every ` ∈ L, F` lies in the quotient ideal j : G∞d . In other
words, the ideal iσ vanishes in k[Z]Gd/j.

(ii) Let n ∈ σ ∩ N and an be the ideal 〈{Zi,si : 1 ≤ i ≤ h, 0 ≤ si < 〈mi , n〉}〉 of

k[Z∞]. Let Gn :=
d∏
i=1

Zi,〈mi,n〉. Then the ideals [iσ] + an and [j] + an coincide in
the localization k[Z∞]Gn.

Proof. Set Gh := ∏h
i=1 Zi. Since {`q : d + 1 ≤ q ≤ h} spans the lattice L, [75, Lemma

12.2] shows that iσ vanishes in k[Z]Gh/j. But (2.3) shows that the natural morphism
k[Z]Gd → k[Z]Gh induces an isomorphism k[Z]Gd/j ∼= k[Z]Gh/j. This shows (i).

By (i) and lemma 5.5.4, in the localization k[Z∞]Gn , the ideal [iσ] is contained in
[j] + an. Since the inclusion [j] ⊂ [iσ] holds by definition, one deduces that (ii) also
holds.

The ideal j of the ring k[Z] defines an affine k-scheme W := Spec (k[Z]/j) which
contains Vσ as a closed subscheme. Then L∞(W ) may be identified with Spec (k[Z∞]/[j])
with [j] = 〈F`q ,s ; d+ 1 ≤ q ≤ h, s ∈ N〉. The closed immersion Vσ → W induces a closed
immersion L∞(Vσ)→ L∞(W ) between the corresponding arc schemes (see proposition
2.2.8). For n ∈ σ ∩ N , let η′n be the image of ηn by this closed immersion. We shall
reduce the computation of the formal neighbourhood of L∞(Vσ) at ηn to that of the
formal neighbourhood of L∞(W ) at η′n. We will say that we are in the toric setting in
the former situation and (abusing terminology) in the complete intersection setting in
the latter.

Lemma 5.5.6. Let n ∈ σ∩N be a divisorial toric valuation, Nn be the associated Nash
set and ηn be the generic point of Nn. Let η′n be the image of ηn by the closed immersion
L∞(Vσ) → L∞(W ). Let an be the ideal 〈{Zi,si : 1 ≤ i ≤ h, 0 ≤ si < 〈mi , n〉}〉 of

k[Z∞]. Let Gn :=
d∏
i=1

Zi,〈mi,n〉 and g′n be the image of Gn in O(L∞(W )).

Then the point η′n belongs to the distinguished open set {g′n 6= 0} of L∞(W ), and the
prime ideal of O(L∞(W ))g′n corresponding with η′n is the extension of an to O(L∞(W ))g′n.

Proof. Let pn (resp. p′n) be the prime ideal of k[Z∞]/[iσ] (resp. k[Z∞]/[j]) corresponding
to ηn (resp. η′n). Then p′n is the preimage of pn via the quotient morphism k[Z∞]/[j]→
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k[Z∞]/[iσ]. We have the following commutative diagram, where all the morphisms are
the canonical quotient ones:

k[Z∞]/[iσ]k[Z∞]

k[Z∞]/[j]

This diagram induces via localization the following commutative diagram:

(k[Z∞]/[iσ])gnk[Z∞]Gn

(k[Z∞]/[j])g′n

We will also denote by an (resp. pn) the extension of this ideal in k[Z∞]Gn (resp.
(k[Z∞]/[iσ])gn). By proposition 5.5.2, pn is the extension of an in the ring (k[Z∞]/[iσ])gn

and it is still a prime ideal. Note that g′n /∈ p′n, otherwise by the commutativity of the
first diagram we would have gn ∈ pn which is not the case. The extension of p′n in
(k[Z∞]/[j])g′n is the preimage of the prime ideal pn via the morphism induced by the
quotient one in the localizations. We conclude by the commutativity of the second
diagram and the fact that [iσ] + an and [j] + an coincide in k[Z∞]Gn by lemma 5.5.5
(ii).

Notation 5.5.7. For q ∈ {1, . . . , h} and r ∈ Nq we denote by Z≤q,≤ri the set of variables
{Zi,si ; 1 ≤ i ≤ q, 0 ≤ si ≤ ri}. If q = h we write Z•,≤ri instead of Z≤h,≤ri . We define
similarly Z≤q,≥ri , Z≥q,≤ri and so on.

5.5.8 The following lemma shows that we can apply theorem 5.3.7 in the complete
intersection setting.

Lemma 5.5.9. Let n ∈ σ ∩N be a divisorial toric valuation.

Let Gn :=
d∏
i=1

Zi,〈mi ,n〉 and A be the k-algebra k[Z≤d,≥〈mi ,n〉]Gn.

Let Ω be the finite set {(i, si); i ∈ {1, . . . , h}, 0 ≤ si < 〈mi,n〉}. For ω ∈ Ω, set
Xω := Zω. Set Γ = {d+ 1, . . . , h}. For q ∈ Γ and s ∈ N, set Yq,s := Zq,〈n ,mq〉+s.

Let h be the extension of the ideal [j] in k[Z∞]Gn. For s ∈ N and q ∈ Γ, set
Hq,s := F`q ,〈n , `q〉+s (recall from subsection 5.2.7 the definition of 〈`q , n〉). Then with
this notation the hypotheses in theorem 5.3.7 hold true. Moreover, if g is the extension
of the ideal [iσ] in k[Z∞]Gn, then 〈X〉+ h = 〈X〉+ g.

Proof. Note that with the notation of the statement, one has in particular A[X,Y ] =
k[Z∞]Gn and the ideal 〈X〉 corresponds to an = 〈Z•,<〈mi ,n〉〉.
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Let us show that assumption (A) in theorem 5.3.7 holds. Pick up q ∈ {d+ 1, . . . , h}.
Set

Λ+
q := {i ∈ {1, . . . , d}; `q,i > 0}, Λ−q := {i ∈ {1, . . . , d}; `q,i < 0}

Θ+
q,s := {(rq, (ri,k ; i ∈ Λ+

q , 1 ≤ k ≤ `q,i)) ; rq, ri,k ∈ N, rq +
∑
i∈Λ+

q

`q,i∑
k=1

ri,k = s}

and Θ−q,s := {(ri,k ; i ∈ Λ−q , 1 ≤ k ≤ −`q,i) ; ri,k ∈ N,
∑
i∈Λ−q

−`q,i∑
k=1

ri,k = s}.

Then by (2.3) and (2.4), the polynomial F`q ,s has the following form:

F`q ,s =
∑

(rq ,ri,k)∈Θ+
q,s

Zq,rq
∏
i∈Λ+

q

`q,i∏
k=1

Zi,ri,k −
∑

(ri,k)∈Θ−q,s

∏
i∈Λ−q

−`q,i∏
k=1

Zi,ri,k . (5.1)

Note that setting rq = 〈mq , n〉 + s and ri,k = 〈mi , n〉 for 1 ≤ k ≤ `q,i defines an
element of Θ+

q,〈`q ,n〉+s. Set

Uq :=
∏
i∈Λ+

q

`q,i∏
k=1

Zi,〈mi ,n〉.

By the definition of Gn, Uq is an invertible element of k[Z≤d,≥〈mi ,n〉]Gn .
Set

Eq,s,−1 :=
∑

(rq ,ri,k)∈Θ+
q,〈`q ,n〉+s

rq<〈mq ,n〉

Zq,rq
∏
i∈Λ+

q

`q,i∏
k=1

Zi,ri,k −
∑

(ri,k)∈Θ−
q,〈`q ,n〉+s

∏
i∈Λ−q

−`q,i∏
k=1

Zi,ri,k .

For r ∈ N, set δr,s = 1 if r = s and 0 otherwise, and

Eq,s,r =: −δs,rUq +
∑

(ri,k ; i∈Λ+
q ,1≤k≤`q,i)) ; ri,k∈N

(〈mq ,n〉+r,(ri,k))∈Θ+
q,〈`q ,n〉+s

∏
i∈Λ+

q

`q,i∏
k=1

Zi,ri,k .

Thus by (5.1), one has

F`q ,〈`q ,n〉+s = UqZq,〈mq ,n〉+s + Eq,s,−1 +
∑
r∈N

Eq,s,rZq,〈mq ,n〉+r.

Since Λ±q ⊂ {1, . . . , d}, it is clear that for r ∈ N one has Eq,s,r ∈ k[Z≤d,•] and
Eq,s,−1 ∈ k[Z≤d,• ∪Z>d,<〈mi ,n〉].

Thus (A1) is satisfied, and in order to show that (A2) also holds, it remains to prove
that for any r ≥ s, each monomial of Eq,s,r contains a variable Zi,ri with i ∈ {1, . . . , d}
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and ri < 〈mi , n〉. Take (ri,k ; i ∈ Λ+
q , 1 ≤ k ≤ `q,i)) a family of nonnegative integers

such that (〈mq , n〉+ r, (ri,k)) ∈ Θ+
q,〈`q ,n〉+s, that is

〈mq , n〉+ r +
∑
i∈Λ+

q

`q,i∑
k=1

ri,k = 〈`q , n〉+ s.

We have to show that either at least one of the ri,k’s is < 〈mi , n〉 or r = s and
ri,k = 〈mi , n〉 for every i, k (the latter case corresponds to the monomial UqZq,〈mq ,n〉+s).
Assume ri,k ≥ 〈mi , n〉 for every i, k. Then

〈`q , n〉+ s = 〈mq , n〉+ r +
∑
i∈Λ+

q

`q,i∑
k=1

ri,k ≥ r +
〈

mq +
∑
i∈Λ+

q

`k,imi , n

〉
= r + 〈`q , n〉 .

If r > s this is a contradiction. If r = s, the first minoration must be an equality, which
imposes ri,k = 〈mi , n〉 for every i, k.

Let us prove that (C) holds. We have to show that

Eq,0,−1 :=
∑

(rq ,ri,k)∈Θ+
q,〈`q ,n〉

rq<〈mq ,n〉

Zq,rq
∏
i∈Λ+

q

`q,i∏
k=1

Zi,ri,k −
∑

(ri,k)∈Θ−
q,〈`q ,n〉

∏
i∈Λ−q

−`q,i∏
k=1

Zi,ri,k

does not belong to the ideal 〈Z•,<〈mi ,n〉〉. All the terms in the left hand sum lie in the
ideal, and arguing similarly as above, one sees that the only monomial in Eq,0,−1 not
belonging to the above ideal corresponds to ri,k = 〈mi , n〉 in the right hand sum. Thus
one has Eq,0,−1 = ∏

i∈Λ−q
Z
−`q,i
i,〈mi ,n〉 (mod 〈Z•,<〈mi ,n〉〉) which allows to conclude.

Let us show that (B) holds. Since h is the extension of the ideal [j] in k[Z∞]Gn , it
is generated by the union of the families {Hq,s; q ∈ Γ, s ∈ N} and {F`q ,s; q ∈ Γ, s ∈
N, s < 〈`q , n〉}.

Arguing similarly as above, one sees using (5.1) that in case s < 〈`q , n〉 every
monomial of F`q ,s must contain a variable Zi,r with r < 〈mi , n〉. Thus h is generated
by some elements of 〈X〉 and the Hγ,s’s. By remark 5.3.8, assumption (B) holds in this
case.

Finally, by part (ii) in lemma 5.5.5 the last assertion holds true.

5.5.10 Combining the preceding results and also theorem 5.3.7, we obtain the follow-
ing corollary which provides a presentation of the formal neigbourhoods we are interested
in in both the toric and the complete intersection settings. In particular, it assures that
these two formal neighbourhooods are isomorphic.

Corollary 5.5.11. Let n be a divisorial toric valuation of σ ∩ N . There exists a
k[Z≤d,≥〈mi ,n〉,Z•,<〈mi ,n〉]-algebra morphism ε̂ : k[Z∞]→ k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K such
that :
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(i) The section ring of the formal neighbourhood of L∞(Vσ) at ηn (resp. of L∞(W )
at η′n) are both isomorphic to the complete noetherian local ring

k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K/ε̂([j]).

(ii) For every i ∈ {1, . . . , h}, ε̂(Zi,〈mi ,n〉) is invertible.

(iii) For every q ∈ {d+ 1, . . . , h} and s ∈ N, we have ε̂(F`q ,〈`q ,n〉+s) = 0.

Proof. Lemma 5.5.9 assures that, with the identifications in its statement we can apply
theorem 5.3.7. By lemma 5.5.6, this shows part (i) in the complete intersection setting,
i.e., the section ring of the formal neighbourhood of L∞(W ) at η′n is isomorphic to

k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K/ε̂([j]),

where the morphism ε̂ : k[Z∞]→ k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K is determined by theorem
5.3.7. Parts (ii) and (iii) are also given by theorem 5.3.7.

It remains to prove part (i) in the toric case. By proposition 5.5.2, the application
of theorem 5.3.7 to the extension g of the ideal [iσ] in k[Z∞]Gn (which can be done
by lemma 5.5.9) allows to deduce that the section ring of the formal neighbourhood of
L∞(Vσ) at ηn is isomorphic to

k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K/ε̂([iσ]),

with the same morphism ε̂ as in the complete intersection case. Then we only have to
prove that ε̂([iσ]) and ε̂([j]) coincide as ideals of k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K.

It is clear that ε̂([j]) ⊂ ε̂([iσ]). For the converse inclusion, let F ∈ iσ. By lemma 5.5.5

part (i), there exists an integer e ∈ N such that
(

d∏
i=1

Zi

)e
F ∈ j. Recall the morphism

of k-algebras HS : k[Z] → k[Z∞]JtK from the proof of lemma 5.5.4. Then we have

HS
((

d∏
i=1

Zi

)e)
HS(F ) ∈ [j]JtK. Recall now that ε̂ is a k[Z≤d,≥〈mi ,n〉,Z•,<〈mi ,n〉]-algebra

morphism, hence we deduce that

HS
( d∏

i=1
Zi

)e ε̂(HS(F )) ∈ ε̂([j])JtK. (5.2)

Moreover, the element Zi,〈mi ,n〉 being invertible in k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K for every

i ∈ {1, . . . , d}, we deduce that HS
((

d∏
i=1

Zi

)e)
does not reduce to 0 modulo the maximal

ideal 〈Z•,<〈mi ,n〉〉.
Note that the ideal ε̂([j]) is contained in the maximal ideal 〈Z•,<〈mi ,n〉〉 (otherwise

the section ring of the formal neighbourhood of L∞(W ) at η′n would be the zero ring by
part (i) applied to the complete intersection setting, which is not true). In the canonical
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quotient ring k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉K/ε̂([j]), which is also a complete local ring, the

image of HS
((

d∏
i=1

Zi

)e)
still does not reduce to 0 modulo the maximal ideal and hence

it is not a zero divisor by the Weierstrass division theorem (see subsection 4.1.9). From
(5.2) we deduce that in k(Z≤d,≥〈mi ,n〉)JZ•,<〈mi ,n〉KJtK/ε̂([j]) we have the equality

HS
( d∏

i=1
Zi

)e ε̂(HS(F )) = 0.

Thus ε̂(HS(F )) belongs to ε̂([j])JtK for every F ∈ iσ, which shows that ε̂([iσ]) ⊂ ε̂([j]).

Remark 5.5.12. Let us point out that lemma 5.5.9 also assures that we can perform the
effective construction in subsection 5.3.9 of the truncations of ε̂(Zi,j) modulo the powers
of the ideal 〈Z•,<〈mi ,n〉〉 for d + 1 ≤ i ≤ h and j ≥ 〈mi , n〉, which determine the
morphism ε̂ (see construction 5.3.10). This provides a way for explicitly computing the
formal neighbourhood ̂L∞(Vσ)ηn as a limit. In section 5.6 we will show this on several
examples.

5.5.13 Let us recall the definition of some objects in [13, Subsection 5.1], adapted to
our notation. We denote by ε̃ : k[Z∞]→ kJZ•,<〈mi ,n〉K the unique k-algebra morphism
mapping, for every i ∈ {1, . . . , h}, Zi,s to Zi,s for s < 〈mi , n〉, Zi,〈mi ,n〉 to 1 and Zi,s to
0 for s > 〈mi , n〉.

For L′ ⊆ L, let W (n, L′) be the affine closed k-subscheme of the affine space
Spec(k[Z•,<〈mi ,n〉]) defined by the ideal 〈ε̃(F`,s) ; ` ∈ L′, s ∈ N〉 and W(n, L′) the for-
mal completion of W (n, L′) along the origin of Spec(k[Z•,<〈mi ,n〉]). Let us remark that,
setting ci := 〈mi , n〉 for i ∈ {1, . . . , h}, c := (ci)1≤i≤h and identifying an element ` ∈ L
with the pair (`+, `−), then W(n, L′) coincides with the formal k-scheme W(c, L′) in
construction 4.2.15.
Remark 5.5.14. Let (A,MA) be an object of LcCplk. Then HomLcCplk(W(n, L′),A) is
in natural bijection with the set of families {zi,s; i ∈ {1, . . . , h}, 0 ≤ s < 〈mi , n〉} of
elements of MA such that for every element ` ∈ L′ one has

F`|
Zi=
∑〈mi ,n〉−1

s=0 zi,sts+t〈mi ,n〉 = 0.

Let us recall [13, Theorem 5.2], adapted to our notation.

Theorem 5.5.15 (Bourqui-Sebag). Let k be a field of characteristic zero. Let n ∈ N∩σ
be a divisorial toric valuation and α ∈ L∞(Vσ)◦n(k). For an appropriate choice of L′ ⊆ L
such that {`q ; d + 1 ≤ q ≤ h} ⊆ L′, the formal k-scheme W(n, L′) is a finite formal
model of the pair (L∞(Vσ), α), that is, the formal neighbourhood of L∞(Vσ) at α is
isomorphic to W(n, L′)⊗̂kkJ(Ti)i∈NK.

The following lemma shows that, for the computation of formal neighbourhoods of
k-rational arcs on L∞(Vσ), one may also reduce to the complete intersection setting.



126 CHAPTER 5. FORMAL NEIGHBOURHOODS IN THE TORIC NASH SETS

Lemma 5.5.16. Let n ∈ σ ∩ N be a divisorial toric valuation and L′ be a subset of
L such that {`q ; d + 1 ≤ q ≤ h} ⊆ L′. Then W(n, L′) is isomorphic, as a formal
k-scheme, to W(n, {`q; d+ 1 ≤ q ≤ h}).

Thanks to this lemma, for any L′ ⊆ L such that {`q ; d + 1 ≤ q ≤ h} ⊆ L′ and any
n ∈ σ ∩N , we may denote W(n, L′) by W(n).

Proof. By remark 5.5.14, there is, for every object (A,MA) of LcCplk, a natural in-
clusion HomLcCplk(W(n, L′),A) ⊂ HomLcCplk(W(n, {`q ; d + 1 ≤ q ≤ h}),A). To
conclude, it suffices to show that this is an equality. Let {zi,s; i ∈ {1, . . . , h}, 0 ≤ s <
〈mi , n〉} be a family of elements of MA such that, setting

zi(t) :=
〈mi ,n〉−1∑

s=0
zi,st

s + t〈mi ,n〉,

one has, for every d + 1 ≤ q ≤ h, F`q |Zi=zi(t) = 0. Let ` ∈ L′. By lemma 5.5.5 there
exists a positive integer e such that (∏d

i=1 Zi)eF` ∈ 〈F`q ; d+ 1 ≤ q ≤ h〉. Thus(
d∏
i=1

zi(t)
)e
F`|Zi=zi(t) = 0.

Since zi(t) is a Weierstrass polynomial in AJtK, it is not a zero divisor (see subsection
4.1.9). Thus one infers that F`|Zi=zi(t) = 0, which concludes the proof.

The following proposition performs the aimed comparison in the complete intersec-
tion setting.

Proposition 5.5.17. Let n ∈ σ ∩ N be a divisorial toric valuation, we consider the
field K := k(Z≤d,≥〈mi ,n〉). Then the residue field of η′n is isomorphic to K and the
formal neighbourhood of L∞(W ) at the point η′n is isomorphic, as a formal K-scheme,
to K⊗̂kW(n, {`q : d+ 1 ≤ q ≤ h}).

Proof. We still denote by ε̃ the composition of the morphism defined in subsection 5.5.13
with the natural inclusion morphism kJZ•,<〈mi ,n〉K→ KJZ•,<〈mi ,n〉K.

By corollary 5.5.11 and the very definition ofW(n, {`q : d+1 ≤ q ≤ h}), it is enough
to show that the quotients of KJZ•,<〈mi ,n〉K by the ideals 〈ε̂([j])〉 = 〈ε̂(F`q ,s) : d + 1 ≤
q ≤ h, s ∈ N〉 on the one hand and 〈ε̃([j])〉 = 〈ε̃(F`q ,s) : d + 1 ≤ q ≤ h, s ∈ N〉 on the
other hand, are isomorphic.

For this, we aim to apply theorem 5.4.6. Set ∆ := {1, . . . , h}. For i ∈ ∆, set di :=
〈mi , n〉; for 0 ≤ s < 〈mi , n〉 set Xi,s := Zi,s and for s ≥ 〈mi , n〉 set xi,s := ε̂(Zi,s).
For i ∈ ∆, set

Yi(t) :=
∑
s∈N

ε̂(Zi,s)ts =
〈mi ,n〉−1∑

s=0
Xi,st

s +
∑

s≥〈mi ,n〉
xi,st

s
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and Ỹi(t) =
〈mi ,n〉−1∑

s=0
Xi,st

s + t〈mi ,n〉.

For every P ∈ k[Z], we then have (see notation 5.4.3 and remark 5.4.4) Ps,Y(t) = ε̂(Ps)
and P

s,Ỹ(t) = ε̃(Ps). Set Ω := {d+1, . . . , h} and for q ∈ Ω set Pq := F`q , then u+
q,i = (`+

q )i
and u−q,i = (`−q )i.

Assumption (a) is a consequence of corollary 5.5.11. With our identifications, the
nonzero integer cq defined in the statement of theorem 5.4.6 is

cq =
h∑
i=1

(`+
q )i 〈mi , n〉 =

〈
h∑
i=1
`q,i≥0

`q,imi , n

〉
= 〈`q , n〉 .

Then still by corollary 5.5.11, for every s ∈ N we have ε̂(F`q ,〈`q ,n〉+s) = 0, that is
F`q ,〈n , `q〉+s,Y(t) = 0 and asumption (b) holds. That concludes the proof.

5.5.18 Now we can state the main theorem of the chapter. It illustrates the striking
fact that not only the isomorphism class of the formal neighbourhood of a generic k-
rational arc of the Nash set associated with a divisorial toric valuation is constant (as
observed in [13], see subsection 5.2.13) but moreover the involved isomorphism class is
encoded in some sense in the formal neighbourhood of the generic point of the Nash set.

Theorem 5.5.19. Let k be a field of characteristic zero. Let σ be a cone in NR and
Vσ be the associated affine normal toric k-variety. Let n ∈ σ ∩ N be a divisorial toric
valuation. Let ηn be the generic point of the Nash set Nn and κ(ηn) its residue field.
Let W(n) be the noetherian formal k-scheme defined in subsection 5.5.13.

Then there exists a nonempty open set Un of the Nash set Nn such that:

(i) The formal neighbourhood of L∞(Vσ) at ηn is isomorphic, as a formal κ(ηn)-
scheme, to κ(ηn)⊗̂kW(n). In particular it is isomorphic to the formal spectrum
of the completion of an essentially of finite type local κ(ηn)-algebra.

(ii) For any arc α ∈ Un(k), the formal neighbourhood of L∞(Vσ) at α is isomorphic,
as a formal k-scheme, to W(n)⊗̂kkJ(Ti)i∈NK.

Proof. We take Un := L∞(Vσ)◦n. For part (i), proposition 5.5.17 assures that the formal
neighbourhood of L∞(W ) at the point η′n is isomorphic, as a formal κ(η′n)-scheme, to
κ(η′n)⊗̂kW(n). Corollary 5.5.11(i) implies that the residue fields κ(ηn) and κ(η′n) are
isomorphic and the formal neighbourhood of L∞(Vσ) at the point ηn is isomorphic, as
a formal κ(ηn)-scheme, to the formal neighbourhood of L∞(W ) at η′n and hence to
κ(ηn)⊗̂kW(n).

Part (ii) is a direct consequence of theorem 5.5.15, which assures that there exists
an appropriate choice of L′ ⊆ L such that {`q ; d + 1 ≤ q ≤ h} ⊆ L′ such that the
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formal neighbourhood of L∞(Vσ) at α is isomorphic to W(n, L′)⊗̂kkJ(Ti)i∈NK. Lemma
5.5.16 shows that W(n, L′) is isomorphic, as a formal k-scheme, to W(n, {`q; d + 1 ≤
q ≤ h}) =:W(n), which concludes the proof.

5.6 Examples

Let us consider an explicit example of computation of the formal neighbourhood of the
generic point of the Nash set associated with a toric valuation.

5.6.1 Let N = M = Z2, σ be the cone of R2 generated by (1, 0) and (1, 2) and
Vσ be the associated affine toric variety. The semigroup Sσ is minimally generated by
m1 = (0, 1), m2 = (1, 0) and m3 = (2,−1). We observe that m1 and m2 form a Z-
basis of M and the relation m1 +m3 = 2m2 (corresponding to ` = (1,−2, 1)) generates
all the nontrivial relations between elements of Sσ. Thus, setting F := Z1Z3 − Z2

2 ,
the ideal of Vσ in k[Z1, Z2, Z3] is the ideal generated by F ; we observe that Vσ is a
complete intersection. The ideal of L∞(Vσ) in the ring k[Z∞] = k[Z1,s, Z2,s, Z3,s; s ∈ N]
is generated by {Fs; s ∈ N} where Fs =

s∑
r=0

(Z1,s−rZ3,r − Z2,s−rZ2,r).

We now consider the divisorial toric valuation ordn of Vσ corresponding to n =
(1, 1) ∈ σ ∩ N , then 〈mi , n〉 = 1 for i = 1, 2, 3 and 〈` , n〉 = 2. The prime ideal of
O(Vσ) corresponding to the generic point ηn of the Nash set associated with ordn is the
radical of the image of the ideal 〈Z1,0, Z2,0, Z3,0〉 of k[Z∞] (see proposition 5.5.2). The
residue field of ηn is isomorphic to K := k(Z1,s, Z2,s; s ≥ 1).

According to lemma 5.5.9, in the notation of theorem 5.3.7 the set Γ is a singleton and
for s ∈ N we fix Ys := Z3,s+1 and Hs := Fs+2. For s ≥ 2, the proof of lemma 5.5.9 shows
that we can write Fs under the desired form Fs = Z3,s−1Us−2 +Es−2,−1 +∑

r∈NEs−2,rZ3,r
with the identifications U := Us−2 := Z1,1, Es−2,−1 := −∑s

r=0 Z2,s−rZ2,r + Z1,sZ3,0 and
Es−2,r := Z1,s−r if 1 ≤ r < s − 1 or r = s and Es−2,r := 0 otherwise. We also denote
Es−2 = Es−2,−1 +∑

r∈NEs−2,rZ3,r.
Denote by {z3,s; s ≥ 1} the unique family of elements of K such that for every s ≥ 2,

one has
s−1∑
r=1

(Z1,s−r · z3,r − Z2,s−rZ2,r) = 0.

Note that the latter is a triangular invertible K-linear system in the z3,s’s.
Now let {Z3,s; s ≥ 1} be the unique family of elements of KJZ1,0, Z2,0, Z3,0K such that

1. for every s ≥ 1, one has Z3,s = z3,s (mod 〈Z1,0, Z2,0, Z3,0〉);

2. for every s ≥ 2, one has

Z1,sZ3,0 − Z2,0Z2,s +
s∑
r=1

(Z1,s−r · Z3,r − Z2,s−rZ2,r) = 0.
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Explicit truncations of the series Z3,s may be obtained by applying effectively the Hensel
lemma, as in subsection 5.3.9. In this first example, let us compute the first few trun-
cations of the elements Z3,s for s ≥ 1 in order to illustrate the recursive construction in
5.3.10.

We keep the notation in subsection 5.3.9. Although we have already given the ex-
pression of Es−2 for s ≥ 2, it will be useful to display the following elements:

E0 = Z1,0Z3,2 + Z1,2Z3,0 − 2Z2,0Z2,2 − Z2
2,1

E1 = Z1,0Z3,3 + Z1,2Z3,1 + Z1,3Z3,0 − 2Z2,1Z2,2 − 2Z2,0Z2,3

E2 = Z1,0Z3,4 + Z1,2Z3,2 + Z1,3Z3,1 + Z1,4Z3,0 − Z2
2,2 − 2Z2,1Z2,3 − 2Z2,0Z2,4

We define z(1)
3,1 := −ς1(ε1

0(E0))U−1. In this case the morphism ε1
0 is the identity on

K[Z∞] and we obtain

z
(1)
3,1 = −ς1(Z1,0Z3,2 + Z1,2Z3,0 − 2Z2,0Z2,2 − Z2

2,1)Z−1
1,1 =

Z2
2,1

Z1,1
.

Now z
(1)
3,2 := −ς1(ε1

1(E1))U−1. By definition, ε1
1(Z3,1) = z

(1)
3,1 and ε1

1 is the identity over
any other variable of K[Z∞]. Hence

z
(1)
3,2 =− ς1

(
Z1,0Z3,3 +

Z1,2Z
2
2,1

Z1,1
+ Z1,3Z3,0 − 2Z2,1Z2,2 − 2Z2,0Z2,3

)
Z−1

1,1

=−
Z1,2Z

2
2,1

Z2
1,1

+ 2Z2,1Z2,2

Z1,1
.

In the same way z(1)
3,3 := −ς1(ε1

2(E2))U−1, and the morphism ε1
2 is defined by ε1

2(Z3,1) =
z

(1)
3,1 , ε1

2(Z3,2) = z
(1)
3,2 and is the identity over any other variable of K[Z∞]. Hence

z
(1)
3,3 =− ς1

(
Z1,0Z3,4 + Z1,2

(
−
Z1,2Z

2
2,1

Z2
1,1

+ 2Z2,1Z2,2

Z1,1

)
+
Z1,3Z

2
2,1

Z1,1
+ Z1,4Z3,0 − Z2

2,2

− 2Z2,1Z2,3 − 2Z2,0Z2,4

)
Z−1

1,1

=
Z2

1,2Z
2
2,1

Z3
1,1

− 2Z1,2Z2,1Z2,2

Z2
1,1

−
Z1,3Z

2
2,1

Z2
1,1

+
Z2

2,2

Z1,1
+ 2Z2,1Z2,3

Z1,1
.

Analogously we can compute z(1)
3,s for s > 3 and we observe that z3,s = z

(1)
3,s for

s ≥ 1. Let us now construct the truncations modulo 〈Z1,0, Z2,0, Z3,0〉2. We define
z

(2)
3,1 := −ς2(ε2

0(E0))U−1. The morphism ε2
0 is defined by ε2

0(Z3,r) = z
(1)
3,r for r ≥ 1
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and is the identity over any other variable of K[Z∞]. In particular its image lies in
K[Z1,0, Z2,0, Z3,0]. Thus

z
(2)
3,1 =− ς2

(
Z1,0

(
−
Z1,2Z

2
2,1

Z2
1,1

+ 2Z2,1Z2,2

Z1,1

)
+ Z1,2Z3,0 − 2Z2,0Z2,2 − Z2

2,1

)
Z−1

1,1

=
Z2

2,1

Z1,1
+
Z1,0Z1,2Z

2
2,1

Z3
1,1

− 2Z1,0Z2,1Z2,2

Z2
1,1

− Z1,2Z3,0

Z1,1
+ 2Z2,0Z2,2

Z1,1
.

Note that z(2)
3,1 = z

(1)
3,1 (mod 〈Z1,0, Z2,0, Z3,0〉).

Finally z
(2)
3,2 := −ς2(ε2

1(E1))U−1. The morphism ε2
1 is defined by ε2

1(Z3,1) = z
(2)
3,1 ,

ε2
1(Z3,r) = z

(1)
3,r for r ≥ 2 and is the identity over any other variable of K[Z∞]. Hence

z
(2)
3,2 =− ς2

(
Z1,0

(
Z2

1,2Z
2
2,1

Z3
1,1

− 2Z1,2Z2,1Z2,2

Z2
1,1

−
Z1,3Z

2
2,1

Z2
1,1

+
Z2

2,2

Z1,1
+ 2Z2,1Z2,3

Z1,1

)

+ Z1,2

(
Z1,0Z1,2Z

2
2,1

Z3
1,1

− 2Z1,0Z2,1Z2,2

Z2
1,1

− Z1,2Z3,0

Z1,1
+ 2Z2,0Z2,2

Z1,1
+
Z2

2,1

Z1,1

)

+ Z1,3Z3,0 − 2Z2,1Z2,2 − 2Z2,0Z2,3

)
Z−1

1,1

=−
Z1,2Z

2
2,1

Z2
1,1

+ 2Z2,1Z2,2

Z1,1
−

2Z1,0Z
2
1,2Z

2
2,1

Z4
1,1

+ 4Z1,0Z1,2Z2,1Z2,2

Z3
1,1

+
Z1,0Z1,3Z

2
2,1

Z3
1,1

−
Z1,0Z

2
2,2

Z2
1,1

− 2Z1,0Z2,1Z2,3

Z2
1,1

+
Z2

1,2Z3,0

Z2
1,1

− 2Z1,2Z2,0Z2,2

Z2
1,1

− Z1,3Z3,0

Z1,1
+ 2Z2,0Z2,3

Z1,1
.

And we also note that z(2)
3,2 = z

(1)
3,2 (mod 〈Z1,0, Z2,0, Z3,0〉). In order to compute z(2)

3,3

we have to obtain first z(1)
3,4 . Observe that, since we have computed z(2)

3,1 and z(2)
3,2 , we can

already obtain z(3)
3,1 := −ς3(ε3

0(E0))U−1 = −ς3(Z1,0z
(2)
3,2 + Z1,2Z3,0 − 2Z2,0Z2,2 − Z2

2,1)Z−1
1,1 .

Hence one has

Z3,1 =
Z2

2,1

Z1,1
+
Z1,0Z1,2Z

2
2,1

Z3
1,1

− 2Z1,0Z2,1Z2,2

Z2
1,1

− Z1,2Z3,0

Z1,1
+ 2Z2,0Z2,2

Z1,1
(mod 〈Z1,0, Z2,0, Z3,0〉2),

Z3,2 =−
Z1,2Z

2
2,1

Z2
1,1

+ 2Z2,1Z2,2

Z1,1
−

2Z1,0Z
2
1,2Z

2
2,1

Z4
1,1

+ 4Z1,0Z1,2Z2,1Z2,2

Z3
1,1

+
Z1,0Z1,3Z

2
2,1

Z3
1,1

−
Z1,0Z

2
2,2

Z2
1,1

− 2Z1,0Z2,1Z2,3

Z2
1,1

+
Z2

1,2Z3,0

Z2
1,1

− 2Z1,2Z2,0Z2,2

Z2
1,1

− Z1,3Z3,0

Z1,1
+ 2Z2,0Z2,3

Z1,1

(mod 〈Z1,0, Z2,0, Z3,0〉2)

and

Z3,3 =
Z2

1,2Z
2
2,1

Z3
1,1

− 2Z1,2Z2,1Z2,2

Z2
1,1

−
Z1,3Z

2
2,1

Z2
1,1

+
Z2

2,2

Z1,1
+ 2Z2,1Z2,3

Z1,1
(mod 〈Z1,0, Z2,0, Z3,0〉).
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We observe that explicit computations quickly become cumbersome.
Then the formal neighbourhood of ηn in L∞(Vσ) is isomorphic to the formal spectrum

of
KJZ1,0, Z2,0, Z3,0K/〈Z1,0Z3,0 − Z2

2,0, Z1,1Z3,0 + Z1,0Z3,1 − 2Z2,0Z2,1〉.

Note that it is not clear that the latter is the completion of an essentially of finite type
local K-algebra.

Using our comparison theorem, the computation of the formal neighbourhood of ηn

in L∞(Vσ) may also be done in the following much more straightforward way. First we
use construction 4.2.15 to compute the formal scheme W(n) defined in 5.5.13, which
coincides with W((1, 1, 1), {((1, 0, 1), (0, 2, 0))}) in the notation of construction 4.2.15.
We have the following equality in k[Z1,0, Z2,0, Z3,0, t]:

F |Zj=t+Zj,0 = (t+ Z1,0)(t+ Z3,0)− (t+ Z2,0)2 = (Z1,0 + Z3,0 − 2Z2,0)t+ Z1,0Z3,0 − Z2
2,0.

We deduce that

W(n) = Spf
(

kJZ1,0, Z2,0, Z3,0K
〈Z1,0Z3,0 − Z2

2,0, Z1,0 + Z3,0 − 2Z2,0〉

)

and then the formal neighbourhood of ηn in L∞(Vσ) is isomorphic to

Spf
(

KJZ1,0, Z2,0, Z3,0K
〈Z1,0Z3,0 − Z2

2,0, Z1,0 + Z3,0 − 2Z2,0〉

)
.

In addition, it is not difficult to see thatW(n) is isomorphic to Spf(kJZ1,0, Z2,0K/〈Z2
1,0〉).

5.6.2 Let us consider the following more general setting than in example 5.6.1 Let
N = M = Z2, σ be the cone of R2 generated by (1, 0) and (1, d) for d ≥ 1 and Vσ
be the associated affine toric variety. The semigroup Sσ is minimally generated by
m1 = (0, 1), m2 = (1, 0) and m3 = (d,−1). We observe that m1 and m2 form a Z-
basis of M and the relation m1 +m3 = dm2 (corresponding to ` = (1,−d, 1)) generates
all the nontrivial relations between elements of Sσ. Thus, setting F := Z1Z3 − Zd

2 ,
the ideal of Vσ in k[Z1, Z2, Z3] is the ideal generated by F ; we observe that Vσ is a
complete intersection. The ideal of L∞(Vσ) in the ring k[Z∞] = k[Z1,s, Z2,s, Z3,s; s ∈ N]
is generated by {Fs; s ∈ N} where

Fs =
s∑
r=0

Z1,s−rZ3,r −
∑

r1+···+rd=s
Z2,r1 · · ·Z2,rd .

We now consider the divisorial toric valuation ordn of Vσ corresponding to n =
(a, b) ∈ σ ∩ N ; let us observe that 0 ≤ b ≤ da. then 〈m1 , n〉 = b, 〈m2 , n〉 = a,
〈m3 , n〉 = da − b and 〈` , n〉 = da. The prime ideal of O(Vσ) corresponding to the
generic point ηn of the Nash set associated with ordn is the radical of the image of the
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ideal 〈Z1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da−b〉 of k[Z∞] (see proposition
5.5.2). The residue field of ηn is isomorphic to K := k(Z1,s1 , Z2,s2 ; s1 ≥ b, s2 ≥ a).

Corollary 5.5.11 assures the existence of a family of elements {Z3,s3 ; s3 ≥ da − b}
of KJZ1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da − bK such that the formal
neighbourhood of ηn in L∞(Vσ) is isomorphic to the formal spectrum of

KJZ1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da− bK〈
min(da−b−1,s)∑

r=0
Z1,s−rZ3,r +

s∑
r=min(da−b−1,s)

Z1,s−rZ3,r −
∑

r1+···+rd=s
Z2,r1 · · ·Z2,rd ; 0 ≤ s < da

〉 .

Note that the truncations of the elements in the family {Z3,s3 ; s3 ≥ da− b} modulo
〈Z1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da − b〉e for e ≥ 1 may be explicitly
computed using subsection 5.3.9, as we did in example 5.6.1 for d = 2 and a = b = 1.

Using our comparison theorem 5.5.19 we deduce that the computation of the formal
neighbourhood of ηn in L∞(Vσ) may also be done in the following way. First we compute
the formal scheme W(n) defined in 5.5.13, which coincides with

W((b, a, da− b), {((1, 0, 1), (0, d, 0))})

in the notation of construction 4.2.15. We have the following equality in the polynomial
ring k[Z1,s1 , Z2,s2 , Z3,s3 , t; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da− b]:

F

∣∣∣∣∣
Zj=t〈mj ,n〉+

〈mj ,n〉−1∑
sj=0

Zj,sj t
sj

=
tb +

b−1∑
s1=0

Z1,s1t
s1

tda−b +
da−b−1∑
s3=0

Z3,s3t
s3

−
ta +

a−1∑
s2=0

Z2,s2t
s2

d

=:
da−1∑
s=0

F̃st
s,

where F̃s ∈ k[Z1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da− b] for every s < da.
We deduce that

W(n) = Spf
kJZ1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da− bK〈

F̃s; 0 ≤ s < da
〉


and then the formal neighbourhood of ηn in L∞(Vσ) is isomorphic to

Spf
KJZ1,s1 , Z2,s2 , Z3,s3 ; 0 ≤ s1 < b, 0 ≤ s2 < a, 0 ≤ s3 < da− bK〈

F̃s; 0 ≤ s < da
〉

 .

5.6.3 Let us present an example which illustrates the passage to the complete inter-
section setting. Let N = M = Z2, σ be the cone of R2 generated by (1, 0) and (2, 3)
and Vσ be the associated affine toric variety. The dual cone σ∨ is generated by (0, 1)
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and (3,−2) and the semigroup Sσ is minimally generated by m1 = (1, 0), m2 = (0, 1),
m3 = (2,−1) and m4 = (3,−2). We observe that m1 and m2 form a Z-basis of M .
We find the relations m2 + m3 = 2m1, 2m2 + m4 = 3m1, m1 + m4 = 2m3 and
m2 + m4 = m1 + m3 between generators of Sσ; observe that the first two relations
correspond to the elements `3 = (−2, 1, 1, 0) and `4 = (−3, 2, 0, 1) of L in the notation
of subsection 5.2.7. The preceding relations give respectively rise to the polynomials
F3 := Z2Z3−Z2

1 , F4 = Z2
2Z4−Z3

1 , G := Z1Z4−Z2
3 and Z2Z4−Z1Z3 of k[Z1, Z2, Z3, Z4].

Observe that, by construction of `3 (resp. `4), the variable Z4 (resp. Z3) does not appear
in F3 (resp. F4). The ideal of Vσ in k[Z1, Z2, Z3, Z4] is 〈F3, F4, G,H〉 = 〈F3, G,H〉, hence

Vσ = Spec (k[Z1, Z2, Z3, Z4]/〈F3, G,H〉) .

Since dim(Vσ) = dim(σ), the surface Vσ is not a complete intersection. According
with subsection 5.5.3 we denote by W the affine variety defined by the ideal 〈F3, F4〉 of
k[Z1, Z2, Z3, Z4], it clearly contains Vσ as a closed subscheme.

The ideal of L∞(Vσ) (resp. L∞(W )) in the ring k[Z∞] = k[Z1,s, Z2,s, Z3,s, Z4,s; s ∈ N]
is 〈F3,s, Gs, Hs; s ∈ N〉 (resp. 〈F3,s, F4,s; s ∈ N〉), where, for s ∈ N,

F3,s =
s∑
r=0

(Z2,s−rZ3,r − Z1,s−rZ1,r),

F4,s =
∑

r1+r2+r3=s
(Z2,r1Z2,r2Z4,r3 − Z1,r1Z1,r2Z1,r3),

Gs =
s∑
r=0

(Z1,s−rZ4,r − Z3,s−rZ3,r),

Hs =
s∑
r=0

(Z2,s−rZ4,r − Z1,s−rZ3,r).

We now consider the divisorial toric valuation ordn of Vσ corresponding to n = (1, 1) ∈
σ∩N , then 〈mi , n〉 = 1 for i = 1, 2, 3, 4, 〈`3 , n〉 = 2 and 〈`4 , n〉 = 3. The prime ideal
of O(Vσ) corresponding to the generic point ηn of the Nash set associated with ordn

is the radical of the image of the ideal 〈Z1,0, Z2,0, Z3,0, Z4,0〉 of k[Z∞] (see proposition
5.5.2). Let η′n be the image of ηn via the closed immersion L∞(Vσ) → L∞(W ), by
lemma 5.5.6 the prime ideal of O(W ) corresponding to η′n is also the radical of the
image of the ideal 〈Z1,0, Z2,0, Z3,0, Z4,0〉 of k[Z∞]. The residue field of ηn (and η′n) is
isomorphic to K := k(Z1,s, Z2,s; s ≥ 1).

Corollary 5.5.11 assures the existence of a family of elements {Z3,sZ4,s; s ≥ 1} of
KJZ1,0, Z2,0, Z3,0, Z4,0K such that the formal neighbourhoods of η′n in L∞(W ) and of ηn

in L∞(Vσ) are isomorphic to the formal spectrum of

KJZ1,0, Z2,0, Z3,0, Z4,0K〈 Z3,0Z2,0 − Z2
1,0, Z3,0Z2,1 + Z3,1Z2,0 − 2Z1,0Z1,1,

Z4,0Z
2
2,0 − Z3

1,0, 2Z4,0Z2,0Z2,1 + Z4,1Z
2
2,0 − 3Z2

1,0Z1,1,
2Z4,0Z2,0Z2,2 + Z4,0Z

2
2,1 + 2Z4,1Z2,0Z2,1 + Z4,2Z

2
2,0 − 3Z2

1,0Z1,2 − 3Z1,0Z
2
1,1

〉 .
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The construction in subsection 5.3.9 shows how to explicitly compute the truncations
modulo 〈Z1,0, Z2,0, Z3,0, Z4,0〉e for e ≥ 1 of the elements of the family {Z3,sZ4,s; s ≥ 1}.
Let us compute some of them. In the notation of theorem 5.3.7 and subsection 5.3.9
we have Γ = {3, 4} and for s ∈ N we have Yγ,s := Zγ,s+1 for γ ∈ {3, 4}, H3,s := F3,s+2,
H4,s := F4,s+3, U3,s := U3 := Z2,1 and U4,s := U4 := Z2

2,1. Then F3,s+2 = Z3,s+1U3,s +E3,s
and F4,s+3 = Z4,s+1U4,s + E4,s for s ∈ N, it will be useful to display some of the Eγ,s:

E3,0 =Z3,0Z2,2 + Z3,2Z2,0 − 2Z1,0Z1,2 − Z2
1,1,

E3,1 =Z3,0Z2,3 + Z3,1Z2,2 + Z3,3Z2,0 − 2Z1,0Z1,3 − 2Z1,1Z1,2,

E4,0 =2Z4,0Z2,0Z2,3 + 2Z4,0Z2,1Z2,2 + 2Z4,1Z2,0Z2,2 + 2Z4,2Z2,0Z2,1 + Z4,3Z
2
2,0 − 3Z2

1,0Z1,3

− 6Z1,0Z1,1Z1,2 − Z3
1,1,

E4,1 =2Z4,0Z2,0Z2,4+2Z4,0Z2,1Z2,3+2Z4,1Z2,0Z2,3+Z4,0Z
2
2,2+2Z4,1Z2,1Z2,2+2Z4,2Z2,0Z2,2

+ 2Z4,3Z2,0Z2,1 + Z4,4Z
2
2,0 − 3Z2

1,0Z1,4 − 6Z1,0Z1,1Z1,3 − 3Z1,0Z
2
1,2 − 3Z2

1,1Z1,2,

E4,2 =2Z4,0Z2,0Z2,5 + 2Z4,0Z2,1Z2,4 + 2Z4,1Z2,0Z2,4 + 2Z4,0Z2,2Z2,3 + 2Z4,1Z2,1Z2,3

+ 2Z4,2Z2,0Z2,3 + Z4,1Z
2
2,2 + 2Z4,2Z2,1Z2,2 + 2Z4,3Z2,0Z2,2 + 2Z4,4Z2,0Z2,1 + Z4,5Z

2
2,0

− 3Z2
1,0Z1,5 − 6Z1,0Z1,1Z1,4 − 6Z1,0Z1,2Z1,3 − 3Z2

1,1Z1,3 − 3Z1,1Z
2
1,2.

We observe that the form of F3 is analogous to that of the only equation in example
5.6.1, hence the same procedure gives

Z3,1 =
Z2

1,1

Z2,1
+ 2Z1,0Z1,2

Z2,1
+
Z2,0Z2,2Z

2
1,1

Z3
2,1

− 2Z2,0Z1,1Z1,2

Z2
2,1

−Z3,0Z2,2

Z2,1
(mod〈Z1,0, Z2,0, Z3,0, Z4,0〉2)

Z3,2 =−
Z2,2Z

2
1,1

Z2
2,1

+ 2Z1,1Z1,2

Z2,1
(mod 〈Z1,0, Z2,0, Z3,0, Z4,0〉)

Let us now compute some truncations of Z4,1. Observe that, since the elements Z4,2

and Z4,3 appear in E4,0, in order to compute Z4,1 = z
(2)
4,1 (mod 〈Z1,0, Z2,0, Z3,0, Z4,0〉2) we

need z(1)
4,2 and z(1)

4,3 .

We define z(1)
4,1 := −ς1(ε1

0(E4,0))U−1
4 . The morphism ε1

0 is the identity on K[Z∞] so

z
(1)
4,1 = −ς1(E4,0)Z−2

2,1 =
Z3

1,1

Z2
2,1
.

Now z
(1)
4,2 := −ς1(ε1

1(E4,1))U−1
4 . By definition, ε1

1(Z3,1) = z
(1)
3,1 , ε

1
1(Z4,1) = z

(1)
4,1 and ε1

1 is
the identity over any other variable of K[Z∞]. Hence

z
(1)
4,2 =− ς1(ε1

1(E4,1))Z−2
2,1 =

3Z2
1,1Z1,2

Z2
2,1

−
2Z2,2Z

3
1,1

Z3
2,1

.
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In the same way, z(1)
4,3 := −ς1(ε2

1(E4,2))U−1
4 and in this case ε2

1(Zγ,1) = z
(1)
γ,1, ε2

1(Zγ,2) =
z

(1)
γ,2 for γ ∈ {3, 4} and ε2

1 is the identity over any other variable of K[Z∞]. Hence

z
(1)
4,3 =− ς1(ε2

1(E4,2))Z−2
2,1 =

3Z2
1,1Z1,3

Z2
2,1

+
3Z1,1Z

2
1,2

Z2
2,1

−
6Z2,2Z

2
1,1Z1,2

Z3
2,1

−
2Z2,3Z

3
1,1

Z3
2,1

+
3Z2

2,2Z
3
1,1

Z4
2,1

.

We can compute in an analogous way z
(1)
4,s for s > 3. Let us compute z

(2)
4,1 :=

−ς2(ε2
0(E4,0))U−1

4 . In this case, ε2
0(Zγ,s) = z(1)

γ,s for γ ∈ {3, 4} and s ≥ 1 and ε2
0 is

the identity over any other variable of K[Z∞]. Thus

z
(2)
4,1 =− ς2(ε2

0(E4,0))Z−2
2,1 =

Z3
1,1

Z2
2,1
−

6Z2,0Z
2
1,1Z1,2

Z3
2,1

+ 6Z1,0Z1,1Z1,2

Z2
2,1

+
2Z2,0Z2,2Z

3
1,1

Z4
2,1

− 2Z4,0Z2,2

Z2,1
.

We observe that z(2)
4,1 = z

(1)
4,1 (mod 〈Z1,0, Z2,0, Z3,0, Z4,0〉). We compute the successive

truncations z(e)
4,s for s, e ≥ 1 in an analogous way. Hence we have

Z4,1 =
Z3

1,1

Z2
2,1
−

6Z2,0Z
2
1,1Z1,2

Z3
2,1

+ 6Z1,0Z1,1Z1,2

Z2
2,1

+
2Z2,0Z2,2Z

3
1,1

Z4
2,1

− 2Z4,0Z2,2

Z2,1

(mod 〈Z1,0, Z2,0, Z3,0, Z4,0〉2)

Z4,2 =
3Z2

1,1Z1,2

Z2
2,1

−
2Z2,2Z

3
1,1

Z3
2,1

(mod 〈Z1,0, Z2,0, Z3,0, Z4,0〉)

Z4,2 =
3Z2

1,1Z1,3

Z2
2,1

+
3Z1,1Z

2
1,2

Z2
2,1

−
6Z2,2Z

2
1,1Z1,2

Z3
2,1

−
2Z2,3Z

3
1,1

Z3
2,1

+
3Z2

2,2Z
3
1,1

Z4
2,1

(mod 〈Z1,0, Z2,0, Z3,0, Z4,0〉).

Let us stress that, according with subsection 5.3.9, the computation of z(e)
3,s and z(e)

4,s
for s, e ≥ 1 should be done simultaneously so that the morphism εer for r ∈ N and e ≥ 1
is well defined at each step. However, since the variables Z3,r (resp. Z4,r) do not appear
in F4,s (resp. F3,s) for r, s ∈ N because of the definition of F4 (resp. F3), the effective
construction of z(e)

3,s and z
(e)
4,s may be done separately by defining εer to be the identity

over the non-concerned variables in each case.
Using our comparison theorem 5.5.19, the computation of the formal neighbourhood

of ηn in L∞(Vσ) may also be done in the following much more straightforward way. First
we compute the formal scheme W(n) defined in subsection 5.5.13, which coincides with

W((1, 1, 1, 1), {((0, 1, 1, 0), (2, 0, 0, 0)), ((0, 2, 0, 1), (3, 0, 0, 0))})
in the notation of construction 4.2.15. We have the following equality in the polynomial
ring k[Z1,0, Z2,0, Z3,0, Z4,0, t]:
F3|Zj=t+Zj,0 =(t+ Z2,0)(t+ Z3,0)− (t+ Z1,0)2 = (Z2,0 + Z3,0 − 2Z1,0)t+ Z2,0Z3,0 − Z2

1,0.

F4|Zj=t+Zj,0 =(t+ Z2,0)2(t+ Z4,0)− (t+ Z1,0)3

=(2Z2,0 + Z4,0 − 3Z1,0)t2 + (Z2
2,0 + 2Z2,0Z4,0 − 3Z2

1,0)t+ Z2
2,0Z4,0 − Z3

1,0.
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We deduce that

W(n) = Spf

 kJZ1,0, Z2,0, Z3,0, Z4,0K〈
Z2,0Z3,0 − Z2

1,0, Z2,0 + Z3,0 − 2Z1,0
Z2

2,0Z4,0 − Z3
1,0, Z

2
2,0 + 2Z2,0Z4,0 − 3Z2

1,0, 2Z2,0 + Z4,0 − 3Z1,0

〉


and hence the formal neighbourhood of ηn in L∞(Vσ) (and also that of η′n in L∞(W ))
is isomorphic to

Spf

 KJZ1,0, Z2,0, Z3,0, Z4,0K〈
Z2,0Z3,0 − Z2

1,0, Z2,0 + Z3,0 − 2Z1,0
Z2

2,0Z4,0 − Z3
1,0, Z

2
2,0 + 2Z2,0Z4,0 − 3Z2

1,0, 2Z2,0 + Z4,0 − 3Z1,0

〉
 .
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Titre : Étude schématique du schéma des arcs 

Mots clés : Schéma des arcs, singularités, courbes planes, espace tangent, voisinages 
formels, variétés toriques, bases de Gröbner. 

Résumé : Le schéma des arcs associé à 
une variété algébrique définie sur un corps 
paramètre les germes formels de courbes 
que l'on peut tracer sur la variété 
considérée. Nous étudions certaines 
propriétés schématiques locales du schéma 
des arcs d’une variété. Étant donnée une 
courbe affine plane singulière définie par un 
polynôme réduit homogène ou homogène à 
poids, nous calculons, principalement par 
des arguments d'algèbre différentielle, des 
présentations de l'idéal définissant 
l'adhérence du lieu lisse de l'espace tangent 
qui est toujours une composante irréductible 
de cet espace. 

En particulier, nous obtenons une base de 
Gröbner de cet idéal, ce qui nous permet 
de décrire les fonctions de l'espace tangent 
de la variété qui sont nilpotentes dans le 
schéma des arcs. Par ailleurs, nous 
étudions le voisinage formel dans le 
schéma des arcs d’une variété torique 
normale de certains arcs appartenant à 
l’ensemble de Nash associé à une 
valuation divisorielle torique. Nous 
établissons un théorème de comparaison, 
dans le schéma des arcs, entre le 
voisinage formel du point générique de 
l’ensemble de Nash et celui d'un arc 
rationnel suffisamment général dans ce 
même ensemble de Nash. 

 

Title: Study of the scheme structure of arc scheme 

Keywords: Arc scheme, singularity theory, plane curves, tangent space, formal 
neighbourhoods, toric varieties, Gröbner bases. 

Abstract: The arc scheme associated with 
an algebraic variety defined over a field 
parameterizes the formal germs of curves 
lying on the considered variety. We study 
some local schematic properties of the arc 
scheme of a variety. Given an affine plane 
curve singularity defined by a reduced 
homogeneous or weighted homogeneous 
polynomial, we compute, mainly using 
arguments from differential algebra, 
presentations of the ideal defining the 
Zariski closure of the smooth locus of the 
tangent space, which is always an 
irreducible component of this space.  

In particular, we obtain a Groebner basis of 
such ideal, which gives a complete 
description of the functions of the tangent 
space of the variety which are nilpotent in 
the arc scheme. On the other hand, we 
study the formal neighbourhood in the arc 
scheme of a normal toric variety of certain 
arcs belonging to the Nash set associated 
with a divisorial toric valuation. We 
establish a comparison theorem, in the arc 
scheme, between the formal 
neighbourhood of the generic point of the 
Nash set and that of a sufficiently generic 
rational arc in the same Nash set. 
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