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Résumé

Cette thèse s’inscrit dans le cadre de la construction d’un atlas de glioblastomes
(tumeurs cérébrales). En imagerie médicale, un atlas est une image ou un
ensemble d’images représentant la distribution statistique d’une population.
Souvent, cette distribution prend la forme d’une image représentant la moy-
enne de la population et d’un ensemble de cartes de déformations entre cette
moyenne et chaque image. Dans le cas de cerveaux avec tumeurs cette re-
présentation ne peut pas être directement utilisée telle quelle. En effet, la
notion d’image moyenne pour des individus ayant des tumeurs situées dans
différentes parties du cerveau n’est pas claire. Pour résoudre ce problème, une
solution est de fixer une image saine en tant que représentation moyenne et
de calculer uniquement les cartes de transformations entre cette image saine
et les images de tous les patients avec tumeurs. Pour construire un atlas, il
est donc important de correctement définir les transformations entre les im-
ages. Les méthodes classiques de recalage considèrent que les deux images
sont en correspondance bijective. Or, cela n’est pas le cas dans notre contexte
où les deux images n’ont pas le même nombre de composants (une des deux
images a la tumeur en plus). Un défi de la thèse a donc été de produire des
transformations entre deux images avec des topologies différentes. Dans notre
cas, nous supposons qu’il est important de connaître, au préalable, la posi-
tion où cette différence topologique intervient. Avec des images de tumeurs
cérébrales, cela consiste à déterminer la segmentation de la pathologie. Un
dernier défi de la thèse a été de développer ces méthodes de telle façon à ce
qu’elles aient un temps d’exécution très faible sur des volumes 3D. En effet,
pour construire un atlas avec un nombre important de patients, il est prim-
ordial que l’exécution de chaque méthode prenne le moins de temps possible.
Pour faire cela, nous basons nos deux méthodes (segmentation et recalage) sur
des techniques d’apprentissage profond qui ont un temps d’entraînement très
élevé mais un temps d’inférence très faible.

La première partie de la thèse a porté sur la segmentation de tumeurs cérébrales
sur des IRM, permettant ainsi de déterminer précisément l’endroit avec la
différence topologique. Alors que la plupart des algorithmes utilisent plusieurs
modalités d’acquisition, dans la pratique clinique souvent une seule est dispon-
ible (les images pondérées en T1 par exemple). Notre problématique a donc
été de proposer un algorithme qui soit performant sur une seule modalité
tout en utilisant les informations des bases de données multi-modales pendant
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l’apprentissage. Pour cela, nous avons utilisé une technique de distillation de
connaissances (Hinton et al., 2015). Nous utilisons un réseau maître prenant
quatre modalités en entrée pour entraîner un réseau étudiant qui lui ne prend
qu’une seule modalité. Les sorties du réseau maître sont lissées avant d’être
comparées à celle du réseau étudiant afin de mieux montrer les relations entre
les classes. Une analyse de différentes stratégies de distillation nous a permis
de montrer dans quels cas ces méthodes sont utiles. Notamment, il semble
qu’avec un nombre important de données, les méthodes de distillation de la
connaissance ne permettent pas une amélioration de la performance. Cepend-
ant, avec un faible nombre d’images, notre stratégie montre une forte amélior-
ation de la performance du réseau étudiant par rapport à une baseline.

La seconde partie de la thèse porte sur le recalage d’une image d’un patient
ayant une tumeur vers une image de sujet sain. Nous avons développé une
méthode qui prend en compte à la fois les différences géométriques et les
différences topologiques entre deux images. Nous nous sommes inspirés des
Métamorphoses (Trouvé and Younès, 2005) qui ont été développées pour trans-
former la géométrie et les niveaux d’intensité d’une image. Nous avons util-
isé un réseau de neurones résiduel pour résoudre les équations aux dérivées
partielles qui constituent les métamorphoses. Cela nous permet d’utiliser la
méthode en apprentissage, réduisant considérablement le temps d’inférence
une fois que le réseau a été entraîné. En outre, nous encourageons une sé-
paration entre les transformations de forme et d’apparence en exploitant un
masque de segmentation de la tumeur. De cette façon, nous autorisons les
changements d’apparence uniquement dans les régions où des différences to-
pologiques apparaissent entre les images source et cible (par exemple, la tumeur).
Cet algorithme a été appliqué sur des IRM 3D de cerveaux mais, en réalité, il
est applicable pour n’importe quel type de données, 2D ou 3D, IRM ou non.
Nous démontrons que cette méthode permet un meilleur recalage des tissus
sains que les méthodes de recalage classique. La méthode de recalage dévelop-
pée constitue ainsi un outil important dans le but de construire un atlas de
glioblastomes.



Abstract

The aim of this thesis was to build an atlas of glioblastoma (brain tumors).
In medical imaging, an atlas is an image or a set of images that are meant to
represent the statistical distribution of a population. Often, this distribution
takes the form of an image representing the population average and a set of
deformation maps between this mean and each image. To construct an atlas,
it is therefore important to correctly define the transformations between the
images. Conventional registration methods assume that the two images have
only a geometric difference - that is, the first image is the bijective deforma-
tion of the other. However, this is not the case in our context, where the two
images do not have the same number of components (one of the two images
has the tumor in addition). A challenge of this thesis was therefore to produce
transformations between two images with different topologies.
The first part of the thesis focused on the segmentation of brain tumors on
MRI. Indeed, it is important to segment the tumors in order to precisely detect
the location with the topological differences. Since our goal is to build an at-
las from clinical images, we need a segmentation algorithm that performs well
on patients with only one acquisition modality available (such as T1-weighted
images). However, most of the state-of-the-art (SOTA) tumor segmentation al-
gorithms need four modalities to perform well. The first goal of this thesis
was thus to produce a segmentation algorithm that performs well on test im-
ages from a single modality, while leveraging information from multi-modal
databases during training. To this end, we proposed a new method based on
knowledge distillation (Hinton et al., 2015). We use a teacher network that
takes four modalities as input and helps training a student network that takes
as input only one of the teacher modalities. We compare the proposed method
with several knowledge distillation strategies and show that this kind of meth-
ods performs well in a low-data regime and becomes less useful in a high-data
regime.
The second part of the thesis deals with the registration of a cancerous im-
age onto a healthy image. We developed a method that, in addition to taking
into account the geometric differences, it also considers the topological differ-
ences between two images. Inspired by Metamorphosis (Trouvé and Younès,
2005), a method developed to transform the geometry and intensity levels of
an image, we used a residual neural network to solve the partial differential
equations that encode the Metamorphosis framework. This allowed us to re-
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formulate the method in a learning context, which greatly reduced the infer-
ence time once the network has been trained. Additionally, we encouraged
an anatomically meaningful disentanglement between shape and appearance
transformations by leveraging the (previously estimated) segmentation mask
of the tumor. In this way, we allow appearance changes only in the regions
where topological differences occur between source and target images (e.g.,
tumor). The developed registration method is thus an important tool in the
construction of the glioblastoma atlas.
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1.1 Context

Glioblastoma (GBM) is a type of aggressive brain cancer that is still considered
incurable (Tykocki and Eltayeb, 2018). The symptoms include headaches, fo-
cal neurologic deficits, confusion, memory loss, personality changes, or seizures
(Alifieris and Trafalis, 2015). Furthermore, the median overall survival ranges
from 12 to 20 months depending on the study (Lacroix et al., 2001; Stummer
et al., 2006; Pallud et al., 2015). In the United States, the 5 and 10-year sur-
vival rate is estimated to be respectively 5% and 2.6% (Ostrom et al., 2014).
A common treatment against GBM is the resection of the tumor followed by
radiotherapy and adjuvant therapy (Alifieris and Trafalis, 2015). Despite this
aggressive treatment, recurrence almost always occurs in proximity to the ori-
ginal lesion (75 to 90 percent of patients according to Tykocki and Eltayeb
(2018)). The low survival rate and negative prognosis have fostered a lot of
research for a better understanding of the behavior of this kind of tumor. Clin-
ical evidence suggests that tumor size, location, and shape could be important
factors related to recurrence and seizures.

The standard protocol to detect brain tumors is Magnetic Resonance Imaging
(MRI) (Thust et al., 2018) as it constitutes a non-invasive method to produce
detailed images of the brain internal structures. MRI uses powerful magnets
and radio waves, therefore it does not involve the use of ionizing radiation
or X-rays, making it a safe, non-invasive, and painless way to obtain images
of the body. Furthermore, the MRI technique can generate several modalities
where each imaging modality highlights specific tissues, or provides different
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types of contrast between tissues. In the case of brain tumors, the commonly
acquired modalities are T1, T1 contrast-enhanced (T1ce), T2, and Flair (Menze
et al., 2015). As seen in Figure 1.1, the contrast in each modality is different
and each one exhibits different tumor regions. For instance, the T1ce is neces-
sary to show the necrotic region and the enhancing tissue, while the Flair and
T2 better reveal the edema.

Figure 1.1: The four MRI modalities and the associated brain tumor tissue
segmentation for a patient with a brain tumor. The yellow zone is the necrotic
tumor, blue is the tumor core, and red is the edema.

Due to the goal of this thesis, which we detail in section 1.2, the scientific con-
text of this thesis falls within the topics of medical image segmentation and
registration with deep learning methods which have been widely studied in
the previous years. For the segmentation of brain tumors, however, state-of-
the-art methods focus on multi-modal data and do not retrieve as good results
with one input modality. As for image registration, aligning two images with
different topologies (for instance a healthy brain and a cancerous brain) is still
an open problem. This thesis is therefore an attempt to solve those two prob-
lems.

1.2 Goal

In this thesis, we are interested in building an atlas of brain glioblastoma. In
medical imaging, an atlas provides a framework for understanding and inter-
preting other images of the same body part. Atlases often include detailed
information about the normal appearance and variations of the tissue or organ
in question. In other words, building an atlas consists in constructing the stat-
istical representation of a population (Joshi et al., 2004; Gori et al., 2017). The
average representation cannot be estimated by simply computing the voxel-
wise average of every image because, as shown in Figure 1.2, brain images
can have substantial shape differences between patients. Each image needs to
be mapped into a reference coordinate system. Therefore, an atlas results in
an average scan (or template) of the population under analysis and in a set
of subject-specific deformations which align the estimated template onto the
subject scan. The variability in the population is expressed through the trans-
formations. The estimation is commonly done by minimizing a function of the
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form:

(Î , T̂ ) = argmin
I,T

N∑
i=1

S(I, Ii ◦ Ti) +R(Ti) (1.1)

where Î is the estimated template,T̂ = (Ti)i∈[|1,N |] is the set of estimated trans-
formations, (Ii)i∈[|1,N |] is the set of images, S is a function to measure the sim-
ilarity between two images and R is a regularization function on the trans-
formations. The choice of the type of transformation is therefore of the utmost
importance to correctly estimate the average representation.

Figure 1.2: Framework for the construction of a template Î and the associated
deformations.

Classical registration algorithms implicitly assume that the anatomical struc-
ture of both images is the same and that one can therefore build a one-to-one
correspondence between patients’ images. Although this assumption is satis-
factory with healthy patients, the assumption is too strong in the presence of
pathologies such as glioblastoma. A glioblastoma may entail three kinds of
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variations between two images: 1- Topology, 2- Appearance and 3- Shape. The
first one is due to the presence of the tumor, which means that images might
have a different number of components. The second difference is related to a
variation in intensity (appearance) which can be caused, for instance, by the
tumor infiltration. The third variation is instead caused by the tumor growth
which deforms the surrounding healthy tissues (mass effect).

Because of these variations, building an atlas of glioblastoma is still not a well-
defined problem. The literature contains a few papers that build a probabil-
istic atlas which consists in overlaying the spatial distribution of the tumors on
a healthy template (Gooya et al., 2012; Roux et al., 2019). However, this type
of atlas does not allow performing statistical analysis on the variations caused
by the tumor such as the mass effect or the tumor infiltration, for instance.

Furthermore, building an average representation of glioblastoma is not straight-
forward since the locations of the tumors differ across patients. A potential
approach could be to divide the brain into relevant anatomical regions (e.g.
temporal lobe) and then estimate one atlas per region using, for each atlas,
only the images with tumors present in the respective region. Subsequently,
one could estimate, for instance, the average shape and variability of the tu-
mor, the morphological variations due to the mass-effect or the appearance
changes due to an infiltration.

As a result, to build an atlas of brain glioblastoma, one needs to first build
a transformation method than can deal with shape, appearance and topology
differences. The main goal of this thesis is therefore to determine a method
that can correctly align images with varying topology.

1.3 Challenges

An image can be transformed in two manners: changing the intensities of the
image, i.e. modifying the values of a voxel, or changing its shape, i.e. modi-
fying the position of a voxel. The healthy tissues in the cancerous image need
to be dealt with a shape deformation since the corresponding tissue is present
in the healthy image. By contrast, there is no correspondence for the tumor in
the healthy image so it needs to be dealt with the intensity transformation. To
prevent the intensity transformation from modifying healthy tissues, we pro-
pose to limit its reach to the tumor region. Therefore, we require to first detect
the position where the topology difference occurs, i.e. to segment the brain
tumor. State-of-the-art brain segmentation methods are all based on convo-
lutional neural networks and use four imaging modalities (T1, T1ce, T2, and
Flair). When applying those methods with only one modality, their perform-
ance significantly decreases.

Thus, the first challenge of this thesis is to design a strategy to improve the
segmentation when using only one modality. Since we have access to a large
multi-modal database, we want to use it to help the model during training. The
proposed approach, inspired by generalized knowledge distillation (Lopez-
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Paz et al., 2016), consists in first training a multi-modal teacher network with
the four modalities. Then, the teacher guides a student model during its train-
ing with only one input modality.

The second challenge is to register two images with different topologies when
the localization of topological change is known. The proposed method should
be able to disentangle the differences in shape and appearance. This means a
method that can simultaneously modify the appearance and the geometry of
the source image in an anatomically plausible and interpretable manner. The
designed method changes the gray-levels of the source image to “erase" the
tumor and simultaneously aligns the source image with the target. It requires
the segmentation mask to only modify the intensities in the tumor region.

Furthermore, the third challenge is to design a solution that offers fast regis-
tration time. Indeed, conventional methods can require a lot of memory and
computational time, especially in 3D. The method should process 3D images
quickly in order to be able to construct an atlas. The method is incorporated
into a learning-based framework that offers significantly faster registration
times than classical methods.

1.4 Outline

This dissertation is organized into 6 chapters. In Chapter 2, we introduce
important background notions on medical image segmentation with a focus
on brain tumor segmentation. Namely, we describe the dataset that we used
throughout this thesis and present the recent advancement made in learning-
based segmentation.

Chapter 3 describes our knowledge distillation approach to transfer the know-
ledge of a multi-modal teacher network to a mono-modal student model. We
compare its performance with other existing strategies such as attention trans-
fer, contrastive distillation, and adversarial approaches. We show that the
strategies are able to distill additional knowledge into the student model only
when the number of training data is limited.

In Chapter 4, we explain the classical registration algorithms and, in partic-
ular, the LDDMM framework (Dupuis et al., 1998; Beg et al., 2005) which
is at the core of our proposed registration method. Then, we introduce the
learning-based strategies which offer faster registration times than previous
methods.

In Chapter 5, we detail our transformation model. It is based on the Meta-
morphosis framework developed by Trouvé and Younès (2005), which simul-
taneously alters both the shape and intensities of the source image. We pro-
pose two methods: the first one relies on the geodesic shooting of Metamorph-
osis and the second one uses a residual neural network (ResNet) to solve the
system of differential equations that control the framework. We show that our
models outperform existing strategies while being very fast at inference time.
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In the concluding chapter, we present how the methods developed in this
thesis could be used for atlas construction, namely for brain glioblastoma.

1.5 Contributions

This thesis has two main contributions:

• We propose a learning framework to improve the accuracy of single-
modality segmentation neural networks. The method is generic in the
sense that it can be used for any neural network architecture and with
any type of multi-modal images. To the best of our knowledge, this is
the first time that the generalized knowledge distillation strategy is ad-
apted to guide the learning of a mono-modal student network using a
multi-modal teacher network.

• We propose a learning-based implementation of Metamorphosis (Trouvé
and Younès, 2005), which considerably decreases the computational time
at inference. We introduce a regularization mask to prevent the intens-
ity changes from actually modifying the shape of the image. We use this
mask as prior for topological changes. Indeed, the topological and ap-
pearance changes only occur in the spatial location of the mask, therefore
we force any transformation outside of the mask to be a shape deform-
ation. The model has been developed for brain glioma but it is generic
and can be used with any imaging modality and any tumor type.
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Medical image segmentation is a crucial technique in medical imaging analysis
that involves separating the image into different regions or segments based on
the anatomical or pathological features of interest. This technique is useful in
many medical applications including:

• Improving the accuracy in diagnosis: segmentation allows for a more ac-
curate and detailed analysis of medical images, which can help clinicians
to identify and diagnose various diseases, such as tumors, infections, and
other anomalies (Jiji et al., 2013; Heinonen et al., 1998).

• Treatment planning: Accurately segmented medical images can be used
to plan and guide medical interventions, such as surgeries, radiation
therapy, and other procedures. By understanding the location, size, and
shape of the target area, clinicians can plan treatment strategies that
maximize effectiveness and minimize side effects (Kikinis et al., 1996;
Virzì et al., 2020).

• Disease monitoring: segmentation is also useful in monitoring the pro-
gression of diseases, such as cancer, over time. By comparing segmented
images taken at different intervals, clinicians can assess the effectiveness
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of treatments and make necessary adjustments to treatment plans. (Be-
hbehani et al., 2018; Zhang et al., 2021; Amoruso et al., 2021)

There is very extensive literature on medical image segmentation. Classical
methods include several strategies such as thresholding (Batenburg and Sijbers,
2009), level-sets (Mumford and Shah, 1989; Chan and Vese, 2001), active con-
tours models (Kass et al., 1988; Cohen, 1991; Xu and Prince, 1998), clustering
(Coleman and Andrews, 1979; Pappas and Jayant, 1989) or atlas-based meth-
ods (Lorenzi et al., 2013; Wang et al., 2012). The main drawback of these
methods is that their results are not easily generalizable. Either they are semi-
automatic and tuning the hyper-parameters can be long, and requires experi-
ence or, in the case of automatic methods, the parameters that correctly seg-
ment one image do not necessarily generate a satisfactory segmentation for
other images. With the advent of large databases and better computational
capabilities, deep learning methods have become state-of-the-art algorithms
for the segmentation of medical images.

In this chapter, we first present the Brain Tumor Segmentation (BraTS) data-
set, which is the main dataset used in this thesis. Secondly, we explain the
learning methods for segmentation and especially the best-performing ones
on BraTS. Then, we describe the data processing strategies. Finally, we discuss
the different training loss functions and the measures to evaluate the quality
of a segmentation result.

2.1 BraTS Dataset

The BraTS dataset is a widely-used publicly available dataset of brain tumor
MRI scans (Menze et al., 2015; Bakas et al., 2017; Baid et al., 2021). It was cre-
ated in 2012 to support the development and evaluation of algorithms for the
automatic segmentation of brain tumors into three different subregions: en-
hancing tumor, necrotic tumor core, and edema. The BraTS dataset includes
four modalities of MRI scans (T1, T1ce, T2, Flair), along with corresponding
ground truth labels that indicate the location and extent of different tumor
subregions. The dataset has been updated and expanded over time, and sev-
eral versions of the BraTS dataset are available. The most recent version, BraTS
2021, includes images from 2,000 patients with corresponding annotations. It
is important to note that every patient has a tumor, and there is no healthy
element in the database.

All volumes, coming from different institutions, have been co-registered to the
anatomical template SRI24 (Rohlfing et al., 2010) and resampled to a 1mm3

voxel size. Afterward, the skulls have been removed from the MRI scans. The
size of the final images is 240 × 240 × 155 for every patient. The reference
segmentations were collected by manual annotations from expert radiologists.
The segmentations were reviewed by two senior neuroradiologists. If rejec-
ted, the scans were returned to the expert until the satisfaction of both re-
viewers. The reference segmentations contain four labels: background or non-
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cancerous tissue (label 0), the necrotic and non-enhancing tumor core (label
1), the peritumoral edematous (label 2), and the enhancing tumor (label 4).
However, the evaluation of each segmentation is done on three hierarchical re-
gions. First, the enhancing tumor (ET) which corresponds to label 4. Second,
the tumor core (TC) which is the union of the enhancing tumor and the nec-
rotic tumor core (label 4 and 1). Finally, the whole tumor (WT) which is the
union of the tumor core and the edema (all labels).

Figure 2.1 displays the four modalities for several patients. It illustrates the
variability in terms of tumor location, size, and shape. Additionally, it shows
that some patients do not have an enhancing tumor (ET). It is interesting to
notice that each modality highlights a different label. The contrast between the
edema and the other tissue types is much higher on the T2 and Flair modalities
than on T1 and T1ce. By contrast, the necrotic tumor core stands out much
more in the T1ce than in the other modalities.
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Figure 2.1: Example of images from the BraTS 2021 dataset for 5 patients. The
red line is the outline of the enhancing tumor, the green line is the outline of
the tumor core and the blue line is the outline of the whole tumor.

2.2 Learning-based segmentation

Early learning methods used classical supervised algorithms, such as support
vector machines (García and Moreno, 2004; Zhang et al., 2004; Lee et al., 2005)
or decision trees (Zikic et al., 2012; Mitra et al., 2014; Goetz et al., 2014) ,
which required to pre-specify a set of features. Recently, convolutional neural
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networks (CNN) have become the standard method for image segmentation, in
particular because they are powerful feature extractors. CNNs automatically
extract features and classify each voxel based on them. For most methods, the
training of the model takes the form of the one presented in Figure 2.2. What
differentiates the methods essentially depends on the following criteria:

Figure 2.2: General architecture of CNN-based segmentation models.

• how the model runs through the 3D volume;

• the architecture of the CNN;

• the data pre-processing and augmentation;

• the training loss function;

2.2.1 Reading the 3D volume

Due to the heavy load of CNNs, early methods did the segmentation on 2D
slices (Zikic et al., 2014; Havaei et al., 2017). To retrieve the whole segmenta-
tion of the brain, the model is applied to the 3D volume using a sliding win-
dow. Another strategy, called 2.5D, consists in selecting a limited amount of
consecutive slices (for instance 3, so that ImageNet initialization can be lever-
aged) and using 3D convolutions on this limited volume (Ziabari et al., 2018;
da Cruz et al., 2022). A similar perspective, between 2D and 3D, is to seg-
ment the axial, coronal, and sagittal views with three parallel CNNs and fuse
the predictions (Hu et al., 2019; McKinley et al., 2016). Currently the most
commonly used technique is to work on 3D patches of the volume (Myron-
enko, 2019; Isensee et al., 2019a). The benefit of these last three strategies is
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that it gives 3D information to the network while limiting the memory load.
Nowadays, the GPU capacities allow to feed the full 3D volume into the neural
networkLuu and Park (2022). Although the computation is more cumbersome,
having the full 3D volume greatly helps the segmentation.

2.2.2 Architectures

The most common segmentation architecture is the U-Net model (Ronneber-
ger et al., 2015) and its extension to 3D, like the V-Net (Milletari et al., 2016;
Çiçek et al., 2016). There have been several variations of it (Ibtehaz and Rah-
man, 2020; Zhou et al., 2020b; Huang et al., 2020; Isensee et al., 2021; Luu
and Park, 2022) but the general architecture stays the same: an encoder model
progressively downsamples the feature maps and a decoder upsamples them
back to the original image size. To keep the spatial information, the encoder’s
feature maps at each scale are fed to the decoder with skip connections (see
Figure 2.3). The main characteristics that differentiate U-Net models from one
another are:

• the number of down/upsampling layers and their type (strided convolu-
tions, max pooling, average pooling, etc.);

• the number of convolution kernels, their size, and the number of chan-
nels.

• the non-linear activation functions (sigmoid, ReLU (Nair and Hinton,
2010), LeakyReLU (He et al., 2015), etc.);

• the type of normalization layer (Batch normalization(Ioffe and Szegedy,
2015), Instance normalization (Ulyanov et al., 2016), etc.);

Figure 2.3: Architecture of a U-Net model (Isensee et al., 2019a). Conv block
indicates a sequence of convolutions and non-linear operations on the features.

Other architectures such as cascaded networks (Wang et al., 2018; Jiang et al.,
2020; Li et al., 2020) have been proposed. They consist in predicting the la-
bels in a sequence of neural networks where each network predicts one label.
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Other methods add a decoder model to a U-Net to reconstruct the input image
(Myronenko, 2019; Jiang et al., 2020). The reconstruction branch is used as
regularization. Furthermore, Ibtehaz and Rahman (2020) speculate that fus-
ing the low-level features from the encoder and the corresponding high-level
ones after the skip-connection is a flaw. They propose to incorporate convolu-
tional layers in the skip-connection to alleviate the level disparity.

The fusion of modality information can be done in three different ways: 1-
early fusion, the modalities are processed simultaneously at the input level by
concatenating them and treating them as channels; 2-middle fusion, the in-
formation of the modalities is fused in the middle layers of a network; 3-late
fusion, the modal information is merged at the decision level of the model. In
the second category, we can cite Dolz et al. (2018) who use one neural network
per modality, and each branch is connected by taking as input the intermedi-
ate representations of the other branches. Similarly, Zhou et al. (2020a) use
an attention mechanism to fuse the representations of each modality at dif-
ferent scales. Among the late fusion methods, Nie et al. (2016) process each
modality independently with a fully convolutional network and fuse their rep-
resentations in the last layer. In this category, we could also add ensembling
methods which consist in predicting the segmentation map with several mod-
els and merging them by computing an average (Kamnitsas et al., 2018). It’s
not strictly a late fusion of the modalities because each model takes all the
modalities as input but they merge the decision in the last layer.

Although these methods reach good results, Isensee et al. (2019a) and Luu
and Park (2022) have shown that a well-trained U-Net-like model can achieve
better scores on BraTS dataset. U-Net based models have also reached the
first place in other segmentation challenges such as Kidney Tumor segment-
ation (KiTS) (Heller et al., 2021). The three best-performing methods of the
2021 occurrence of the challenge used 3D U-Net models (Zhao et al., 2022;
Golts et al., 2022; George, 2022), proving that this architecture is currently the
state-of-the-art method for 3D medical image segmentation. A central idea in
(Isensee et al., 2019a) is that, as important as the architecture, the data pre-
processing and the training strategy are crucial when it comes to achieving the
best results.

2.3 Data preparation

2.3.1 Pre-processing

MRI can suffer from several quality limitations that are important to address
before segmentation. Ideally, an MRI would be a piecewise constant function
where voxels from the same tissue type have the same value. This is not the
case in practice and the acquired images suffer from intensity nonuniformity
(Figure 2.4). A popular strategy to deal with this is the N3 Bias correction
algorithm (Sled et al., 1998) and its improved version, the N4 Bias field correc-
tion (Tustison et al., 2010). They consider the formed image as a product of the
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ideal image and a bias field. The latter is estimated to produce the corrected
image.

Figure 2.4: Image with an intensity inhomogeneity and the associated correc-
tion (Vovk et al., 2007).

Another limitation of MRI is the non-normalization of intensity values. Images
are taken from different scanners, with different parameters. Thus, there is a
high variability in image intensities between patients (Carré et al., 2020). This
can seriously hinder the generalization of segmentation models. First, the min-
max normalization is rarely applied as it is very sensitive to outliers. A fast and
easy-to-implement standardization is the z-score. It consists in subtracting the
average values in the brain region (µbrain) from the image and dividing by the
standard deviation in the same region (σbrain):

Iz =
I −µbrain
σbrain

.

Figure 2.5 shows the effect of the z-score standardization on the histograms of
the four modalities of a patient from the BraTS dataset. Following standardiz-
ation, the values are centered around 0 and are spread on a similar scale.

Figure 2.5: Histograms for the four modalities of a single patient from the
BraTS dataset before and after standardization with the z-score.
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Other methods include WhiteStripe (Shinohara et al., 2014), piecewise linear
histogram matching (Nyúl et al., 2000), Ravel (Fortin et al., 2016). However,
Carré et al. (2020) and Reinhold et al. (2019) showed that for a variety of tasks,
there is no significant difference in terms of results. The only difference oc-
curs between no-standardization and standardization. As a result, the z-score
method is used in most state-of-the-art brain tumor segmentation methods for
its simplicity (Myronenko, 2019; Jiang et al., 2020; Isensee et al., 2021; Luu
and Park, 2022).

2.3.2 Augmentation

Due to the limited amount of patients in medical datasets, data augmentation
is a crucial step to avoid the overfitting of the model. It consists in synthesiz-
ing new data from the existing one. Most common strategies use simple trans-
formations such as random scaling, rotations, intensity shifts, and flipping of
the image along an axis. The best method for BraTS 2021, is the one by Luu
and Park (2022) and uses random rotation and scaling, elastic deformation, ad-
ditive brightness augmentation, and gamma scaling. Isensee et al. (2021) add
the random mirroring of the volumes. Extracting random crops from the im-
age can also be considered as data augmentation since it allows getting several
views from a single scan. The benefit is double since it also reduces the com-
putational load of the training. Furthermore, it introduces samples without
tumors, making the model more robust to potential healthy cases.

2.3.3 Post-processing

For the task of brain tumor segmentation, a common post-processing of the
predicted segmentation map is to label enhancing tumor as necrosis if the total
number of voxels labeled as enhancing tumor is smaller than a pre-specified
threshold (Isensee et al., 2019b). This stems from the fact that some patients
do not have an ET label and a single mislabeling in such cases leads to a large
error. Another post-processing methods consits in removing all but the largest
connected component (Heller et al., 2021). Nevertheless, this is not adapted to
brain tumors since multi-focal tumors are possible

2.4 Loss function and evaluation measures

2.4.1 Training Loss functions

The problem of segmentation can be framed as a voxel-by-voxel classification
problem. For every voxel x ∈ Ω, the model returns the probability pc(x) of
belonging to each class c. To train the model, a common strategy is to minimize
the cross entropy between the predicted probabilities pc of each class c and the
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reference segmentation qc:

CE(p,q) = − 1
|Ω|

∑
x∈Ω

C∑
c=1

qc(x) logpc(x).

where C is the number of classes. However, in 3D segmentation, there is often
a class imbalance. Namely, in brain tumor segmentation, the number of non-
cancerous voxels is much bigger than the one of cancerous voxels. Handling
the voxels independently with a cross-entropy loss favors the majority label.
To prevent this, the focal loss (Chang et al., 2018) balances the contribution of
each class in the cross-entropy loss function with their probabilities:

FL(p,q) = − 1
|Ω|

∑
x∈Ω

C∑
c=1

αcqc(x)(1− pc)γc logpc(x)

where αc > 0 and γc ≥ 1 are fixed hyper-parameters for each class. The idea
is to emphasize the badly segmented voxels in the training loss. Furthermore,
the weights αc are selected depending on the number of occurrences: with
fewer occurrences, a class should have a higher weight relative to the other
classes.

Milletari et al. (2016) proposed to minimize a global functional based on the
Dice score to deal with class imbalance. The Dice score measures how two
ensembles A and B overlap:

Dice(A,B) =
2|A∩B|
|A|+ |B|

.

The Dice score is equal to 1 if both shapes perfectly match and 0 if there is
no common element between them. In the context of training a segmenta-
tion neural network, we need to minimize a function therefore, the Dice score
becomes

Dice(p,q) = 1− 1
C

C∑
c=1

2
∑
x∈Ωpc(x)qc(x)∑

x∈Ω qc(x) +
∑
x∈Ωpc(x)

.

To further address the class imbalance issue, a focal version of the Dice score
has been proposed by Wang and Chung (2018). Similarly to the focal cross-
entropy, it uses hyper-parameters γc ≥ 1 and αc > 0 to weigh each class contri-
bution:

FDice(p,q) =
C∑
c

αc(1−Dice(pc,qc)
1
γc ).

Both focal methods require setting numerous hyper-parameters which can be
complicated in presence of several classes. Namely, on BraTS, it would require
choosing eight hyper-parameters for this loss function only. As a result, most
papers use the combination of the Dice and the cross-entropy since they are
simple to implement, introduce both global and local constraints, and have
shown to be sufficient to deal with the problem of class imbalance.
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Another type of training loss function is inspired by generative adversarial
networks (Goodfellow et al., 2020). In contrast to the two other loss functions,
it consists of an implicit strategy. Indeed, in such a context, a neural network
(called discriminator D) is trained to predict whether a segmentation map is
the reference segmentation or comes from the segmentation model (called gen-
erator G). In parallel, the goal of the generator is to "trick" the discriminator
into thinking that the prediction is the ground truth. The framework is shown
in Figure 2.6. For a batch of size N constituted with N pairs of image In and
the associated reference segmentation qn, a common training loss function is:

min
G

max
D

N∑
n=1

logD(qn) + log(1−D(G(In))).

However, since the discriminator returns only a single value for the whole
image, the above loss function might not offer the information to localize the
difference with the reference segmentation. Xue et al. (2018) used the feature
maps at every scale of the discriminator to introduce a spatial component in
the adversarial loss function. Let f l(In,qn) be the output of the lth layer of the
discriminator, the adversarial loss function is then:

min
G

max
D

N∑
n=1

L∑
l=1

||f l(In,qn)− f l(In,G(In)||1.

The main drawbacks of adversarial methods are that the training can be un-
stable and the discriminator model needs more memory and time compared
with a non-adversarial strategy.

Figure 2.6: Adversarial framework for segmentation.
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2.4.2 Evaluation

Evaluation functions are essential to assess the quality of the model. Clas-
sical measures use the True Positive (TP), True Negative (TN), False Positive
(FP), and False Negative (FP) notions, also used for classification. Their rep-
resentation is visible in Figure 2.7. First, the most widely used measure is the
Dice score, which, as we have seen before, measures the overlap between two
shapes. In a similar fashion, the Jaccard index can also be used:

Jac(A,B) =
|A∩B|
|A∪B|

=
T P

FN +FP + T P
=

Dice
2−Dice

Figure 2.7: Overlap between a predicted segmentation and the reference. TP
stands for True Positive, TN for True Negative, FN for False Negative, and FP
for False positive. Naturally, we want to maximize the number of TP and TN
for a better prediction.

Additionally, the precision, sensitivity, and specificity scores are also com-
monly used measures.

P recision(A,B) =
T P

T P +FP

Sensitivity(A,B) =
T P

T P +FN

Specif icity(A,B) =
TN

TN +FP

Finally, the Hausdorff distance measures the distance between the contours of
A and B. The idea is that for any point on the contour of A, its distance from
the closest point in B should be small, and vice-versa. This is done with the
following distance:
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HD(A,B) = max
{

max
a∈A

min
b∈B
||a− b|| , max

b∈B
min
a∈A
||a− b||

}
It is worth noting that the Hausdorff distance is sensitive to outliers. For in-
stance, in Figure 2.1, the ET label for patient BraTS_00005 is constituted of a
large component and a much smaller element next to it. If the predicted seg-
mentation accurately segments the large part but does not detect the smaller
one, the Hausdorff distance will be relatively high. By contrast, due to the dis-
parity of size between both components, the Dice score or the Jaccard index
would only be slightly affected by the misclassification. Thus, the user needs
to choose one measure over the other depending on their task.

Figure 2.8: Schematic view of the Hausdorff distance. It corresponds to the
maximum value between the two distances shown above.

2.5 Conclusion

In this chapter, we reviewed the learning strategies for 3D segmentation, with
a focus on multi-modal MRIs of brains containing a tumor. With appropriate
data pre-processing and multiple augmentation strategies, the U-Net frame-
work is the state-of-the-art strategy for this task as it obtained first place in
several challenges. Hence, we will use this framework as a backbone neural
network in the next chapter.

The presented methods have been developed for multi-modal data, however, if
only a single modality is available at inference time, the performance of those
algorithms significantly decreases. This is expected since each modality only
highlights a specific type of tissue. However, in a clinical setting, it is common
to have only one available modality for a patient, thus, seriously reducing the
applicability of automatic segmentation models in the clinical context. The
problem evaluated in the next chapter is how can we use large multi-modal
datasets, developped for research, such as BraTS, to improve the segmentation
of a neural network that takes ony one modality as input.
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3.1 Introduction

Using multiple modalities to automatically segment medical images has be-
come a common practice in several applications, such as brain tumor segment-
ation (Menze et al., 2015) or ischemic stroke lesion segmentation (Maier et al.,
2017). Although multi-modal models usually give the best results, it is of-
ten difficult to obtain multiple modalities in a clinical setting due to a limited
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number of physicians and scanners, and to limit costs and scan time. In many
cases, especially for patients with pathologies or in case of emergency, only
one modality is acquired. Therefore, in this chapter, the context is the seg-
mentation of brain tumors with only one available modality at test time, while
multi-modal data are available during training.

Three main strategies have been proposed in the literature to deal with prob-
lems where multiple modalities are available at training time but some or most
of them are missing at inference time. The first one is to train a generative
model to synthesize the missing modalities and then perform multi-modal
segmentation. The principal issue with this strategy is that it is quite tedi-
ous to train generative models and even more so when more than one modal-
ity is missing. The second strategy consists in learning a modality-invariant
feature space that encodes the multi-modal information during training, and
that allows for all possible combinations of modalities during inference. This
strategy is well-adapted when the modalities are randomly missing but when
the missing modality is fixed, training a U-Net on the fixed subset of available
modalities is more efficient. Finally, the last strategy consists in distilling the
knowledge of a trained multi-modal teacher network into a student model.
The student model is trained only on a fixed subset of modalities. This last
method fits our context since only one modality is available at inference time,
and we build on this idea.

This chapter is organized as follows. First, we present all the existing work on
the topic of segmentation with missing modalities with a focus on the teacher-
student strategy. Then, we describe the method that we published during
the MICCAI 2020 conference. Furthermore, we evaluate and compare it with
other teacher-student strategies for the segmentation of brain tumors. Finally,
we show that this approach is mainly beneficial in the presence of a limited
amount of training data.

3.2 Related Works

3.2.1 Modality synthesis

The earliest strategy to deal with missing modality was to simply generate it
from the available modalities. It was first executed with two basic generation
models: a three-layer neural network and a Restricted Boltzmann Machine
(RBM). The models were trained by minimizing the L1 distance between the
predicted modality and the ground truth. Subsequently, a linear SVM or Ran-
dom Forest were used for the classification of brain tumors (van Tulder and
de Bruijne, 2015). The method showed an improvement compared to repla-
cing missing sequences with zeros. However, the authors speculated that this
is mainly due to the simplistic nature of the classifier. With more complex
models such as deep CNNs, they argued that the accuracy would not improve.
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In the previous method, the synthesis and segmentation models were trained
independently. Orbes-Arteaga et al. (2018) proposed to simultaneously train
a generative model and a segmentation network. In this case, both the gen-
eration and the segmentation were done with U-Net models (Ronneberger
et al., 2015). The generative neural network was trained with the same re-
construction error as the previous method but it also benefited from the back-
propagation of the segmentation error. This strategy achieved a better score
than the previous proposition for the segmentation of white matter hypoin-
tensities segmentation.

The most popular framework for image generation in recent years is the Gener-
ative Adversarial Network (GAN). Naturally, it has also been experimented for
the purpose of missing modality synthesis. Ben-Cohen et al. (2018) generated
PET images from CT scans using a conditional GAN. The synthesis process op-
erated in two stages: a fully convolutional network predicted a coarse virtual
PET image from a CT scan following which the coarse image and the CT scan
were fed to the cGAN to refine the first prediction. The authors demonstrated
that this generative process helped reduce the number of false positives for the
detection of the lesion in livers. Nevertheless, due to the blurry nature of PET
images, they claimed that the cGAN is not adapted for segmentation.

Similarly to Orbes-Arteaga et al. (2018), a generative adversarial network and
a segmentation model can be trained in an end-to-end fashion (Huang et al.,
2022). In this framework, the authors showed an improvement in accuracy but
only with one missing modality.

Yu et al. (2018) took an interesting perspective where they synthesized the
missing modality by linearly combining the real target modalities from the
training set. They used a cGAN to estimate the combination weights. Like the
former strategy, a cGAN predicted the missing modality (in this case Flair),
and separately a neural network was trained to segment a brain tumor from
concatenated T1 and Flair volumes. At testing time, for each image Itest the
following convex problem was solved:

min
w
||
N∑
i=1

wiGAN (I itrain)−GAN (Itest)||22

s.t.
N∑
i=1

wi = 1, wi ≥ 0

where N is the number of images in the training set. Afterward, the estimated
Flair image F̂test was the linear combination of the real Flair images from the
training set Fitrain:

F̂test =
∑
i=1

wiF
i
train.

The segmentation model took F̂test and Itest as input. The results on brain tu-
mor segmentation indicated that it offered better predictions than just directly
using the output of cGAN for the segmentation.
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The main drawback of generating the missing modality is that it is computa-
tionally cumbersome, especially when many modalities are missing. In fact,
one needs to train one generative network per missing modality in addition
to a multi-modal segmentation network. Additionally, except in the work of
Yu et al. (2018), this strategy has been mainly applied to 2D segmentation.
Finally, the training of GANs is very unstable and long.

3.2.2 Learning a shared representation

A second strategy for the segmentation with missing modalities is to learn a
common representation space. The idea is to train several encoders to map
each modality into a modality-invariant latent space and sample the segment-
ation map from that space with a decoder, see Figure 3.1.

Figure 3.1: General framework of learning a shared latent space with missing
modalities.

Havaei et al. (2016) were the first to introduce the method, called HeMIS.
Each modality was mapped into a modality-specific feature space with a 2-
layer fully convolutional encoder. The dimension of the representation map
was the same as the one of the input image, simply it has 48 channels. Later,
the representation vectors were fused by computing their mean and variance
across the available modalities. If only one modality was available, the vari-
ance map was defined to be zero. Therefore the shared latent space did not
depend on the number of available modalities. Subsequently, a 2-layer de-
coder predicted the segmentation. During training, modalities were randomly
dropped to simulate missing modalities. This model being very shallow, it did
not fully exploit the power of CNNs and therefore, the segmentation results
were not satisfying.



3.2. RELATED WORKS 39

Dorent et al. (2019) adapted the Multi-modal Variational Auto-Encoders (MVAE
Wu and Goodman (2018)) to the missing modality case. The modality-specific
latent spaces were trained to follow a Gaussian distribution. They were there-
fore represented by two vectors: one for the mean, and the other for the vari-
ance. In contrast to the former method, the volumes were downsampled through
the encoder which allowed for deeper models. The embeddings were fused us-
ing a closed-form formula for the fusion of Gaussian processes. A sample was
randomly drawn from the latent space and was decoded into the segmenta-
tion map. On top of this decoder, the model also learned a reconstruction
decoder for each modality. The reconstruction of each modality served as reg-
ularization to enforce the representation space to encode all the information.
To avoid the loss of spatial information when downsampling in the encoder,
Dorent et al. (2019) considered the features before every downsampling stage
as a representation map. With four downsampling stages, the model, there-
fore, had four embeddings. This strategy introduced skip connections in vari-
ational auto-encoders. The authors show that this strategy retrieved better
segmentation maps than HeMIS and MVAE.

Using averaging or the product of Gaussians to merge the representation makes
each modality contribute equally to the space which is inconsistent with the
fact that each modality highlights different tissues. Chen et al. (2019) pro-
posed to learn the fusion method rather than to hard code it. They used a
gated fusion method where the modality-specific embeddings were concaten-
ated and fed to a convolution layer that predicts weighting maps for each mod-
ality. If a modality was not available, a zero vector was used. Afterward, each
embedding was multiplied by the weighting map, concatenated, and trans-
formed into the shared latent vector. In parallel, the model reconstructed the
input modalities for the purpose of regularization.

Similarly, Zhou et al. (2021) designed a vector fusion procedure by extract-
ing spatial and channel attention. The spatial attention module was similar
to the gated fusion method, in the sense that they used a convolution layer to
compute weighting maps. For channel attention, the feature maps underwent
a global average pooling so that each channel had only one value. Then, a
2-layer fully connected neural network predicted a weighting vector. The lat-
ter was multiplied by the input feature map to retrieve the channel attention
representation. The final embedding corresponded to the sum of the channel
attention representation and the spatial attention representation.

Learning a shared latent space was designed to deal with randomly missing
modalities. The interest was that it could deal with any combination of mod-
alities. Naturally, the best results are reached when only one or two modalities
are missing. When only one modality is available, its performance is worse
than a U-Net trained to only segment with this specific modality. This kind of
method is therefore not suitable for a clinical setting where only one modality
is usually acquired, such as pre-operative neurosurgery or radiotherapy.
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3.2.3 Teacher-Student learning

A third approach consists in leveraging the knowledge of a trained multi-
modal network (teacher) to train a model with missing modalities (Student).
This is a case of learning with privileged information (Vapnik and Izmailov,
2015) because the teacher has additional knowledge compared to the student.
The general structure of this strategy is displayed in Figure 3.2. We respect-
ively call the teacher and student models fT and fS . Ii refers to the ith multi-
modal image in the training set and I ik denotes that only the modality k of the
subject is selected.

Figure 3.2: Overview of the Teacher-Student framework for transferring know-
ledge from the teacher model to the student model.

Knowledge distillation

The original framework of Teacher-Student learning has been presented by
Hinton et al. (2015) and was called knowledge distillation. Originally, it was
designed for model compression: distilling the knowledge of large teacher
neural networks to small student models. Later, Lopez-Paz et al. (2016) in-
corporated it into the framework of learning with privileged information.

The key idea of generalized knowledge distillation is to transfer useful know-
ledge from the additional information of the teacher to the student using the
soft label targets of the teacher. These are computed as follows:

si = σ (fT (Ii)/T ) (3.1)

where σ is the softmax function and T , the temperature parameter, is a strictly
positive value. The parameter T controls the softness of the target, and the
higher it is, the softer the target. The idea of using soft targets is to uncover



3.2. RELATED WORKS 41

relations between classes that would be harder to detect with hard labels. This
idea is illustrated in Figure 3.3 where the softened and non-softened predic-
tions for the classification in three classes have been plotted. Neural networks
have the tendency to be overconfident and produce prediction vectors that are
very close to a one-hot-encoder, such as the blue one in the figure. There-
fore, directly matching the teacher’s output with the student’s one might not
be very efficient as the prediction might be similar to the ground-truth vector
and, thus, not provide additional information. However, smoothing with the
temperature parameter better reveals the relative importance of each class as
shown in Figure 3.3 for the smoothened output.

Figure 3.3: Effect of dividing the logits by a temperature parameter before the
softmax function. The values have been rounded to the third decimal.

Subsequently, the knowledge distillation loss function consists in minimizing
the cross-entropy loss function between the softened outputs of both models:

LKD =
N∑
i=1

CE[si , σ (fS(I ik)/T )]. (3.2)

This work was originally designed for classification. However, the loss func-
tion has been adapted for the compression of semantic segmentation models
(Liu et al., 2019; Yang et al., 2022), and medical image segmentation models
(Qin et al., 2021; Noothout et al., 2022) by computing the above loss independ-
ently for each voxel and summing it. It has also been proven to be efficient in
the context of segmentation with privileged information (Chen et al., 2022;
Rahimpour et al., 2022).

Despite its effectiveness, knowledge distillation only constrains the output
probability distributions of a model. Other approaches built on the Teacher-
Student framework to further constrain the intermediate feature maps between
both models.
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Attention Transfer

A spatial attention map aims at showcasing the location on which the model
focuses to "make a decision". A common assumption is that the absolute value
of a neuron expresses the importance of that neuron (Zagoruyko and Komoda-
kis, 2017). For a given feature map F with C channels, the activation can be
defined as:

A =
C∑
i=1

|Fi |p

or
A = max

i=1,..,C
|Fi |p

where p ≥ 1. A visualization of the spatial attention map with p = 1 for a
network trained with four input modalities and another one trained with one
modality is presented in Figure 3.4. We can notice that the high values of
the attention map are concentrated around the tumor location, validating the
assumption made earlier. Furthermore, the model trained on multiple mod-
alities has an even more concentrated attention map than the other model.
This is namely noticeable in the background where the attention map of the
unimodal net is more spread out.

As a result, Zagoruyko and Komodakis (2017) introduced an attention transfer
loss function by minimizing a distance between the teacher’s attention maps
and the student’s attention maps:

Latt =
∑
j∈I

∥∥∥∥∥∥∥∥
ATj

||ATj ||
−
ASj

||ASj ||

∥∥∥∥∥∥∥∥ (3.3)

where I denotes the set of indices of the layers for which one wants to transfer
the attention. This spatial attention transfer loss function can also be applied
for the task of segmentation (Qin et al., 2021; Cho and Kang, 2022).

Computing the sum over the channel axis makes each channel contribute equally
to the spatial attention map. Jang et al. (2019) proposed to learn custom
weights to balance the contribution of each channel by feeding the features
of the student to a small neural network. Building on this, Ji et al. (2021) used
the channel attention, i.e. the sum or average along the image dimensions to
predict the balancing weights. With a similar perspective, Kim et al. (2018)
extract the spatial attention from an auxiliary neural network. During the
training of the teacher, a three-layer CNN called paraphraser is trained to ex-
tract meaningful features. The attention of the student is pulled with another
small CNN that is trained simultaneously. The attention transfer is still done
by minimizing a distance between both attention maps.

Zagoruyko and Komodakis (2017) proposed a second attention transfer scheme
based on gradients. Indeed, they simply defined the gradient attention of a
layer as the gradient of the training loss function with respect to the layer. The
transfer was performed by minimizing the L2 distance between the teacher
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Figure 3.4: Spatial attention maps of multi-modal and mono-modal networks
overlayed on the T1ce modality for two subjects. The last column presents the
reference segmentation for each scan. The attention maps are computed as the
sum of the features over the channel axis with p = 1.

and the student’s gradients. This required first computing the forward and
backward propagation of the training loss function and then, computing the
attention error and back-propagate it a second time. The results indicated that
gradient transfer performed worse than spatial attention transfer and Srinivas
and Fleuret (2018) showed that combining both loss terms was useful only
with small datasets. In their experiments, with 500 data points, it was better
to use only the spatial attention transfer.

Contrastive Distillation

The idea of contrastive training is to learn a meaningful embedding by forcing
representations to be close for similar pairs while pushing apart the repres-
entations for different pairs (Hadsell et al., 2006; Bachman et al., 2019; Chen
et al., 2020; Tian et al., 2020b). In most contrastive learning frameworks, sim-
ilar pairs are built by applying custom data augmentation functions such as
random cropping, random color distortion, or random Gaussian blur. Any
pair constituted with two transformations of the same subject is called a posit-
ive pair, otherwise it is called a negative pair. In the context of teacher-student
learning, a positive pair is defined as the teacher and student representations
of the same image, while a negative pair is composed of the representations
from two different subjects (Tian et al., 2020a; Zhu et al., 2021; Chen et al.,
2021).
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Contrastive training requires choosing the working space in which the loss
function is computed. The early methods directly operated in the represent-
ation space (Hadsell et al., 2006; Wu et al., 2018; Chen et al., 2021), however,
recent strategies have found it beneficial to use a projection head g that maps
the representation in a smaller space (Chen et al., 2020, 2022). Typically, g is
a small feed-forward neural network with one hidden layer.

A widely used contrastive loss function, InfoNCE loss, maximizes a lower
bound on the mutual information (Oord et al., 2018). In the context of teacher-
student learning, the loss function can be written as:

LInf oNCE = − 1
N

N∑
i=1

log
sim(g(FSi ), g(FTi ))∑
j,i sim(g(FSj ), g(FTi ))

whereN is the batch size and sim is a similarity function, such as the exponen-
tial cosine similarity for instance. Minimizing the above loss function brings
positive pairs together with the numerator while pushing all the negative pairs
in the batch apart with the denominator.

For the segmentation of brain tumors with privileged information, we found
the work of Chen et al. (2022) to be the only one that used contrastive distilla-
tion. Their training loss function was:

Lct =
N∑
i=1

||g(FSi )− g(FTi )||22 +
∑
j,i

max{0, ξ − ||g(FSj )− g(FTi )||2}2

 (3.4)

where ξ > 0 is a distance margin. The margin makes the loss fuction ignore
pairs for which the distance is already large enough. According to the authors,
it helped the model to focus on harder pairs. They evaluated the method on
BraTS 2018 and showed an improvement in the Dice score with respect to a
baseline mono-modal network.

Adversarial loss functions

Finally, the last strategy consists in incorporating the representations in an ad-
versarial framework to drive them to become indistinguishable (Shen et al.,
2019; Chung et al., 2020; Liu et al., 2020; Vadacchino et al., 2021). This learn-
ing scheme works by training a discriminator network to determine whether
a representation vector is generated by the teacher or the student model. In
parallel, the goal of the student is to fool the discriminator by making its rep-
resentation vectors resemble the feature map of the teacher.

Liu et al. (2020) transfered the knowledge for only one layer and, as a result,
uses one discriminator. However, it is also possible to train several discriminat-
ors for several layers (Shen et al., 2019). Vadacchino et al. (2021) combined the
two strategies by taking several intermediate feature maps from the decoders
and feeding them into one discriminator (see Figure 3.5). The last method has
been developed for brain tumor segmentation when three modalities (T1, T2,
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and Flair) are available to the student. In this context, they show a significant
improvement compared with the baseline.

Figure 3.5: Illustration of the HAD-Net framework from Vadacchino et al.
(2021).

In this section we described several strategies for transferring the knwoledge
of a teacher model to a student one. However, they have been rarely applied
in the context of brain tumor segmentation with missing modalities. Thus, in
the next section, we propose a strategy mainly based on knowledge distillation
adapted for this context. Then, we compare it with several methods presented
above.

3.3 Weight sharing models

Our first strategy for transferring the knowledge of a multi-modal teacher net-
work to a mono-modal one was based on the observation that both models have
different inputs and that we would like them to return the same output. We
speculated that the teacher and the student, having different inputs, should
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also encode differently the information in the first layers, the ones related to
low-level image properties, such as color, texture, and edges. By contrast, the
deepest layers closer to the bottleneck, and related to higher-level properties,
should be more similar. Therefore, in our original framework, the student and
the teacher had two different encoders but they shared the same decoder.

3.3.1 First model

Figure 3.6: Teacher-student framework composed of two independent en-
coders and one shared decoder. The decoder takes either the representation
of the student as input or the one of the teacher.

The architecture of the proposed framework is illustrated in Figure 3.6. The
teacher network fT (Ii) receives as input multiple modalities whereas the stu-
dent network fS only one modality I ik, k being the index of the chosen modality.

Loss functions

We proposed to force the student to learn from the additional information of
the teacher encoded in its bottleneck (and partially in the deepest layers) by
making their latent representations as close as possible. To this end, we apply
the Kullback-Leibler (KL) divergence as a loss function between the teacher
and student’s bottleneck representations:

LKL(p,q) =
N∑
i=1

∑
j

qi(j) log

qi(j)pi(j)

. (3.5)

where pi (respectively qi) are the flattened and normalized feature maps of the
student (respectively teacher). Note that this function is not symmetric and we
put the vectors in that order because we want the distribution of the student’s
bottleneck to be similar to the one of the teacher.
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We add a second term to the objective function to make the predicted seg-
mentation as close as possible to the reference segmentation. It is the sum of
the Dice loss function (Dice) and the cross-entropy (CE). We call it LGT :

LGT =
N∑
i=1

[
(1−Dice(yi ,σ (fS(I ik)))) +CE(yi ,σ (fS(I ik))

]
. (3.6)

where yi denotes the reference segmentation of the ith sample in the dataset.

Results

We first trained the teacher, using only the reference segmentation as target.
Then, we trained the student using the two different loss functions: the dissim-
ilarity between the latent spaces and the reference segmentation loss function.
Note that the weights of the teacher were frozen during the training of the
student and the error of the student was not back-propagated to the teacher.

We trained the models on BraTS 2018 by doing a 3-fold cross-validation. The
teacher received the four modalities (T1, T1ce, T2, Flair) while the student
only received the T1ce modality. We compared the student model with a
baseline network composed with the same encoder-decoder architecture as the
student and only trained with the reference segmentation loss function.

Table 3.1: Average and standard-deviation Dice scores of our first proposed
approach.

Model ET TC WT
Baseline 42.02±2.34 67.17±2.09 65.9±1.01
Student 44.71±0.37 71.19±2.14 70.46±1.27

The results, presented in Table 3.1, showed a significant improvement of the
Dice score for the three segmentation labels. However, they were also signific-
antly worse than a nnU-Net model trained with the T1ce modality as input (see
Table 3.2). We explain this situation with the absence of skip-connections in
the student model. Indeed, skip-connections convey highly localized inform-
ation, which is crucial for image segmentation. This is particularly visible for
label ET, which is the smallest of the three labels. The information to prop-
erly segment it has therefore a higher chance of getting damaged through the
down-sampling stages.

Nevertheless, the Kullback-Leibler loss function between the bottlenecks has
proven to be effective at transferring the knowledge of the teacher network.
Thus, we incorporated skip-connections in the framework.

3.3.2 Adding skip-connections

To feed the local information to the decoder, we added skip-connections to the
previous framework. In this manner, the teacher and the student each had
an architecture like nnU-Net (Isensee et al., 2019b), only the weights of their



48
CHAPTER 3. TRANSFERRING KNOWLEDGE FROM A MULTI-MODAL

NETWORK TO A MONO-MODAL NETWORK

Figure 3.7: Teacher-student framework composed of two independent en-
coders and one shared decoder with skip-connections. The decoder takes
either the representations of the student as input or the ones of the teacher.

decoders were the same. The models were trained in the same way as in the
former framework. The results are shown in Table 3.2.

Table 3.2: Average and standard-deviation Dice scores for the teacher-student
framework with shared decoder and skip-connections.

Model ET TC WT
Baseline (nn-UNet) 68.1± 1.27 80.28± 2.44 77.06± 1.47
Student 67.56±3.66 80.45±1.35 75.8±0.87

Unfortunately, the scores of the student were still worse than the ones of the
baseline, although they were much higher than in Table 3.1. We explain this
with the nature of the information contained in the skip-connections. Namely,
at the highest scale, the tensor passed through the skip-connection has under-
gone very few transformations. Thus, the tensor coming from the student and
the one from the teacher contained very different pieces of knowledge. We be-
lieve that this knowledge gap made it difficult for the decoder to segment the
mono-modal input.

In conclusion, we have seen earlier that skip-connections are absolutely neces-
sary to produce results that are competitive with a baseline nnU-Net model. In
addition, the skip-connections contain low-level features that are very differ-
ent depending on the model (teacher of student). Since those features contain
dissimilar information, they cannot be dealt with by the same weights. There-
fore, in the next section we present our framework with two distinct teacher
and student models (i.e., decoders).

3.4 KDNet

In this section, we describe the teacher-student framework that we presented
during the MICCAI 2020 conference.
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Figure 3.8: Illustration of the proposed framework. Both Teacher and Student
have the same architecture adapted from nnUNet (Isensee et al., 2019b). First,
the Teacher is trained using only the reference segmentation (GT loss). Then,
the student network is trained using all proposed loss functions: KL loss, KD
loss and GT loss.

3.4.1 Method

Except for the number of input channels, the teacher and the student net-
works have the same encoder-decoder architecture with skip connections (see
Figure 3.8). We use the same loss functions than the two previous frameworks
and we add a third term to further force the student representation vectors to
be similar to the ones of the teacher.

Generalized knowledge distillation

Following the strategy of generalized knowledge distillation (Lopez-Paz et al.,
2016), we transfer useful knowledge from the additional information of the
teacher to the student using the soft label targets of the teacher. We follow the
same loss term presented in Section 3.2.3 where the predictions of the teacher
is soften with a temperature parameter T as in Equation 3.1. Subsequently, the
knowledge distillation loss function in Equation 3.7 is adapted for the con-
text of segmentation. It consists in computing the voxel-wise cross-entropy
between the softened outputs of the teacher and the student:

LKD =
∑
n

∑
x∈Ω

CE[σ (fT (Ink )/T )(x), σ (fS(Ink )/T )(x)]. (3.7)

where Ω is the domain of the image.

Objective function

The complete objective function is then the combination of the three loss terms:

L = λLKD + (1−λ)LGT +αLKL (3.8)
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Table 3.3: Comparison of three models using the Dice score on the tumor re-
gions. Results of U-HVED and HeMIS are taken from (Dorent et al., 2019),
where the standard deviations were not provided.

Model ET TC WT

Teacher (4 modalities) 69.47± 1.86 80.77± 1.18 88.48± 0.79

Baseline 68.1± 1.27 80.28± 2.44 77.06± 1.47

U-HVED 65.5 66.7 62.4

HeMIS 60.8 58.5 58.5

Ours 71.67± 1.22 81.45± 1.25 76.98± 1.54

with λ ∈ [0,1] and α ∈ R+. The imitation parameter λ balances the influence
of the reference segmentation with the one of the teacher’s soft labels. The
greater the λ value, the greater the influence of the teacher’s soft labels. The
α parameter is instead needed to balance the magnitude of the KL loss term
with respect to the other two loss terms.

3.4.2 Experiments

Dataset

We evaluated the performance of the proposed framework on the publicly
available dataset from the BraTS 2018 Challenge (Menze et al., 2015). This
version of the dataset contains 285 patients. We applied a central crop of size
128× 128× 128 and a random flip along each axis for data augmentation. For
each modality, the values have been normalized by subtracting the mean and
dividing by standard deviation for non-zero voxels.

Results

To demonstrate the effectiveness of the proposed framework, we first com-
pared it to the baseline nnU-Net model. We also compared it to two other
models, U-HVED (Dorent et al., 2019) and HeMIS (Havaei et al., 2016), using
only T1ce as input. Results were directly taken from Dorent et al. (2019). The
results are visible in Table 3.3. Our method outperforms U-HVED and HeMIS
in the segmentation of all three tumor components.

Ablation study: To evaluate the contribution of each loss term, we did an
ablation study by removing each term from the objective function defined in
Equation 3.8. Table 3.4 shows the results. We observe that both the KL and
KD loss functions improved the results with respect to the baseline model,
especially for the enhanced tumor and tumor core.
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Table 3.4: Ablation study of the loss terms. We compare the results of the
model trained with three different objective functions: the baseline using only
the GT loss term, KD-Net trained with only the KL term and KD-Net with the
complete objective function.

Model Loss ET TC WT

Teacher GT 69.47± 1.86 80.77± 1.18 88.48± 0.79

Baseline GT 68.1± 1.27 80.28± 2.44 77.06± 1.47

Student GT+KL 70.00± 1.51 80.85± 1.82 77.08± 1.29

Student GT+KD 69.22± 1.19 80.54± 1.66 76.83± 1.36

Student GT+KL+KD 71.67± 1.22 81.45± 1.25 76.98± 1.54

Networks similarity.

To verify whether the proposed framework made the student more similar to
the teacher, we used singular vector canonical correlation analysis (SVCCA)
(Raghu et al., 2017). SVCCA compares two representations by computing a
singular value decomposition to get a subspace of each and then performing
a cross correlation analysis on these subspaces. We applied this method for
each layer, before an upsampling/downsampling stage, on the three following
combinations: teacher-student, teacher-baseline, baseline-student. The results
are plotted in Figure 3.9. They show that, for every layer, the teacher has a
higher correlation with the student than with the baseline. This indicates that
the framework manages not only to make the segmentation map more sim-
ilar to the teacher’s one but also for every intermediate representation too.
Interestingly, one of the highest improvements in correlation is for the rep-
resentation of the fourth skip-connection. This reinforces the idea that the
Kullback-Leibler loss term helps to better train this layer.
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Figure 3.9: SV-CCA values across layers. The last four bars correspond to the
representation of the four segmentation labels.

3.5 Effect of the training set size

Since this work has been presented in 2020, the number of subjects in BraTS
dataset has significantly increased and it contains now 1251 images. When
we applied our method on this dataset, we found that KDNet did not signific-
antly improve the results compared with the baseline. Hence, in this section,
we evaluate the results of KDNet with different numbers of training data. Ad-
ditionally, we compare it with other knowledge-transfer strategies.

3.5.1 Model comparison

We further compare the proposed method with several knowledge transfer
loss functions: attention transfer LAtt and contrastive distillation LCT . LAtt
refers to the loss function in Equation 3.3, we use p = 2 to compute the spatial
attention. We found that computing the attention loss function on the features
from the bottleneck layer retrieves the best results.

For the contrastive distillation loss function, we use the one from Equation 3.4
defined by Chen et al. (2022) as it has already been applied for brain tumor
segmentation. As in the paper, we apply the contrastive loss function in the
second to last layer and map the representation vectors in a smaller space with
a projection head. The latter consists of a global average pooling that reduces
the size of the volume by two, followed by a 2-layer feed-forward network with
a ReLU activation between both layers. We also execute it with the combina-
tion of the KD loss function and the contrastive loss term as in the work by
Chen et al. (2022).
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3.5.2 Datasets

We first evaluate the performance of the proposed framework on the 2018
version of the BraTS dataset. It contains MR scans from 285 patients. We apply
a central crop of size 192×192×144 as it is the minimal crop that contains every
brain and for which the dimensions are a multiple of 24. The second condition
is necessary to down-sample the input images at least four times in the U-Net.
Additionally, we run the models on the 2021 version of BraTS which contains
scans for 1251 patients including the 285 ones from BraTS 2018. Moreover,
we apply the z-score to normalize the images. For the data augmentation, we
randomly mirror the image along an axis, shift the image intensities and apply
gamma correction. As post-processing, we change the voxels labeled ET to
TC if their total number is less than 20. We chose this threshold because the
smallest size of non-zero ET region in BraTS 2021 is 22.

3.5.3 Evaluation protocol

Both datasets are randomly divided into training, validation, and test sets with
respective ratios 2

3 , 1
6 , and 1

6 . To measure the robustness of the methods with
the number of images, we randomly select one-fourth and one-half of each
training set; thus creating four other training sets. Therefore we have 6 train-
ing sets with respectively 47, 95, 190, 208, 417, and 834 patients. Finally, to
fairly compare all the models, they are tested on the same set which is consti-
tuted of 178 patients.

3.5.4 Implementation details

The optimizer is the same for every model, teacher, or student. We used the
Adam optimizer for 1000 epochs with a learning rate equal to 0.0001 which
is multiplied by 0.2 when the validation loss value has not decreased for 50
epochs. We use a weight decay of 10−5, and a batch size of 4. Early stopping is
applied if the value of the learning rate is smaller than 10−8. All models were
trained on an NVIDIA Tesla V100 GPU with 32 GB of VRAM.

3.5.5 Model Selection

The goal is to choose the number of down-sampling layers in the network.
Down-sampling, in a CNN, has proven to be very efficient, namely, it helps
reduce the memory use of the model. However, we want to avoid doing too
much down-sampling, to the point where the feature’s spatial resolution is so
small that it does not offer any localization power. To that end, we train a U-
Net model with the same architecture as nnU-Net (Isensee et al., 2019a). In
particular, it has four down-sampling layers. For the complete architecture, it
corresponds to the one of the student or the teacher in Figure 3.8.

Once the model is trained, to evaluate the usefulness of the low-resolution
layers, we set their output feature maps to zero during inference on the valid-
ation set. The idea behind this is that if a layer is useful for the final decision,
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zeroing it would deteriorate the final result. We select the output of the bot-
tleneck, and the feature maps corresponding to the deepest skip-connection
(SC4) and the one before (SC3). In Table 3.5 (respectively Table 3.6) we show
the results on the validation set for a teacher model (respectively a student
model). Zeroying the bottleneck layer had almost no impact on the Dice score
for the three labels. It slightly decreases the results for ET and TC but also
slightly increases the results for WT. None of these gaps are significant. Modi-
fying the feature maps from SC4 has more impact on the end result, even if it
is also moderate. Unsurprisingly the higher the resolution, the more effect it
has on the segmentation map and this is visible with the results of SC3. Con-
sequently, we decide to put 3 down-sampling layers in our U-Net architecture
to avoid doing unnecessary computations. Our model has therefore the gen-
eral teacher-student architecture presented in Figure 3.8 with the backbone
model illustrated in Figure 3.10.

Table 3.5: Results of a teacher model on BraTS 2018 dataset. Zeroed layer
indicates the name of the layer for which we set to zero all the feature maps at
test time.

Zeroed Layer ET TC WT
None 72.05 83.85 90.46
Bottleneck 72.01 83.82 90.51
sc4 71.23 83.22 89,43
sc3 69.14 77.71 84.94

Table 3.6: Results of a mono-modal model on BraTS 2018 dataset, trained with
the T1ce modality. Zeroed layer indicates the name of the layer for which we
set to zero all the feature maps at test time.

Zeroed Layer ET TC WT
None 67.43 78.23 75.19
Bottleneck 67.25 77.95 75.13
sc4 67.56 76.98 72.91
sc3 60.54 59.24 64.85

Note that the results presented in Table 3.5 and Table 3.6 are not comparable
with the other results presented later because the models have been trained
and tested on different data splits.

3.5.6 Results

In our all experiments below, the teacher uses all four modalities (T1, T2, T1ce,
and Flair concatenated) and the student uses only T1ce. It is interesting to no-
tice that the T1ce modality highlights the enhancing tumor and the necrotic
tumor core, therefore the baseline reaches comparable results with the teacher
for ET and TC but has a significantly lower WT score. Thus, we are inter-
ested in improving the results for the WT label in priority. In this section, our
framework KDNet corresponds to the model trained with the KD+KL loss.
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Figure 3.10: Architecture of the selected backbone model.

We present the Dice score and Hausdorff distance on the test set for BraTS
2018 in Table 3.7 and for BraTS 2021 in Table 3.8. The statistical significance
of the differences with the baseline are evaluated with a paired t-test in both
tables. Furthermore, for every method, we present the improvement of the
Dice score for every label with respect to the baseline mono-modal network in
Figure 3.11. The improvement is plotted against the number of images in the
training set. When the number of training data is small, using a knowledge
transfer loss function is very beneficial. In fact, when training on 47 subjects,
apart from the student model trained with contrastive distillation, all methods
significantly improve the Dice score and Hausdorff distance for the WT label.
The Dice score for TC also significantly increases but not for ET which means
that it better segments the necrotic tumor core only. For the three training
set sizes of BraTS 2018, KDNet is the method that shows the most consistent
results.

When the number of training data increases, the benefits of using a teacher-
student framework are less clear. Namely, when using the 834 subjects for
training, no student significantly increases the Dice score. For WT only KD
generates an augmentation but only by a small margin. However, it does sig-
nificantly improve the Hausdorff distance for that label. Therefore, using a
knowledge transfer strategy would only be beneficial for a context where it is
more important to minimize the Hausdorff distance.

In Figure 3.12, we present visual results of two patients for which the aver-
age Dice score of the student model has increased. Interestingly, CNNs with
only T1ce as input always overestimate the size of the edema. It seems that
the models "guess" the presence of the edema since it is hardly visible on the
T1ce modality. With more training data, the "guess" appears more informed
and the shape of the edema resembles more the one of the reference segment-
ation. For the first patient, the baseline produces very large and round edema,
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Table 3.7: Dice score and Hausdorff distance for the models trained on the
three training sets from BraTS 2018. Bold indicates the best score. The symbol
∗ (respectively †) indicates that the improvement (respectively deterioration)
with respect to the baseline is statistically significant (p < 0.05).

Training
set Model

Dice Hausdorff

ET TC WT ET TC WT

N=190

Teacher 82.88 85.19 83.69 8.73 7.58 15.4
Baseline 82.77 85.68 71.05 8.25 7.4 14.08
Att 82.59 85.43 73.68* 7.84 7.31 13.48
KL 83.32 86.38 74.86* 7.52 6.69* 12.28*

KL + KD 82.48 86.42 74.19* 7.76 6.69* 12.95*

KD 83.15 87.2* 73.14* 7.29* 6.34* 13.19*

CT 83.2 85.47 68.51† 9.2† 8.33† 13.52
CT + KD 82.66 85.27 73.39* 9.05 8.15† 13.87

N=95

Teacher 79.92 83.83 82.14 12.46 9.69 14.06
Baseline 78.8 82.6 70.0 10.89 9.27 13.8
Att 79.53 84.35* 72.15* 9.2* 7.74* 12.26*

KL 79.37 83.75∗ 70.42 8.41* 7.94* 12.46*

KL + KD 79.75* 82.2 73.24* 9.57* 9.55 13.28
KD 79.0 82.76 72.21* 9.89* 9.22 13.73
CT 79.75* 82.21 70.09 10.45 9.6 12.96*

CT + KD 79.19 82.59 70.32 9.52* 9.25 13.66

N=47

Teacher 76.08 77.66 77.25 13.9 14.43 13.88
Baseline 75.36 75.98 64.35 15.96 15.56 16.73
Att 74.66 78.6* 66.49* 12.62* 11.3* 13.81*

KL 74.22 76.72 66.88* 12.88* 11.38* 15.51*

KL + KD 75.69 78.25* 68.09* 12.89* 11.49* 14.16*

KD 76.44 78.76* 70.04* 13.06* 11.65* 14.65*

CT 71.74† 74.83 64.15 15.36 14.52 15.95
CT + KD 73.1† 76.35 67.52* 12.24* 11.68* 14.24*

and the student models can produce a smaller region. For the second patient,
the baseline trained with little data is not able to detect the presence of the
tumor while the students model do. With more training data, all the mod-
els better segment the tumor. In Figure 3.13, the student models show worse
segmentations than the baseline. Overall, it is still striking that most models
overestimate the size of the real tumor. This is especially visible on the second
patient where the tumor core is very large for most student models.

3.5.7 Discussion

The results indicate that, in the context of missing modalities, the teacher-
student framework is beneficial only when little data is available. Figure 3.14
shows the distribution in the test set of the improvements for the KD + KL
model trained with 47 and 834 subjects. Namely, Figure 3.14a is very asym-
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Table 3.8: Dice score and Hausdorff distance for the models trained on the
three training sets from BraTS 2021. Bold indicates the best score. The symbol
∗ (respectively †) indicates that the improvement (respectively deterioration)
with respect to the baseline is statistically significant (p < 0.05).

Training
set Model

Dice Hausdorff

ET TC WT ET TC WT

N=834

Teacher 87.61 89.95 91.44 6.05 5.63 9.27
Baseline 86.96 89.68 77.86 6.9 6.1 13.51
Att 87.39 90.19 77.77 6.18 5.49 11.48*

KL 86.75 89.84 77.43 7.33 5.75 11.51*

KL + KD 86.81 90.06 77.58 6.48 5.37* 12.89
KD 87.33 90.1 77.93 6.26 5.76 12.28*

CT 87.08 89.92 76.3† 6.63 5.57 12.59*

CT + KD 86.63 90.11 76.37† 6.86 5.89 13.42

N=417

Teacher 86.9 89.31 90.5 7.87 7.16 11.54
Baseline 86.02 88.8 76.77 7.13 6.42 12.79
Att 86.47 89.42 77.68* 7.11 6.39 12.66
KL 86.5 89.5 77.29 7.03 6.31 13.9†

KL + KD 86.44 89.48 75.85† 6.72 6.74 12.75
KD 85.02† 87.84† 75.74† 8.21† 8.31† 13.87†

CT 85.83 88.59 75.44† 6.8 6.37 12.98
CT + KD 85.9 89.06 75.23† 7.6 7.3† 13.47†

N=208

Teacher 84.85 86.88 89.23 9.06 7.9 11.1
Baseline 84.67 87.45 74.1 8.25 7.64 13.3
Att 85.12 87.8 77.09* 8.14 6.6* 12.76
KL 83.6† 86.48† 74.77 8.8 7.17 12.57*

KL + KD 84.05 87.51 76.41* 8.78 6.74* 13.6
KD 85.1 87.96 75.88* 7.67 7.1 13.25
CT 84.64 87.54 76.17* 8.15 6.94* 12.96
CT + KD 85.25 88.3 76.78* 7.59 6.29* 12.78

metrical, the Dice score is improved for more than 75% and the amplitude
of the increase is also higher. A similar distribution occurs for the Hausdorff
distance in Figure 3.14c but it is less striking. For the model trained on 834,
for both the Dice score and the Hausdorff distance, the distribution is very
symmetrical showing that there is no benefit of using our method in this case.
These results are very similar to the one of Srinivas and Fleuret (2018) where
they found that using gradient-based attention transfer was only beneficial on
small training sets.

Additionally, we present the improvement/deterioration in Dice score sorted
by the size of each tumor label in Figure 3.15. Depending on the tumor part
and the model, the size of the tumor seems to have an effect on the improve-
ment. Namely, for the models trained with 47 subjects, KDNet better segments
the whole tumor when its size is smaller. Similarly, this occurs also for the en-
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(a) Enhancing Tumor (b) Tumor Core

(c) Whole Tumor

Figure 3.11: Evolution of the improvement of the average Dice score on the
test set for every method with respect to the baseline depending on the size of
the training set.

hancing tumor. With the exception of the first subject, which appears as an
outlier, most of the improvement in the training set occurs for the smallest
tumors. For the tumor core, there do not seem to be any effect linked with
the tumor size, positively or negatively. By contrast, for the model trained on
834 data points, the tumor size has very little effect on the improvement for
the three labels. However, it is interesting to notice that the variability in the
results is larger for subjects with small tumors. This can be explained with
the fact that a few mislabeled voxels change the Dice score by a larger value
for a small tumor than for a bigger one. From this analysis, it seems that in
a low-data setting, the knowledge transfer loss functions help the student to
segment smaller structures. This is in line with the visual results presented
in Figure 3.12 where the student models were able to detect the presence of a
small tumor when the baseline could not.

Furthermore, the quality of the segmentation is improved for the structures
that are less visible on the available modality. For instance, in this context,
the edema is better segmented while it is less visible on the T1ce modality.
This indicates that the teacher model does distill additional knowledge into
the student. However, this additional knowledge is not necessary when more
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Figure 3.12: Qualitative results for the baseline and the models trained with
Att, KD, KL, KL+KD, CT and CT + KD loss functions on the smallest and
largest training sets. The red region corresponds to the enhancing tumor, the
blue region to the necrotic tumor core, and the sky blue region to the edema.
For both subjects, the Dice score of KDNet trained on 47 images has improved
w.r.t. the baseline.

Figure 3.13: Qualitative results for the baseline and the models trained with
Att, KD, KL, KL+KD, CT and CT + KD loss functions on the smallest and
largest training sets. The red region corresponds to the enhancing tumor, the
blue region to the necrotic tumor core, and the sky blue region to the edema.
For both subjects, the Dice score of KDNet trained on 47 images has deterior-
ated w.r.t. the baseline.

training images are available. Potentially, this could come from the fact that
with more data, the student encounters more subjects for which the edema is
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(a) Dice improvement:
model trained on 47 subjects

(b) Dice improvement:
model trained on 834 subjects

(c) Hausdorff improvement:
model trained on 47 subjects

(d) Hausdorff improvement:
model trained on 834 subjects

Figure 3.14: Distribution of the improvement with respect to the baseline of
the Dice score and the Hausdorff distance for every subject in the test set for
the model trained with the KD+KL loss function. The results on the WT label
are presented for the model trained with the least data and the one trained
with the most.

better visible on the T1ce modality. The model could be more able to infer
knowledge about the edema from these images and therefore, not require the
teacher’s supervision.

The only loss term that systematically generates worse segmentations or at best
equivalent to the baseline is the CT. Our hypothesis is that the contrastive loss
function, as it is used here, is not adapted for brain tumors. Indeed, the loss
function pushes representation vectors to be dissimilar in the same manner for
every pair of patients. This is not adequate in this context because the repres-
entations for two subjects with the tumor in the same brain region should be
more similar than for two subjects where the tumor is in different locations. A
potential solution could be to compute weights depending on the relative po-
sitions of the tumors in the brain and incorporate them in the contrastive loss
function. A similar strategy has been incorporated by Dufumier et al. (2021)
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(a) (b)

(c) (d)

(e) (f)

Figure 3.15: Improvement (or deterioration) of the Dice score of the three tu-
mors labels (ET first row, TC second row and WT third row) with respect
to the baseline when using KDNet. The results are sorted by the size of
the label (i.e., size of the tumor part). For each tumor label, the improve-
ment/deterioration is in the top row while the tumor size is in the bottom row.
The x-axis represents the index of the test subject. Figures (a), (c) and (e) show
the model trained with 47 subjects. Figures (b), (d) and (f) the one trained with
834 subjects.
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where weak labels are used to weigh the contrastive loss function.

Finally, we would like to point out that we also used the adversarial loss from
Vadacchino et al. (2021). We first experimented with their code by only feed-
ing the T1ce modality to the student - so with a different backbone neural
network from ours. For several hyperparameters, we found that the results
have systematically deteriorated when using the discriminator. We raise two
potential explanations for this. First, the training of adversarial models is of-
ten very unstable and we speculate that our attempts were subject to this issue.
The other explanation is that the loss function was originally meant with three
input modalities for the student. In this case, the inputs of the student and the
teacher differ by only one modality. In our case, the inputs are very different
which makes it easier for the discriminator to distinguish between the feature
maps. A too strong discriminator leads to a weaker student. For this reason,
we did not incorporate the adversarial loss function in our framework.

3.6 Conclusion

In this chapter, we proposed a method to distill the knowledge of a multi-
modal teacher network into a mono-modal student network for the segment-
ation of brain tumors. We compared it with several existing strategies.We
showed that using those strategies is only beneficial when the number of train-
ing images is small. In the different low data settings that we experimented,
our method was consistently among the best ones. However, when using more
images (around 250 subjects), all the tested loss functions did not improve the
quality of the segmentation.

In this thesis, we require the brain tumor segmentation map as it is a key ele-
ment in the registration strategy that we present in the following chapters.
Since we are working with only one modality, we were interested in training
a model that retrieves the best segmentation possible. Therefore, in our case,
it is better to train a mono-modal U-Net on BraTS 2021 without any teacher
supervision. Nevertheless, using our method can be beneficial for other ap-
plications where there is little annotated images such as myocardial pathology
segmentation (Li et al., 2022).
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In this chapter, we present usefull knowledge about image registration for the
understanding of chapter 5. Image registration is the process of aligning two
images so that they can be compared. It consists in changing the position of the
pixels or voxels, but not their intensity values. This is done with a deformation
function which operates as a change of coordinate in the image defined as a
function I : Ω→R, where Ω ⊂R

d and d is the dimension of the image. Let Ωt
be the coordinate system in which one wants to map the source image and J
be the target image defined on Ωt. The goal of image registration is to find the
mapping φ : Ω→Ωt so that for all x ∈Ωt:

J(x) ≈ I(φ−1(x))

where ≈ denotes a similarity function between two images, discussed next.
The reason for using the inverse of the transformation as the change of co-
ordinates is that, computationally, image transformation typically does a "pull-
back" i.e. each voxel in the deformed image is filled by transforming its posi-
tion with the inverse function and interpolating the neighboring values of the
source image. This is opposed to a "push-forward" method where voxels are
moved from the source image to a new position.

Numerically, the images stored in the computer are not continuous, they are
discrete. The value of a voxel can only be prompted only if its coordinates are
integers. Since the values taken by the transformation function are unlikely
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to be integers, it is required to interpolate the neighboring values to get the
new value (see Figure 5.3). The interpolation function, therefore, has a signi-
ficant impact on the result of the registration. A simple approach is to get the
value of the nearest voxel. Although very simple and fast to implement, this
interpolation can “pixelize" the output. Another approach, called bi-linear in
2D, consists in linearly combining the 4 neighboring pixels depending on their
distance with φ−1(x). This produces less “pixelized" outputs but if repetitively
applied to the image, it can blur the image. More interpolation functions are
presented by Ashburner and Friston (2007).

Figure 4.1: Image deformation process. The deformed image is filled by iter-
ating through each pixel value x, computing the corresponding position in the
source image φ−1(x), and interpolating the neighboring values to get the new
value in x.

Measuring the similarity between two images is very important to evaluate the
quality of the registration. A common technique is to use additional inform-
ation about the image like segmentation maps or key points (landmarks) and
measure how they match. However, the process of collecting those annotations
is very time-consuming and is still subject to human errors. In this thesis, we
are interested in intensity-based image registration which directly evaluates
the alignment with the intensity values of both images.

4.1 Intensity-based Registration

This section presents common similarity functions used during intensity-based
registration, for more detail see (Hill et al., 2001). A straightforward and easy-
to-implement similarity function is the sum-of-squared distance (SSD):

SSD(I, J) =
∑
x∈Ωt

|I(x)− J(x)|2

This also corresponds to the squared L2-distance. Naturally, the measure is
equal to zero if and only if both images are the same. Since the values of
both images are directly compared, it is necessary to scale them to be in the
same range. Furthermore, this makes the method sensitive to outliers which is
common in MRI.
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Similarly, we can compute the ratios rather than compute the difference between
voxel values. In this case, the goal is to minimize the variance of the ratio:

V IR(I, J) =

√
1
|Ωt |

∑
x∈Ωt
|R(x)−R|2

R

where R = I
J and R is the average ratio.

Another common approach is to evaluate if there is a linear relation between
the images with the cross-correlation:

CC(I, J) =

∑
x∈Ωt

(I(x)− I)(J(x)− J)√
(
∑
x∈Ωt

(I(x)− I))2(
∑
x∈Ωt

(J(x)− J))2

This can also be done with the local cross-correlation which is the sum of the
correlation in a window around every voxel. Let Wx be a window centered
around the voxel x ∈Ωt, IWx

and JWx
be the images I and J in the window Wx,

the local cross-correlation is:

LCC(I, J) =
∑
x∈Ωt

CC(IWx
, JWx

)

The previous approaches are well-suited for the registration of images from
the same modality. Another approach, based on joint histograms, allows for
the registration of different modalities. A joint histogram measures the num-
ber of occurrences of every possible pair of voxel values (one in each image).
For instance, the joint histogram of I and J at position (u,v) measures the num-
ber of voxels for which the value in I is equal to u and the value in J is equal to
v. By dividing by the number of voxels, we get a joint probability function pI,J .
The mutual information between two random variables measures how much
information is present in one random variable about another. In image regis-
tration, if I and J are considered random variables, ideally, we would like the
mutual information to be the highest possible. Indeed, given the value at every
voxel of image I , we would be able to predict the value of image J which is only
possible if the two images are aligned. The mutual information is measured
by:

M(I, J) =
∑
u,v

pI,J (u,v) log
pI,J (u,v)
pI (u)pJ (v)

where pI and pJ are the probability densities computed by normalizing the
histograms of I and J respectively. In the context of image registration, we
want to maximize the mutual information between the target and the warped
image.

Once the similarity function S is chosen, the optimal transformation is usually
computed by minimizing a functional of the form:

φ = argmin
φ

S(I ◦φ−1, J) +R(φ)

where R is a regularization function.
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4.2 Affine Registration

Registration can be categorized into two main categories: linear and deform-
able (non linear) registration. The first one encodes global transformations
of the image while the second one can encapsulate global and localized de-
formations. For that reason, we are more interested in deformable registra-
tion since they are better suited for dealing with the natural shape difference
between brains. However, affine registration is often used as a preprocessing
step to ease the computations of the non-linear methods. Hence, we first
briefly present affine registration.

We present all the functions in 2D for coordinates (x,y) ∈ R
2 but it is easily

extendable to 3D. With affine registration, each coordinate is deformed by the
same affine function:

φ(x,y) = Ax + T =

a00 a01
a10 a11

xy
+

t0t1
 .

This transformation is composed of a combination of translation, rotation,
scaling, reflection, and shear. The matrix T determines the translation of the
image. Conveniently, the matrix A can be decomposed into several matrices
where each one controls an aspect of the deformation.

With these deformations, parallel lines remain parallel and ratios between
components are preserved.

4.3 Classical Non-Linear Methods

4.3.1 Displacement Field

With an affine warping, the transformation is global because the parameters
are the same for every voxel. For that reason, non-linear strategies determine
voxel-specific parameters. A common method is to compute a dense displace-
ment field u that, to every voxel x, associates the target position:

φ(x) = x+u(x)

Computing the optimal deformation is a very cumbersome task since the di-
mension of the optimization space is much bigger than for affine registration -
there are d parameters for every voxel of the image. Additionally, such trans-
formations need to be heavily constrained to generate realistic deformations
i.e. the distorted image must have the same topology. The goal is therefore to
produce smooth displacement fields. The intuition behind it is that a smooth
displacement field keeps neighboring voxels as neighbors, hence neighbor-
ing structures stay connected. The smoothness property of a deformation
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φ = (φ1, ...,φd) is measured with its Jacobian:

Jφ(x) =


∂φ1
∂x1

(x) ... ∂φ1
∂xd

(x)
...

...
∂φd
∂x1

(x) ... ∂φd
∂xd

(x)


The deformation is considered smooth if the determinant of the Jacobian is
strictly positive for all x ∈Ωt.

Early approaches constrained the smoothness by generating the displacement
fields from laws of the kinematics of elastic solids (Bajcsy and Kovačič, 1989;
Miller MI, 1993) and viscous-fluids (Christensen et al., 1994, 1996; Christos,
1997). However, in these methods the displacement field is computed for
every voxel which is very time-consuming. Other approaches find the optimal
transformation on control points and determine the warping on the rest of the
image by interpolation. For N control points (ψn)n∈[|1,N |], the deformation at
x ∈Ωt is retrieved with:

u(x) =
N∑
i=1

f (x, i)ψn

where f is the interpolation function. A wide variety of interpolation func-
tions have been used, including linear interpolation (Kjems et al., 1999), radial
basis functions (Fornefett et al., 1999, 2001; Shusharina and Sharp, 2012) and
B-splines (Rueckert et al., 1999; Schnabel et al., 2001; Kybic and Unser, 2003).
The control points usually are chosen in a uniform grid of points but Schnabel
et al. (2001) extended it to non-uniform grids. The control points can also be
a set of manually pre-selected landmarks (Fornefett et al., 1999, 2001; Shush-
arina and Sharp, 2012). The number of control points is important to limit the
computational complexity and enforce the smoothness of the displacement
field. Users have to find the optimal number of points to correctly align the
images and have a smooth warping. This method can also be used to reduce
the computation time by starting with a low-resolution grid and progressively
increasing the resolution of the grid. The low-resolution displacement field is
therefore used as an initializer for the higher resolutions.

Another set of methods, called Demons, uses optical flow equations to gen-
erate the displacement (Thirion, 1998; Pennec et al., 1999). A vector field is
recursively computed, until convergence, as:

v(x) =
[I(x+u(x))− J(x)]∇J(x)
||J(x)||2 + ||J − I(x+u(x))||2

(4.1)

and it is smoothed using a Gaussian kernel K to remove the high frequencies
and get the displacement field:

u = K(v)
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With the displacement field strategy, computing the inverse of the deform-
ation is complex. When the deformation is small, the approximation u(x −
u(x)) ≃ u(x) is always true. Consequently, the inverse of φ can be estimated
with

φ−1(x) ≃ x −u(x).

However, as shown in Figure 4.2 if the deformation is not small, this estima-
tion produces a very inaccurate inverse. To solve this issue, several methods
optimize the deformation directly in the space of diffeomorphisms.

4.3.2 Diffeomorphic Registration

A function is a diffeomorphism if it is bijective, differentiable and its inverse
is also differentiable. Building diffeomorphic warpings is very convenient for
image registration since it ensures to get a one-to-one correspondence between
images.

The deformation is usually of the form:

φ(x) = (x+ v1(x)) ◦ (x+ v2(x)) ◦ ... ◦ (x+ vT (x)).

The intuition behind it is that for all t ∈ [|1,T |], vt is a small displacement field,
hence, Id + vt is considered as a diffeomorphism. Yet, the composition of dif-
feomorphisms is a diffeomorphism. Thus, φ is considered a diffeomorphism.
Additionally, the inverse can be approximated with:

φ−1(x) ≃ (x − vT (x)) ◦ (x − vT−1(x)) ◦ ... ◦ (x − v1(x)).

Figure 4.2 shows that this framework allows performing large deformations
and to retrieve their inverse. Rather than computing only one displacement
field, diffeomorphic registration requires computing a set of displacement fields
which are usually called velocity fields.

Large Deformation Diffeomorphic Metric Mapping (LDDMM) (Dupuis et al.,
1998; Beg et al., 2005; Miller et al., 2006; Ashburner and Friston, 2011; Vialard
et al., 2011) is a very elegant framework that produces diffeomorphic trans-
formations. The deformations are considered time-dependent where φ(x, t =
0) is the initial position of x and φ(x, t = 1) its final position. For simplification,
φ(x, t) is written as φt(x). Let v(·, t) = vt : Ω→ R

d be a time-dependent vector
field. At each time t, the velocity of the position φ(·, t), which is the time deriv-
ative, is constrained to be equal to the vector field vt (see Figure 4.3). Hence,
we get the flow equation that parametrizes the whole transformation:

∀x ∈Ω,
∂φt(x)
∂t

= vt(φt(x)) φ0(x) = Id(x) = x (4.2)

The vector fields (v(·, t))t∈[0,1] (also called velocity fields) are the parameters of
the transformation since the endpoint of the transformation can be retrieved
by integration of the flow equation:

φ1(x) = φ0(x) +
∫ 1

0
vt(φt(x))dt.
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Figure 4.2: Illustration of the problem of estimating the inverse in the dis-
placement field framework. The first row shows the warping of a grid by
a small displacement field u and its composition with the estimated inverse
Id − u. The return to identity is correct thus validating the choice of x − u(x)
as the estimated inverse. In the second row, with a bigger displacement field
v, the return to identity is not satisfied. In this case, there is no easy method
to estimate the inverse deformation. The third row illustrates the deformation
and estimated inverse with a diffeomorphic transformation φ. φ is computed
by deforming 15 times the grid with x + v(x)

15 and the inverse by warping it 15

times with x − v(x)
15 .
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Figure 4.3: Transport of the voxel x in Ω to the position φ1(x) in Ωt. At each
time-step t, the movement of the voxel is parametrized by the velocity-field
vt(φt(x)).

Therefore, the choice of the velocity field needs to be done carefully to reach
the correct alignment and get a smooth deformation. We call V the space
of velocity fields from which we sample v = (v(·, t))t∈[0,1]. Dupuis et al. (1998)
have shown that if all elements vt ∈ V are sufficiently smooth, then the solution
of Equation 4.2 is in the space of diffeomorphisms. In the literature, V is
usually modeled as a Reproducing Kernel Hilbert Space (RKHS) with kernel
K . The space V is equipped with the norm ||vt ||V =

√
⟨vt,Lvt⟩ with L = K−1

and ⟨·, ·⟩ being the scalar product in R
d . Another common choice for L is a

differential operator of the form (−α∇2 + γ)Id. In this case, the kernel K is
computed with Green’s function of the operator. The general optimization
problem can then be summarized as:

argmin
(vt)t∈[0,1]

||I ◦φ−1
1 − J ||

2
L2 +λ

∫ 1

0
||vt ||2V dt

 . (4.3)

Early approaches of LDDMM directly optimize every velocity field by per-
forming a gradient descent (Beg et al., 2005). However, computing the gradi-
ent for every velocity field is cumbersome. Later methods only optimize the
initial momentum Lv0 (Miller et al., 2006; Ashburner and Friston, 2011; Vi-
alard et al., 2011) and use geodesic shooting to compute the deformation with
respect to the initial momentum. Indeed, it was proven by Miller et al. (2006)
that

vt = K(|Dφ−1
t |(Dφ−1

t )T (Lv0 ◦φ−1
t ))

where Dφ−1
t denotes the jacobian of φ−1

t and | · | denotes the determinant op-
erator. From the above equation and equation 4.2, we can iteratively compute
vt and φ−1

t to retrieve the final deformation. This offers faster convergence
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since the deformation is entirely parametrized by the initial momentum, thus
making it the only parameter updated through the gradient descent.

Symmetric Normalization (Avants et al., 2008) further constrains the invert-
ibility of the deformation by computing the time-dependent velocity fields of
both the forward transformation φ and the backward transformation ψ. The
authors constrain the inverse of ψ to be φ and the inverse of φ to be equal
to ψ. Let vt be the velocity fields of φ and wt be the velocity fields of ψ. Both
the source and target images are transformed by their respective warpings and
the matching is compared at the middle time-point t = 0.5. The optimization
problem is of the form:

argmin
vt ,wt

||I ◦φ(·,0.5)− J ◦ψ(·,0.5)||2L2 +λ
∫ 0.5

0
||vt ||2V + ||wt ||2V dt


s.t.

∂φt
∂t

= vt(φt) φ0 = Id

and
∂ψt
∂t

= wt(ψt) ψ0 = Id.

This has also been implemented with the cross-correlation rather than the SSD
(Avants et al., 2009).

Other approaches ease the computations required by LDDMM by relaxing its
formulation. Rather than enforcing time-dependent velocity fields, they use
a stationary vector field (SVF) v : Ω → R

d (Arsigny et al., 2006; Ashburner,
2007). The integration of the flow equation is therefore considerably easier
since no geodesic shooting is required beforehand. The flow equation is then:

∀x ∈Ω,
∂φt(x)
∂t

= v(φt(x)) φ0(x) = x. (4.4)

To numerically solve this equation, we set a number of time-step T . Using
Euler’s method to solve ordinary differential equations, we get:

φt+1/T = φt +
1
T
v(φt) = (Id +

1
T
v) ◦φt = φ1/T ◦φt.

Thus, computing the final deformation consists in iteratively warping the iden-
tity grid with the field φ1/T = (Id + 1

T v) T times. However, by choosing T as a
power of two so that T = 2N we can compute an integration with T time steps
in only N iterations. Indeed, based on the previous equation, with t = 1/T , we
have

φ1/2N−1 = φ1/2N ◦φ1/2N .

By recursively applying this step N times, we obtain the deformation φ1. This
method is called the scaling and squaring algorithm. Although it is easier to
work with and enforces small velocity fields, this method also has its draw-
backs. Namely, since the velocity fields are not time-dependent, the computed
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transformation is not the geodesic i.e. the path taken by the transformation is
not necessarily the shortest path.

A diffeomorphic Demons approach based on the scaling and squaring method
has been proposed by Lorenzi et al. (2013). The idea is that rather than using
the vector field computed with Equation 4.1 as a displacement field, it is used
as a stationary vector field and the deformation is computed with the scaling
and squaring algorithm.

The B-splines approach has also been adapted into a diffeomorphic framework
(Rueckert et al., 2006). Several transformations φi are computed for several
uniform grids of various resolutions. They are then assembled together into
the final transformation by composition:

φ = φ1 ◦ ... ◦φN

4.4 Learning Approaches for Registration

Classical registration methods are very computationally demanding and when
one wants to register several image pairs, it needs to be done independently.
Learning methods offer much faster registration time once the model is trained
and during the training, the information learned from one iteration is re-used
to better align another image pair. Given an ensemble of pair images (source
and target), instead of optimizing each pair-specific deformation field, one per-
forms an optimization at the population level of a global function (often a
neural network). At test time, a deformation field can be obtained by simply
evaluating the function on a given pair of images.

4.4.1 Supervised Learning

Early methods tackle the registration problem in a supervised manner, relying
on segmentation maps or previously computed reference deformation fields
(Rohé et al., 2017; Yang et al., 2017; Krebs et al., 2017; Cao et al., 2018). Most
methods take the image pair as an input of a convolutional neural network
(CNN) which predicts the deformation. The reference deformation fields are
either obtained by running one of the classical (and computationally intensive)
registration methods on a pair of images (Rohé et al., 2017; Yang et al., 2017;
Cao et al., 2018) or by computing a deformation between the segmentation
of regions of interest and extend it to the whole image using spline interpol-
ations (Rohé et al., 2017; Krebs et al., 2017). In the first case, acquiring the
reference deformation fields can be a long and cumbersome process and the
performance of the learning method highly depends on the accuracy of the
conventional method. In the second case, it is necessary to have a very precise
segmentation to get a correct deformation, and the spline interpolation can
introduce errors in non-segmented areas.
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Figure 4.4: Supervised learning framework for image registration. The weights
of the model are directly optimized by maximizing a similarity loss function
between the output warping and the ground truth deformation.

4.4.2 Unsupervised Learning

To avoid such limitations, unsupervised methods have been developed. The
weights of the neural network are optimized by minimizing a dissimilarity
measure between the warped image and the target one. Thus, reference de-
formation fields are not required to train the model. The back-propagation
of the gradient from the cost function through the CNN is possible thanks to
the spatial transformer layer (Jaderberg et al., 2015) which is a differentiable
warping layer. The layer samples the image with a differentiable kernel k. Let
φ : Ωt→Ω, the sampling of image I is written in the form:

Î(x) =
∑
n∈Ω

I(n)k(φ(x)−n)

In the case of bilinear interpolation, the kernel is equal to

k(φ(x)−n) =
d∏
i=1

max(0;1− |φi(x)−ni |)

which linearly combines the values of the voxels in the neighborhood of φ(x).

The first approaches directly predict the displacement field (Vos et al., 2017; Li
and Fan; Balakrishnan et al., 2019; Sun and Simon, 2021). However, they suf-
fer from the same drawback as classical methods that compute a displacement
field: the deformation is not necessarily invertible. Hence, diffeomorphic deep
learning-based methods have emerged (Detlefsen et al., 2018; Dalca et al.,
2019; Krebs et al., 2019; Mok and Chung, 2020a). The network outputs a vec-
tor field and the scaling-and-squaring algorithm is used (Arsigny et al., 2006)
to generate a diffeomorphic deformation. Most methods integrate a stationary
vector field, however, Yang et al. (2017) predict a momentum and compute
the deformation using LDDMM geodesic shooting. Although this method has
been included in a supervised framework, it could easily be transferred into
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an unsupervised context. This has probably not been done due to the longer
integration time with the geodesic shooting.

Overall, the objective function is similar to classical registration with the ex-
ception that the gradient is computed for several images at the same time:

θ = argmin
θ

N∑
i=1

S(Ii ◦φθi , Ji) +R(φθi ) (4.5)

where N is the number of image pairs (Ii , Ji) in the batch and φθi is the pre-
dicted deformation for the pair i. To further enforce the diffeomorphic pro-
priety, similar strategies as for classical methods have been proposed, namely
computing the warping at different scales (Krebs et al., 2019; Mok and Chung,
2020b) or predicting both the forward and backward deformations and impos-
ing the invertibility between them (Mok and Chung, 2020a).

Figure 4.5: Unsupervised learning framework for image registration. The
weights are optimized by maximizing the similarity loss between the distor-
ted image and the target.

4.5 Conclusion

In this chapter, we first presented the classical approaches for deformable
registration. Among them, the diffeomorphic methods offer nice theoretical
guarantees about the smoothness and invertibility of the deformation func-
tion. However, they remain time-consuming methods that can require up to
several hours to register 3D volumes. Recent deep learning strategies, com-
bined with large datasets, have brought the processing time down to less than
a second with a minimal decrease in the performance.

Nevertheless, these methods cannot be applied as such to our problem. Namely,
they only tackle the shape differences between images but were not designed
to deal with topology variations such as the one that occurs in the presence
of a tumor. In the next chapter, we develop a method that combines a dif-
feomorphic deformation with an intensity change to deal with the topological
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variations. Furthermore, we incorporate it in a learning framework to leverage
their fast computations.
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5.1 Introduction

Image registration is an essential step in medical imaging to perform, for in-
stance, statistical analysis, modality fusion, surgical modeling/planning, or
longitudinal studies. Classical techniques assume that source (i.e., moving,
the one to be deformed) and target (i.e., fixed) images share the same num-
ber of components, and therefore that one can build a one-to-one correspond-
ence between them using diffeomorphic transformations (Ashburner, 2007;
Beg et al., 2005; Rueckert et al., 2006). However, some clinical applications
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require the alignment of images characterized by a different number of ana-
tomical components, such as a healthy template and a pathological image with
a tumor or a lesion (Roux et al., 2019). In particular, when dealing with brain
tumors, registration algorithms may be used to correlate tumor location and
shape with patient characteristics, surgical treatment, or outcome (Roux et al.,
2019). Additionally, the alignment of pre-operative and post-operative images
in pathological cases may help the surgeon to assess the quality of the sur-
gical resection (De Witt Hamer et al., 2013). In the case of brain glioblastoma,
which is a highly locally recurrent tumor, registration is used to develop tools
to predict the location of tumor recurrence (Akbari et al., 2016). Hence, to bet-
ter understand brain tumors and improve their treatment, providing the most
accurate registration algorithm in presence of pathologies is very crucial.

Classical registration approaches based on diffeomorphisms (Ashburner and
Friston, 2011; Avants et al., 2008) optimize a functional to maximize the sim-
ilarity between the deformed source and target image while controlling the
bijective property of the deformation and its regularity. This is a slow process
since the optimization procedure needs to be repeated for every pair of images.
Recent learning strategies (Balakrishnan et al., 2019) offer fast computation at
inference. However, like classical registration algorithms, they do not take into
account topological differences.

Most of the existing approaches dealing with pathological images minimize a
functional, like in classical registration methods, producing very slow registra-
tion (Brett et al., 2001; Trouvé and Younès, 2005; Gooya et al., 2012; Liu et al.,
2015). Furthermore, they do not properly cope with large lesions and can be
specific to a given clinical context (for instance several modalities are required,
only for one type of pathology). Recent deep learning methods (Bône et al.,
2020; Han et al., 2020b) offer a fast computation time at inference but they do
not guarantee a proper disentanglement between shape (i.e. geometric) and
appearance (i.e. intensity) transformations. This means that, when dealing for
instance with brain tumors, the appearance transformation should only ac-
count for the tumor core (topological difference) and infiltration (i.e. edema)
but it should not deal with shape changes due to anatomical differences or tu-
mor mass effect. Morphological variations should be taken into account only
with a non-linear geometric deformation. This is critical for correctly inter-
preting the estimated alignment and for using the estimated transformations
in further statistical analysis, such as atlas construction (Gori et al., 2017).

In this chapter, we propose a deep learning approach inspired by Metamorph-
osis (Trouvé and Younès, 2005) that modifies both the shape and the appear-
ance of the image at the same time. Our method works on single modality
images and is generic. It makes no assumption on the imaging modality, and
it can be used in any clinical context that requires the alignment of images
with different topologies. We use a residual deep network (He et al., 2016)
to solve the system of differential equations of Metamorphosis. Furthermore,
we spatially limit the appearance changes with a pre-specified mask to better
disentangle shape and appearance modifications.
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5.1.1 Related Works

Masking Methods

An early approach for the registration of images with a different topology is
the cost function masking (CFM) (Brett et al., 2001; Stefanescu et al., 2004),
where the tumor/lesion region is ignored when evaluating the cost function.
This strategy has also been tied with the creation of an intermediate, cohort-
specific template in (Pappas et al., 2021). Unfortunately, the CFM method falls
short with large tumors/lesions (Kim et al., 2007). To cope with that, geometric
metamorphosis (Niethammer et al., 2011) adds a specific deformation to the
masked area, but it works only when the lesion/tumor is present in both source
and target images. Additionally, segmentation masks are required for both
images.

Tumor Growth Models

In the context of aligning a healthy image with one showing a tumor or a le-
sion, it has been proposed to first make both images topologically identical
and then perform the registration. A first approach has been to simulate the
growth of the tumor in the healthy image with a biophysical model (Zacharaki
et al., 2009; Gooya et al., 2012; Gholami et al., 2017; Scheufele et al., 2019),
and then register it onto the pathological scan. This strategy requires user
initialization, and extensive computations to estimate the model parameters,
which are specific to a particular kind of tumor. Although a recent fully-
automatic method was introduced in Scheufele et al. (2021), it is based on a
rather simplistic biophysical growth model. In Nielsen et al. (2019), authors
use a similar perspective with a non-biophysical growth model computed sim-
ultaneously with the diffeomorphic warping. Despite being more generic than
the previous methods, it still requires user initialization and extensive compu-
tations.

Healthy Image Synthesis

An opposite strategy consists in removing the tumor to generate a healthy im-
age. In (Liu et al., 2015; Yang et al., 2016; Han et al., 2017; Tang et al., 2019),
the pathological region is removed by synthesizing a quasi-normal image via
low-rank approaches. This approach can effectively recover tumor regions,
but at the same time distort or blur the healthy regions. Furthermore, it is a
statistical technique that needs lesions to be homogeneously (and randomly)
distributed across the population (Liu et al., 2015), which is not the case for all
kinds of lesions or tumors (e.g., brain glioblastoma). With a similar perspect-
ive, inpainting techniques on brain MRI have also been proposed (Almansour
et al., 2021; Liu et al., 2021). However, in the presence of a strong mass effect
(deformation of healthy tissues surrounding the tumor), the inpainting of a
tumor might not produce realistic results (Almansour et al., 2021).
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Metamorphosis

A mathematical elegant method, called Metamorphosis (Trouvé and Younès,
2005; Garcin and Younes, 2005; Fletcher et al., 2009), has been developed to
align images with different shapes and appearances. It does not assume a one-
to-one correspondence between the source and target images. It basically con-
sists in alternately deforming the input image (using diffeomorphisms) and
adding (small) intensity variations several times. In the context of brain tu-
mors, it can be used in both directions: synthesizing a healthy image and align-
ing it on the non-cancerous target or generating a tumor in the healthy patient
and registering it on the diseased brain. The main drawbacks of this method
are that it’s computationally cumbersome (François et al., 2021) and finding
the parameters that perfectly disentangle shape and appearance is rather dif-
ficult. Indeed, morphological and topological differences should be taken into
account by the diffeomorphic deformation and intensity addition respectively.
Appearance modifications should not account for shape differences.

Learning Approaches

Deep learning methods dealing with images showing different topologies have
also been developed. Czolbe et al. (Czolbe et al., 2021), used registration
networks for the detection of topological differences. This could be used as
a pre-processing step when no segmentation labels are available. In Bône
et al. (2020), the authors proposed a Metamorphic Variational Auto-Encoder
(MVAE) with two branches to modify both the geometry and the appearance
of an image at the same time. However, as shown in the experiments, finding
the correct hyper-parameters to balance shape and appearance modifications
is complicated. Similarly, in Han et al. (2020a), a network with three branches
performs the synthesis of a healthy counterpart of a pathological image, the
deformation, and the segmentation of the tumor. Yet, since the method does
not explicitly restrict the synthesis to the tumor region, it may result in poor
disentanglement, where the synthesis may actually modify the shape of the
source image.

5.1.2 Metamorphosis

The aim of Metamorphosis is to modify the source image I so that it perfectly
aligns with a target image J . The model joins diffeomorphic deformations with
additive intensity changes. Metamorphosis is cast in a similar framework as
LDDMM. In fact, LDDMM is a specific case of Metamorphosis where the ap-
pearance change is set to 0. As a reminder, in LDDMM, the deformation veri-
fies the flow equation

∂φt
∂t

= vt(φt).

If we define It = I ◦φ−1
t as before, it is possible to prove that

∂It
∂t

= −⟨∇It,vt⟩
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First, we show that for all x ∈Ω:

∂φ−1
t (x)
∂t

= −(Dφt)
−1vt(x).

where Dφt is the Jacobian matrix of φt. Using the fact that for all x ∈ Ω,
φ−1
t (φt(x)) = x and writing yt = (y1

t , ..., y
d
t )T = φt(x), by applying the chain rule,

we get:

∂φ−1
t (φt(x))
∂t

= 0 ⇐⇒
∂φ−1

t

∂t
(yt) +

d∑
i=1

∂φ−1
t

∂yit

T
∂yit
∂t

= 0

⇐⇒
∂φ−1

t

∂t
(yt) = −Dφ−1

t
∂φt(x)
∂t

⇐⇒
∂φ−1

t

∂t
(yt) = −(Dφt)

−1vt(yt)

because ∂φt(x)
∂t = vt(φt(x)) and the Jacobian of the inverse of a function is the

inverse of the Jacobian of that function. Since φt is a bijection in Ω, we have
that for all x ∈Ω

∂φ−1
t (x)
∂t

= −(Dφt)
−1vt(x).

Now, when differentiating It and writing γt = (γ1
t , ...,γ

d
t )T = φ−1

t (x) we have for
all x ∈Ω:

∂It
∂t

(x) =
∂I0 ◦φ−1

t (x)
∂t

=
d∑
i=1

∂I0
∂γ it

(γt)
∂γ it
∂t

= ∇IT0 (γt)
∂φ−1

t

∂t
(x)

= −∇IT0 (γt)(Dφt)
−1(x)vt(x)

By applying the chain rule, we also get that

∇IT0 (φ−1
t (x))(Dφt)

−1(x) = ∇ITt (x)

Thus, we obtain for all x ∈Ω:

∂It
∂t

(x) = −∇ITt vt(x) = −⟨∇It(x),vt(x)⟩.

Geodesic Shooting

In Metamorphosis (Trouvé and Younès, 2005; François et al., 2021), the intens-
ities of image I are modified by adding a residual image zt : Ω → R corres-
ponding to the infinitesimal intensity variation (called the residual image or
momentum):

∂It
∂t

= −⟨∇It,vt⟩+µ2zt s.t. I0 = I and I1 = J (5.1)



82
CHAPTER 5. METAMORPH: LEARNING-BASED METAMORPHIC

REGISTRATION OF PATHOLOGICAL IMAGES

The parameter µ2 ∈ R
+ balances the intensity and geometric changes and if

it is equal to 0, we get the LDDMM framework. The goal of Metamorph-
osis is to compute the minimal geodesic path by optimizing the energy of the
transformation,

∫ 1
0
||vt ||2V + ||µzt ||22dt, under the condition in Equation 5.1. As

shown in Trouvé and Younès (2005); Holm et al. (2008), by computing the
Euler-Lagrange equations, one obtains the following geodesic equations for
Metamorphosis: 

vt = −K(zt∇It)
∂zt
∂t

= −∇ · (ztvt)

∂It
∂t

= −⟨∇It,vt⟩+µ2zt

(5.2a)

(5.2b)

(5.2c)

with ||vt ||2V = ⟨K(zt∇It), zt∇It⟩ = ⟨vt,Lvt⟩, where, as for LDDMM, K is a kernel.

As in François et al. (2021), we cast the metamorphic registration as an inexact
matching problem minimizing the cost function:

E =
1
2
||I1 − J ||22 +λ[

∫ 1

0
||vt ||2V + ||µzt ||22dt] (5.3)

From this system of equations, we can notice that vt is completely defined by
zt and It, thus making z0 the only unknown. The momentum zt has therefore
a double role. It represents the additive intensity variation and it is also the
parameter of the deformation. This eases the computation but at the same
time it makes the disentanglement between geometry and intensity variations
more difficult.

From Equation 5.2c, we define the infinitesimal action of vt on It as:

vt · It = −⟨∇It,vt⟩.

Therefore, we obtain
∂It
∂t

= vt · It +µ2zt.

This is useful when discretizing Equation 5.1 since we get:

It+1 = It + δvt · It + δµ2zt = (Id + δvt) · It + δµ2zt

where Id is the identity function on Ω, and δ > 0 is the discretization step.
Computationally, to retrieve It+1, it is the inverse of (Id+δvt) that is applied to
It. Since vt belongs to V , the inverse can be approximated with Id − δvt. Thus,
to compute It+1 from It, one can warp the latter with (Id − δvt):

It+1 = It ◦ (Id − δvt) + δµ2zt.
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5.2 Methods

As previously explained, solving the optimization problem of Metamorphosis
can be computationally expensive and slow. We propose here two strategies to
redefine it into a learning-based method, that is fast at inference. By leveraging
CNNs or ResNets, we can estimate either only z0 or the entire flow zt. We found
that computing the entire flow with a ResNet offers the best results.

5.2.1 MetaMorph - Geodesic shooting

Our first approach only predicts the initial momentum z0. This strategy is
similar to the diffeomorphic learning-based registration methods (Krebs et al.,
2019; Dalca et al., 2019). We determine the initial residuals z0 with a U-Net
that takes both source and target images as input. The total transformation is
computed using the shooting equations of Metamorphosis (Equation 5.2). We
use the semi-Lagrangian scheme introduced in François et al. (2021) to solve
the differential equations. The scheme is presented in Algorithm 5.1. The
network is trained by minimizing the same data and regularization terms as
Metamorphosis for each pair in the database. Therefore, one needs to minim-
ize the following energy:

EG(θ) =
N∑
n=1

1
2
||InT − J ||

2
2 +

λ
T

[
T−1∑
t=0

(||vnt ||2V +µ2||znt ||22)]

 (5.4)

where n is the index of image In in the dataset and θ the parameters of the
neural network. We call this method MetaMorph-G.

Algorithm 5.1 Geodesic shooting with a semi-Lagrangian scheme
Data: Initial residual z0, Source image I0, Number of time steps T , µ > 0
Result: Transformed image IT

1 Initialize identity grid Id s.t. Id(x) = x
for t← 0 to T − 1 do

2 vt = −K ∗ (zt∇It)
It+1 = (Id + 1

T vt) · It + 1
T µ

2zt
zt+1 = (Id + 1

T vt) · zt −
1
T ∇ · (vt)zt

3 Return IT

Optionally, we can add an inverse-consistency term to further reinforce the
diffeomorphic property of the warping field. The inverse of each small de-
formation Id −δvt can be approximated with Id +δvt. Thus, the inverse of φ−1

T
can be estimated with

φ̂T = (Id + δvT−1) ◦ ... ◦ (Id + δv0).

The inverse consistency term is then:

Rinv(φ−1
T ) = ||Id −φ−1

T ◦ φ̂T ||
2
2
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Figure 5.1: MetaMorph-G framework.

Interestingly, although the model is primarily meant to be used in a learning
context, it is possible to use it on a single pair of images and optimize its para-
meters by repetitively minimizing the above functional on that same pair. In
this case, the algorithm is similar to the original metamorphosis.

5.2.2 MetaMorph - Resnet integration

As second strategy, we propose to directly estimate all zt. Inspired by Amor
et al. (2021); Rousseau et al. (2020), we propose to use a residual neural net-
work (ResNet) to find the solution of the system of differential equations 5.2.
We take advantage of the similarity between ResNets and the numerical solu-
tions of ODEs using Euler’s method, given an initial value. Indeed, the numer-
ical integration of Equation 5.2b, using discrete time steps t, is:

zt+1 = zt − δ∇ · (ztvt) for t ∈ 0, ..,T − 1 (5.5)

where T is the number of steps and δ is the integration step equal to 1
T . By

replacing the divergence with a neural network, we obtain a ResNet:

zt+1 = zt − δfθt (zt, It, J) (5.6)

where fθt is a convolutional neural network with parameters θt. The benefit
of using a neural network is that metamorphoses can be applied in a learning
context rather than just in an optimization scheme. For that reason, the source
and target images are also given as input to fθt . The network is built as a se-
quence of T convolutional blocks fθt . At each time step t, zt+1 is computed us-
ing Equation 5.6. Subsequently, vt+1 is calculated directly with Equation 5.2a
and one determines It+1 by applying the geometric transformation induced by
vt and adding the residuals zt as in Equation 5.2c. The architecture of the
model is detailed in Figure 5.2.

The parameters of this model are optimized by minimizing the same data and
regularization terms as for the previous method. However, in this case, the
initial residual z0 is the same for every image pair and is learnt during training.
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The training loss is thus:

ER(θ,z0) =
N∑
n=1

1
2
||InT − J ||

2
2 +

λ
T

[
T−1∑
t=0

||vnt ||2V +µ2(||z0||22 +
T−1∑
t=1

||znt ||22)]

 (5.7)

Furthermore, as before, we can also add an inverse-consistency term. We call
this implementation MetaMorph.

(a) Overall design of the neural network.

(b) Composition of a residual block. zt , It and J are concatenated before the convolu-
tion. The output of the block is added to zt to form zt+1. The numbers on the blue
layers are the number of channels of the output tensor.

Figure 5.2: The residual network is composed of T residual blocks. All residual
blocks have the exact same architecture.

5.2.3 Integration Scheme

The numerical solution of Equation 5.2c using Euler’s method is

It+1 = (Id + δvt) · It + δµ2zt

= It ◦ (Id − δvt) + δµ2zt
(5.8)

where the integration step is δ = 1
T . This indicates that at each time-step t, It

is deformed by the vector field vt. Computationally, the resulting image is an
interpolation of It. Therefore, the final image IT is obtained after T interpola-
tions of I0. Using a high number of successive nearest-neighbor interpolations
creates a pixelation effect and a bilinear (or trilinear) interpolation blurs the
image. To avoid both of these downsides, we rewrite Equation 5.8 so that It+1 is
a direct deformation of I0 and not It. We recursively replace It by its expression
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in function of It−1 in Equation 5.8 until we reach I0. We get:

It+1 = I0 ◦φ−1
0,t+1 + δµ2

t∑
i=0

zi ◦φ−1
i+1,t+1 (5.9)

where φi,t+1(x) is the position at time t + 1 of the element at position x at time
i: 

φ−1
i,t = Id if i = t

φ−1
i,t = Id − δvt−1 if i = t − 1

φ−1
i,t = (Id − δvi) ◦ ... ◦ (Id − δvt−1) otherwise.

(5.10a)

(5.10b)

(5.10c)

Here, Id denotes the identity function: Id(x) = x.

With this expression, each image It is resulting from only one resampling of
I0. Note that even if It+1 is not directly computed from It, it is still necessary
to calculate the latter as it is required to get vt and zt.

As seen in Figure 5.3, this integration scheme produces more accurate and
less blurry deformations. Moreover, this integration scheme is not specific to
our ResNet model, and it can be applied to both MetaMorph-G and standard
Metamorphosis.

5.2.4 Local regularization.

The main inconvenience with Metamorphosis is that it is hard to control the
disentanglement between shape and appearance. For instance, a trivial solu-
tion would be to set the overall geometrical deformation function to the iden-
tity (no geometrical change) and the overall appearance deformation map to
J−I0. In that case, the L2 distance between the deformed image and J would be
0 but it would not be a satisfactory result since homologous structures should
be matched using only geometric deformations whereas appearance and to-
pological changes (i.e., new components) should be taken into account by the
intensity modifications. The disentanglement can be controlled by tuning the
hyper-parameters µ and λ. However, finding the right ones is a difficult task
and they are different for each setting. If they are not correctly chosen, the
appearance map could, for instance, modify the shape of the image, thus dis-
torting the results and their interpretations.

To this end, we propose to restrict the intensity modifications (i.e. z) only to
the regions showing a topological or appearance difference between the source
and target images. Here, we do that by multiplying z by a mask m of the
region where the topological/appearance changes occur (a tumor for instance).
Equation 5.2c then becomes

∂It
∂t

= vt · It +µ2mtzt (5.11)

with m0(x) = 1 if x is a voxel in the selected region and 0 otherwise. Since
the region varies along t with the source image, the mask must follow the
deformation generated by the velocity fields. Consequently, the mask is not
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Figure 5.3: Results of MetaMorph-R with different integration schemes: bilin-
ear corresponds to the Eulerian integration, applying T times a bilinear inter-
polation; sharp-bilinear corresponds to the new integration scheme using the
bilinear interpolation. In the first row, µ is set to 0 (i.e., LDDMM) and the res-
ulting warping field should therefore be diffeomorphic. This means that the
topology of the source image should be preserved. However, only the proposed
sharp interpolation preserves it (small white strip) wheres the successive bi-
linear interpolations blur the images and create two different components. In
the second row, µ is equal to 0.1 (i.e., Metamorphosis) to show both geometric
and intensity changes. Results are less blurry with the proposed sharp inter-
polation.

fixed but it follows the equation:

∂mt

∂t
= vt ·mt.

5.3 Evaluations

5.3.1 Data

Synthetic Data

We first evaluate our method on a database of 2D-generated “C-like" images.
It is constituted of a template image and 2000 transformations of that image.
The original image is a white “C" on a black background of size 200 × 200
pixels. Each transformation is first computed by changing the topology of the
template and then applying a random deformation. The topological change is
done by cutting the “C" with a rectangle of random width and random angle.
The deformation is generated by randomly sampling a momentum and integ-
rating it with the shooting equations of LDDMM (Equation 5.2). The genera-
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tion process is detailed in Algorithm 5.2. In this way, due to Equation 5.2a and
the fact that images are binary, we will have a smooth deformation that will be
strong around the contour of the C (high values of ∇It), close to the identity
in the homogeneous black areas of the image (∇It ∼ 0) and will ignore the to-
pological differences. The resulting deformations can thus be used as “ground
truth" for comparing different registration methods. The rectangle to cut the
“C" is used as mask for the proposed local regularization.

Algorithm 5.2 Generation of the "C-like" dataset
Data: N > 0, T > 0, Image I0, Gaussian kernel K
Result: Database of N transformed images and the associated transformation.

4 h,w← shape(I0)
for n← 1 to N do

5 In0 ← change_topology(I0)
Initialize identity grid φn0 s.t. φn0(x) = x
zn0 ← unif orm(−1000,1000)h×w

for t← 0 to T − 1 do
6 vnt = −K ∗ (znt ∇Int )

φnt+1 = φnt ◦ (Id − 1
T v

n
t )

Int+1 = In0 ◦φ
n
t+1

znt+1 = zt − 1
T ∇ · (z

n
t v

n
t )

7 Save InT , φnT

BraTS 2021

The second dataset is from the Brain Tumor Segmentation Challenge (BraTS)
2021 (Menze et al., 2015; Bakas et al., 2017; Baid et al., 2021) comprising four
MR modalities and the associated tumor segmentation image for 1251 brains
with tumor. The experiments are only conducted using the T1 modality. We
register the scans on the healthy sri24 template (Rohlfing et al., 2010). As a
preprocessing, we perform histogram matching on every scan with the tem-
plate as the target image and crop it to the size of 192 × 192 × 144 voxels. We
randomly pick 34 images from the dataset to form an evaluation set. We use
the segmentation of the tumor as a mask for local regularization.

BraTS-Reg

The method is evaluated on the BraTS-Reg dataset (Baheti et al., 2021), which
includes 140 training and 20 validation subjects. For each subject, the pre-
operative and follow-up T1, T1 contrast-enhanced (T1ce), T2, and Flair mod-
alities are available. The scans are manually annotated with 6 to 50 landmarks.
Evaluation is based on the alignment quality between the landmarks of the
follow-up scan to the landmarks of the pre-operative scan. For the validation
set, the landmarks are only available for the follow-up scan and the evalu-
ation is done by uploading their deformation on an online evaluation plat-
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form1. All scans have been skull-stripped and rigidly registered to the same
template. The images have a 1 mm3 isotropic voxel size, and dimensions equal
to 240×240×155. As pre-processing, we first used ANTs (Avants et al., 2008) to
rigidly register the follow-up scans to the pre-operative scans. Then, we crop
the images to the size 192 × 192 × 144. Finally, we register the pre-operative
T1ce scan to the follow-up T1ce and use the estimated inverse deformation
φ−1(ln) to retrieve the position of each landmark ln from the follow-up space
to the pre-operative space. The segmentation of the whole tumor is used as
local regularization. Segmentation masks are obtained using a U-Net (Ron-
neberger et al., 2015) model trained on BraTS 2021 (average dice score of 0.90
in the validation set). Please note that, differently from the best-performing
methods in the online platform, here we use a very simple pre-processing,
no post-processing and only one modality. The goal here is to compare differ-
ent registration methods with topologically different source and target images,
and not to find the best algorithm for this specific challenge.

5.3.2 Scoring functions

C-shape dataset. For the synthetic dataset, we have access to the ground-
truth backward deformation which is the deformation from the target image
to the source image. The composition of the latter with the predicted forward
warping should therefore be close to the identity if the prediction is correct.
We call ψ1 the ground truth warping, and we measure the registration score
with:

s(ψ1,φ
−1
T ) = ||Id −ψ1 ◦φ−1

T ||2

For the overall transformation quality measure, we use theL2 distance between
the transformed and target images. A perfect alignment would give a score
equal to 0.

BraTS 2021. Measuring the quality of the registration is not a straightfor-
ward task since there is no well-defined ground truth. We use the L2 distance
between the target and the deformed source intensities and the L2 distance
outside the mask to evaluate the registration. Additionally, we manually seg-
ment the ventricles of 34 images and warp them with the computed deforma-
tion to measure the overlap with the ventricles of the target image (i.e., sri24
template) with the Dice score.

BraTS-Reg. For this dataset, we evaluate the mean and median absolute er-
ror between the deformed and target landmarks. Furthermore, we compute
the robustness which is the proportion of key points for which the absolute
distance has decreased after registration.

Finally, for all three datasets, we calculate the number of negative elements in
the determinant of the Jacobian matrix to measure the diffeomorphic proper-
ties of the warping fields.

1https://www.cbica.upenn.edu/BraTSReg2022/lboardValidation.html

https://www.cbica.upenn.edu/BraTSReg2022/lboardValidation.html
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5.3.3 Baselines

We first compare our methods and Metamorphosis (Meta) with rigid registra-
tion, symmetric normalization (SyN) using the ANTs package in python (Av-
ants et al., 2009), and voxelmorph (VM) (Balakrishnan et al., 2019) to show
that one-to-one methods are not adapted in this context. Additionally, we
compare it with their cost masking versions (rigid-CFM, SyN-CFM, VM-CFM).
Since Voxelmorph is a learning-based method, the cost function is masked dur-
ing the training of the network and the model takes the source image masked
by the tumor segmentation during both training and test. Furthermore, we
use Metamorphic Auto-Encoders (MAE) (Bône et al., 2020) only with 2D data
since the code is not available in 3D.

5.3.4 Numerical aspects

We set the number of integration step T to 15. We found that for both BraTS
datasets, the best values for λ, σ , and µ are respectively 1e-7, 8, and 0.1. For the
methods computed with ANTs we use the default parameters and for voxel-
morph, we set the hyper-parameter λ to 0.1.

All the deep learning models and Metamorphosis are computed on an Nvidia
A100 GPU with 40GB of memory. All methods from the ANTs package are
computed on an Intel Xeon Silver 4110 CPU, 2.10GHz with a memory of 32
GB.

The 3D network trained on Brats has about 1.5 million parameters, it requires
about 30 GB of GPU memory during training and takes 24 hours. This is
mainly because, unlike most learning methods, there is no intermediate down-
scaling of the input image. With 3D images of size 192 × 192 × 144, comput-
ing gradients is therefore more memory expensive. Nevertheless, during in-
ference, since no gradients are computed, the model only requires 10 GB of
VRAM memory, which allows the use of standard and accessible GPU cards.
Furthermore, running the model on a single image at inference time takes less
than one second. In comparison, Metamorphosis takes around 6 hours to con-
verge for a single pair of the same volumes. Voxelmorph requires 13 GB of
VRAM memory and takes 16 hours.

Table 5.1: Comparison of computation time and memory use between
MetaMorph-R, Metamorphosis, and VoxelMorph on one image from Brats
2021.

Method Time Memory (GB)

Meta 6h 21

MetaMorph-R (Inference) <1s 10

MetaMorph-R (Training) 24h 30

VoxelMorph (Training) 16h 13

Voxelmorph (Inference) 0.1s 4
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5.3.5 Results

Results on the “C-shape" dataset are provided in Table 5.2 and in Figure 5.4.
As expected, classical methods cannot properly align images due to the “cut"
in the source image. To compensate, they need to merge the two white com-
ponents together to fill the “cut" which creates unrealistic deformations. This
can be illustrated by Voxelmorph which gets scores relatively close to ours re-
garding L2 distance but the dissimilarity between the warping field and the
ground truth is much higher. Naturally, the cost-function masking methods
have a high L2 distance since the “cut" is ignored during optimization. How-
ever, the similarity with the ground truth warping field is much higher than
the classical versions. Our methods can do both: having a low L2 distance and
producing deformation fields similar to the ground truth. The Metamorphic
Auto-Encoder manages to get a low L2 distance but the dissimilarity with the
ground truth is very high. This is due to the fact that finding the optimal
hyper-parameters to generate smooth warping fields is difficult. Figure 5.4
shows that a small change in λs (the parameter for the shape regularization)
completely changes the smoothness of the deformation. Either the shape de-
formation contains more than a thousand folds and both images are correctly
aligned, or it is too smooth and the images are not aligned. In both cases,
we found that the appearance branch is unable to locate the region with to-
pological change. With our methods, by constraining the intensity modific-
ation to a pre-specified zone, finding satisfactory hyper-parameters is much
easier. Hence, our methods obtain better results for all values of the hyper-
parameters. It is interesting to notice that MetaMorph-R with the least reg-
ularization ( i.e. λ = 3 × 10−7) produces non-diffeomorphic deformations and
as result has a higher distance with the ground-truth. Furthermore, for equal
hyper-parameters, the Resnet approach reaches better results than the shoot-
ing method.

On the BraTS dataset, MetaMorph-R outperforms all others regarding L2 dis-
tances and only Metamorphosis has a comparable dice score (Table 5.3). The
Dice score of the ventricles is significantly higher than the one for every other
learning method and the L2 distance computed outside the tumor location is
also lower. This shows a better alignment of the healthy tissues of the brain.
MetaMorph-R produces few folds on average (about 0.01% of voxels) which is
less than the other learning methods. Results show that predicting z0 to com-
pute the geodesic shooting is not efficient since results are even worse than
Voxelmorph. Figure 5.5 shows the visual comparison for three different sub-
jects of MetaMorph, Voxelmorph, and SyN-CFM. On all three patients, our
model better aligns the ventricles. Namely, on the first row, it seems that the
tumor prevents VM and SyN-CFM from correctly aligning the left ventricle,
which is not the case for our method. It seems that because our model changes
both the appearance and the shape of the image simultaneously, it can bet-
ter align healthy tissues. Furthermore, the method generates rather realistic
healthy images, although some edges of the tumor mask can be spotted due to
a sudden intensity change between healthy and masked regions.



92
CHAPTER 5. METAMORPH: LEARNING-BASED METAMORPHIC

REGISTRATION OF PATHOLOGICAL IMAGES

Table 5.2: Evaluation of the methods on the “C-shape" dataset. Res-
ults are shown as mean(standard deviation). For Meta, MetaMorph-R and
Metamorph-G if hyper parameter values are not specified then σ = 6, λ =
3× 10−6, and µ = 0.05

Method L2 s(ψ1,φ
−1
T ) |Jφ| < 0

Rigid 1616(236) 4575(2110) 0(0)

Rigid-CFM 1605(250) 18271(17141) 0(0)

SyN 282(113) 3904(1989) 0.23(2.02)

SyN-CFM 538(177) 623(110) 0(0)

VM (λ = 0.1) 97.18(33.6) 2195(580) 13.9(38.9)

VM (λ = 0.5) 331(115) 1932(742) 0(0)

VM-CFM (λ = 0.1) 576(184) 443(86) 0(0)

Meta (σ = 4) 17.1(13.9) 390(38) 0(0)

Meta (σ = 6) 45.3(21) 386(35) 0(0)

Meta (σ = 10) 53(28) 277(30) 0(0)

MetaMorph-G (σ = 4) 30.9(12.5) 370(29) 0(0)

MetaMorph-G (σ = 6) 45.4(16.7) 320(32) 0(0)

MetaMorph-G (σ = 10) 70.5(32.3) 282(28) 0(0)

MetaMorph-R (σ = 4) 9.65(7.64) 381(41.8) 0(0)

MetaMorph-R (σ = 6) 20.95(11.9) 352(35) 0(0)

MetaMorph-R (σ = 10) 69.7(24.5) 265(37) 0(0)

MetaMorph-R (λ = 3× 10−5) 37.7(9.5) 275(26) 0(0)

MetaMorph-R (λ = 3× 10−7) 8.16(3.2) 601(31) 4.9(18)

MetaMorph-R (µ = 0.03) 60(128) 297(40) 0(0)

MetaMorph-R (µ = 0.1) 16.4(4.9) 442(45) 0(0)

MAE (λs = 269) 77(32) 4492(1501) 15543(12005)

MAE (λs = 269.5) 2003(511) 3051(985) 0(0)

Table 5.4 shows the result for the BraTS-Reg dataset. We did not evaluate
MetaMorph-G on this dataset since it performed significantly worse than MetaMorph-
R on the two previous dataset. Our method produces the best results among
all baselines. It reduces respectively by 33 % and 24 % the median absolute
error and the mean absolute error with respect to the second best-performing
method SyN. Furthermore, it is as robust as the latter and considerably more
than all others. It is also interesting to notice that, compared to the other two
learning methods, it is the one that has the least folds: only 2.7 on average per
image during validation.
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Figure 5.4: Results on the synthetic dataset. The left part shows methods that
cannot modify image intensities in contrast to the ones on the right part. For
the latter, the bottom row shows the source image deformed by the predicted
warping field. For MAE, λs is the parameter that controls the smoothness of
the deformation.
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Table 5.3: Results on BraTS 2021 dataset. The L2 scores were divided by 104

for better readability. Classical registration methods are compared with their
cost function masking version and our method. The “Dice” column provides
the Dice scores between the segmentation of the ventricles in both images after
registration. L2 is the L2 distance between the deformed and target image. L2
w/o tumor excludes the tumor region when computing the latter distance.
|Jφ| < 0 measures the number of folds in the image.

Method Dice L2 L2 w/o tumor |Jφ| < 0

Rigid 43.9(12.3) 8.1(1.0) 7.4(0.9) 0(0)

SyN 55.7(12.9) 5.5(1.0) 4.9(0.8) 0(0)

VM 65.5(7.2) 4.4(0.8) 3.3(0.6) 4427(1821)

Rigid-CFM 43.9(12.3) 8.1(1.1) 7.5(0.9) 0(0)

SyN-CFM 56.4(12.8) 5.5(1.0) 4.9(0.9) 0(0)

VM-CFM 61.5(8.1) 4.9(1.0) 3.4(0.6) 3423 1733)

Meta 70.3(5.3) 4.2(0.6) 3.9(0.6) 0 (0)

MetaMorph-G 65.32(6.25) 5.1(0.7) 4.9(0.7) 283(666)

MetaMorph-R 69.2(6.7) 3.4(0.57) 3.1(0.55) 366(594)

Table 5.4: Evaluation of the methods on BraTS-Reg. AE stands for absolute
error. Bold numbers indicate the best scores.

Method Median AE Mean AE Robustness |Jφ| < 0

Initial 7.8(5.6) 8.41(5.5) 0(0) -

Rigid 5.2(3.3) 6.03(3.3) 0.65(0.32) 0 (0)

SyN 4.6(2.7) 5.4(2.9) 0.71(0.29) 0 (0)

VM 4.9(3.3) 5.8(3.3) 0.71(0.27) 50.9(227)

Rigid-CFM 4.7(2.7) 5.6(2.8) 0.66(0.32) 0 (0)

SyN-CFM 4.5(2.7) 5.4(2.9) 0.70(0.3) 0 (0)

VM-CFM 4.8(3.2) 5.8(3.3) 0.71(0.28) 36.3(162)

MetaMorph-R 2.8(0.81) 3.8(1.5) 0.78(0.24) 2.7(9.0)
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Figure 5.5: Results of registration on BraTS 2021 dataset for our method (de-
formation only and total transformation), Voxelmorph (VM), and symmetric
normalization with cost function masking (SyN-CFM). The blue line on the
source images delineates the tumor zone (tumor core + edema) which is used
as a mask. The red line delineates the ventricles of the target image. The Dice
score of each method is written in the top right corner of each image.
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5.4 Discussion

5.4.1 Learning curve

We found that MetaMorph-R is surprisingly fast at learning the deformations
in terms of the number of epochs. As can be seen in Figure 5.6, after only one
epoch the Dice score is 0.65. For comparison, the initial Dice score is 0.30 and
the Dice score obtained by Voxelmorph and MetaMorph-G after one epoch is
only 0.45. We suspect that this fast learning curve is due to the computation
of the velocity fields (Equation 5.2a). Indeed, in contrast to the other methods,
vt is directly computed by the neural network given It which makes it easier
for the model to adjust the direction of the deformation. For the two other
methods, the only variable of adjustment is z0 which might make them less
stable. As a result, our model is trained on fewer epochs than Voxelmorph and
MetaMorph-G.

Figure 5.6: Evolution of the Dice score and L2 distance outside of the mask
over the epochs on BraTS 2021 dataset.

5.4.2 Shape and Appearance disentanglement

As visible in Figure 5.7, the introduction of the local regularization makes the
disentanglement between shape and appearance transformations easier. In-
deed, for the 3 values of λ and µ, the results without masking are very differ-
ent. For a high value of λ, the intensity transformation is nonexistent whereas
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the shape deformation is too small to properly align the images. For lower
values, the appearance transformation modifies the shape of the images, to the
point where the total transformation is almost perfectly the target image. This
means that the model essentially learned the intensity differences between the
source and target images. On the other hand, the masked method obtains bet-
ter results for the 3 hyper-parameters - only with λ =3e-5, the result is less
satisfying since the geometric deformation is too constrained. Similar results
are obtained with the variations of µ. When the appearance transformation is
boosted (higher values of µ), it overtakes the shape deformation.

Figure 5.7: Deformation and total transformation for the masked and non-
masked versions of MetaMorph-R with 3 values of µ (first two rows) and λ (last
two rows). When µ is varying, λ = 3e-6 and when λ is varying µ = 0.04. Red
arrow indicates the tumor, blue arrow shows the ventricle that is incorrectly
aligned without masking (manual segmentation in blue), yellow arrows show
healthy tissues that are incorrectly modified by the appearance transformation
without masking.
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The problem of disentangling shape and appearance changes is not specific to
out method, it is also the case for MAE (Bône et al., 2020). In Figure 5.8, we
show the results when varying the parameter λs that controls the regulariza-
tion of the transformation. In this case, a slight change of the hyper-parameter
value modifies the deformation from a smooth one to a very irregular one. Fur-
thermore, with this method, the localization of the appearance transformation
isn’t precise at all.

Figure 5.8: Results of Metamorphic Auto-Encoders for several values of λs, the
hyper-parameter controlling the disentanglement between shape and appear-
ance modifications.

5.4.3 Invertibility

The proposed method is invertible i.e. by computing the forward transform-
ation from the source to the target image, one can also estimate the inverse
transformation from the target to the source space. Figure 5.9 shows the for-
ward transformation of an image and then its composition with the inverse.
As expected for a diffeomorphic transformation, the estimated inverse image
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is almost the same as the source (with the difference mainly caused by the
bilinear interpolation).

An interesting phenomenon during the forward transformation is the intens-
ity modification in the tumor zone. Intuitively, at each time step, one would
expect the model to add the difference between source and target voxels di-
vided by the number of time steps. However, this is not the case as can be
seen in Figure 5.9 where the model modifies the intensity a lot from t = 0 to
t = 8 and then reduces it until the final time step t = 15. This suggests that
our model does not fully minimize the geodesic path between both images.
Additionally, this highlights that MetaMorph-R does not constitute a tumor
growth model (or in our case, a tumor shrinking model), and actually, it was
not intended to. The movement of the tumor mask during registration is not
based on a physical model. Adding a physics-based growth model could be a
potential improvement to our method, however, it requires to have access to
the tissue segmentation of the whole brain.

Figure 5.9: Evolution of the forward transformation at different time points
followed by its composition with the estimated backward transformation. The
bottom row shows the geometric deformation of a grid over time, demonstrat-
ing a return to identity when the forward and backward deformations are com-
posed. Similarly, the second row illustrates the backward and forward cumu-
lative intensity addition.

5.5 Conclusion

MetaMorph-R outperforms state-of-the-art methods on the three datasets. Qual-
itative and quantitative results indicate that it better aligns healthy tissues of
the brain than the classical cost function masking strategy. The method ap-
plies to 2D and 3D gray-scale images and is invertible.

Our method has been conceived for a clinical context, where a single modality
is usually available. The generalization to multiple modalities is not so trivial.
This arises from the fact that the residuals z constitute the intensity modific-
ation but also generate the velocity fields v. In a multi-modal context, one
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would like the appearance change to be specific to each modality (i.e. differ-
ent z for each modality) but the shape deformation to be the same (i.e. same
v for every modality). To solve that, one would need to generate one velocity
field from the multiple residuals, changing therefore the cost function and the
geodesic equations. In the appendix A.1, we show a first lead into building
multi-modal metamorphosis.

Finally, the method is not specific to a certain imaging modality or anatomical
location. In this paper, we showed that it works with synthetic data, T1, and
T1ce MRI scans on the brain. In addition, it could also be used with other mod-
alities, such as CT or PET, and with pathological images of other anatomical
areas, such as the abdomen (La Barbera et al., 2021).



6
Conclusions and Perspectives

Contents
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

The goal of this thesis was to build an atlas of glioblastoma. As we have seen
in the introduction the concept of glioblastoma atlas is still not well-defined.
Nevertheless, we determined that a key step in doing so is to build a trans-
formation function between images with different topologies. We proposed to
compute the segmentation mask of the tumor and use it as a topological prior
in the transformation function. We constrain the frameworks to be usable on a
single modality to make it applicable in a clinical context. The main challenges
of the thesis were therefore to: 1) improve the segmentation algorithms work-
ing on a unique modality, and 2) design the transformation method using the
segmentation masks. Finally, the last challenge was to develop methods with
little computation time in order to use them for the construction of the atlas.
In the next section, we discuss our contributions to solve these challenges.

6.1 Conclusions

Knowledge transfer:

Prior to this PhD, existing work on the topic of segmentation with missing
modality focused on two strategies: synthesizing the missing modality or learn-
ing a shared representation space. However, the first strategy requires extens-
ive computations while the second does not perform well when the missing
modality is fixed. Therefore, we proposed to distill the knowledge of a multi-
modal teacher network into a mono-modal student model. The method is
largely inspired by knowledge distillation (Hinton et al., 2015) which was ori-
ginally designed for model compression. We found promising results on BraTS
2018 and presented them at the MICCAI 2020 conference (Hu* et al., 2020).
Since then, other methods based on the teacher-student framework have been
proposed (Chen et al., 2022; Vadacchino et al., 2021; Rahimpour et al., 2022).
Later during the PhD, BraTS 2021 dataset has been released with more than
1200 annotated subjects. Therefore, in Chapter 3, we evaluted our method on
BraTS 2021 and compared it with other techniques which include attention
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transfer and contrastive distillation. We found that these strategies were able
to improve the results of the student network only when the training data was
limited. With a larger training set, the benefit of using knowledge transfer
strategies was less clear. For instance, in terms of Dice score, the results did
not significantly improve. The methods proposed by Chen et al. (2022); Va-
dacchino et al. (2021) and Rahimpour et al. (2022) were only tested on BraTS
2018 but we believe a similar phenomenon would occur with more training
data since they report improvements in a similar range as ours on BraTS 2018.

For the task of brain tumor segmentation, using current teacher-student strategies
is therefore probably not beneficial since BraTS dataset contains enough sub-
jects to properly train a mono-modal network. However, BraTS is a bit of an
exception that required the collaboration of multiple international institutions
and the manual annotation of more than 50 experts. Not every anatomical re-
gion has benefited from such attention. For instance, in myocardial pathology
segmentation, the only publicly available multi-modal dataset contains only
45 annotated subjects (Li et al., 2022). For this type of applications, where
only a small database of annotated images is available, the current teacher-
student knowledge distillation approach should be beneficial.

Registration with varying morphology/appearance/topology:

The second part of this thesis consisted in designing a registration method
that deals with images with morphological, appearance and topological dif-
ferences. Currently, the most commonly used method consists in masking the
tumor region when computing the cost function (Brett et al., 2001; Stefanescu
et al., 2004). However, it has been proven that it does not work as intended
with large tumors (Kim et al., 2007). Other strategies such as tumor growth
models (Zacharaki et al., 2009; Gooya et al., 2012; Gholami et al., 2017; Sch-
eufele et al., 2019) and healthy image synthesis (Liu et al., 2015; Yang et al.,
2016) have been proposed. Nevertheless, they either require extensive com-
putations or the disentanglement between the shape and appearance change
might not be guaranteed.

We proposed two approaches based on the Metamorphosis framework (Trouvé
and Younès, 2005) that allow for the modification of both the geometry and
the intensity levels of an image. The first one, called MetaMorph-G, consists
in using a backbone CNN (such as U-Net) to predict an initial momentum and
from it, using the geodesic equations of Metamorphosis, to compute the shape
and appearance transformations. The second method, MetaMorph-R, inspired
by Amor et al. (2021), uses a ResNet-like architecture to retrieve the residuals
of the transformation and subsequently the deformation. For both methods,
we employ the segmentation mask of the tumor to limit the appearance change
only to the tumor region. We found that MetaMorph-R reaches better results
than state-of-the-art methods for both 2D and 3D data. Furthermore, since
it is incorporated in a learning framework, at inference, the execution time is
less than a second. In this way, this registration strategy is well adapted for
atlas construction. The main drawback of our method is the GPU memory
requirements. Namely, during training it requires 30 GB of VRAM which only



6.2. PERSPECTIVES 103

a few GPUs verify. Nevertheless, once it is trained, the model requires 10 GB,
allowing for the use on more accessible GPU cards.

6.2 Perspectives

In this section, we discuss the perspectives of the work presented in this thesis
and the issues that they raise.

Knowledge transfer:

In this thesis, the knowledge transfer methods have only been tested in the
context of brain tumor segmentation with missing modalities. It would be in-
teresting to experiment on different data types and different applications. It
has been applied to myocardial pathology segmentation by Chen et al. (2022).
However, as stated before, it is a small database. Therefore, we cannot test if
the increase in the segmentation Dice score vanishes with more training data.
Unfortunately, we did not find another large multi-modal segmentation data-
base to test the knowledge transfer strategies on another data type.

In this work we only evaluated segmentation networks, but knowledge trans-
fer methods can also be used on other tasks such as classification. Experi-
menting if the same decrease occurs with more training data for classification
would be interesting. This could be done on the BraTS 2021 dataset. Indeed, a
second task of the challenge is the prediction of the MGMT promoter methyla-
tion status which is an important biomarker for the prediction of the outcome
(Weller et al., 2010).

Registration with varying topology:

One of the drawbacks of our registration method is that it is only applicable
on a single modality. On the one hand, this is useful for a clinical context
where only one modality is acquired. But on the other hand, when a public
multi-modal database such as BraTS-Reg is available, being able to process
the multiple modalities simultaneously would produce a more accurate regis-
tration. Furthermore, using the multi-modal images allows to predict more
precise tumor segmentation masks.

The metamorphosis framework could be extended to multimodal data by con-
sidering the image It as a function from Ω ⊂R

d to R
C withC being the number

of modalities. Then, we set zt : Ω ⊂R
d →R

C , and the velocity-fields vt are the
same as for Metamorphosis on single data. In this case, the images are trans-
formed with the equation:

∂It
∂t

= −⟨DITt ,vt⟩+µ2zt. (6.1)

Indeed, with this formulation, we have that, for each modality c, the deform-
ation of image Ict is induced by the common velocity field vt and the intensity
transformation is specific to that modality with zct .
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Furthermore, the norm of the residual becomes:

||zt ||2 =

√∫
Ω

⟨zt(x), zt(x)⟩dx =

√∫
Ω

zt(x)T zt(x)dx.

We define the energy of the transformation as E(I,v) =
∫ 1

0
||vt ||2V + ||µzt ||22dt. It

is important to note that if we set C = 1, we get the same equations as in
Chapter 5.

Using Equation 6.1, and the energy of the transformation, we can compute the
Euler-Lagrange equations of E(·,v) and E(I, ·) to retrieve the geodesic equations
of multi-modal Metamorphosis (see Appendix A.1 for the proof):

vt = −K(DITt zt)
∂zt
∂t

= −div(ztv
T
t )

∂It
∂t

= −⟨DITt ,vt⟩+µ2zt.

(6.2a)

(6.2b)

(6.2c)

where K refers to the kernel operator and DIt the jacobian of It. These equa-
tions could then be used similarly as we did in Chapter 5, by using a U-Net or
ResNet architecture. Unfortunately, we did not have the time to code and test
this system of equations.

Atlas construction:

The original aim of this thesis was to build an atlas of glioblastoma. The pro-
posed registration method could be used to compute a frequentist atlas of
glioblastoma. This would require to first register a set of pathological brain
images onto a common healthy template. Subsequently, we would fetch the
tumor masks in the template space and compute the spatial probabilities in
that space. This type of atlas has already been proposed with different regis-
tration methods such as cost function masking (Roux et al., 2019) or tumor
growth model (Gooya et al., 2012). From this frequentist atlas, it is also pos-
sible to derive several statistical maps based on the patients characteristics
such as age, sex, or outcome. Although computing such maps are informative,
they ignore several crucial characteristics such as the size, the shape and the
tissue subdivision (necrotic tumor, enhancing tumor, etc.) which could give
important information for understanding the behavior of glioblastoma.

Computing an atlas that takes the previous characteristics into account is still
not well-defined. Indeed, a common atlas representation consists in an aver-
age scan and a set of image-specific transformations. However, for tumors with
very different positions int the brain, the concept of average representation is
not clear. A tumor in the frontal lobe and a tumor in the occipital lobe cannot
stem from the same average tumor representation. A potential lead could be
to compute an atlas per brain region. In this way, only tumors with similar po-
sitions would be used to compute the every average representation. This type
of atlas would allow computing more thorough statistics than the frequentist
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atlas. Namely, one could perform statistical analyses on the shape and appear-
ance transformations, such as, for instance, the average tumor growth given
the position.

In order to do so, we would probably require to adapt our registration method.
Indeed, the appearance change determined by our method is not constrained
by a biophysical model. It does not contain any prior knowledge about brain
tumors or the surrounding tissue. Using our methods, would therefore prob-
ably not produce meaningful statistics about the appearance transformation.
For this reason, future work on MetaMorph should focus on incorporating a
biophysical model into the geodesisc equations. This could be first experi-
mented using the simple tumor growth model presented by Scheufele et al.
(2021). In this case, the evolution of the tumor mask would be set by the tumor
growth model and the residual inside the mask as well. Further work could
focus on more complex tumor growth models such as the ones introduced by
Scheufele et al. (2019) or Subramanian et al. (2023).

Tumor growth models require the full segmentation of healthy tissues into
white matter, grey matter and cerebrospinal fluid regions. This process is te-
dious in the presence of a tumor. A straightforward technique would be to
train a U-Net model on fully segmented brain images with tumors. However,
we did not find any brain dataset with such annotations. A method on 2D data
(Gholami et al., 2019) proposes to compute the full segmentation of the image
of a cancerous brain. However, it is done by overlaying the segmentation of a
healthy atlas on the cancerous image with a classical registration method. This
might produce an inaccurate segmentation of the healthy tissues. Therefore, a
future work would be to develop a method able to fully segment a brain with a
tumor, which would be used as a preliminary step for the registration method
with a biophysical model.
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A.1 Multi-modal Metamorphosis

Let It : Rd →R
C , zt : Rd →R

C and v ∈ V with C being the number of modalit-
ies and d the dimension of the image. The evolution of the image follows the
equation:

∂It
∂t

= −⟨DITt ,vt⟩+µ2zt. (A.1)

The energy of the transformation is:

E(I,v) =
∫ 1

0
||vt ||2V + ||µzt ||22dt. (A.2)

Then, the geodesics associated with energy A.2 are:
vt = −K(DITt zt)
∂zt
∂t

= −div(ztv
T
t )

∂It
∂t

= −⟨DITt ,vt⟩+µ2zt.

(A.3a)

(A.3b)

(A.3c)

Proof. This proof is similar to the one by François et al. (2022) but is adap-
ted for the multi-modal case. For simplification, we replace ∂I

∂t with İ and
∂v
∂t with v̇. We first consider the Lagrangian Lv(t,v, v̇) = E(I,v). Using zt =
1
µ2 (İt + ⟨DITt ,vt⟩), we compute the variations h with respect to v:

Lv(t,v + h, v̇)−Lv(t,v, v̇) = 2
∫ 1

0
⟨vt,ht⟩V +µ2⟨zt,

1
µ2DItht⟩dt + o(||h||2)

= 2
∫ 1

0
⟨K−1vt +DITt zt,ht⟩dt + o(||h||2)
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Therefore, we get ∇vLv = 2(Kvt +DITt zt). Since ∇v̇Lv = 0, by computing the
Euler-Lagrange equation of Lv : ∇vLv − d

dt∇v̇Lv = 0, we obtain Equation A.3a:

vt = −K(DITt zt)

To retrieve Equation A.3b, we compute the variations of the Lagrangian LI (t, I , İ) =
E(I,v). First, we get the variations for I :

LI (t, I + h, İ)−Lv(t, I , İ) = 2
∫ 1

0
µ2⟨zt,

1
µ2Dhtvt⟩dt + o(||h||2)

= 2
∫ 1

0

∫
Ω

C∑
c=1

zct (x)
d∑
i=1

∂hct
∂xi

(x)vit (x)dxdt + o(||h||2)

with integration by parts,
and since vt vanishes on ∂Ω

= −2
∫ 1

0

∫
Ω

C∑
c=1

hct (x)
d∑
i=1

∂zctv
i
t

∂xi
(x)dxdt + o(||h||2)

= −2
∫ 1

0

∫
Ω

d∑
i=1

∂ztvit∂xi
(x)

T ht(x)dxdt + o(||h||2)

= −2
∫ 1

0
⟨div(ztv

T
t ),ht⟩dt + o(||h||2)

Thus, we get ∇ILI = −2div(ztv
T
t ). Similarly, we obtain ∇İLI = 2zt. Thus, when

computing the Euler-Lagrange equation, we get:

∂zt
∂t

= −div(ztv
T
t )

and therefore, we retrieve the geodesic equations A.3.
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Titre : Vers la génération d’altlas de glioblastome avec des méthodes d’apprentissage profond : segmentation
de tumeurs et recalage métamorphique d’images.

Mots clés : apprentissage profond, imagerie medicale, construction d’atlas, segmentation

Résumé : Cette thèse s’inscrit dans le cadre de la
construction d’un atlas de glioblastomes. En imagerie
médicale, un atlas est une image ou un ensemble d’images
représentant la distribution statistique d’une population.
Souvent, cette distribution prend la forme d’une image
représentant la moyenne de la population et d’un ensemble
de cartes de déformations entre cette moyenne et chaque
image. Pour construire un atlas, il est donc important de cor-
rectement définir les transformations entre les images. Les
méthodes classiques de recalage considèrent que les deux
images sont en correspondance bijective. Or, cela n’est pas
le cas dans notre contexte où les deux images n’ont pas le
même nombre de composants. Un défi de la thèse a donc
été de produire des transformations entre deux images avec
des topologies différentes.
La première partie de la thèse a porté sur la segmenta-
tion de tumeurs cérébrales sur des IRM, permettant ainsi
de déterminer précisément l’endroit avec la différence topo-
logique. Alors que la plupart des algorithmes utilisent plu-
sieurs modalités d’acquisition, dans la pratique clinique sou-
vent une seule est disponible. Notre problématique a donc
été de proposer un algorithme qui soit performant sur une
seule modalité tout en utilisant les informations des bases

de données multi-modales pendant l’apprentissage. Pour
cela, nous avons utilisé une technique de distillation de
connaissances. Une analyse de différentes stratégies de
distillation nous a permis de montrer dans quels cas ces
méthodes sont utiles.
La seconde partie de la thèse porte sur le recalage d’une
image d’un patient ayant une tumeur vers une image
de sujet sain. Nous avons développé une méthode qui
prend en compte à la fois les différences géométriques
et les différences topologiques entre deux images. Nous
nous sommes inspirés des Métamorphoses qui ont été
développées pour transformer la géométrie et les niveaux
d’intensité d’une image. Nous avons utilisé un réseau de
neurones résiduel pour résoudre les équations aux dérivées
partielles qui constituent les métamorphoses. Cela nous
permet d’utiliser la méthode en apprentissage, réduisant
considérablement le temps d’inférence une fois que le
réseau a été entraı̂né. En outre, nous encourageons une
séparation entre les transformations de forme et d’appa-
rence en exploitant un masque de segmentation de la tu-
meur. La méthode de recalage développée constitue ainsi
un outil important dans le but de construire un atlas de glio-
blastomes.

Title : Towards the generation of glioblastoma atlases with deep learning methods: Tumor segmentation and
Metamorphic image registration.

Keywords : deep learning, medical imaging, atlas construction, segmentation

Abstract : The aim of this thesis was to build an atlas
of glioblastoma. In medical imaging, an atlas is an image
or a set of images that are meant to represent the sta-
tistical distribution of a population. Often, this distribution
takes the form of an image representing the population ave-
rage and a set of deformation maps between this mean
and each image. To construct an atlas, it is therefore im-
portant to correctly define the transformations between the
images. Conventional registration methods assume that the
two images have only a geometric difference - that is, the
first image is the bijective deformation of the other. Howe-
ver, this is not the case in our context, where the two images
do not have the same number of components. A challenge
of this thesis was therefore to produce transformations bet-
ween two images with different topologies.
The first part of the thesis focused on the segmentation of
brain tumors on MRI. Indeed, it is important to segment
the tumors in order to precisely detect the location with the
topological differences. Since our goal is to build an atlas
from clinical images, we need a segmentation algorithm that
performs well on patients with only one acquisition moda-
lity available (such as T1-weighted images). However, most
of the state-of-the-art tumor segmentation algorithms need
four modalities to perform well. The first goal of this thesis

was thus to produce a segmentation algorithm that performs
well on test images from a single modality, while leveraging
information from multi-modal databases during training. To
this end, we proposed a new method based on knowledge
distillation. We compare the proposed method with several
knowledge distillation strategies and show that this kind of
methods performs well in a low-data regime and becomes
less useful in a high-data regime.
The second part of the thesis deals with the registration of
a cancerous image onto a healthy image. We developed a
method that, in addition to taking into account the geome-
tric differences, it also considers the topological differences
between two images. Inspired by Metamorphosis, a method
developed to transform the geometry and intensity levels of
an image, we used a residual neural network to solve the
partial differential equations that encode the Metamorpho-
sis framework. This allowed us to reformulate the method
in a learning context, which greatly reduced the inference
time once the network has been trained. Additionally, we en-
couraged an anatomically meaningful disentanglement bet-
ween shape and appearance transformations by leveraging
the (previously estimated) segmentation mask of the tumor.
The developed registration method is thus an important tool
in the construction of the glioblastoma atlas.
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91120 Palaiseau, France
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