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Professeur, Université d’Amsterdam Rapporteur

Gerard de Melo
Professeur, Hasso Plattner Institute / Université de Potsdam Rapporteur
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Assistant Professor, École polytechnique fédérale de Zurich Examinateur

Fabian Suchanek
Professeur, Institut Polytechnique de Paris Directeur de thèse
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TÉLÉCOM PARIS

Institut Polytechnique de Paris

August 26, 2023



Abrégé

La désambiguı̈sation des entités vise à faire correspondre les mentions dans les doc-
uments à des entités standard dans une base de connaissances donnée, ce qui est
important pour diverses applications telles que l’extraction d’informations, la recherche
sur le web et la réponse aux questions. Bien que le domaine soit très dynamique et que
de nombreux travaux nouveaux apparaissent, trois questions sont sous-explorées par
les travaux antérieurs.

1) Peut-on utiliser un petit modèle pour approcher les performances d’un grand
modèle? Pour répondre à cette question, nous proposons un réseau neuronal léger mais
réseau neuronal léger mais efficace pour la désambiguı̈sation d’entités biomédicales.
Notre modèle est 23 Notre modèle est 23 fois plus petit et 6,4 fois plus rapide que
le modèle de base BERT. empiriques démontrent que le modèle est très compétitif et
atteint une performance qui est statistiquement indiscernable de l’état de l’art.

2) Comment développer un système de désambiguı̈sation unique adapté à plusieurs
domaines? Pour répondre à cette question, nous présentons notre construction GLADIS,
un nouveau benchmark pour la désambiguı̈sation d’acronymes, qui est plus grand et
plus difficile que que les travaux existants. Ce benchmark contient trois éléments : un
dictionnaire plus grand, trois ensembles de données provenant des domaines général,
scientifique et biomédical, ainsi qu’un corpus de corpus de pré-entraı̂nement à grande
échelle. Nous avons également proposé AcroBERT, le premier modèle de langage
pré-entraı̂né pour la désambiguı̈sation des acronymes. pour la désambiguı̈sation des
acronymes, dont les performances sont nettement supérieures à celles d’autres modèles
de référence dans de nombreux domaines

3) Les systèmes existants sont-ils robustes face aux mots hors-vocabulaire et aux
différents ordres de mots? Pour la première sous-question, nous abordons la question de
l’absence de vocabulaire en en concevant un cadre d’apprentissage contrastif, baptisé
LOVE (Learning Out-of- Vocabulary Embeddings). LOVE est capable de générer des
représentations de mots pour n’importe quel mot non vu en apprenant le comporte-
ment des mots non vus. mots non vus en apprenant le comportement d’encastrements
pré-entraı̂nés en utilisant uniquement la forme superficielle des mots. la forme su-
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perficielle des mots. LOVE peut rendre les modèles de langage plus robustes avec
quelques paramètres supplémentaires. Des évaluations approfondies démontrent que
notre modèle léger performances similaires, voire supérieures, à celles de ses concur-
rents, à la fois sur des ensembles de données sur des ensembles de données originaux
et sur des variantes corrompues. Pour la deuxième sous-question, nous soulignons une
faiblesse potentielle faiblesse potentielle des encodages positionnels, qui sont largement
utilisés dans les modèles basés sur les transformateurs. Les codages positionnels sont
utilisés pour injecter des caractéristiques d’ordre des mots dans les modèles linguis-
tiques. Bien qu’ils puissent Bien qu’ils puissent améliorer de manière significative les
représentations de phrases, leur fonction spécifique dans les modèles de langage n’est
pas entièrement comprise. aux modèles de langage n’est pas entièrement comprise,
surtout si l’on tient compte des récentes la compréhension du langage naturel à partir
de modèles de langage avec des encodages positionnels sont insensibles à l’ordre des
mots. sont insensibles à l’ordre des mots. Dans ce travail, nous menons des études
plus approfondies et systématiques sur les encodages positionnels. systématique des
encodages positionnels, complétant ainsi les travaux existants sur deux aspects : Nous
Nous révélons d’abord la fonction principale des PE en identifiant deux propriétés com-
munes, la localité et la symétrie. la symétrie. Ensuite, nous mettons en évidence une
faiblesse potentielle des PE actuels en introduisant deux nouvelles tâches d’évaluation
de la permutation de mots. en introduisant deux nouvelles tâches d’évaluation de
l’échange de mots. Nous espérons que ces nouveaux résultats et conclusions pourront
nous éclairer sur la manière de concevoir et d’injecter des encodages positionnels dans
les modèles de langage.

Enfin, nous présentons une nouvelle méthode d’achèvement de la KB basée sur
LM, spécifiquement adaptée aux faits concernant les entités à longue queue. KB basée
sur LM qui est spécifiquement conçue pour les faits concernant les entités à longue
traı̂ne. Plus précisément, nous présentons une nouvelle méthode de complétion de
KB basée sur LM, spécifiquement des faits concernant des entités à longue traı̂ne. La
méthode exploite deux LM différents en deux étapes : pour la recherche de candidats et
pour la vérification et la désambiguı̈sation des candidats. Pour évaluer notre méthode
et diverses lignes de base, nous introduisons un nouvel ensemble de données, appelé
MALT, enraciné dans Wikidata. dans Wikidata. Notre méthode surpasse toutes les
lignes de base en F1, avec des gains importants, en particulier dans le rappel.
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1
Introduction

Entity-centric knowledge bases are large collections of facts about entities of public
interest, such as countries, politicians, or movies [255]. A prominent usage of this
type of knowledge is Web search, where we strive to retrieve factual information
of entities, e.g., the birth date, spouse and education background of “Joe Biden”.
For such queries, the key assets are Knowledge Bases (KBs), which contain large
amounts of entity-centric facts such as the birth date, spouse, and graduate school of
Joe Biden <Joe Biden, date of birth, 1942-11-20>, <Joe Biden, spouse, Jill Biden>
and <Joe Biden, graduated at, Syracuse University>. Recently, an increasing number
of large-scale and high-quality KBs have been constructed, such as Wikidata [274],
DBpedia [9], YAGO [254], Freebase [21], and BabelNet [189]. These KBs contain
millions of entities and their respective relational facts, which provide machine-readable
knowledge. Bridging plain text and KBs is beneficial for a wide range of language
understanding tasks like information extraction and question answering [238, 240].
However, natural language is notorious for its ambiguity: words or phrases (including
sentences) have more than one meaning [78]. A concrete ambiguous example is below,
which is a real sample from the question answering dataset TriviaQA [131]. This

who played will on as the world turns? 

Will Munson 
(fictional character)

As the World Turns
(soap opera)

Figure 1.1: A question sample from TriviaQA [131]. The mention “will” and “as the
world turns” means the fictional character Will Munson and the soap opera As the
World Turns, respectively.
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question wonders about the name of a specific actor, but machines may have difficulty
understanding it due two the two ambiguous mentions “will” (blue) and “as the world
turns” (red). “will” can be common names for male, song, film, etc. “as the world
turns” can be a television soap opera, an album or a song. Actually, the first mention
means a fictional character whose name is “Will Munson” and the second mention
means an American television soap opera. Equipped with the entity information, we
can better understand the semantics of the question.

In order to mitigate the gap between natural language and entities in KBs, one
can use Entity Linking (EL), which aims to map mentions (or recognized entities) in
documents to the canonicalized entities in a given KB. In general, there are two steps
in EL: Named Entity Recognition (NER) and Entity Disambiguation (ED). The first
step detects entity mentions in text documents, i.e., it detects mention “Paris”, while
the next step maps them to standard entities in the KB, i.e., link the mention to the
entity “Paris (mythology)”. The task of NER is already well-studied as shown in
several surveys [187, 297, 160]. In addition, there are many publicly available NER
tools and systems, such as spaCy1, AllenNLP2 and HuggingFace3. Since NER has
already been explored well, in this work, we focus on entity disambiguation.

1.1 Entity Disambiguation
An example of entity disambiguation is shown in Figure 1.2. In the input text, there
are four mentions: Hurricane, Carter, Bob and Washington, and our goal here is to
link them to the correct entity in a given knowledge base. Note that each mention
is ambiguous with multiple candidates. To construct the correct mapping, entity
disambiguation systems commonly consider several signals that are related to the
mentions and entity candidates, and we use the example to illustrate these signals briefly.
The mention-entity popularity can offer some priori information for disambiguation.
In this case, the mention “Bob” mostly denotes Bob Dylan because the American
singer is famous around the world and the name “Bob” is highly associated with the
entity. Besides, the Mention-Entity context similarity is also beneficial. For example,
the context word “tracks” around the mention “Hurricane” reveals that it is probably
related to a song. Moreover, the entity-entity coherence provides some useful clues. For
example, the song Hurricane is a protest song by Bob Dylan, and its lyrics are about the
Afro-American boxer Rubin Carter, who was wrongfully convicted for murder in the
1970s and later released after 20 years in prison. A system can obtain better performance
by mapping mentions to a set of thematically self-consistent candidate entities. You
can find the details of these features in Section 2.2. The entity disambiguation task has
a long history of research with several surveys for references [241, 238, 240]. and it is
important for many applications. Next, we briefly present several scenarios.

1 https://spacy.io/api/entityrecognizer
2 https://demo.allennlp.org/named-entity-recognition
3 https://huggingface.co/models?sort=downloads&search=ner
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Input Text

Entities in KB

Entity Mentions

Coherence

Figure 1.2: An example of entity disambiguation [284]. The green cells are four
mentions found in the input text, and the blue cells are respective entity candidates.
The lines between mentions and entities are correct labels. The lines among entities
are the coherence strength, i.e., a semantic relationship between them.

Information Extraction (IE) is the task of automatically extracting structured infor-
mation from unstructured or semi-structured documents. However, extracted entities or
relations are usually ambiguous. Linking them to existing KBs needs entity disambigua-
tion, which is essential for knowledge base completion [284] and population [120].
Given the sentence “Paris is the son of King Priam”, we can extract two entities “Paris”
and “King Priam”, meanwhile, there is an extracted relation “son of” between the
two entities. Suppose that we like to add this piece of fact into a newly constructed
KB, but the KB already contains one Paris entity (the capital of France). Therefore,
we need to create a new entity Paris (mythology) with a short description “Paris is
a mythological nobleman that appears in a number of Greek legends.”, and link the
mention to it. Likewise, we repeat the operation for the other mention and also the
relation. After, we insert a new fact to the KB successfully. Entity disambiguation is
a key step for associating the extracted entities or relations to a KB, which can help
enrich the scope and scale of KBs.
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Question Answering (QA) aims to retrieve the answer to a question from a given
text, which is useful for searching for answers in documents. Many question answering
systems use a knowledge base to give answers to user questions. As shown in the exam-
ple in Figure 1.1, question answering systems can benefit from entity disambiguation
by better understanding questions.

Information Retrieval (IR) is the search for documents that meet information needs
in unstructured text. Named entities usually appear in search queries and they are
usually ambiguous [94]. For example, the entity mention “Barcelona” in the search
query can mean many different entities, such as the capital city of Catalonia, the
football club from Barcelona, a community in the United States and many songs and
films whose names are “Barcelona”. Disambiguating mentions in queries is beneficial
for search systems to locate relevant documents more precisely.

Knowledge-Enhanced Pre-trained Language Models. The reasoning power of pre-
trained language models is also limited because they are purely data-driven. This draw-
back can be improved by incorporating external knowledge, which leads to knowledge-
enhanced pre-trained language models. To inject knowledge into pre-trained language
models, we might need entity disambiguation. For example, KnowBERT [206] uses
an entity linker to retrieve relevant entity embeddings from a KB for enriching the
entity-span representations. ERNIE [309] integrates entity representations, which are
obtained by aligning mentions to their corresponding entities in KBs, into the under-
lying layers of transformer architecture for encoding knowledge information. Entity
disambiguation is an effective measure to integrate knowledge into language models.

1.2 Challenges for Entity Disambiguation
Entity disambiguation is challenging due to the variation and the ambiguity of entity
names. First, an entity in a KB may have many different surface forms, e.g., full name,
nickname, partial name and abbreviation. For example, the entity Elvis Presley (Q303)
has many names: “Elvis Aaron Presley”, “King of Rock’n’Roll”, “Elvis”, “Elvis A.
Presley”, etc. Second, a mention in a document may refer to many different entities.
For example, there are in total more than one hundred “Paris” in Wikipedia that cover
places, people, media and so on. Moreover, considering that the scale of knowledge
bases is continuously growing, e.g., the current Wikidata contains over 102M entities4,
it is increasingly difficult to perform entity disambiguation.

The field of entity disambiguation is vibrant with many novel works popping up, and
recent works have developed new approaches for addressing the issues above [240, 238].
However, there are still three challenges that are underexplored by prior work:

Efficiency. The large pre-trained language models like GPT-X [219, 26] nowadays
take a lead in various NLP tasks, and their sizes are growing larger and larger with

4 https://www.wikidata.org/wiki/Special:Statistics
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Figure 1.3: Comparison of the size of existing popular pre-trained language models.
The size of models ranges from 0 to 540 billion.

millions or billions of parameters, as shown in Figure 1.3. The current state-of-the-art
entity disambiguation models mostly use large pre-trained language models as the
backbone [291, 57, 11]. To pre-train such language models, we need large-scale data
and powerful computing resources, and the inference speed might be slow due to the
large size, which is impractical for resource-limited users. Hence we ask that Can we
use a small model to approach the performance of a big model?

Generalizability refers to the model’s capability to adapt and react properly to previ-
ously unseen data. Most existing entity disambiguation systems target one particular
knowledge base or one single specific domain, therefore, the performances of these
systems deteriorate drastically when we apply them to another domain. For example,
many systems use Wikipedia as the target KB [291, 57], but Wikipedia only contains a
small fraction of biomedical concepts. Therefore, researchers prefer to design separate
disambiguation systems for medical knowledge bases such as UMLS [19]. Likewise,
the existing benchmarks for evaluation focus mainly on one domain, which make
it difficult to develop a general system. A question naturally appears here: How to
develop a single disambiguation system adapted to multiple domains?

Robustness. Although today’s language models are exceptionally powerful, they are
not robust enough. Liang et al. [162] show that text classifiers based on deep learning
can be easily fooled by small character-level perturbations. Sun et al. [257] demonstrate
that the BERT model is not robust when dealing with misspellings. Boukkouri et al. [68]
point out that the BERT does not output good representations for certain medical words.
These phenomena indicate that some language models are not robust enough for the
Out-of-Vocabulary (OOV) problem. For example, the first sentence below is a movie
comment from a real-world dataset. If we fine-tune BERT on it, then BERT can
know this sample is a positive comment. However, if we slightly modify the word

“successful” by removing one s, BERT then classifies it as negative, which means small
perturbations can flip the prediction of advanced models. Terribly, some malicious
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people may exploit this weakness to attack NLP systems such as the systems of spam
check or hate speech detection.

1) altogether, this is successful as a film
2) altogether, this is succesful as a film

On the other hand, many pre-trained language models are not sensitive to word orders,
which are essential for understanding languages. For example, the sentence pair below
from SNLI [23] satisfies the entailment relation (the semantic of the second sentence
can be derived from the inference of the first sentence ):

1) A man playing an electric guitar on stage
2) A man playing guitar on stage

If we change the word order of the premise sentence so that it becomes “an electric
guitar playing a man”. Then the relationship between the two sentences is neutral or
even contradicted, but we surprisingly found that the predicted result of a fine-tuned
LM does not change, which shows that some existing language models are not robust
to the swap of Word Orders. Because current entity disambiguation systems highly
rely on language models, we may ask: Can we make these systems more robust?

1.2.1 Contributions
In Chapter 3, we answer the question about efficiency by looking at the task of dis-
ambiguating biomedical entities. Concretely, we present a lightweight yet effective
neural model for biomedical entity disambiguation. Our experimental results on three
biomedical evaluation benchmarks show that the model is very effective, and achieves a
performance that is statistically indistinguishable from the state-of-the-art. BERT-based
models, e.g., have 23 times more parameters and require 6.4 times more computing
time for inference. Chapter 3 is based on the paper [38]:

Lihu Chen, Gaël Varoquaux, and Fabian M. Suchanek. ”A Lightweight
Neural Model for Biomedical Entity Linking.” (Full Paper) Proceedings
of the AAAI Conference on Artificial Intelligence. Vol. 35. No. 14. 2021.

In Chapter 4, We reply to the question about generalizability by focusing on the
task of disambiguation of acronyms. Specifically, we construct GLADIS, a challenging
benchmark for Acronym Disambiguation, which includes a larger dictionary, three
datasets from the general, scientific, and biomedical domains, and a large-scale pre-
training corpus. We also propose AcroBERT, a BERT-based model that is pre-trained on
our collected acronym documents, which can significantly outperform other baselines
across multiple domains, and which is more robust in the presence of very ambiguous
acronyms and overshadowed samples. Chapter 4 is based on the paper [40]:

Lihu Chen, Gaël Varoquaux, and Fabian M. Suchanek. ”GLADIS: A
General and Large Acronym Disambiguation Benchmark.” (Full Paper)
Proceedings of the 17th Conference of the European Chapter of the
Association for Computational Linguistics: Main Volume. 2023
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In Chapter 5, we answer the question about robustness by addressing the out-
of-vocabulary (OOV) problem. In this part, we follow the principle of mimick-like
models to generate vectors for unseen words, by learning the behavior of pre-trained
embeddings using only the surface form of words. We present a simple contrastive
learning framework, LOVE, which extends the word representation of an existing
pre-trained language model (such as BERT), and makes it robust to the OOV with few
additional parameters. Extensive evaluations demonstrate that our lightweight model
achieves similar or even better performances than prior competitors, both on original
datasets and on corrupted variants. Moreover, it can be used in a plug-and-play fashion
with FastText and BERT, where it significantly improves their robustness. Chapter 5 is
based on the paper [37]:

Lihu Chen, Gaël Varoquaux, and Fabian M. Suchanek. ”Imputing Out-
of-Vocabulary Embeddings with LOVE Makes LanguageModels Robust
with Little Cost.” (Full Paper) Proceedings of the 60th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers).
2022.

In Chapter 6, we continue our discussion of robustness by identifying a potential
flaw in positional encodings. Positional Encodings (PEs) are used to infuse word-order
information into transformer-based language models. Although they can significantly
enhance sentence representations, their specific function for language models are
not fully understood, especially given recent findings that building natural-language
understanding from language models with positional encodings are insensitive to word
order. In this work, we conduct more in-depth and systematic studies of positional
encodings, thus complementing existing work in two aspects: We first reveal the core
function of PEs by identifying two common properties, Locality and Symmetry. Then,
we first point out a potential weakness of current PEs by introducing two new probing
tasks of word swap. We hope these new probing results and findings can shed light
on how to design and inject positional encodings into language models. Chapter 6 is
based on the paper [39]:

Lihu Chen, Gaël Varoquaux, and Fabian M. Suchanek. ”Understanding
The Role of Positional Encodings in Sentence Representations.” (Full
Paper) In Progress.

In Chapter 7, we explore how to use current entity disambiguation model for
knowledge base completion.Despite their impressive size, knowledge bases (KBs) are
still far from complete. Language models (LMs) have been proposed as a source to
fill these gaps. However, prior work has focused on salient entities with rich coverage
of LMs, ignoring the important case of ignoring long-tail entities. In this work, we
present a novel method for LM-based-KB completion that is specifically geared to
facts about long-tail entities. The method leverages two different LMs in two stages:
for candidate retrieval and for candidate verification and disambiguation. To evaluate
our method and various baselines, we introduce a novel dataset, called MALT, rooted
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in Wikidata. Our method outperforms all baselines in F1, with major gains especially
in recall. Chapter 7 is based on the paper [36]:

Lihu Chen, Gaël Varoquaux, Fabian Suchanek, Simon Razniewski and
Gerhard Weikum. ”Knowledge Base Completion for Long-Tail Entities.”
ACL 2023 MATCHING workshop

I have also been involved in one collaboration during my thesis project which is
not included in this thesis:

Yaru Wu, Lihu Chen, Benjamin Elie, Fabian Suchanek, Ioana Vasilescu
and Lori Lamel. ”Who’s speaking? Predicting speaker profession from
speech..” (Full Paper) Under Submission at ICPhS 2023
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2
Preliminaries

In this chapter, we present the basic background knowledge upon which the following
chapters are based. We first explain the concept of knowledge bases and their history
in Section 2.1. We then explain the task of entity disambiguation and previous work in
Section 2.2. Next, we consider the attention mechanism in Section 2.3.3.1. Finally, the
concept of the language model is described in Section 2.3.

2.1 Knowledge Bases
Knowledge bases have gradually become a key asset that can be used for a variety of
machine intelligence applications such as question answering [256, 232], recommenda-
tion system [305, 4], etc. In this section, we begin with a quick history of knowledge
bases. Knowledge bases (KBs) comprise salient information about entities, seman-
tic classes to which entities belong, attributes of entities, and relationships between
entities.

The concept of knowledge base can be traced back to pioneering work, the Cyc
project [153] and the WordNet project [180]. However, these KBs are constructed
manually and therefore limited to scope and scale. Later, automatic knowledge acquisi-
tion from web and text resources becomes a major research approach, and there are
many publicly accessible and large-scale KBs such as KnowItAll [72], DBpedia [9],
YAGO [254], Freebase [21], NELL [32], BabelNet [189], ConceptNet [251], Wiki-
data [274], and DeepDive [243]. These large general-purpose KBs play a huge role
in practical artificial intelligence applications and have made substantial impact in the
research community.

Next, we discuss the knowledge representation that has emerged as a pragmatic
consensus in the research community of entity-centric knowledge bases by reusing the
definitions of prior work [255, 284]. Concretely, we discuss the three key concepts of
KBs: Entities (Section 2.1.1), Classes (Section 2.1.2), and Relations (Section 2.1.3).
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2.1.1 Entities
The most basic element of a KB is an entity.

An entity is whatever may be an object of thought.

This definition includes people, places, organizations and also creative works (books,
films, songs, etc.) An entity can be real (Steve Jobs) as well as fictional (Harry Porter),
and also general concepts such as love and Buddhism. In other words, KBs model the
real world. This means that they select certain entities of interest entities, give them
names, and put them into a structure. Thus, a knowledge base is a structured view of a
selected part of the world.

To denote an entity unambiguously, we need an identifier that can refer to only a
single entity.

An identifier for an entity is a string of characters that uniquely denotes
the entity.

The identifier can be a unique name, but can also be specifically introduced keys
such as URLs for websites, Google Scholar URLs etc. In the data model of the
Semantic Web, the Resource Description Framework (RDF) [51], identifiers always
take the form of Unique Resource Identifiers (URIs). Since the form of an identi-
fier is not always well-readable and directly interpretable, we usually need human-
readable labels or names. For example, the mythology character, Paris, is a nobleman
that appears in a number of Greek legends, and Wikidata has an identifier for him
https://www.wikidata.org/wiki/Q167646. Meanwhile, Wikidata contains “Also known
as” labels for him, e.g., Alexander and Alexandros. When an entity has several labels,
they are called synonyms or alias names. When an entity label appears in a text, we
call that appearance a mention of that entity. The label that appears in the mention is
called the surface form of the entity (two different mentions can use the same surface
form).

A mention of an entity in a data source (including text) is a string
including acronyms and abbreviations) intended to denote an entity.

Ideally, the mention is one of the labels with which the entity is associated, and it can
also be another variant that is not in the KB. We refer to them as unlinkable (NIL)
mentions, and these surveys introduce solutions to these mentions [238, 240].

2.1.2 Classes
KBs model real-world entities, which can be categorized into specific classes based on
their characteristics. For example, Paris, Beijing, New York are all cities. We represent
this knowledge by organizing entities into classes or types.

A class, or interchangeably type, is a named set of entities that share a
common trait. An element of that set is called an instance of the class.
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In this setting, the following are classes: The class of cities (i.e., a human settlement
of notable size), the class of business companies in the U.S., and the rivers in China.
Some instances of these classes are, respectively, Beijing, Amazon and Yangtze River.
Since everything is an entity, a class is also an entity, which has an identifier and a label
as well.

Meanwhile, there is a hierarchical relation between different classes, i.e., Class A
is a subclass of class B if A is a subset of B. For example, city is a subclass of place.
By combining these pairwise relations across all classes, we can thus construct a class
hierarchy.

A taxonomy is a directed acyclic graph, where the nodes are classes and
there is an edge from class X to class Y if X is a direct subclass of Y.

2.1.3 Properties of Entities: Attributes and Relations
Entities have properties such as birthplace, nationality, height, weight, spouse and so
on. KBs capture these in the form of mathematical relations:

A relation for entities E1, ...,En is a subset of the Cartesian product
E1 × ...×En, along with an identifier for the relation.

For example, the Cartesian product of the relation birth can be denoted as:

birth ∈ persons × dates × cities

This instance of the birth relation is a ternary tuple, that is, it has three arguments: the
person entity, the birthdate, and the birthplace. We can state the birthdate and birthplace
of Joe Biden in the relational form:

<Joe Biden, 20-11-1942, Scranton(Pennsylvania)>

In the above example about the birth relation, the birthdate is a particular entity, which
is a design choice whether we regard numerical values like dates, heights or amounts
as entities. Often, we want to regard them simply as values for which we do not have
any additional properties. For example, the height of Joe Biden is 1.83 meters. The
case for binary relations with values as second argument largely corresponds to the
attribute of entities.

The frequent case of binary relations models the relationship between exactly
two entities. The advantage of binary relations is that it can express facts in a self-
contained way, even if some properties of entities are missing. For example, if we
know Joe Biden’s birthplace but not his birthdate, and we use the ternary relation to
represent this piece of fact. Then, we have to put a null value to the birthdate position,
which makes the representation way awkward and complicated. In KBs, the common
practice is to avoid null values and prefer binary relations where we can simply have
a triple for the known argument (birthplace). Some KBs focus exclusively on so-
called subject-predicate-object triples, or SPO triples. For example, <Joe Biden,
birthplace, Scranton(Pennsylvania)> is a triple, and the predicate (P)
is birthplace, Joe Biden and Scranton(Pennsylvania) are the subject
(S) and object (O), respectively.
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2.2 Entity Disambiguation
Natural text in the real-world is extremely ambiguous, i.e., a word or phrase can have
multiple meaning in a given context. For example, the mention “Paris” in the query

“Pairs is the son of king Priam” can represent names of cities, songs, people (real or
fictional), etc. In the context, the mention “will” actually means a fictional character in
an American soap opera. To map the mention name to the standard entity, we need the
the Entity Disambiguation (ED). Formally, the technology of entity disambiguation
aims to map mentions in documents to standard entities in a given knowledge base, and
you can reference these surveys [241, 238, 240].

In general, entity disambiguation consists of two key steps: candidate generation
and ranking. Considering that the scale of KBs is large, it is impractical to compare each
pair of mention and entity. A trade-off is to construct a manageable set of candidates
that are related to the given mention. Then, we rank all candidates by computing the
semantic similarity. The candidate entity with the highest score is regarded as the
correct mapping. However, some mentions do not have corresponding profiles in a
knowledge base due to incompleteness. Therefore, we have to introduce another step
for the prediction of unlinkable mentions. This part is organized as follows. We present
the techniques of candidate generation, ranking and unlinkable mention prediction in
Section 2.2.1, 2.2.2 and 2.2.3, respectively. Moreover, we present the newly proposed
generative entity disambiguation in Section 2.2.4.

2.2.1 Candidate Generation
Given a mention, this step aims to generate a set of candidate entities from a KB,
such as ”Paris”, to provide a list of entities that are related to the ambiguous mention.
Commonly used methods are (1) surface form matching, (2) alias dictionary and (3)
methods based on search engines. In the first approach, a candidate list is constructed
by matching various surface forms of mentions in the document [185, 149]. There
are many heuristics for the generation of mention forms and matching criteria like the
Hamming distance [64], edit distance [315], and n-grams. For the second approach, the
candidate set can be retrieved by using disambiguation/redirect pages of Wikipedia [73,
318], alias/synonym dictionary of KBs [311]. In the third approach, we can leverage
the web search engines to obtain relevant entity pages, e.g., Wikipedia pages, when
you query it based on keyword matching [184, 64].

2.2.2 Ranking
After obtaining a set of candidates, the remaining problem is to rank all the candidates
according to different types of signals related to the mention and candidates. There
are three commonly used features for ranking [113]: (1) Mention-Entity Popularity (2)
Mention-Entity Context Similarity (3) Entity-Entity Coherence.
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Mention-Entity Popularity. If an entity is frequently referred by the name of the
mention, this entity is a likely candidate. For example, in the sentence “Paris is the
capital city of France”, the mention“Paris” most likely denotes the famous city Paris
instead of the character Paris (mythology). We call this feature mention-entity
popularity, and it describes how often a mention should be linked to a particular entity.
Some approaches apply it to entity disambiguation for better performances [120, 225,
83, 96].

Mention-Entity Context Similarity. Mentions have surrounding text, which can
be compared to descriptions of entities such as short paragraphs from Wikipedia
or keyphrases derived from such texts. For the input sentence “Paris is the song
of King Priam”, the context words “King Priam” are cues for the mention “Paris”
towards the topic of Greek legends, then we know it more likely represents the mytho-
logical character entity Paris (mythology). The mention-entity context simi-
larity measures the textual similarity between the context around the mention and
the descriptions associated with the candidate entity. There are several methods for
capturing the context similarity such bag-of-words [28, 145, 102, 168] and concept
vector [64, 45, 242, 258, 77, 144, 170, 291].

Entity-Entity Coherence. In meaningful texts, different entities do not co-occur
uniformly at random. For two entities to co-occur, a semantic relationship should
hold between them. The existing KB may have such prior knowledge that can be
harnessed. For example, the entity Paris and France often co-appear together in
the same document. We refer to this feature as entity-entity coherence. In general,
there is one or a few related topics for a given document, and the topical coherence
could be beneficial for collectively diambiguating mentions in the same document.
We call this series of methods that use the coherence feature as collective entity
disambiguation [90, 318, 299].

Apart from the three features, the entity type information is also an useful feature.
Some KBs contain a type hierarchy (or taxonomy) and entities that are instances of
types. For example, the entity Paris is a place and Paris (mythology) is a
person (mythological). This example shows that even a coarse-grained entity type is
beneficial for distinguishing two mentions. A series of disambiguation systems have
incorporated entity type information [258, 98, 193].

2.2.3 Unlinkable Mention Prediction
The target entities of some mentions can be absent in the KBs, e.g., there is no entity in
a given KB for a newly published book or a new product on the market. We call these
mentions unlinkable mentions, and it is necessary for a system to predict that these
mentions should not be mapped to any entities, which is known as the NIL prediction
task. There are several ways of predicting unlinkable mentions. If the candidate set
is empty for a mention, it is considered unlinkable [246]. Or we can set a threshold
for the ranking output, mentions with scores below it are unlinkable mentions [206]. It
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is also possible to train a binary classifier to predict whether a mention-entity pair is
linkable or not [185].

2.2.4 Generative Entity Disambiguation
Although existing models that use these features are effective enough for disambiguat-
ing mentions, they usually learn entity representations for comparing the semantic
similarity between a mention and an entity, which consumes a large memory foot-
print for storing the entire real-world KB, e.g., about 24GB to store 1024-dimensional
vectors for all of the 6M Wikipedia pages, and the size linearly grows with respect
to new entities. To address the issue, GENRE [57] first proposes to link entities by
generating their unique names completely based on the context in an autoregressive
way. The parameters of this novel generative model scale linearly with vocabulary
size instead of entity count and it achieves significant improvements across a series
of entity disambiguation and end-to-end entity linking tasks. This generative mode
of entity disambiguation has a great advantage in inference speed, and is a promising
research direction. Recently, another novel approach cast entity diambiguation to text
extraction [11], which have achieved very promising results.

2.3 Language Models
Language models (LMs) are able to estimate the probability distribution over sequences
of words. Specifically, a language model can predict the next word for a given sequence.
Given the input sequence “the capital of France is”, a language model knows that the
word Paris should probably appear in the next position. In general, the input for LMs
are a large corpus with natural and unlabeled sentences and the output is a model that
can predict the target word given a context. In fact, word embeddings [17, 177, 204]
are by-products of language models. LMs are the basis for a wide range NLP tasks [6],
including sentiment analysis, question answering, machine comprehension, information
retrieval, etc [219, 26].

There are several different approaches to modeling language, which can be roughly
categorized into three classes: Statistical Language Models (Section 2.3.1), Neural
Language Models (Section 2.3.2) and Pre-trained Language Models (Section 2.3.3).

2.3.1 Statistical Language Models
Traditional statistical language models are probabilistic models of the distribution of
words in a language. These models aim to estimate the likelihood of a sequence with
multiple n words (w1,w2, ...,wn). However, counting the likelihood of each word that
may occur in a given context in a language is obviously difficult to achieve, but it has
been empirically observed that satisfactory results can be obtained using contexts as
small as 3 words [91]. A simple mathematical formulation of such an n-gram model
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Figure 2.1: An example of neural machine translation [172]: a stacking recurrent
architecture for translating a source sentence A B C D into a target sentence X Y Z.
The left blue blocks are the Encoder, and the right red blocks are the Decoder. The
arrows show the sequential way of encoding and decoding. Here, <eos> marks the
end of a sentence.

with a window size equal to T follows:

P(wT
1 ) =

T

∏
t=1

P(wt |wt−1
1 ) (2.1)

where wt is the t-th word and wT
i refers to the sequence of words from wi to wT ,

i.e., (wi,wi+1, ...,wT ). P(wt |wt−1
1 ) refers to the fraction of times wt appears after the

sequence. Actual prediction of the next word given a context is done via maximum
likelihood estimation (MLE), over all words in the vocabulary [6].

However, the methods have difficulties in generalizing to word sequences not
present in the training set. To address this issue, early attempts use a smoothing
strategy, e.g., assuming every new sequence has count one, rather than zero in the
training set (this is referred to as add-one or Laplace smoothing). Another strategy
which helps with generalization is the clustering of words in so-called classes [25].

2.3.2 Neural Language Models
Although n-gram LMs with smoothing strategies work out, there are still other problems.
A basic problem is the high dimensionality involved in calculating discrete joint
distributions of words because the number of parameters grow exponentially by the
size of the vocabulary [128]. To mitigate this gap, Neural Network (NN) is introduced
for language modeling in continuous space. The first feedforward neural network
LM is proposed by Bengio et al. [17], which is able to represent words by using low
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dimensional vectors. Some of the notable work includes Word2Vec [177], GloVe [204],
fastText [20], etc. Some of the subsequent work uses CNNs or RNNs as the architecture
for language models [178, 55].

2.3.3 Pre-trained Language Models
For neural language models, they provide a fixed word embedding for each word.
However, words with multiple meanings (Polysemy) are widespread in natural language,
e.g., Paris can be a city or a mythology character, which means we should understand
the word meaning under a particular context. To address this issue, the pre-trained
models (or contextualized language models) appeared.

The emergency of Pre-trained Language Models (PLMs) has achieved significant
success in the field of Natural Language Processing (NLP) by learning contextual
representations on large corpora in a self-supervised manner. ELMo [205] uses a deep
bidirectional LSTM model to build word representations, which is able to represent
each word according to the entire context in which it is actually used. More specifically,
instead of having a table of query word embedding matrices, ELMo is used by feeding
the words and their surrounding text into a deep neural network that converts the words
into a low-dimensional vector.

Afterwards, transformer-based language models like BERT [59] and GPT [218]
have been proposed and soon drastically changed the natural language processing
field. Most of these models use the Transformer [270] as the backbone, which is fully
attention-based methods. These models adopt a two-step paradigm for solving various
NLP tasks: Pre-training and Fine-tuning. For the first step, a large transformer-base
model is trained on massive unlabeled corpus by designing unsupervised objectives.
For example, BERT is pre-trained by using two unsupervised tasks, Masked Language
Model (MLM) and Next Sentence Prediction (NSP). The Masked Language Model
task randomly masks some percentage of the input tokens, and then forces the model
to predict the masked tokens, e.g., Paris is the capital of [MASK]. The Next Sentence
Prediction task asks the model to predict whether one sentence follows the other. For the
second step, the pre-trained model are fine-tuned on limited samples for transferring to
the target tasks. Due to the complex pre-training objectives and huge model parameters,
large-scale pre-trained language models can effectively capture knowledge from large
amounts of unlabeled data. The rich knowledge implicit in the huge parameters
can benefit a variety of downstream tasks by storing the knowledge into the huge
parameters and fine-tuning it on specific tasks, as has been extensively demonstrated
through experimental validation and empirical analysis.

Due to the great success of pre-trained models, the field has become extremely
active, with numerous variants emerging, such as RoBERTa [169], ALBERT [147],
BART [155], ELECTRA [49], T5 [222]. Recent advances in pre-trained language
models have led to the development of powerful language-understanding models, such
as GPT-x [219, 26] and ChatGPT, which have resulted in a huge revolution in this field.

The Transformer architecture [270] is widely used by most of pre-trained LMs, and
the attention module is the basic component of the Transformer. Next, we first present
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the Attention Mechanism 2.3.3.1, then describe the Transformer 2.3.3.2.

2.3.3.1 Attention Mechanism

Attention has arguably become one of the most important concepts in the deep learning
field. Many famous models are designed based on the attention mechanism, e.g.,
Transformer [270] and BERT [59]. In this part, we present the basic principle of the
attention, by first introducing the history of attention briefly (Section 2.3.3.1), and
then discuss the Normal Attention (Section 2.3.3.1). Finally, we explain the model:
Transformer (Section 2.3.3.2).

A Brief History of Attention. Attention is a complex cognitive function that is
indispensable to humans [52]. Humans do not process information in its entirety at
once. Instead, humans tend to selectively focus on a portion of information when and
where it is needed while ignoring other, less important information. For example, when
we are driving, drivers pay special attention to moving objects such as pedestrians and
other moving cars, and allocate less attention to stationary objects such as billboards on
the roadside. This is a way for humans to quickly select high-value information from a
large amount of information using limited resources. As mentioned above, the attention
mechanism can be used as a resource allocation scheme, which enables humans to
focus attention on a certain object consciously and actively [191].

In the field of computers, early research work introduced the attention mechanism
into the processing of images [118, 181]. Subsequently, attention mechanisms have
been an increasingly common component of neural networks and have been applied to
a variety of tasks, such as machine translation [10, 172], text classification [164, 200],
recommendation system [279] and so on. Specifically, we illustrate how the attention
mechanism works by using an example of machine translation. Figure 2.1 shows
a conventional encoder-decoder framework for machine translation. The left blue
blocks are the Encoder, which is used to represent the input sentence. The right red
blocks are the Decoder, which generates the translated sequence based on the last
output of decoder. However, this way is overly dependent on the compression of the
entire sentence into a single fixed representation. Actually, the input sequence may
contain hundreds of words, therefore, this will inevitably cause information loss and
the translation result will not be accurate.

In order to address this issue, we can infuse am attention mechanism into the
encoder-decoder model. As shown in Figure 2.2, the attentional model generates
a word in a translation at each step of decoding process, it softly searches for a
set of positions in the input source sentence where the most relevant information is
concentrated. The model then predicts a target word based on the context vector
associated with these source locations and all previously generated target words. The
most important difference between this approach and the basic encoder-decoder is
that it does not attempt to encode the entire input sentence as a vector of fixed length.
Instead, it encodes the input sentence as a sequence of vectors and adaptively selects
a subset of these vectors at the decoding time, which avoid information loss during
decoding.
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Figure 2.2: The illustration of the attention-based machine translation model [10],
which generates the t-th target word yt given a source sentence (x1,x2, ...,xT ).

Normal Attention. The attention mechanism is introduced by Bahdanau et al. [10] to
address the bottleneck created by the use of fixed-length vectors, where the decoder has
limited access to the information provided by the input, especially considering that the
input length can be very long. The attention mechanism can assign different weights
to different words at each step of the decoding, so that the input information can be
fully leveraged. The normal attention mechanism makes use of three main components,
namely the queries, the keys, and the values. In the context of machine translation,
each word in the input sentence is given its own query, key and value vectors. Next, the
attention mechanism takes a query vector belonging to a specific word in the sequence
and computes the correlation between the query and each key. In doing so, it captures
the relationship of the word under consideration to other words in the sequence. Then,
it adjusts the values based on the attention weights (computed from the correlations) to
maintain focus on those words that are relevant to the query. In this way, it generates
an attention output for the words by using the attentional weights and value vectors.

Formally, an attention module maps a query and a set of key-value pairs to a new
output, where the input query, keys, values, and output are all vectors. The inputs are
given as a set of n query vectors, grouped horizontally in a matrix Q. The vectors of
keys and the vectors of values, likewise, are stacked as matrices K and V. Then, the
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Figure 2.3: The transformer - model architecture [270].

new output matrix V̄ is computed by the Scaled Dot-Product Attention [270]:

V̄ = Attention(Q,K,V) = Softmax
(

QWQ(KWK)T√
d

)
(VWV ) (2.2)

Here, WQ ∈ Rd×dK ,WK ∈ Rd×dK ,WV ∈ Rd×dV are trainable parameter matrices, d is
the input dimension of Q,K,V, and dK,dV are the dimensions of the Key and Value
after projection.

Self-Attention applies attention to a single set of tokens: the key, query, and values
are all functions of token embeddings. The input (e.g., a sentence or a sequence of
words) is a sequence matrix X = {x1,x2, ...,xn} ∈ Rn×d , and the output vector of the
ith token is given by:

x̄i =
n

∑
j=1

exp(αi j)

Z
x jWV ,where αi j =

(xiWQ)(x jWK)T√
d

,Z =
n

∑
j=1

exp(αi j) (2.3)

As tokens appear in the keys and the queries, self-attention can learn the importance of
the interactions between words. It has drastically improved performance in many NLP
tasks.

2.3.3.2 Transformers

The Transformers rely entirely on self-attention to compute representations of its in-
put and output without using recurrent or convolutional neural networks [270]. The
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emergence of the transformer has attracted widespread attention, and various studies
have found that it has superior performance in a wide variety of fields [163]. The
Transformer is a encoder-decoder model, which is composed of three basic compo-
nents: input embedding, multi-head self-attention layer and position-wise feed-forward
network (FFN) layer. The overall architecture is shown in Figure 2.3.

Input Embedding. Similar to other sequence models, the Transformer uses learned
embeddings to transform the input tokens and output tokens into vectors of dimension
dmodel (the width of neural network). The token embedding layer can be considered
a lookup table to obtain a representation of the learned vector for each word. Unlike
CNNs or RNNs, an attention module cannot intrinsically capture the word order in a
sequence. Therefore, the Transformers inject some information about the relative or
absolute position of the tokens into the sequence. For this goal, they add Positional
Encodings to the input embeddings at the bottom of the encoder and decoder blocks.
The positional encodings have the same dimension dmodel as the input embeddings, so
that we can add the two. The positional encoding for each position is computed using
pre-defined cosine and sin functions:

PE(pos,i) = sin(pos/100002d/dmodel) (2.4)

PE(pos,2i+1) = cos(pos/100002d/dmodel)

where pos is the position and i is the dimension. This makes that each dimension of
the positional encoding corresponds to a sinusoid. The wavelengths form a geometric
progression from 2π to 10000 · 2π . This design allows the model to easily learn to
attend by relative positions, since for any fixed offset k, PEpos+k can be represented as
a linear function of PEpos.

Multi-Head Self-Attention. The Transformer projects queries, keys, and values to
dk, dk, and dv dimensions with different, learned linear projections to obtain a better
representation than a single attention. Multi-head attention allows the model to jointly
attend to information from different representation subspaces at different positions.
On each of these projected versions of queries, keys and values the transformer then
performs the attention function in parallel, yielding multiple dimensional output values.
These are concatenated and once again projected, resulting in the final values, as
depicted in Figure 2.4. Multi-head attention linearly projects the queries, keys and
values h times with different, learned linear projections to dk, dk and dv dimensions,
respectively, which can be denoted as:

MultiHead(Q,K,V ) =Concat(head1, ...,headh)W O (2.5)

where headi = Attention(QW Q
i ,KW K

i ,VWV
i )

Where the projections are parameter matrices W Q
i ∈Rdmodel×dq , W K

i ∈Rdmodel×dk , WV
i ∈

Rdmodel×dv and W O
i ∈ Rhdv×dmodel .
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Figure 2.4: An illustration of multi-head self-attention [270]. Multi-Head Attention
consists of several attention layers running in parallel.

Feed-Forward Network. Apart from the attention sub-layers, each of the layers in
the encoder and decoder has a fully connected feed-forward network, which is applied
to each position separately and identically. It consists of two linear transformations
with a ReLU activation in between:

FFN(x) = max(0,xW1 +b1)W2 +b2 (2.6)

While the linear transformations are the same across different positions, they use
different parameters from layer to layer.

Transformers have achieved significant success in a wide range of artificial in-
telligence tasks, and a variety of transformer variants have been proposed, such as
Linformer [281], Longformer [16], Reformer [141], Shortformer [213] etc.
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3
Efficiency: Disambiguating Biomedical Entity

with Lightweight Models

Biomedical entity linking aims to map biomedical mentions, such as diseases and drugs,
to standard entities in a given knowledge base. The specific challenge in this context is
that the same biomedical entity can have a wide range of names, including synonyms,
morphological variations, and names with different word orderings. Recently, BERT-
based methods have advanced the state-of-the-art by allowing for rich representations
of word sequences. However, they often have hundreds of millions of parameters
and require heavy computing resources, which limits their applications in resource-
limited scenarios. Here, we propose a lightweight neural method for biomedical entity
linking, which needs just a fraction of the parameters of a BERT model and much
less computing resources. Our method uses a simple alignment layer with attention
mechanisms to capture the variations between mention and entity names. Yet, we show
that our model is competitive with previous work on standard evaluation benchmarks.

3.1 Introduction
Entity linking (Entity Normalization) is the task of mapping entity mentions in text
documents to standard entities in a given knowledge base. For example, the word
“Paris” is ambiguous: It can refer either to the capital of France or to a hero of Greek
mythology. Now given the text “Paris is the son of King Priam”, the goal is to determine
that, in this sentence, the word refers to the Greek hero, and to link the word to the
corresponding entity in a knowledge base such as DBpedia [9] or YAGO [254].

In the biomedical domain, entity linking maps mentions of diseases, drugs, and
measures to normalized entities in standard vocabularies. It is an important ingredient
for automation in medical practice, research, and public health. Different names of the
same entities in Hospital Information Systems seriously hinder the integration and use
of medical data. If a medication appears with different names, researchers cannot study
its impact, and patients may erroneously be prescribed the same medication twice.

The particular challenge of biomedical entity linking is not the ambiguity: a word
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usually refers to only a single entity. Rather, the challenge is that the surface forms
vary markedly, due to abbreviations, morphological variations, synonymous words,
and different word orderings. For example, “Diabetes Mellitus, Type 2” is also written
as “DM2” and “lung cancer” is also known as “lung neoplasm malignant”. In fact,
the surface forms vary so much that all the possible expressions of an entity cannot be
known upfront. This means that standard disambiguation systems cannot be applied in
our scenario, because they assume that all forms of an entity are known.

One may think that variation in surface forms is not such a big problem, as long
as all variations of an entity are sufficiently close to its canonical form. Yet, this is
not the case. For example, the phrase ”decreases in hemoglobin” could refer to at
least 4 different entities in MedDRA, which all look alike: ”changes in hemoglobin”,

”increase in hematocrit”, ”haemoglobin decreased”, and ”decreases in platelets”. In
addition, biomedical entity linking cannot rely on external resources such as alias
tables, entity descriptions, or entity co-occurrence, which are often used in classical
entity linking settings.

For this reason, entity linking approaches have been developed particularly for
biomedical entity linking. Many methods use deep learning: an early work of casts
biomedical entity linking as a ranking problem, leveraging convolutional neural net-
works (CNNs) [159]. More recently, the introduction of BERT has advanced the perfor-
mance of many NLP tasks, including in the biomedical domain [115, 152, 122]. BERT
creates rich pre-trained representations on unlabeled data and achieves state-of-the-art
performance on a large suite of sentence-level and token-level tasks, outperforming
many task-specific architectures. However, considering the number of parameters
of pre-trained BERT models, the improvements brought by fine-tuning them come
with a heavy computational cost and memory footprint. This is a problem for energy
efficiency, for smaller organizations, or in poorer countries.

In this paper, we introduce a very lightweight model that achieves a performance
statistically indistinguishable from the state-of-the-art BERT-based models. The central
idea is to use an alignment layer with an attention mechanism, which can capture
the similarity and difference of corresponding parts between candidate and mention
names. Our model is 23x smaller and 6.4x faster than BERT-based models on average;
and more than twice smaller and faster than the lightweight BERT models. Yet, as
we show, our model achieves comparable performance on all standard benchmarks.
Further, we can show that adding more complexity to our model is not necessary: the
entity-mention priors, the context around the mention, or the coherence of extracted
entities [as used, e.g., in 113] do not improve the results any further. All data and code
are available at GitHub 1.

3.2 Related Work
In the biomedical domain, much early research focuses on capturing string similarity of
mentions and entity names with rule-based systems [62, 133, 67]. Rule-based systems

1 https://github.com/tigerchen52/Biomedical-Entity-Linking
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are simple and transparent, but researchers need to define rules manually, and these are
bound to an application.

To avoid manual rules, machine-learning approaches learn suitable similarity mea-
sures between mentions and entity names automatically from training sets [150, 61,
85, 151]. However, one drawback of these methods is that they cannot recognize
semantically related words.

Recently, deep learning methods have been successfully applied to different NLP
tasks, based on pre-trained word embeddings, such as word2vec [179] and Glove [204].
Other approaches introduce a CNN [159] and RNN [289], respectively, with pre-trained
word embeddings, which casts biomedical entity linking into a ranking problem.

However, traditional methods for learning word embeddings allow for only a single
context-independent representation of each word. Bidirectional Encoder Representa-
tions from Transformers (BERT) address this problem by pre-training deep bidirectional
representations from unlabeled text, jointly conditioning on both the left and the right
context in all layers. A recent work [122] proposed an biomedical entity normalization
architecture by fine-tuning the pre-trained BERT / BioBERT / ClinicalBERT models
[59, 115, 152]. Extensive experiments show that their model outperforms previous
methods and advanced the state-of-the-art for biomedical entity linking. A shortcoming
of BERT is that it needs high-performance machines.

3.3 Our Approach
Formally, our inputs are (1) a knowledge base (KB), i.e., a list of entities, each with
one or more names, and (2) a corpus, i.e., a set of text documents in which certain text
spans have been tagged as entity mentions. The goal is to link each entity mention to
the correct entity in the KB. To solve this problem, we are given a training set, i.e., a
part of the corpus where the entity mentions have been linked already to the correct
entities in the KB. Our method proceeds in 3 steps:

Preprocessing. We preprocess all mentions in the corpus and entity names in the KB
to bring them to a uniform format.

Candidate Generation. For each mention, we generate a set of candidate entities
from the KB.

Ranking Model. For each mention with its candidate entities, we use a ranking model
to score each pair of mention and candidate, outputting the top-ranked result.

Let us now describe these steps in detail.

Preprocessing
We preprocess all mentions in the corpus and all entity names in the KB by the following
steps:
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Figure 3.1: The architecture of our ranking model, with the input mention “decreases
in hemoglobin” and the input entity candidate “haemoglobin decreased”.

Abbreviation Expansion. Like previous work [122], we use the Ab3p Toolkit [250]
to expand medical abbreviations. The Ab3p tool outputs a probability for each possible
expansion, and we use the most probable expansion. For example, Ab3p knows that
“DM” is an abbreviation of “Diabetes Mellitus”, and so we replace the abbreviation
with its expanded term. We also expand mentions by the first matching one from an
abbreviation dictionary constructed by previous work [67], and supplement 20 biomed-
ical abbreviations manually (such as Glycated hemoglobin (HbA1c)). Our dictionary
is available in the supplementary material and online.

Numeral Replacement. Entity names may contain numerals in different forms
(e.g., Arabic, Roman, spelt out in English, etc.) We replace all forms with spelled-out
English numerals. For example, “type II diabetes mellitus” becomes “type two diabetes
mellitus”. For this purpose, we manually compiled a dictionary of numerals from the
corresponding Wikipedia pages. Finally, we remove all punctuation, and convert all
words to lowercase.

KB Augmentation. We augment the KB by adding all names from the training set
to the corresponding entities. For example, if the training set links the mention “GS” in
the corpus to the entity “Adenomatous polyposis coli” in the KB, we add “GS” to the
names of that entity in the KB.

Candidate Generation
Our ranking approach is based on a deep learning architecture that can compute a
similarity score for each pair of a mention in the corpus and an entity name in the KB.
However, it is too slow to apply this model to all combinations of all mentions and
all entities. Therefore, we generate, for each mention M in the corpus, a set CM of
candidate entities from the KB. Then we apply the deep learning method only to the
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set CM.
To generate the candidate set CM, we calculate a score for M and each entity in the

KB, and return the top-k entities with the highest score as the candidate set CM (in our
experiments, k = 20). As each entity has several names, we calculate the score of M
and all names of the entity E, and use the maximum score as the score of M and the
entity E.

To compute the score between a mention M and an entity name S, we split each of
them into tokens, so that we have M = {m1,m2, ...,m|M|} and S = {s1,s2, ...,s|S|}.

We represent each token by a vector taken from pre-trained embedding matrix
V ∈Rd×|V | where d is the dimension of word vectors and V is a fixed-sized vocabulary
(details in the section of Experimental Settings). To take into account the possibility of
different token orderings in M and S, we design the aligned cosine similarity (ACos),
which maps a given token mi ∈ M to the most similar token s j ∈ S and returns the
cosine similarity to that token:

ACos(mi,S) = max{cos(mi,s j) | s j ∈ S} (3.1)

The similarity score is then computed as the sum of the aligned cosine similarities. To
avoid tending to long text, and to make the metric symmetric, we add the similarity
scores in the other direction as well, yielding:

sim(M,S) =
1

|M|+ |S|
( ∑

mi∈M
ACos(mi,S) + ∑

s j∈S
ACos(s j,M)) (3.2)

We can now construct the candidate set CM = {⟨E1,S1⟩, ⟨E2,S2⟩, ...,⟨Ek,Sk⟩} where
Ei is the id of the entity, and Si is the chosen name of the entity. This set contains the
top-k ranked entity candidates for each mention M. Specifically, if there are candidates
whose score is equal to 1 in this set, we will filter out other candidates whose score is
less than 1.

Ranking Model
Given a mention M and its candidate set CM = {⟨E1,S1⟩, ⟨E2,S2⟩, ...,⟨Ek,Sk⟩}, the
ranking model computes a score for each pair of the mention and an entity name
candidate Si. Figure 3.1 shows the corresponding neural network architecture. Let us
first describe the base model. This model relies exclusively on the text similarity of
mentions and entity names. It ignores the context in which a mention appears, or the
prior probability of the target entities. To compute the text similarity, we crafted the
neural network following the candidate generation: it determines, for each token in
the mention, the most similar token in the entity name, and vice versa. Different from
the candidate generation, we also take into account character level information here
and use an alignment layer to capture the similarity and difference of correspondences
between mention and entity names.
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Representation Layer. As mentioned in the , we represent a mention M and an entity
name S by the set of the embeddings of its tokens in the vocabulary V . However, not
all tokens exist in the vocabulary V . To handle out-of-vocabulary words, we adopt
a recurrent Neural Network (RNN) to capture character-level features for each word.
This has the additional advantage of learning the morphological variations of words.
We use a Bi-directional LSTM (BiLSTM), running a forward and backward LSTM on
a character sequence [92]. We concatenate the last output states of these two LSTMs as
the character-level representation of a word. To use both word-level and character-level
information, we represent each token of a mention or entity name as the concatenation
of its embedding in V and its character-level representation.

Alignment Layer. To counter the problem of different word orderings in the mention
and the entity name, we want the network to find, for each token in the mention, the most
similar token in the entity name. For this purpose, we adapt the attention mechanisms
that have been developed for machine comprehension and answer selection [41, 280].

Assume that we have a mention M = {m̄1, m̄2, ..., m̄|M|} and an entity name S= {s̄1,
s̄2, ..., s̄|S|}, which were generated by the Representation Layer. We calculate a |M|×|S|-
dimensional weight matrix W , whose element wi, j indicates the similarity between the
token i of the mention and the token j of the entity name, wi j = m̄T

i s̄ j. Thus, the ith

row in W represents the similarity between the ith token in M and each token in S. We
apply a softmax function on each row of W to normalize the values, yielding a matrix
W ′. We can then compute a vector m̃i for the ith token of the mention, which is the sum
of the vectors of the tokens of S, weighted by their similarity to m̄i:

m̃i =
t

∑
j=1

w′
i j s̄ j (3.3)

This vector “reconstructs” m̄i by adding up suitable vectors from S, using mainly those
vectors of S that are similar to m̄i. If this reconstruction succeeds (i.e., if m̄i is similar
to m̃i), then S contained tokens which, together, contain the same information as m̄i.

To measure this similarity, we could use a simple dot-product. However, this
reduces the similarity to a single scalar value, which erases precious element-wise
similarities. Therefore, we use the following two comparison functions[262, 280]:

sub(m̄i, m̃i) = (m̄i − m̃i)⊙ (m̄i − m̃i) (3.4)

mul(m̄i, m̃i) = m̄i ⊙ m̃i (3.5)

where the operator ⊙ means element-wise multiplication. Intuitively, the functions
sub and mul represent subtraction and multiplication, respectively. The function sub
has similarities to the Euclidean distance, while mul has similarities to the cosine
similarity – while preserving the element-wise information. Finally, we obtain a
new representation of each token i of the mention by concatenating m̄i, m̃i and their
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difference and similarity:

m̂i = [m̄i, m̃i,sub(m̄i, m̃i),mul(m̄i, m̃i)] (3.6)

By applying the same procedure on the columns of W , we can compute analogously a
vector s̃ j for each token vector s j of S, and obtain the new representation for the jth

token of the entity name as

ŝ j = [s̄ j, s̃ j,sub(s̄ j, s̃ j),mul(s̄ j, s̃ j)] (3.7)

This representation augments the original representation s̄ j of the token by the “recon-
structed” token s̃ j, and by information about how similar s̃ j is to s̄ j.

CNN Layer. We now have rich representations for the mention and the entity name,
and we apply a one-layer CNN on the mention [m̂1, m̂2, ..., m̂|M|] and the entity name
[ŝ1, ŝ2, ..., ŝ|S|]. We adopt the CNN architecture proposed by [138] to extract n-gram
features of each text:

fM = CNN([m̂1, m̂2, ..., m̂M]) (3.8)

fE = CNN([ŝ1, ŝ2, ..., ŝS]) (3.9)

We concatenate these to a single vector fout = [ fM, fE ].

Output Layer. We are now ready to compute the final output of our network using a
two-layer fully connected neural network:

Φ(M,E) = sigmoid(W2 ReLU(W1 fout +b1)+b2) (3.10)

where W2 and W1 are learned weight matrices, and b1 and b2 are bias values. This
constitutes our base model, which relies solely on string similarity. We will now see
how we can add add prior, context, and coherence features.

Extra Features
Mention-Entity Prior. Consider an ambiguous case such as “You should shower,
let water flow over wounds, pat dry with a towel.” appearing in hospital Discharge
Instructions. In this context, the disease name “wounds” is much more likely to
refer to “surgical wound” than “gunshot wound”. This prior probability is called
the mention-entity prior. It can be estimated, e.g., by counting in Wikipedia how
often a mention is linked to the page of an entity [113]. Unlike DBpedia and YAGO,
biomedical knowledge bases generally do not provide links to Wikipedia. Hence, we
estimate the mention-entity prior from the training set, as:

prior(M,E) = logcount(M,E) (3.11)

where count(M,E) is the frequency with which the mention M is linked to the target
entity E in the training dataset. To reduce the effect of overly large values, we apply
the logarithm. This prior can be added easily to our model by concatenating it in fout:

fout = [ fM, fE ,prior(M,E)] (3.12)
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Context. The context around a mention can provide clues on which candidate entity
to choose. We compute a context score that measures how relevant the keywords of
the context are to the candidate entity name. We first represent the sentence containing
the mention by pre-trained word embeddings. We then run a Bi-directional LSTM on
the sentence to get a new representation for each word. In the same way, we apply a
Bi-directional LSTM on the entity name tokens to get the entity name representation
cxtE . To select keywords relevant to the entity while ignoring noise words, we adopt
an attention strategy to assign a weight for each token in the sentence. Then we use a
weighted sum to represent the sentence as cxtM. The context score is then computed as
the cosine similarity between both representations:

context(M,E) = cos(cxtM,cxtE) (3.13)

As before, we concatenate this score to the vector fout .

Coherence. Certain entities are more likely to occur together in the same document
than others, and we can leverage this disposition to help the entity linking. To capture
the co-occurrence of entities, we pre-train entity embeddings in such a way that entities
that often co-occur together have a similar distributed representation. We train these
embeddings with Word2Vec [179] on a collection of PubMed abstracts2. Since the
entities in this corpus are not linked to our KB, we consider every occurrence of an
exact entity name as a mention of that entity.

Given a mention M and a candidate entity E, we compute a coherence score
to measure how often the candidate entity co-occurs with the other entities in the
document. We first select the mentions around M. For each mention, we use the first
entity candidate (as given by the candidate selection). This gives us a set of entities
PM = {p1, p2, ..., pk}, where each element is a pre-trained entity vector. Finally, the
coherence score is computed as:

coherence(M,E) =
1
k

k

∑
i=1

cos(pi, pE) (3.14)

where pE is the pre-trained vector of the entity candidate E. This score measures
how close the candidate entity E is, on average, to the other presumed entities in the
document. As before, we concatenate this score to the vector fout. More precisely, we
pre-trained separate entity embeddings for the three datasets and used the mean value
of all entity embeddings to represent missing entities.

NIL Problem
The NIL problem occurs when a mention does not correspond to any entity in the KB.
We adopt a traditional threshold method, which considers a mention unlinkable if its
score is less than a threshold τ . This means that we map a mention to the highest-
scoring entity if that score exceeds τ , and to NIL otherwise. The threshold τ is learned
2 ftp://ftp.ncbi.nlm.nih.gov/pubmed/baseline/
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from a training set. For datasets that do not contain unlinkable mentions, we set the
threshold τ to zero.

Training
For training, we adopt a triplet ranking loss function to make the score of the positive
candidates higher than the score of the negative candidates. The objective function is:

θ
∗ = argmin

θ
∑

D∈D
∑

M∈D
∑

E∈C
max(0,γ + Φ(M,E+) − Φ(M,E−)) (3.15)

where θ stands for the parameters of our model. D is a training set containing a
certain number of documents and γ is the parameter of margin. E+ and E− represent
a positive entity candidate and a negative entity candidate, respectively. Our goal is
to find an optimal θ , which makes the score difference between positive and negative
entity candidates as large as possible. For this, we need triplets of a mention M, a
positive example E+ and a negative example E−. The positive example can be obtained
from the training set. The negative examples are usually chosen by random sampling
from the KB. In our case, we sample the negative example from the candidates that
were produced by the candidate generation phase (excluding the correct entity). This
choice makes the negative examples very similar to the positive example, and forces
the process to learn what distinguishes the positive candidate from the others.

3.4 Experiments

3.4.1 Datasets and Metrics.
We evaluate our model on three datasets (shown in Table 3.1). The ShARe/CLEF
corpus [211] comprises 199 medical reports for training and 99 for testing. As Table 3.1
shows, 28.2% of the mentions in the training set and 32.7% of the mentions in the
test set are unlinkable. The reference knowledge base used here is the SNOMED-CT
subset of the UMLS 2012AA [19]. The NCBI disease corpus [61] is a collection
of 793 PubMed abstracts partitioned into 693 abstracts for training and development
and 100 abstracts for testing. We use the July 6, 2012 version of MEDIC [56], which

ShARe/CLEF NCBI ADR
train test train test train test

documents 199 99 692 100 101 99
mentions 5816 5351 5921 964 7038 6343
NIL 1641 1750 0 0 47 18

concepts 88140 9656 23668
synonyms 42929 59280 0

Table 3.1: Dataset Statistics
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Model ShARe/CLEF NCBI ADR

DNorm [150] - 82.20±3.09 -
UWM [85] 89.50±1.02 - -

Sieve-based Model [67] 90.75±0.96 84.65±3.00 -
TaggerOne [151] - 88.80±2.59 -

Learning to Rank [296] - - 92.05±0.84
CNN-based Ranking [159] 90.30±1.00 86.10±2.79 -
BERT-based Ranking [122] 91.06±0.96 89.06±2.63 93.22±0.79

Our Base Model 90.10±1.00 89.07±2.63 92.63±0.81
Our Base Model + Extra Features 90.43±0.99 89.59±2.59 92.74±0.80

Table 3.2: Performance of different models. Results in gray are not statistically different
from the top result.

contains 9,664 disease concepts. The TAC 2017 Adverse Reaction Extraction (ADR)
dataset consists of a training set of 101 labels and a test set of 99 labels. The mentions
have been mapped manually to the MedDRA 18.1 KB, which contains 23,668 unique
concepts.

Following previous work, we adopt accuracy to compare the performance of differ-
ent models.

3.4.2 Experimental Settings
We implemented our model using Keras, and trained our model on a single Intel(R)
Xeon(R) Gold 6154 CPU @ 3.00GHz, using less than 10Gb of memory. Each token
is represented by a 200-dimensional word embedding computed on the PubMed and
MIMIC-III corpora [307]. As for the character embeddings, we use a random matrix
initialized as proposed in this work [105], with a dimension of 128. The dimension of
the character LSTM is 64, which yields 128-dimensional character feature vectors. In
the CNN layer, the number of feature maps is 32, and the filter windows are [1,2,3]. The
dimension of the context LSTM and entity embedding is set to 32 and 50 respectively.
We adopt a grid search on a hold-out set from training samples to select the value τ ,
and and find an optimal for τ = 0.75.

During the training phase, we select at most 20 entity candidates per mention, and
the parameter of the triplet rank loss is 0.1. For the optimization, we use Adam with a
learning rate of 0.0005 and a batch size of 64. To avoid overfitting, we adopt a dropout
strategy with a dropout rate of 0.1.

3.4.3 Competitors
We compare our model to the following competitors: DNorm [150]; UWM [85];
Sieve-based Model [67]; TaggerOne [151]; a model based on Learning to Rank
[296]; CNN-based Ranking [159]; and BERT-based Ranking [122].
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Model ShARe/CLEF NCBI ADR

- Character Feature -1.21 -0.31 -0.30
- Alignment Layer -3.80 -4.06 -3.17

- CNN Layer -1.87 -0.93 -0.35
Our Base Method 90.10 89.07 92.63

+ Mention-Entity Prior +0.33 +0.04 +0.03
+ Context -0.09 +0.21 -0.24

+ Coherence -0.02 +0.27 +0.11

Table 3.3: Ablation study

Model Original ADR 10% 30% 50% 70% 90%

+ Ordering Change 92.63 92.20 92.18 91.95 92.31 92.05
+ Typo 92.63 92.03 91.61 91.38 91.41 91.13

Table 3.4: Performance in the face of typos: Simulated ADR Datasets

3.5 Results

3.5.1 Overall Performance
During the candidate generation, we generate 20 candidates for each mention. The
recall of correct entities on the ShARe/CLEF, NCBI, and ADR test datasets is 97.79%,
94.27%, and 96.66% respectively. We thus conclude that our candidate generation does
not eliminate too many correct candidates. Table 3.2 shows the performance of our
model and the baselines. Besides accuracy, we also compute a binomial confidence
interval for each model (at a confidence level of 0.02), based on the total number of
mentions and the number of correctly mapped mentions. The best results are shown in
bold text, and all performances that are within the error margin of the best-performing
model are shown in gray. We first observe that, for each dataset, several methods
perform within the margin of the best-performing model. However, only two models
are consistently within the margin across all datasets: BERT and our method. Adding
extra features (prior, context, coherence) to our base model yields a small increase on
the three datasets. However, overall, even our base model achieves a performance that
is statistically indistinguishable from the state of the art.

3.5.2 Ablation Study
To understand the effect of each component of our model, we measured the performance
of our model when individual components are removed or added. The results of this
ablation study on all three datasets are shown in Table 3.3. The gray row is the accuracy
of our base model. The removal of the components of the base model is shown above
the gray line; the addition of extra features (see the section of ) below. If we remove the

32



Model Parameters ShARe/CLEF NCBI ADR Avg Speedup
CPU GPU CPU GPU CPU GPU

BERT (large) 340M 2230s 1551s 353s 285s 2736s 1968s 1521s 12.3x
BERT (base) 110M 1847s 446s 443s 83s 1666s 605s 848s 6.4x
TinyBERT6 67M 1618s 255s 344s 42s 2192s 322s 796s 6.0x

MobileBERT (base) 25.3M 1202s 330s 322s 58s 1562s 419s 649s 4.7x
ALBERT (base) 12M 836s 129s 101s 24s 1192s 170s 409s 2.6x
Our Base Model 4.6M 181s 131s 38s 22s 196s 116s 114s -

Table 3.5: Number of model parameters and observed inference time

Alignment Layer (underlined), the accuracy drops the most, with up to 4.06 percentage
points. This indicates that the alignment layer can effectively capture the similarity of
the corresponding parts of mentions and entity names. The CNN Layer extracts the key
components of the names, and removing this part causes a drop of up to 1.87 percentage
points. The character-level feature captures morphological variations, and removing it
results in a decrease of up to 1.21 percentage points. Therefore, we conclude that all
components of our base model are necessary.

Let us now turn to the effect of the extra features of our model. The Mention-Entity
Prior can bring a small improvement, because it helps with ambiguous mentions, which
occupy only a small portion of the dataset. The context feature, likewise, can achieve a
small increase on the NCBI dataset. On the other datasets, however, the feature has a
negative impact. We believe that this is because the documents in the NCBI datasets are
PubMed abstracts, which have more relevant and informative contexts. The documents
in the ShARe/CLEF and ADR datasets, in contrast, are more like semi-structured text
with a lot of tabular data. Thus, the context around a mention in these documents is less
helpful. The coherence feature brings only slight improvements. This could be because
our method of estimating co-occurrence is rather coarse-grained, and the naive string
matching we use may generate errors and omissions. In conclusion, the extra features
do bring a small improvement, and they are thus an interesting direction of future
work. However, our simple base model is fully sufficient to achieve state-of-the-art
performance already.

3.5.3 Performance in the Face of Typos
To reveal how our base model works, we further evaluate it on simulated ADR datasets.
We generate two simulated datasets by randomly adding typos and changing word
orderings of mention names. As described in Table 3.4, as we gradually add typos,
the accuracy does not drop too much, and adding 90% of typos only results in a 1.5
percent drop. This shows our model can deal well with morphological variations of
biomedical names. Besides, ordering changes almost have no effect on our base model,
which means it can capture correspondences between mention and entity names.
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Figure 3.2: Model efficiency on a small amount of data.

3.5.4 Parameters and Inference Time
To measure the simplicity of our base model, we analyze two dimensions: the number
of model parameters and the practical inference time. In Table 3.5, we compare our
model with BERT models, including three popular lightweight models: ALBERT[147],
TinyBERT[125], and MobileBert[260]. Although ALBERT’s size is close to our
model, its performance is still 2.2 percentage points lower than the BERTBASE model
on average.

The second column in the table shows the number of parameters of different models.
Our model uses an average of only 4.6M parameters across the three data sets, which
is 1.6x to 72.9x smaller than the other models. The third column to the tenth column
show the practical inference time of the models on the CPU and GPU. The CPU is
described in the Experimental Settings, and the GPU we used is a single NVIDIA Tesla
V100 (32G). Our model is consistently the fastest across all three datasets, both for
CPU and GPU (except in the fourth column). On average, our model is 6.4x faster than
other BERT models, and our model is much lighter on the CPU.

3.5.5 Model Performance as Data Grows
In this section, we study how our model performs with an increasing amount of training
samples, by subsampling the datasets. As shown in Figure 3.2, the performance of our
base model keeps growing when we gradually increase the number of training samples.
When using 50% of the training samples, the accuracies of ShARe/CLEF, NCBI, and
ADR dataset are already 0.8342,0.8747, and 0.9106, respectively. More data leads to
better performance, and thus our model is not limited by its expressivity, even though it
is very simple.
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3.6 Conclusion
In this paper, we propose a simple and lightweight neural model for biomedical
entity linking. Our experimental results on three standard evaluation benchmarks
show that the model is very effective, and achieves a performance that is statistically
indistinguishable from the state of the art. BERT-based models, e.g., have 23 times
more parameters and require 6.4 times more computing time for inference. Future
work to improve the architecture can explore 1) automatically assigning a weight for
each word in the mentions and entity names to capture the importance of each word,
depending, e.g., on its grammatical role; 2) Graph Convolutional Networks (GCNs)
[140, 290] to capture graph structure across mentions and improve our notion of entity
coherence.
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4
Generalizability: Disambiguating Acronym in

General Domain

Acronym Disambiguation (AD) is crucial for natural language understanding on various
sources, including biomedical reports, scientific papers, and search engine queries.
However, existing acronym disambiguation benchmarks and tools are limited to specific
domains, and the size of prior benchmarks is rather small. To accelerate the research on
acronym disambiguation, we construct a new benchmark named GLADIS with three
components: (1) a much larger acronym dictionary with 1.5M acronyms and 6.4M
long forms; (2) a pre-training corpus with 160 million sentences; (3) three datasets that
cover the general, scientific, and biomedical domains. We then pre-train a language
model, AcroBERT, on our constructed corpus for general acronym disambiguation, and
show the challenges and values of our new benchmark.

4.1 Introduction
An acronym is an abbreviation formed from the initial letters of a longer name. For in-
stance, the following two sentences contain the acronym “AI”: (1) This is the product’s
first true AI version, and it understands your voice instantly. (2) In the United States,
the AI for potassium for adults is 4.7 grams. The long forms (or expanded forms) for
the same acronym are “Artificial Intelligence” and “Adequate Intake”, respectively.

Acronym Disambiguation (AD) is the task of mapping a given acronym in a given
sentence to the intended long form. Acronym disambiguation is crucial for downstream
tasks such as information extraction, machine translation, and query analysis in search
engines [119, 117]. Acronym disambiguation is also important for humans: acronyms
may make a text more difficult to understand for readers who are not familiar with the
specific domain. A study on a Microsoft question answering forum found that only
7% of the acronyms co-occur with their corresponding long forms, which confuses the
readers about the meaning of a text [161].

Acronym Disambiguation has received more attention in the past few years. The
first step in acronym disambiguation is usually the creation of a dictionary, i.e., a
mapping of each acronym to one or more long forms. Early systems extracted acronyms
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ID Long Form Popularity Domain

1 Artificial Intelligence ⋆⋆⋆⋆⋆ Computer Science
2 Adequate Intake ⋆⋆⋆⋆ Food and Nutrition
3 Aromatase Inhibitor ⋆⋆⋆ Chemistry
4 Apoptotic Index ⋆⋆⋆ Biomedicine
5 Asynchronous Irregular ⋆⋆⋆ Neuroscience
6 Amnesty International ⋆⋆ Organization
7 Anterior Insula ⋆⋆ Biomedicine
8 Air India ⋆⋆ Organization
9 Article Influence ⋆⋆ Science

......
2243 Agricultural Implement ⋆ Agriculture

Table 4.1: Long form candidates for the acronym “AI” from our
acronym dictionary. The SciAD benchmark [272] only includes
two long terms (black) in the scientific domain. The popularity is
the occurrence frequency in our collected corpora.

and their definitions automatically from texts by rule-based [237] or supervised [188]
methods. Once a dictionary is available, acronym disambiguation methods expand
acronyms in a given text by capturing the contexts for specific domains, e.g., the
enterprise domain [161], biomedical texts [127], and scientific papers [35]. Madog
[271] was the first general and web-based system, recognizing and expanding acronyms
across multiple domains. Several benchmarks have also been constructed, including
for the biomedical area [261] and the scientific area [SciAD, 272]. Several methods
fine-tuned SciBERT [15] on SciAD to disambiguate acronyms in scientific documents
[197, 312, 156].

Although these works have significantly advanced the progress of acronym disam-
biguation, they suffer from three main limitations. First, most existing dictionaries
(and benchmarks) focus on one specific domain. In real-world applications, however,
the input text may be general, cross-domain, or of an unspecified domain (as in search
engine queries). Second, existing dictionaries are limited in size. For example, there are
only two long forms for the acronym “AI” in SciAD (Table 4.1), which is constructed
from arXiv. However, we find that the two long forms “Asynchronous Irregular” and

“Anterior Insula” also appear in scientific papers on arXiv [89, 269], and the acronym
“AI” also appears separately without the long form in sentences. In our work, we actually
find at least 2 243 different long forms for “AI”. Besides, SciAD suffers from the
problem of data leakage, because the train and test sets have overlapping pairs of
acronym and long form. Finally, current general AD systems such as MadDog [271]
rely on static word embeddings and LSTMs (Long Short Term Memory [112]). Thus,
they do not leverage pre-training on large corpora, which drives the current state of the
art in most NLP tasks with contextual embeddings like BERT [59].

With this work, we aim to improve Acronym Disambiguation along two dimen-
sions: First, we automatically construct GLADIS, a General and Large Acronym
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Figure 4.1: An end-to-end acronym disambiguation system using AcroBERT. You can
try the Demo at https://huggingface.co/spaces/Lihuchen/AcroBERT.

DISambiguation benchmark that includes a larger dictionary, a pre-training corpus and
three datasets covering the general, biomedical, and scientific domains. Our dictionary
contains 1.5M acronyms and 6.4M long forms, which trumps existing dictionaries
by a factor of 3. We complement this dictionary by three domain-specific datasets
for acronym disambiguation, which are adapted from three existing human-annotated
and crowd-sourced datasets [182, 193, 272]. The pre-training corpus has 160 million
sentences with acronyms, collected from the Pile dataset [81] with a rule-based algo-
rithm [237]. Second, we propose AcroBERT, the first pre-trained language model for
general acronym disambiguation. Our experiments show that this model outperforms
existing systems across multiple domains. All code and data are publicly available at
https://github.com/tigerchen52/GLADIS.

4.2 Related Work

4.2.1 Acronym Identification and Disambiguation
To expand acronyms, there are usually two sub-tasks: Acronym Identification (AI),
which creates a dictionary of acronyms and their definitions from a given document,
and Acronym Disambiguation (AD), which aims to link acronyms in the input text to
the correct long forms from a dictionary.

The study of acronym identification has a long history. Early work observed
that acronyms and their long forms appear frequently together in a document, as
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Figure 4.2: Framework of our benchmark construction. The “ED” in the lower right
corner means “Entity Disambiguation”.

in “Artificial Intelligence (AI)”. Based on this pattern, many approaches identify and
extract acronyms by using rules [302, 148, 216, 201, 303, 237, 2, 8, 192, 250, 271]
or supervised methods [34, 188, 146, 186, 166, 292, 314]. In our work, we build on
previous work [237] for Acronym Identification, and focus mainly on disambiguation.

As for acronym disambiguation, early solutions manually designed features to score
each pair of acronyms and long forms, by either unsupervised [119, 109] or supervised
machine learning [196, 304, 252, 76, 161]. Later, deep learning approaches were
introduced to the task, using embeddings to represent word sequences. The methods can
be categorized as static embedding-based [294, 158, 35] and dynamic embedding-based
[127, 197, 312, 156], where the former generates fixed representations for words in a
pre-defined vocabulary and the latter can represent arbitrary words dynamically based
on specific contexts. One main limitation of these methods is that they are domain-
specific systems that can be applied only to a certain field such as the biomedical
domain or scientific documents. To generalize the system, Abbreviation Expander [48]
and MadDog [271] are proposed, both of which can be used in multiple domains. In
this paper, we improve over the performance of these systems by adapting transformer-
based methods and pre-training strategies.

4.2.2 Existing benchmarks
Most current public datasets for acronym expansion are focused on a particular domain,
such as the biomedical domain [261, 285] or science [35, 272]. Some works adopt
two domain-specific datasets for better evaluations [47, 273]. The main limitation of
these benchmarks is two-fold: first, their acronym dictionaries are rather small. For
instance, the average number of candidates per acronym in the SciAD benchmark [272]
is 3.15 while in our benchmark the number is greater than 200. Second, there are no
AD evaluation sets that cover multiple domains. We also note that, in SciAD, the train
and test sets have overlapping pairs of acronym and long form. For example, the pair
⟨CT, Computed Tomography⟩ appears in the training, validation, and test sets.
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4.3 Constructing GLADIS
Our GLADIS benchmark consists of three components: a dictionary, a pre-training
corpus, and three domain-specific datasets.

4.3.1 Dictionary and Pre-training Corpus
We propose an acronym dictionary that addresses the shortcomings of existing dictio-
naries (Section 4.2.2) by being (1) cross-domain and (2) large in size. To construct
this dictionary, we apply rule-based extraction on a large set of corpora that contain
acronym definitions. In this process, we can also obtain a large number of sentences
containing acronyms as the pre-training corpus.

Subset Domain Size (GiB)

Pile-CC Web Archive files 227.12
Books3 Books 100.96
Github Open-source codes 95.16

PubMed Central Biomedical articles 90.27
OpenWebText2 Reddit submissions 62.77

ArXiv Research papers 56.21
FreeLaw Legal proceedings 51.15

Stack Exchange Question-answer texts 32.20
USPTO Backgrounds Patents 22.90

PubMed Abstracts Biomedical abstracts 19.26
OpenSubtitles Subtitles 12.98

Gutenberg (PG-19) Western literatures 10.88
DM Mathematics mathematical problems 7.75

Wikipedia (en) Wikipedia pages 6.38
BookCorpus2 Books 6.30
Ubuntu IRC Chatlog data 5.52

EuroParl Proceedings 4.59
HackerNews Comments of social news 3.90

YoutubeSubtitles YouTube subtitles 3.73
PhilPapers Philosophy publications 2.38

NIH ExPorter Awarded applications 1.89
Enron Emails Emails 0.88

Wikidata Alias Alias Table 11.00
UMLS Concept Biomedical Vocabulary 1.96

Total - 838.14

Table 4.2: Sources for acronym extraction. All corpora except
Wikidata Alias and UMLS Concept are from Pile [81].

Input Corpora. For the textual data source, we use the Pile dataset [81], an 825
GiB English corpus constructed from 22 diverse high-quality subsets. Pile [81] is an
825 GiB English text corpus designed to train large-scale language models, which is
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constructed from 22 diverse high-quality academic or professional sources. Pile is
constructed from existing or newly introduced datasets, and we present these sources
here. Pile-CC is a collection of web pages, metadata and texts, which is extracted from
jusText [70]. Books3 is a book dataset of fiction and nonfiction books derived from
Bibliotik 1. Project Gutenberg has classic Western literature derived from PG-19
[220]. OpenSubtitles provides a large corpus of English subtitles from movies and
television shows collected by this work [265]. DeepMind Mathematics is a collection
of many different types of mathematics questions [233]. BookCorpus2 is an expanded
version of BookCorpus [317], a corpus of books from the web. EuroParl is a corpus
of parallel text in 11 languages from the proceedings of the European Parliament[143].
Enron Emails is a large set of email messages, which contains 619,446 messages
belonging to 158 users [142].

We also make use of structured knowledge from knowledge bases, namely the
Alias Table from Wikidata and the Concept Names from UMLS. Both of them contain
alternate names for canonical entities, and these may be acronyms or not. To consider
only the acronyms, we produce pairs of the canonical name and an alternate name
in the form “canonical form (alternate name)”. The rule-based algorithm will then
decide whether to extract an acronym or not. Table 4.2 shows the statistics of our
sources. They cover a wide range of domains including Web pages, books, scientific
and biomedical papers, legal documents, etc.

Acronym Extraction. To extract acronyms from the textual sources, we use a
rule-based algorithm [237]. It assumes that acronyms follow a predictable pattern, e.g.,
long form ( acronym ) or acronym ( long form ), and then uses rules to extract candidate
pairs by identifying parentheses and surrounding tokens. Experimental results show
that this simple algorithm achieves 95% precision and 82% recall, averaged over two
datasets. As the method has good results at low time complexity, we decided to not
adopt more sophisticated methods. Some extracted samples are shown in Table 4.3 in
the appendix. A manual evaluation on a random sample of 100 extracted sentences
yields a precision of 94%.

Dictionary Construction. Next, we build a large-scale acronym dictionary with fre-
quencies (popularity) by merging the extracted outputs. This merger may regroup dupli-
cate long forms for an acronym, e.g., “convolutional neural network”, “convolutional-
neural network” or “convolutional neural networks”. Therefore, we merge long forms
that are identical after stemming and removing punctuation. In our case, the above three
forms are merged into “convolutional neural network”. We keep the most frequent,
unpreprocessed, long form as the canonical name in our dictionary, discarding other
forms. There are still some noisy long forms that cannot be merged, caused by typos
and nested acronyms. However, a manual evaluation on a sample shows that 94% of the
long forms are clean. If the long forms are weighted by their frequency, the percentage
of clean forms increases to 97%. Most notably, all most frequent long forms for a given
acronym were clean in our sample. The statistics of our dataset are shown in Table 4.4.
Our resource will be the largest publicly available dictionary for acronyms that covers
various domains.
1 https://twitter.com/theshawwn/status/1320282149329784833
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Acronym Long Form Provenance

ELEC Election Law Enforce-
ment Commission

Christie, some legislators and the state Elec-
tion Law Enforcement Commission (ELEC), have
joined the comptroller in voicing support for the
elimination of the loophole.

ISR in-stent restenosis Although conventional stents are routinely used in
clinical procedures, clinical data shows that these
stents are not capable of completely preventing
in-stent restenosis (ISR) or restenosis caused by
intimal hyperplasia.

IL-6 interleukin-6 Consistent blood markers in afflicted patients are
normal to low white cell counts and elevated
interleukin-6 (IL-6) levels which, among its many
activities, signal the liver to increase synthesis
and secretion of CRP.

PCP Planar cell polarity Establishment of photoreceptor cell polarity
and ciliogenesis Planar cell polarity (PCP)-
associated Prickle genes (Pk1 and Pk2) are tissue
polarity genes necessary for the establishment of
PCP in Drosophila.

DEP dielectrophoretic They included: a particle counter, trypan blue
exclusion (Cedex), an in situ bulk capacitance
probe, an off-line fluorescent flow cytometer, and
a prototype dielectrophoretic (DEP) cytometer.

AQP3 aquaporin3 The laxative effect of bisacodyl is attributable
to decreased aquaporin-3 expression in the
colon induced by increased PGE2 secretion from
macrophages.The purpose of this study was to
investigate the role of aquaporin3 (AQP3) in the
colon in the laxative effect of bisacodyl.

Table 4.3: Samples of extracted acronyms, long forms and provenances by using
the rule-based algorithm from this work [237].
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Short Form Long Form Avg

SciAD [272] 732 2,308 3.15
MadDog [271] 426,389 3,781,739 8.87

Ours 1,542,819 6,381,257 4.14

Table 4.4: Statistics for three acronym dictionar-
ies. The “Avg” column shows the average number
of long forms per acronym.

Pre-training Corpus. While building the dictionary, we can also collect the
sentences that contain acronyms for pre-training. For example, the following sentence
contains the acronym ELEC: “Christie, some legislators and the state Election Law
Enforcement Commission (ELEC), have joined the comptroller in voicing support
for the elimination of the loophole.” For pre-training, the long form Election Law
Enforcement Commission is removed, and we then force the model to restore the long
form from our constructed dictionary, based on the input sentence and the acronym. In
total, we collect a pre-training corpus with ˜160 million sentences. More examples are
shown in Table 4.3.

train valid test unique short form long forms per acronym overshadowed ratio

General 13,269 7,024 7,125 1,147 248 29.8%
Scientific 28,023 14,134 14,066 2,922 262 68.7%

Biomedical 6,295 3,150 3,149 2,909 278 27.4%

Table 4.5: Statistics of our new Acronym Disambiguation Benchmark. The last
column shows the ratio of overshadowed samples in the dataset: long forms with
the same acronym but not the most popular one.

4.3.2 Acronym Disambiguation Dataset
We use our acronym dictionary to construct new, larger datasets for evaluating AD
systems. To automatically construct the datasets, we adapt the existing two Entity
Disambiguation datasets by replacing the long form of entity with the acronym. For
example, one sentence in Medmentions [182] contains the long form of Cerebral Blood
Flow: “The reconstructed volume was then compared with corresponding magnetic
resonance images demonstrating that the volume of reduced Cerebral Blood Flow
agrees with the infarct zone at twenty-four hours”. The dataset provides the unique
ID of this long form in UMLS (C1623258), and we use it to find the acronym CBF in
UMLS. Therefore, a new sample can be obtained by replacing the long form with its
corresponding acronym.

Specifically, we use the following human-annotated and crowd-sourced datasets:
WikilinksNED Unseen Mentions [193] is an Entity Disambiguation dataset, i.e., a set
of text documents that have mentions of entities, together with a reference knowledge
base (KB) that contains, for each entity, one or several names. WikilinksNED Unseen
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Mentions re-splits the WikilinksNED dataset [71] to ensure that all mentions in the
validation and test sets do not appear in the training set. This is a large-scale, crowd-
sourced ED dataset from websites in various fields, which is significantly noisier and
more challenging than prior datasets. The reference KB is Wikidata (or Wikipedia),
and we adapt this WikilinksNED Unseen Mentions to an AD dataset in the general
domain.
Medmentions [182] is an entity disambiguation dataset of 4,392 PubMed papers that
were annotated by professional and experienced annotators in the biomedical domain.
The reference KB is UMLS [19], and this is a biomedical dataset.
SciAD [272] is the previously mentioned acronym disambiguation dataset in the
scientific domain.

SciAD is already an AD dataset, and we only re-split it to avoid data leakage. As
for the two ED datasets, they both provide a unique ID to the reference KB for each
long form. We then replace the long forms with the acronyms from their corresponding
reference KB, i.e., Wikidata and UMLS. To make sure this replacement is correct, we
apply the rule-based algorithm [237] to the pair of long form and acronym again for
verification. We manually checked 100 random sentences constructed in this way and
did not find problematic cases. Hence, this semi-synthetic construction results in a
dataset of natural text in which the long form and the acronym are mutually replaceable
in the context. Besides, the pair is added to our dictionary with a frequency of 1 if it
does not appear in our dictionary. For the WikilinksNED dataset, we use the taxonomy
of YAGO 4 [203] to label each long form with a top-level class. For example, “rhythm
and blues” is a CreativeWork and “United States Navy” is an Organization.

We then partition the three datasets separately into training, test, and validation
set, ensuring that the acronyms in the training set do not appear in the validation and
test sets. We repartition the datasets at the ratio of 6:2:2. Table 4.5 gives the statistics
of this new benchmark. It is not only larger but also more challenging than existing
benchmarks, because acronyms in our benchmark have more than 200 candidates on
average. Moreover, it contains many overshadowed forms [214], which means that
an acronym has to be disambiguated to a long form that is not the most popular long
form for that acronym. For example, “Adequate Intake” is overshadowed by the more
popular form “Artificial Intelligence” for the acronym “AI”.

4.4 AcroBERT
We can now capitalize on our dictionary and pre-training corpus to propose a new
method for acronym disambiguation. It takes as input (1) a dictionary of acronyms with
their long form(s), and (2) a large-scale corpus that contains acronyms (we assume that
the boundaries of the acronym have already been recognized). Our goal is to pre-train
a language model for acronym disambiguation, which has a strong generalizability
across multiple domains.

The Pre-training Strategy of BERT. We adapt the BERT model for our purpose.
BERT is pre-trained by using two unsupervised tasks, Masked Language Model (MLM)

44



and Next Sentence Prediction (NSP). The Masked Language Model task randomly
masks some percentage of the input tokens, and then forces the model to predict the
masked tokens, similar to a cloze task. The Next Sentence Prediction task asks the
model to predict whether one sentence follows the other.

The Next Sentence Prediction task can be used to predict, from the input text (e.g.,
“This is the product’s first true AI version, and it understands your voice instantly.”),
the correct long form (“Artificial Intelligence”). Here, the model learns to judge
whether the input context that contains the acronym “AI” is coherent with the long
form “Artificial Intelligence”. The Masked Language Model task can memorize the
correlation of tokens between the context sequence and long form. Thus, the model
learns that the phrase “Artificial Intelligence” often co-occurs with “product” or

“understand”.
However, we find that this naive technique does not perform well (see the ablation

studies in Table 3.3). We believe that the reason is that the acronym is usually ambigu-
ous with many candidates (as shown in Table 4.1), so that the model has difficulties
predicting the correct long form by only using the cross-entropy loss of the binary
classification. We also observe that the Masked Language Model loss is so small that
the model focuses on adapting the Next Sentence Prediction task only.

AcroBERT. To mitigate the weaknesses of the original BERT, we pre-train an adapted
BERT, called AcroBERT, by slightly adjusting the Next Sentence Prediction task. The
framework is shown in Figure 4.3. It aims to bring the positive sample pairs closer
together, and to push apart the negative sample pairs. We find that already such a
simple model can perform very well. For each pair of a candidate long form and a
sentence with an acronym, we compose an input for the Next Sentence Prediction task
as “[CLS] long form [SEP] sentence [SEP]”. Then, we obtain representations of
this sequence by applying BERT to this new input. The final hidden vector e[CLS] ∈RH

of the first input token ([CLS]) is used as the aggregate representation, where H is the
dimension of the hidden vector. Next, the scores for the binary classification are:

P(y) = softmax(e[CLS]W),y ∈ {0,1} (4.1)

where W ∈RH×2 is a trainable matrix initialized with the weights of the original BERT,
and the label 0 signifies that this pair of sentences are coherent. We use d = P(y = 1)
as the distance between the candidate and the context, and we want the distances of
negative pairs to be larger than for positive pairs. For this, we use a triplet loss function
that aims to assign higher scores to the correct candidates that match the topic of the
input sentence while reducing the scores of irrelevant candidates:

L = max
{

0,λ −dneg +dpos
}

(4.2)

where λ is the margin value, and dpos and dneg are the distances for positive and negative
pairs, respectively.

The negatives in this triplet framework can be randomly sampled from the dictionary.
However, we observe that such random negatives contribute less to the training and
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AI
Adequate Intake

Artificial Intelligence the AI for potassium for adults is 4.7 grams.

the AI for potassium for adults is 4.7 grams.

BERT

Acronym Candidates Next Sentence Prediction Triplet Loss

[SEP]

[SEP]

Negative

Positive

Figure 4.3: The pre-training strategy of AcroBERT. λ is a margin between positive and
negative pairs, here ⟨Adequate Intake, AI⟩ and ⟨Artificial Intelligence, AI⟩.

result in slower convergence because the initial model can easily distinguish these
triplets. Therefore, it is crucial to select harder triplets that are active and beneficial to
the training. For this purpose, we introduce a certain number of ambiguous negatives
to each mini-batch, e.g., “Artificial Intelligence” can be added to the input context as
an ambiguous negative sample for the positive pair “Adequate Intake [SEP] In the
United States, the AI for potassium for adults is 4.7 grams.” Through the pre-training
step, AcroBERT is able to identify the correct long form with the most consistent theme
from numerous candidates based on the input context.

4.5 Experiments
In this section, we compare AcroBERT empirically to other acronym disambiguation
approaches.

4.5.1 Experimental Settings
Datasets. We use the following datasets for evaluation: Our GLADIS benchmark
consists of three subsets covering the General, Scientific, and Biomedical domains. This
benchmark is more challenging than prior work due to a large number of ambiguous
long forms: each acronym has around 200 candidates on average. We also evaluate
AcroBERT on two existing datasets: UAD [47] and SciAd [272]. They are general and
scientific AD datasets, respectively. We reuse the test set of Medmentions but use the
UMLS as the target dictionary. We refer to them as datasets with fewer candidates
because they have fewer candidates per acronym.

Our GLADIS benchmark consists of three subsets covering the General, Sci-
entific, and Biomedical domains. It is a very challenging benchmark, due to a large
number of ambiguous long forms, as described in Section 4.3.2.

• General has 45K samples gathered from the WikilinksNED Unseen Mentions
[193].

• Scientific is adapted from SciAD [272] with 56K samples, and the long forms in
the original dataset are mapped to the new acronym dictionary. We re-split the
training, validation and test sets to assure there are no overlaps.
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• Biomedical includes 12K samples obtained from Medmentions [182].

Datasets with fewer candidates per acronym.

• UAD [47] is gathered from the English Wikipedia and we use the manually
labeled 7K samples for evaluation.

• SciAD [272] is a human-annotated dataset for the scientific domain with 62K
samples gathered from the ArXiv preprint papers, and the validation set with 6K
samples is used for experiments.

• Biomedical-UMLS is a dataset with 3K samples obtained from the test set in
our benchmark by using the UMLS concepts as the acronym dictionary

The average candidates per acronym for the three datasets are 2.1, 3.1, and 34.2,
respectively.

4.5.2 Competitors
We compare our approach to the following publicly available competitors:

• BM25 [228] is a classical ranking function in information retrieval.

• Popularity-Ours is a baseline that uses the frequency of long forms of our col-
lected pre-training datasets.

• BERT [59] is a strong baseline, which pre-trains contextual language models
on large corpora. The scores for the NSP task can be used for the acronym
disambiguation.

• FastText [20] is a character-level embeddings and can produce representations
for arbitrary words. In this experiment, we first represent the input sentence and
candidates by the sum of word embeddings from FastText. Then, all candidates
are ranked by their cosine similarity score.

• MadDog [271] is a web-based acronym disambiguation system for multiple
domains. It first creates chunks in which all samples with the same acronyms
are assigned to the same chunks. After, a separate Bi-LSTM model is trained
for each chunk. To deploy the MadDog server, it needs at least 125 GB of disk
space and 70 GB of RAM memory 2.

• BioBERT [152] is a biomedical language representation model mainly pre-
trained on PubMed Abstracts and PMC Full-text articles, which is a strong
baseline in the biomedical domain.

• SciBERT [15] is a scientific language model based on BERT pre-trained on a
large multi-domain corpus of scientific publications, which can improve perfor-
mance on downstream scientific NLP tasks.

2 https://github.com/amirveyseh/MadDog
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Besides, we introduce a Popularity-Ours baseline that uses the frequency of long
forms of our collected pre-training datasets. We do not compare to general entity linking
methods, because prior work has already found that general systems like AIDA [113]
tend to lag behind acronym disambiguation models by 10-30 absolute percentage points
[161].

Implementation Details. All approaches are implemented with PyTorch [202] and
HuggingFace [288]. When pre-training AcroBERT, the model is initialized by the
parameters in the original BERT, and then pre-trained on our collected datasets for
one epoch. In total, there are ˜160 million samples in this corpus, covering various
domains. The batch size is 32, and we use Adam [139] with a learning rate 2e−5 for
optimization. The learning rate is exponentially decayed for every 10,000 steps with a
rate of 0.95. The margin of triplet loss is 0.2 and the number of ambiguous negatives is
2 for each mini-batch.

For the fine-tuning stage, each competitor model is initialized with the pre-trained
parameters from HuggingFace, and we use AcroBERT after pre-training for comparison.
All models are fine-tuned by using the Triplet loss. All parameters of each model are
fine-tuned in this experiment, across all domains by using the same hyper-parameters.
The batch size is 8 and the learning rate is among [1e−5,8e−6,6e−6,4e−6,2e−6]
for the Adam optimizer. The model that has the best performance on the validation set
among 5 epochs is evaluated on the test set. We use one NVIDIA Tesla V100S PCIe
32 GB Specs.

Inference. For the inference stage, every pair of a context sentence and a candidate
with the matching short form in the dictionary constitutes an input to the Next Sentence
Prediction task. The language model produces a score for each candidate and we select
the one with the highest score as the final predicted output.

4.5.3 Metrics
Acronym disambiguation can be seen as a classification problem, where the input is (1)
a dictionary of acronyms and (2) a sentence with an acronym. Each long form for that
acronym from the dictionary is considered a class, and the acronym disambiguation
has to choose the correct class. We evaluate the models by precision, recall, and macro
F1. There are two ways to calculate the macro F1: “F1 of Averages” and “Averaged
F1”. The first computes the F1 value over the arithmetic means of precision and recall,
while the second computes the F1 value for each class, and then averages them. Some
prior works adopt the first method. However, this method gives a higher weight to
popular classes, and it may thus unfairly yield a high score if the model works well on
these popular classes only [195]. Therefore, we use the Averaged F1 across classes as
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our metric, which is more robust towards the error type distribution. That is:

Precisioni =
TPi

TPi +FPi
, i ∈ {1,2, ...,n} (4.3)

Recalli =
TPi

TPi +FNi
, i ∈ {1,2, ...,n} (4.4)

F1 =
1
n

n

∑
i=1

2×Precisioni ×Recalli
Precisioni +Recalli

(4.5)

4.5.4 Results

4.5.4.1 Overall Performance

Model General Scientific Biomedical Avg
Dev Test Dev Test Dev Test

F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc

BM25 [228] 29.9 32.6 35.5 25.8 14.1 5.4 17.1 10.7 13.1 8.3 17.0 14.3 21.1 16.2
FastText [20] 11.3 12.9 18.7 12.7 3.3 0.9 5.7 2.5 0.2 0.1 1.3 0.7 6.8 5.0

MadDog [271] 28.1 11.7 29.9 23.1 17.8 15.5 22.4 17.9 33.8 19.3 41.2 35.9 28.9 20.6
BERT [59] 32.3 32.5 37.7 28.2 15.1 5.8 17.6 9.3 3.1 1.3 3.5 2.1 18.2 13.2

Popularity-Ours 35.2 39.1 39.0 43.2 5.5 22.9 4.9 12.3 46.0 61.3 49.9 54.0 30.1 38.8
AcroBERT 63.9 68.0 69.1 67.7 28.1 34.6 32.2 28.7 53.9 57.4 57.1 56.4 50.7 52.1

Table 4.6: Performances of the unsupervised setting across different models, measured
by macro F1 and Accuracy.

General Scientific Biomedical Avg
Dev Test Dev Test Dev Test

F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc

BERT [59] 53.8 70.7 54.9 53.1 13.5 9.9 14.3 10.4 9.8 12.4 9.4 7.5 26.0 27.3
SciBERT [15] 32.4 38.6 33.6 27.7 22.7 19.4 23.4 17.7 31.2 35.6 31.0 28.3 29.5 27.9

BioBERT [152] 26.0 23.6 25.7 20.3 11.2 9.7 12.4 9.0 24.0 21.8 20.2 16.8 19.9 16.9
AcroBERT 68.6 81.3 71.7 74.1 31.7 37.8 34.2 27.7 56.9 62.7 60.5 58.9 53.9 57.0

Table 4.7: Performances of fine-tuned setting across different models, measured by
macro F1 and Accuracy.

Unsupervised Setting. Table 4.6 shows the experimental results in the unsupervised
setting. We first observe that our AcroBERT significantly outperforms the baselines
across the three domains. For example, AcroBERT can improve the original BERT by
32.5 absolute percentage points of F1 on average on our benchmark. Second, the naive
popularity method comes second on this benchmark, most likely because it contains a
limited number of overshadowed terms. However, it performs badly on the scientific
dataset. We assume that this is because this dataset contains 68.7% of overshadowed
terms (as shown in Table 4.5).

Besides, we conduct experiments on existing datasets, namely UAD [47] and
SciAD [272]. Our method performs consistently well, as shown in Table 4.8.
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Model UAD SciAD Biomedical-UMLS Avg
F1 Acc F1 Acc F1 Acc F1 Acc

BERT [59] 89.3 91.1 54.1 57.2 38.0 32.7 60.5 60.3
SciBERT [15] 74.8 78.4 65.6 71.7 54.9 50.3 65.1 66.8

BioBERT [152] 66.2 68.2 19.7 22.4 37.4 31.4 41.1 40.7
AcroBERT 88.8 93.7 58.0 72.0 67.5 65.3 71.4 77.0

Table 4.8: Performances on benchmarks with fewer candidates, measured by
macro F1 and Accuracy.

Model Popular Overshadowed Avg

BERT [59] 13.3 12.7 13.0
SciBERT [15] 11.6 8.1 9.9

BioBERT [152] 2.1 1.0 1.6
AcroBERT 61.9 33.4 47.7

Table 4.9: Robustness evaluation of overshadowed
entities on General test set,measured by Accuracy.

Fine-tuned Setting. In this experiment, every pre-trained language model is fine-
tuned on the training set by the triplet loss, as introduced in the pre-training step.
Negatives are randomly sampled from ambiguous long forms for the correct label, and
the results are shown in Table 4.7. BERT, SciBERT, and BioBERT perform better
in their respective fields. However, our AcroBERT achieves the best result across
the three fields on average, which demonstrates the effectiveness of the pre-training
strategy. One might think that it is unfair that AcroBERT uses the pre-training corpus,
while the other models do not. However, there is no other pre-trained model for general
disambiguation. Our approach is the first that capitalizes on large-scale corpora and
pre-training.

4.5.4.2 Robustness Evaluation

Our GLADIS benchmark is more challenging than existing acronym disambiguation
datasets due to the much larger acronym dictionary, which means more candidates per
acronym. To measure the robustness of acronym disambiguation systems against more
candidates, we sort the samples in the dataset in descending order of the number of
candidates per acronym, and divide them evenly into 10 chunks. For example, samples
in the first chunk have 1.58 candidates on average while that number is 2159 for the last
chunk. The experimental results are shown in Figure 4.4. As expected, the performance
of BERT and AcroBERT decreases as the number of candidates increases. However,
AcroBERT consistently outperforms BERT on each data chunk, which shows that
AcroBERT is able to select the correct long form among the numerous candidates.

Moreover, the challenge with our GLADIS benchmark comes from overshadowed
samples, which are harder to disambiguate. To validate the robustness of the models,
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Figure 4.4: Robustness evaluation of hard samples on the General test set. The samples
are divided evenly into ten chunks according to the number of candidates of each
sample.

we divide the General test set into two parts: Popular and Overshadowed, as described
in Section 4.3.2. Next, we compare different language models in the unsupervised
setting. As shown in Table 4.9, our AcroBERT performs best on both the Popular
and the Overshadowed subset. We conclude that AcroBERT is more robust against
ambiguous and overshadowed samples in acronym disambiguation task.

4.5.5 Case Study
Table 4.10 shows case studies of the outputs by BERT and AcroBERT. BERT often
uses the memorized correlations of tokens for reasoning and this can cause errors. For
example, External Commercial Borrowings are loans in India made by non-resident
lenders in foreign currency to Indian borrowers 3. BERT can determine this correct
long form probably with help of the key phrase “external financing”. For the third case,
Peptic Ulcer Disease is more consistent with the input context. However, BERT fails
on it while AcroBERT benefits from the pre-training strategy and is able to distinguish
different candidates based on contexts. For the fourth sample, both methods fail, most
likely because of the low frequency of the long forms and the uninformative contexts.

3 https://en.wikipedia.org/wiki/External commercial borrowing
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Acronym Long Form Context BERT AcroBERT

ECB European Central Bank Being made to bring the main road network in Romania
in the European corridors. There have been initiated sev-
eral projects to modernize the network of ECB corridors,
financed from ispa funds and state-guaranteed loans from
international financial institutions. Government seeks exter-
nal financing or public-private partnerships for other road
network upgrades , especially

External Commercial
Borrowing

European Central Bank

PR Public Relations A whistleblower like monologist Mike Daisey gets targeted
as a scapegoat who must be discredited and diminished in
the public ’s eye. More often than not, PR is a preemptive
process. Celebrity publicists are paid lots of money to keep
certain stories out of the news.

Preemptive-Resume Public Relations

PUD Peptic Ulcer Disease Tumors cause an overactivation of these hormone-producing
glands, leading to serious health problems such as severe
PUD ( due to gastrin hypersecretion, which stimulates secre-
tion of hydrochloric acd ).

Psychogenic Urinary
Dysfunction

Peptic Ulcer Disease

WFC Walsall F.C. Injury during a game against Norwich city on the 13 march
2010, forcing him to miss Huddersfields next five games. He
made his return against WFC on the 13 April 2010 , coming
on as a 75th minute substitute and scoring a stoppage time
winner to make the score 4a3 to town.

Wide Free Choice World Fighting Champi-
onships

Table 4.10: Case study of predicted results by BERT and AcroBERT.

4.6 Conclusion
In this paper, we have presented GLADIS, a challenging benchmark for Acronym
Disambiguation, which includes a larger dictionary, three datasets from the general,
scientific, and biomedical domains, and a large-scale pre-training corpus. We have
also proposed AcroBERT, a BERT-based model that is pre-trained on our collected
acronym documents, which can significantly outperform other baselines across multiple
domains, and which is more robust in the presence of very ambiguous acronyms
and overshadowed samples. For future work, we aim to enhance the performance of
AcroBERT on the overshadowed cases, which is crucial for the acronym disambiguation
task.
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5
Robustness: Imputing Out-of-vocabulary

Embeddings

State-of-the-art NLP systems represent inputs with word embeddings, but these are
brittle when faced with Out-of-Vocabulary (OOV) words. To address this issue, we
follow the principle of mimick-like models to generate vectors for unseen words, by
learning the behavior of pre-trained embeddings using only the surface form of words.
We present a simple contrastive learning framework, LOVE, which extends the word
representation of an existing pre-trained language model (such as BERT), and makes
it robust to OOV with few additional parameters. Extensive evaluations demonstrate
that our lightweight model achieves similar or even better performances than prior
competitors, both on original datasets and on corrupted variants. Moreover, it can
be used in a plug-and-play fashion with FastText and BERT, where it significantly
improves their robustness.

5.1 Introduction
Word embeddings represent words as vectors [177, 179, 204]. They have been instru-
mental in neural network approaches that brought impressive performance gains to
many natural language processing (NLP) tasks. These approaches use a fixed-size
vocabulary. Thus they can deal only with words that have been seen during training.
While this works well on many benchmark datasets, real-word corpora are typically
much noisier and contain Out-of-Vocabulary (OOV) words, i.e., rare words, domain-
specific words, slang words, and words with typos, which have not been seen during
training. Model performance deteriorates a lot with unseen words, and minor character
perturbations can flip the prediction of a model [162, 14, 257, 126]. Simple experi-
ments (Figure 5.1) show that the addition of typos to datasets degrades the performance
for text classification models considerably.

To alleviate this problem, pioneering work pre-trained word embeddings with
morphological features (sub-word tokens) on large-scale datasets [286, 20, 108, 307].
One of the most prominent works in this direction is FastText [20], which incorporates
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Figure 5.1: Performances of existing word embeddings as we gradually add typos to
the datasets. Using our model, LOVE, to produce vectors for OOV words makes the
models more robust.

character n-grams into the skip-gram model. With FastText, vectors of unseen words
can be imputed by summing up the n-gram vectors. However, these subword-level
models come with great costs: the requirements of pre-training from scratch and
high memory footprint. Hence, several simpler approaches have been developed, e.g.,
MIMICK [210], BoS [310] and KVQ-FH [231]. These use only the surface form
of words to generate vectors for unseen words, through learning from pre-trained
embeddings.

Although MIMICK-like models can efficiently reduce the parameters of pre-trained
representations and alleviate the OOV problem, two main challenges remain. First,
the models remain bound in the trade-off between complexity and performance: The
original MIMICK is lightweight but does not produce high-quality word vectors
consistently. BoS and KVQ-FH obtain better word representations but need more
parameters. Second, these models cannot be used with existing pre-trained language
models such as BERT. It is these models, however, to which we owe so much progress
in the domain [205, 60, 300, 169]. To date, these high-performant models are still
fragile when dealing with rare words [236], misspellings [257] and domain-specific
words [68].

We address these two challenges head-on: we design a new contrastive learning
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a mispelling of my name

Pre-trained Embeddings Out-Of-Vocabulary

Model

Learn

Impute

Figure 5.2: Our lightweight OOV model, LOVE, learns the behavior of pre-trained
embeddings (e.g., FastText and BERT), and is then able to impute vectors for unseen
words. LOVE can enhance the robustness of existing word representations in a plug-
and-play fashion.

framework to learn the behavior of pre-trained embeddings, dubbed LOVE, Learning
Out-of-Vocabulary Embeddings. Our model builds upon a memory-saving mixed input
of character and subwords instead of n-gram characters. It encodes this input by a
lightweight Positional Attention Module. During training, LOVE uses novel types of
data augmentation and hard negative generation. The model is then able to produce
high-quality word representations that are robust to character perturbations, while
consuming only a fraction of the cost of existing models. For instance, LOVE with
6.5M parameters can obtain similar representations as the original FastText model with
more than 900M parameters. What is more, our model can be used in a plug-and-play
fashion to robustify existing language models. We find that using LOVE to produce
vectors for unseen words improves the performance of FastText and BERT by around
1.4-6.8 percentage points on noisy text – without hampering their original capabilities
(As shown in Figure 5.2).

In the following, Section 5.2 discusses related work, Section 5.3 introduces pre-
liminaries, Section 5.4 presents our approach, Section 5.5 shows our experiments, and
Section 5.6 concludes. The appendix contains additional experiments and analyses.
Our code and data is available at GitHub 1.
1 https://github.com/tigerchen52/LOVE
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5.2 Related Work

5.2.1 Character-level Embeddings
To address OOV problems, some approaches inject character-level features into word
embeddings during the pre-training [286, 31, 20, 108, 137, 157, 268, 209, 316, 307,
114]. One drawback of these methods is that they need to pre-train on a large-scale
corpus from scratch. Therefore, simpler models have been developed, which directly
mimic the well-trained word embeddings to impute vectors for OOV words. Some
of these methods use only the surface form of words to generate embeddings for
unseen words [210, 310, 231, 79, 129], while others use both surface and contextual
information to create OOV vectors [234, 235]. In both cases, the models need an
excessive number of parameters. FastText, e.g., uses ˜2 million n-gram characters to
impute vectors for unseen words.

5.2.2 Pre-trained Language Models
Currently, the state-of-the-art word representations are pre-trained language models,
such as ELMo [205], BERT [60] and XLnet [300], which adopt subwords to avoid
OOV problems. However, BERT is brittle when faced with rare words [236] and
misspellings [257]. To make BERT more robust, CharacterBERT [68] and Char-
BERT [175] infuse character-level features into BERT and pre-train the variant from
scratch. This method can significantly improve the performance and robustness of
BERT, but requires pre-training an adapted transformer on a large amount of data.
Another work on combating spelling mistakes recommends placing a word corrector
before downstream models [215], which is effective and reusable. The main weakness
of this method is that an error generated by the word corrector propagates to down-
stream tasks. For example, converting “aleph” to “alpha” may break the meaning of a
mathematical statement. And indeed, using the word corrector consistently leads to a
drop (0.5-2.0 percentage points) in BERT’s performance on the SST dataset [249].

5.2.3 Contrastive Learning
The origin of contrastive learning can be traced back to the work [13, 24]. This method
has achieved outstanding success in self-supervised representation learning for im-
ages [194, 111, 104, 42, 93]. The contrastive learning framework learns representations
from unlabeled data by pulling positive pairs together and pushing negative pairs apart.
For training, the positive pairs are often obtained by taking two randomly augmented
versions of the same sample and treating the other augmented examples within a mini-
batch as negative examples [43, 42]. The most widely used loss is the infoNCE loss
(or contrastive loss) [111, 171, 42, 104]. Although many approaches adopt contrastive
learning to represent sentences [88, 295, 82], it has so far not been applied to word
representations.
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Input Encoder Loss

MIMICK
[210]

character sequence
{s,p,e,l,l} RNNs Ldis

BoS
[310]

n-gram subword
{spe,pel,ell} SUM Ldis

KVQ-FH
[231]

adapted n-gram subword
{spe,pel,ell} Attention Ldis

Table 5.1: Details of different mimick-like models, with the
word spell as an example.

5.3 Preliminaries

5.3.1 Mimick-like Model
Given pre-trained word embeddings, and given an OOV word, the core idea of MIM-
ICK [210] is to impute an embedding for the OOV word using the surface form of
the word, so as to mimic the behavior of the known embeddings. BoS [310], KVQ-
FH [231], Robust Backed-off Estimation [79], and PBoS [129] work similarly, and we
refer to them as mimick-like models.

Formally, we have a fixed-size vocabulary set V , with an embedding matrix W ∈
R|V |×m, in which each row is a word vector uw ∈ Rm for the word w. A mimick-like
model aims to impute a vector vw for an arbitrary word w ̸∈ V . The training objective
of mimick-like models is to minimize the expected distance between uw and vw pairs:

Ldis =
1
|V | ∑

w∈V

ψ(uw,vw) (5.1)

Here, ψ(·) is a distance function, e.g., the Euclidean distance ψ = ∥uw −vw∥2
2 or the

cosine distance ψ = 1− cos(uw,vw). The vector vw is generated by the following
equation:

vw = φ(ζ (w)), for w ∈ V or w /∈ V (5.2)

Here, ζ (·) is a function that maps w to a list of subunits based on the surface form of
the word (e.g., a character or subword sequence). After that, the sequence is fed into
the function φ(·) to produce vectors, and the inside structure can be CNNs, RNNs, or a
simple summation function. After training, the model can impute vectors for arbitrary
words. Table 5.1 shows some features of three mimick-like models.

5.3.2 Contrastive Learning
Contrastive learning methods have achieved significant success for image representa-
tion [194, 42]. The core idea of these methods is to encourage learned representations
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Figure 5.3: The framework of LOVE with an example of the word misspelling.

for positive pairs to be close, while pushing representations from sampled negative
pairs apart. The widely used contrastive loss [111, 171, 42, 104] is defined as:

ℓcl =− log
esim(uT

i u+)/τ

esim(uT
i u+)/τ +∑esim(uT

i u−)/τ
(5.3)

Here, τ is a temperature parameter, sim(·) is a similarity function such as cosine
similarity, and (ui,u+), (ui,u−) are positive pairs and negative pairs, respectively
(assuming that all vectors are normalized). During training, positive pairs are usually
obtained by augmentation for the same sample, and negative examples are the other
samples in the mini-batch. This process learns representations that are invariant against
noisy factors to some extent.

5.4 Our Approach: LOVE
LOVE (Learning Out-of-Vocabulary Embeddings) draws on the principles of con-
trastive learning to maximize the similarity between target and generated vectors, and
to push apart negative pairs. An overview of our framework is shown in Figure 5.3. It
is inspired by work in visual representation learning [42], but differs in that one of the
positive pairs is obtained from pre-trained embeddings instead of using two augmented
versions. We adopt five novel types of word-level augmentations and a lightweight
Positional Attention Module in this framework. Moreover, we find that adding hard
negatives during training can effectively yield better representations. We removed the
nonlinear projection head after the encoder layer, because its improvements are specific
to the representation quality in the visual field. Furthermore, our approach is not an
unsupervised contrastive learning framework, but a supervised learning approach.

Our framework takes a word from the original vocabulary and uses data aug-
mentation to produce a corruption of it. For example, "misspelling" becomes
"mispelling" after dropping one letter "s". Next, we obtain a target vector from
the pre-trained embeddings for the original word, and we generate a vector for the
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Figure 5.4: An illustration of our Mixed input for the word misspell.

corrupted word. These two vectors are a pair of positive samples, and we maximize
the similarity between them while making the distance of negative pairs (other sam-
ples in the same mini-batch) as large as possible. As mentioned before, we use the
contrastive loss as an objective function (Eq 5.3). There are five key ingredients in the
framework that we will detail in the following (similar to the ones in Table 5.1): the
Input Method, the Encoder, the Loss Function, our Data Augmentation, and the choice
of Hard Negatives.

5.4.1 Input Method
Our goal is to use the surface form to impute vectors for words. The question is thus
how to design the function ζ (·) mentioned in Section 5.3.1 to represent each input word.
MIMICK [210] straightforwardly uses the character sequence (see Table 5.1). This,
however, loses the information of morphemes, i.e., sequences of characters that together
contribute a meaning. Hence, FastText [20] adopts character n-grams. Such n-grams,
however, are highly redundant. For example, if we use substrings of length 3 to 5 to
represent the word misspelling, we obtain a list with 24 n-gram characters – while
only the substrings {mis, spell, ing} are the three crucial units to understand
the word. Hence, like BERT, we use WordPiece [293] with a vocabulary size of around
30000 to obtain meaningful subwords of the input word. For the word misspelling,
this yields {miss, ##pel, ##ling }. However, if we just swap two letters (as by a
typo), then the sequence becomes completely different: {mi, ##sp, ##sell, ##ing
}. Therefore, we use both the character sequence and subwords (Figure 5.4).

We shrink our vocabulary by stemming all words and keeping only the base form
of each word, and by removing words with numerals. This decreases the size of
vocabulary from 30 000 to 21 257 without degrading performance too much.

5.4.2 Encoder
Let us now design the function φ(·) mentioned in Section 5.3.1. We are looking for
a function that can encode both local features and global features. Local features
are character n-grams, which provide robustness against minor variations such as
character swaps or omissions. Global features combine local features regardless of
their distance. For the word misspelling, a pattern of prefix and suffix mis+ing
can be obtained by combining the local information at the beginning and the end of
the word. Conventional CNNs, RNNs, and self-attention cannot extract such local
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and global information at the same time. Therefore, we design a new Positional
Attention Module. Suppose we have an aforementioned mixed input sequence and
a corresponding embedding matrix V ∈ R|V |×d where d is the dimension of vectors.
Then the input can be represented by a list of vectors: X = {x1,x2, ...,xn} ∈ Rn×d

where n is the length of the input. To extract local information, we first adopt positional
attention to obtain n-gram features, and then feed them into a conventional self-attention
layer to combine them in a global way. This can be written as:

X̄ = SA(PA(X))WO (5.4)

Here, SA is a standard multi-head self-attention and PA is a positional attention.
WO ∈ RdV×dO is a trainable parameter matrix, where dV are the dimensions of values
in SA and PA, and dO is that of X̄. As for the Positional Attention, we adopt absolute
sinusoidal embeddings [270] to compute positional correlations:

PA(X) = Softmax
(

PPT

√
d

)
(XWV ) (5.5)

Here, P ∈ Rn×d are the position embeddings, and WV ∈ Rd×dV are the corresponding
parameters.

5.4.3 Loss Function
In this section, we focus on the loss function L (·). Mimick-like models often adopt
the mean squared error (MSE), which tries to give words with the same surface forms
similar embeddings. However, the MSE only pulls positive word pairs closer, and
does not push negative word pairs apart. Therefore, we use the contrastive loss instead
(Equation 5.3). (author?) [282] found that the contrastive loss optimizes two key
properties: Alignment and Uniformity. The Alignment describes the expected distance
(closeness) between positive pairs:

ℓalign ≜ E
(x,y)∼ppos

ψ(ux,uy) (5.6)

Here, ppos is the distribution of positive pairs. The Uniformity measures whether the
learned representations are uniformly distributed in the hypersphere:

ℓuniform ≜ log E
(x,y)i.i.d.∼ pdata

e−t·ψ(ux,uy) (5.7)

Here, pdata is the data distribution and t > 0 is a parameter. The two properties are
consistent with our expected word representations: positive word pairs should be kept
close and negative word pairs should be far from each other, finally scattered over the
hypersphere.
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Swap misspelling -> misspleling

Drop misspelling -> mispelling

Keyboard misspelling -> mosspelling

Insert misspelling -> misspellling

Synonym misspelling -> heterography

Figure 5.5: Illustrations of different augmentations for the word misspelling.

5.4.4 Data Augmentation and Hard Negatives
Our positive word pairs are generated by data augmentation, which can increase the
amount of training samples by using existing data. We use various strategies (Figure
5.5) to increase the diversity of our training samples: (1) Swap two adjacent characters,
(2) Drop a character, (3) Insert a new character, (4) Replace a character according to
keyboard distance, (5) Replace the original word by a synonymous word. The first
four augmentations are originally designed to protect against adversarial attacks [215].
We add the synonym replacement strategy to keep semantically similar words close in
the embedding space – something that cannot be achieved by the surface form alone.
Specifically, a set of synonyms is obtained by retrieving the nearest neighbors from
pre-trained embeddings like FastText.

Negative word pairs are usually chosen randomly from the mini-batch. However,
we train our model to be specifically resilient to hard negatives (or difficult negatives),
i.e., words with similar surface forms but different meanings (e.g., misspelling and
dispelling). To this end, we add a certain number of hard negative samples (currently 3
of them) to the mini-batch, by selecting word pairs that are not synonyms and have a
small edit distance.
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5.4.5 Mimicking Dynamical Embeddings
Pre-trained Language Models (e.g., ELMo [205] and BERT [60]) dynamically generate
word representations based on specific contexts, which cannot be mimicked directly.
To this end, we have two options: We can either learn the behavior of the input
embeddings in BERT before the multi-layer attentions or mimic the static distilled
embeddings [22, 99].

We use the BERT as an example to explain these two methods. Suppose we have a
subword sequence after applying WordPiece to a sentence: W = {w1,w2, ...,wn}. For
the subword sequence W , BERT first represents it as a list of subword embeddings:
Ein = {esub

1 ,esub
2 , ...,esub

n }. We refer to this static representation as the Input Embedding
of BERT, and we can use our model to mimic the behavior of this part. We call
this method mimicking input embeddings. For ease of implementation, we learn only
from the words that are not separated into pieces. After that step, BERT applies a
multi-layer multi-head attention to the input embeddings E in, which yields a contextual
representation for each subword: Eout = {eout

1 ,eout
2 , ...,eout

n }. However, these contextual
representations vary according to the input sentence and we cannot learn from them
directly. Instead, we choose to mimic the distilled static embeddings from BERT,
which are obtained by pooling (max or average) the contextual embeddings of the
word in different sentences. We call this method mimicking distilled embeddings.
The latter allows for better word representations, while the former does not require
training on a large-scale corpus. Our empirical studies show that mimicking distilled
embeddings performs only marginally better. Therefore, we decided to rather learn the
input embeddings of BERT, which is simple yet effective.

5.4.6 Plug and Play
One of the key advantages of our model is that it can be used as a plug-in for other
models. For models with static word embeddings like FastText, one can simply use our
model to generate vectors for unseen words. For models with dynamic word embed-
dings like BERT, if a single word is tokenized into several parts, e.g. misspelling
= {miss, ##pel, ##ling }, we regard it as an OOV word. Then, we replace the
embeddings of the subwords by a single embedding produced by our model before
the attention layer. Our final enhanced BERT model has 768 dimensions and 16M
parameters. Note that the BERT-base model has ˜110M parameters and its distilled one
has ˜550M parameters.

5.5 Experiments

5.5.1 Evaluation Datasets
There are two main methods to evaluate word representations: Intrinsic and Extrin-
sic. Intrinsic evaluations measure syntactic or semantic relationships between words
directly, e.g., word similarity in word clusters. Extrinsic evaluations measure the
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performance of word embeddings as input features to a downstream task, e.g., named
entity recognition (NER) and text classification. Several studies have shown that
there is no consistent correlation between intrinsic and extrinsic evaluation results
[46, 74, 278]. Hence, we evaluate our representation by both intrinsic and extrinsic met-
rics. Specifically, we use 8 intrinsic datasets (6 word similarity and 2 word cluster tasks):
RareWord [173], SimLex [110], MTurk [101], MEN [27], WordSim [3], Simverb [3],
AP [7] and BLESS [12]. We use four extrinsic datasets (2 text classification and 2
NER tasks): SST2 [249], MR [199], CoNLL-03 [230] and BC2GM [248]. It is worth
noting that the RareWord dataset contains many long-tail words and the BC2GM is
a domain-specific NER dataset. All data augmentations and typo simulations are
implemented by NLPAUG2.

5.5.2 Experimental Settings

5.5.2.1 Training of Mimick-like Models

Our target pre-trained embeddings are those from FastText, because they provide
a strong baseline. They sum up subword-level information to produce vectors for
arbitrary words. We also compare to MIMICK, BoS, and KVQ-FH, which do not
train on contextual words. We do not compare to Robust Backed-off Estimation [79]
and PBoS [129], because they need larger and more complex models. Robust Backed-
off Estimation uses string matching to find the top-k similar words from the entire
vocabulary when imputing. Using the same target vectors, the number of parameter
of BoS and PBoS are 163M and 316M, respectively. We re-train MIMICK, BoS, and
KVQ-FH as baselines according to the published settings. In order to compare at the
same parameter level, we use subwords for MIMICK instead of pure characters and
adjust the hashing size H = 40K for KVQ-FH.

5.5.2.2 Robustness Evaluations

As for our model, we first lower-case and tokenize each word by using WordPiece [293]
with a vocabulary of 30K subwords and preprocess them by stemming and removing
subwords with numerals. This yields a vocabulary of 21257 words. Each subword
is represented by corresponding vectors from our model and we adopt a modified
attention model to encode the subword sequence. Specifically, the layer number
of this encoder is just 1 for efficiency and the hidden dimension is 300. In each
block, the number of attention heads is 1 and we use fixed sinusoidal position em-
beddings [270] for positional information. To train the contrastive learning frame-
work, we use the open-source tool [174] to augment a word, and use the probabilities
{0.07,0.07,0.07,0.07,0.36,0.36} for six augmentations: swap, drop, insert, keyboard,
synonym, no-operation. Hard negatives are generated by edit distance. For each target
word, we store the top-100 similar words and insert 3 of them into a mini-batch as hard
negatives. The loss function is a standard contrastive loss with temperature τ = 0.07.

2 https://github.com/makcedward/nlpaug
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Hyperparam SST2 MR CONLL-03 BC2GM

model CNN CNN BiLSTM+CRF BiLSTM+CRF
layer 1 1 1 1
kernel [3,4,5] [3,4,5] - -
filter 100 100 - -

hidden size 300 300 300 300
optimizer Adam Adam SGD SGD
dropout 0.5 0.5 0.5 0.5

batch size 50 50 768 768
epoch 5 5 100 100

Table 5.2: Hyperparameters for extrinsic datasets.

The optimizer is Adam and the learning rate is 0.002. The dropout rate is 0.2 and we
train the model for 20 epochs in total.

5.5.2.3 Intrinsic and Extrinsic Evaluations

We choose the setting discussed in Section 5.4 to train our model for 20 epochs, and
evaluate each intrinsic task based on the vectors that the models produce. As for the
extrinsic tasks, we feed word vectors into each neural network and fix them during
training. We use CNNs for text classification [306] and BiLSTM+CRF for NER [116].
We compare different embeddings on both intrinsic and extrinsic datasets by using
generated vectors. For the word cluster tasks, the produced vectors are clustered by
K-Means and then measured by Purity. The hyper-parameters of the extrinsic tasks
are shown in Table 5.2. For each dataset, our model is trained with five learning rates
{5e−3,3e−3,1e−3,8e−4,5e−4}. We select the best one on the development set
to report its score on the test set.

To generate a corrupted dataset, we simulate post-OCR errors. We adopt the
augmentation tool [174] to corrupt 70% of the original words. To check the robustness
of BERT, we directly finetune a BERT-base model using Huggingface [288]. During
finetuning, the batch size is 16 and we train 5 epochs. We select the best model among
five learning rates {9e−5,7e−5,5e−5,3e−5,1e−5} on the development set and
report the score of the model on the test set.

5.5.3 Results on Intrinsic Tasks
Table 5.3 shows the experimental results on 8 intrinsic tasks. Compared to other
mimick-like models, our model achieves the best average score across 8 datasets while
using the least number of parameters. Specifically, our model performs best on 5 word
similarity tasks, and second-best on the word cluster tasks. Although there is a gap
between our model and the original FastText, we find our performance acceptable,
given that our model is 100x times smaller.
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parameters Word Similarity Word Cluster Avg
embedding others RareWord SimLex MTurk MEN WordSim SimVerb AP BLESS

FastText [20] 969M - 48.1 30.4 66.9 78.1 68.2 25.7 58.0 71.5 55.9

MIMICK [210] 9M 517K 27.1 15.9 32.5 36.5 15.0 7.5 59.3 72.0 33.2
BoS [310] 500M - 44.2 27.4 55.8 65.5 53.8 22.1 41.8 39.0 43.7

KVQ-FH [231] 12M - 42.4 20.4 55.2 63.4 53.1 16.4 39.1 42.5 41.6
LOVE 6.3M 200K 42.2 35.0 62.0 68.8 55.1 29.4 53.2 51.5 49.7

Table 5.3: Performance on the intrinsic tasks, measured as Spearman’s ρ and
purity for word similarity and clustering. Best performance among the mimick-
like models in bold, second-best underlined.

parameters SST2 MR CoNLL-03 BC2GM Avg
embedding others original +typo original +typo original +typo original +typo

FastText [20] 969M - 82.3 60.5 73.3 62.2 86.4 66.3 71.8 53.4 69.5
Edit Distance 969M - - 67.4 - 68.3 - 76.2 - 66.6 -

MIMICK [310] 9M 517K 69.7 62.3 73.6 61.4 68.0 65.2 56.6 56.7 64.2
BoS [310] 500M - 79.7 72.6 73.6 69.5 79.5 68.6 66.4 61.5 71.5

KVQ-FH [231] 12M - 77.8 71.4 72.9 66.5 73.1 70.4 46.2 53.5 66.5
LOVE 6.3M 200K 81.4 73.2 74.4 66.7 78.6 69.7 64.7 63.8 71.6

Table 5.4: Performance on the extrinsic tasks, measured as accuracy and F1
(five runs of different learning rates) for text classification and NER, respec-
tively. Typos are generated by simulated errors of an OCR engine [174]. The
speed of producing word vectors with Edit Distance and LOVE is 380s/10K
words and 0.9s/10K words, respectively.

5.5.4 Results on Extrinsic Tasks
Table 5.4 shows the results on four downstream datasets and their corrupted version.
In this experiment, we introduce another non-trivial baseline: Edit Distance. For each
corrupted word, we find the most similar word from a vocabulary using edit distance
and then use the pre-trained vectors of the retrieved word. Considering the time cost, we
only use the first 20K words appearing in FastText (2M words) as reference vocabulary.

The typo words are generated by simulating post-OCR errors. For the original
datasets, our model obtains the best results across 2 datasets and the second-best on
NER datasets compared to other mimick-like models. For the corrupted datasets, the
performance of the FastText model decreases a lot and our model is the second best but
has very close scores with BoS consistently. Compared to other mimick-like models,
our model with 6.5M achieves the best average score. Although Edit Distance can
effectively restore the original meaning of word, it is 400x times more time-consuming
than our model.

5.5.5 Robustness Evaluation
In this experiment, we evaluate the robustness of our model by gradually adding
simulated post-OCR typos [174]. Table 5.5 shows the performances on SST2 and
CoNLL-03 datasets. We observe that our model can improve the robustness of the orig-
inal embeddings without degrading their performance. Moreover, we find our model
can make FastText more robust compared to other commonly used methods against

65



SST2 CoNLL-03
Typo Probability original 10% 30% 50% 70% 90% original 10% 30% 50% 70% 90% Avg

Static Embeddings

FastText 82.3 68.2 59.8 56.7 57.8 60.3 86.4 81.6 78.9 73.9 70.2 63.4 70.0
FastText + LOVE 82.1 79.8 74.9 74.2 68.8 67.2 86.3 84.7 81.8 77.5 73.1 71.3 76.8

Dynamical Embeddings

BERT 91.5 88.2 78.9 74.7 69.0 60.1 91.2 89.8 86.2 83.4 79.9 76.5 80.7
BERT + LOVE 91.5 88.3 83.7 77.4 72.7 63.3 89.9 88.3 86.1 84.3 80.8 78.3 82.1

Table 5.5: Robust evaluation (five runs of different learning rates) on text
classification and NER under simulated post-OCR typos. We use uncased and
cased BERT-base model for SST2 and CoNLL-03, respectively.
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Figure 5.6: Evaluation of different methods based on FastText under typos.

unseen words: a generic UNK token or character-level representation of neural networks.
Figure 5.6 shows the robustness check of different strategies. FastText+LOVE has
a consistent improvement on both SST2 and CoNLL-03 datasets. At the same time,
LOVE degrades the performance on the original datasets only marginally if at all.

5.5.6 Qualitative Analysis
To better understand the clusterings produced by LOVE, we chose 15 words from the
AP dataset [7], covering three topics (Chemical Substance, Illness, and Occupation).
We added 3 corrupted words, oxgen, archiitect and leukamia. Figure 5.7
shows how LOVE, BoS, and KVQ-FH cluster these words (using a PCA projection
and K-means). All approaches space out the clusters to some degree. In particular, BoS
and KVQ-FH have trouble separating professions and chemical substances. For the
corrupted words, only LOVE is able to embed them close enough to their original form,
so that they appear in the correct cluster.
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parameters RareWord SST2
embedding others

The original LOVE 6.3M 200K 42.2 81.4

Varying the input method

only use Char 299K 200K 17.7 71.5
only use Subword 6.0M 200K 25.3 76.0

Varying the encoder

replace PAM with CNN 6.3M 270K 28.4 61.1
replace PAM with RNN 6.3M 517K 27.2 67.2
replace PAM with SA 6.3M - 36.9 78.7

Varying the loss function

use MSE 6.3M 200K 34.5 76.0
use ℓau(λ = 1.0) 6.3M 200K 40.8 80.8

Ablation of data augmentation and hard negatives

w/out hard negatives 6.3M 200K 37.7 78.6
w/out hard negatives

and augmentation 6.3M 200K 37.8 78.2

Table 5.6: Ablation studies for the architecture of LOVE, mea-
sured as Spearman’s ρ and accuracy, respectively.

BoS Model (500M) KVQ-FH Model (12M) LOVE (6.5M)

Figure 5.7: PCA visualizations of word vectors generated by LOVE, BoS, and KVQ-
FH. Different colors mean different clusters, as predicted by K-means. There are three
OOV words: oxgen, archiitect and leukamia.

5.5.7 Ablation Study
We now vary the components in our architecture (input method, encoder and loss
function) to demonstrate the effectiveness of our architecture.
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Input Method. To validate the effect of our Mixed Input strategy, we compare it with
two other methods: using only the character sequence or only the subword sequence.
Table 5.6 shows that the Mixed method achieves better representations, and any removal
of char or subword information can decrease the performance.

Encoder. To encode the input sequence, we developed the Positional Attention
Module (PAM), which first extracts ngram-like local features and then uses self-
attention combine them without distance restrictions. Table 5.6 shows that PAM
performs the best, which validates our strategy of incorporating both local and global
parts inside a word. At the same time, the number of parameters of PAM is acceptable
in comparison. We visualize the attention weights of PAM in Appendix 5.5.10, to show
how the encoder extracts local and global morphological features of a word.

Loss Function. LOVE uses the contrastive loss, which increases alignment and
uniformity. An existing work proves that optimizing directly these two metrics leads to
comparable or better performance than the original contrastive loss [282] . Such a loss
function can be written as:

ℓau = ℓalign +λ · ℓuniform (5.8)

Here, λ is a hyperparameter that controls the impact of ℓuniform. We set this value to
1.0 because it achieves the best average score on RareWord and SST2. An alternative is
to use the Mean Squared Error (MSE), as in mimick-like models. Table 5.6 compares
the performances of these different loss functions. The contrastive loss significantly
outperforms the MSE, and there is no obvious improvement by directly using alignment
and uniformity.

Data Augmentation and Hard Negatives. In Table 5.6, we observe that the removal
of our hard negatives decreases the performance, which demonstrates the importance
of semantically different words with similar surface forms. LOVE uses five types of
word augmentation.

We find that removing this augmentation does not deteriorate performance too
much on the word similarity task, while it causes a 0.4 point drop in the text classi-
fication task (the last row in Table 5.6), where data augmentations prove helpful in
dealing with misspellings. We further analyze the performance of single and composite
augmentations on RareWord and SST2 in the appendix in Figure 5.8. We find that a
combination of all five types yields the best results.

5.5.8 Shrinking Our Model
We consider the following four methods to reduce the total parameters of our model:
(1) Matrix Decomposition. The original matrix can be decomposed into two smaller
matrices V = U×M,U ∈ R|V |×h,M ∈ Rh×m and h < m. Here, we set m = 300 and
h = 200 respectively.
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Figure 5.8: Performances of different augmentations on RareWord, measured as
Spearman’s ρ . Diagonal entries correspond to individual augmentation and off-diagonal
entries correspond to composite augmentation.

SST2
typos per sentence typo-0 typo-1 typo-2 typo-3

BERT 91.5 77.2 73.2 69.4

Mimicking Input Embeddings

BERT + Add 91.3 77.2 73.5 70.7
BERT + Linear [79] 91.4 79.6 77.2 72.8

BERT + Replacement 91.5 81.4 78.7 73.6

Mimicking Distilled Embeddings

BERT + Add 91.3 78.8 75.6 72.3
BERT + Linear [79] 91.3 81.4 78.7 73.6

BERT + Replacement 91.4 81.5 78.9 73.8

Table 5.7: Performances of different strategies that work with BERT
together, measured as the accuracy among five different learning
rates.

(2) Top Subword. We use only the top-k frequent subwords, using the word frequencies
from a corpus. We set the parameter k = 20000.
(3) Hashing. We use a hashing strategy to share memory for subwords aiming to
reduce the parameters. We use a bucket size of 20000.
(4) Preprocessing. The original vocabulary contains plurals and conjugations, there-
fore we stem all complete words and remove words with numerals, obtaining a new
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vocabulary of 21257 words.
Table 5.8 shows that the preprocessing method can reduce parameters very effec-

tively while obtaining a very competitive performance.

parameters RareWord SST2
embedding non-embedding

Original 9M 200K 43.5 80.7

Decomposition 5.6M 200K 38.1 80.3
Top-K 6M 200K 39.2 80.1

Hashing 6M 200K 40.5 80.4
Preprocessing 6.3M 200K 42.4 80.7

Table 5.8: Performance of different shrinkage strategies, measured as
Spearman’s ρ and accuracy, respectively. The target vectors are from
fasttext-crawl-300d-2M.

5.5.9 The performance of mimicking BERT
As described in Section 5.4.5, we can mimic the input or distilled embeddings of
BERT. After learning from BERT, we use the vectors generated by LOVE to replace
the embeddings of OOV subwords. Finally, these new representations are fed into
the multi-layer attentions. We call this method the Replacement strategy. To valid its
effectiveness, we compare it with two other baselines: (1) Linear Combination [79].
For each subword esub, the generated vectors of word eword containing the subwords
are added to the subword vectors of BERT:

enew = (1−α) esub +α eword (5.9)

α = sigmoid (W · esub)

where esub ∈ Rd is a subword vector of BERT, and eword ∈ Rd is a generated vector of
our model. W ∈ Rd are trainable parameters.
(2) Add. A generated word vector is directly added to a corresponding subword vector
of BERT:

enew = esub + eword (5.10)

Table 5.7 shows the result of these strategies. All of them can bring a certain degree
of robustness to BERT without decreasing the original capability, which demonstrates
the effectiveness of our framework. Second, the replacement strategy consistently
performs best. We conjecture that BERT cannot restore a reasonable meaning for
those rare and misspelling words that are tokenized into subwords, and our generated
vectors can be located nearby the original word in the space. Third, we find mimicking
distilled embeddings performs the best while mimicking input embeddings comes close.
Considering that the first method needs training on large-scale data, mimicking the
input embeddings is our method of choice.
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Figure 5.9: Visualization of positional weights for the post-OCR word bec0me (the
correct one is become).
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Figure 5.10: Visualization of self-attention weights for the post-OCR word bec0me.

5.5.10 Visualization of Encoder
As mentioned before, we combine two types of attention heads (self-attention and
positional attention) to encode a subword sequence. Here, we visualize the attention
weights on each side and show how they work. Figure 5.9 shows the position-dependent
weights. We use sinusoidal functions to generate positional embeddings, and the
weights are the dot product between these embeddings. We observe the positional
weights tend to the left and right subwords in addition to themselves, which yields
trigram representations.

Figure 5.10 shows the self-attention weights which are computed from the trigram
subwords of positional attention. Hence, each subword in this figure is a trigram
representation instead of a single subword representation. As we see, self-attention
can capture global features regardless of distance. We take the first token [CLS] as
an example, and this self-attention assigns high weights for the token e and [SEP],
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which constructs a representation like this: [CLS]b + me[SUB] + ##me[SEP].
This segment tells us this word starts with b and ends with me.

5.6 Conclusion
We have presented a lightweight contrastive-learning framework, LOVE, to learn word
representations that are robust even in the face of out-of-vocabulary words. Through a
series of empirical studies, we have shown that our model (with only 6.5M parameters)
can achieve similar or even better word embeddings on both intrinsic and extrinsic
evaluations compared to other mimick-like models. Moreover, our model can be added
to models with static embeddings (such as FastText) or dynamical embeddings (such
as BERT) in a plug-and-play fashion, and bring significant improvements there. For
future work, we aim to extend our model to languages other than English.
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6
Robustness: A Weakness of Positional

Encodings

Positional Encodings (PEs) are used to inject word-order information into transformer-
based language models. While they can significantly enhance the quality of sentence
representations, their specific contribution to language models are not fully understood,
especially given recent findings that building natural-language understanding from
language models with positional encodings are insensitive to word order. In this
work, we conduct more in-depth and systematic studies of positional encodings, thus
complementing existing work in two aspects: (1) We uncover the core function of PEs
by identifying two common properties, Locality and Symmetry; (2) We first point out a
potential weakness of current PEs by introducing two new probing tasks of word swap.
We hope these new probing results and findings can shed light on how to design and
inject positional encodings into language models.

6.1 Introduction
Transformer-based language models with Positional Encodings (PEs) can improve
performance considerably across a wide range of natural language understanding tasks.
Existing work resort to either fixed [270, 253, 212] or learned [239, 60, 277] PEs to
infuse order information into attention-based models. To understand how PEs capture
word order, prior studies apply visualized [283] and quantitative analyses [276] to
various PEs, and their findings conclude that all encodings, both human-designed and
learned, exhibit a consistent behavior: First, the position-wise weight matrices show
that non-zero values gather on local adjacent positions. Second, the matrices are highly
symmetrical, as shown in Figure 6.1. These are intriguing phenomena, with reasons
not well understood.

To bridge this gap, we strive to uncover the core properties of PEs by introducing
two quantitative metrics, Locality and Symmetry. Our empirical studies demonstrate
that these two properties are correlated with sentence representation capability. This
explains why fixed encodings are designed to satisfy them and learned encodings are
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Figure 6.1: Visualizations of different pre-trained language models by using Identical
Word Probing [276]. The attention weights are averaged across different layers.

favorable to be local and symmetrical. Moreover, we show that if BERT is initialized
with PEs that already share good locality and symmetry, it can obtain better inductive
bias and significant improvements across 10 downstream tasks.

Although PEs with locality and symmetry can achieve promising results on natural
language understanding tasks (such as GLUE [275]), the symmetry property itself has
an obvious weakness, which is not revealed by previous work. Existing studies use
shuffled text to probe the sensitivity of PEs to word orders [298, 208, 247, 97, 1], and
they all assume that the meaning of sentences with random swaps remains unchanged.
However, the random shuffling of words may change the semantics of the original
sentence and thus cause the change of labels. For example, the sentence pair below
from SNLI [23] satisfies the entailment relation:

a. A man playing an electric guitar on stage b. A man playing guitar on stage
If we change the word order of the premise sentence so that it becomes “an electric

guitar playing a man on stage”, but a fine-tuned BERT still finds that the premise
entails the hypothesis. Starting from this point, we design two new probing tasks of
word swap: Constituency Shuffling and Semantic Role Shuffling. The former attempt to
preserve the original semantics of the sentence by swapping words inside constituents
(local structure) while the latter intentionally changes the semantics by swapping the
semantic roles in a sentence (global structure), e.g., the agent and patient. Our probing
results show that existing language models with various PEs are robust against local
swaps but extremely fragile against global swaps.

6.2 Preliminaries
The central building block of transformer architectures is the self-attention mecha-
nism [270]. Given an input sentence: X = {x1,x2, ...,xn} ∈ Rn×d , where n is the
number of words and d is the dimension of word embeddings, then the attention
computes the output of the i-th token in this way:

x̄i =
n

∑
j=1

exp(αi, j)

Z
x jWV where αi, j =

(xiWQ)(x jWK)T√
d

,Z =
n

∑
j=1

exp(αi, j) (6.1)
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Self-attention heads do not intrinsically capture the word orders in a sequence.
Therefore, specific methods are used to infuse positional information into self-attention [65].

Absolute Positional Encoding (APE) computes a positional encoding for each token
and add it to the input content embedding to inject position information in the original
sequence. The αi, j in Equation 6.1 are then written:

αi, j =
(xi +pi)WQ

(
(x j +p j

)
WK)T

√
d

(6.2)

where pi ∈Rd is a position embedding of the ith token, obtained by fixed [270, 58, 263,
245, 253] or learned encodings [84, 60, 277, 213]. Further, TUPE model simplifies
Equation 6.2 by removing two redundant items:

αi, j =
(xiWQ)(x jWK)T+(piUQ)(p jUK)T√

d
(6.3)

In absolute positional encoding, the equation 6.2 can be expanded as:

αi j =
(xiWQ)(x jWK)T√

d
+

(xiWQ)(p jWK)T√
d

+
(piWQ)(x jWK)T√

d
+

(piWQ)(p jWK)T√
d

(6.4)

There are four terms in this expression: context-to-context, context-to-position,
position-to-context, and position-to-position. While the first and the fourth term are
intuitive, the token encodings and positional encodings do not have strong correlations
with each other, and the context-position correlations may even induce unnecessary
noise. Based on this analysis proposed by TUPE (Transformer with Untied Positional
Encoding) [135] that removes the second and third redundant terms and introduces
different parameters for the position encoding:

αi j =
(xiWQ)(x jWK)T+(piUQ)(p jUK)T√

d
, (6.5)

Here, UQ and UK are weights that need to be learned, capturing positional queries
and keys, respectively. Their empirical results confirm that the removal of the two
context-to-position terms consistently improves the model performance on a series of
tasks.

Relative Positional Encoding (RPE) produces a vector ri, j or a scalar value βi, j that
depends on the relative distance of tokens. Specifically, these methods apply such
vector or bias to the attention head so that the corresponding attentional weight can be
updated based on the relative distance of two tokens [239, 221]:

αi, j =
xiWQ

(
x jWK + rK

i, j)
T

√
d

; αi, j =
(xiWQ)(x jWK)T+βi, j√

d
(6.6)

where the left mode uses a vector ri, j while the right uses a scalar value βi, j, for
infusing relative distance into attentional weight.

Recent research of RPEs has been remarkably vibrant, with the emergence of
diverse novel and promising variants [54, 106, 212].
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Unified Positional Encoding. Inspired by TUPE [135], we rewrite all above absolute
and relative positional encodings in a unified way:

αi, j =

contextual︷︸︸︷
γi, j +

positional︷︸︸︷
δi, j√

d
(6.7)

where, the left half of the numerator, γi, j, captures contextual correlations (or weights),
i.e., the semantic relations between token xi and x j. In this case, it is γi, j =(xiWQ)(x jWK)T.
δ , the right half, captures positional correlations, i.e., the positional relations between
tokens xi and x j. For example, TUPE’s positional correlation can be represented
as δi, j = (piWQ)(p jWK)T while the relative encoding in [239] can be represented
as δi, j = xiWQ(rK

i, j)
T. Thus, existing positional encodings all add contextual and

positional correlations together in every attention head.

6.3 Positional Encodings Enforce Locality and Symme-
try

6.3.1 The Properties of Locality and Symmetry
Existing work analyze positional encodings with the help of visualizations [283, 276, 1],
and their analyses of either fixed or learned encodings led to similar visualized results,
as shown in Figure 6.1. These position-wise weight matrices are computed by using the
Identical Word Probing [276]: many repeated identical words are fed to the pre-trained
language model, so that the attention values (αi, j) in Equation 6.7) are unaffected by
contextual weights. Each matrix in this figure is a positional weight map, where each
row is a vector for the i-th position and the element at (i, j) indicates the attention
weight between the i-th position and the j-th position. We can first observe these
attention matrices are all diagonal heavy, which means various positional encodings
highly attend to local positions. Second, all matrices are nearly symmetrical. We
call these two phenomena the Locality and Symmetry of positional encodings. The
symmetry property has been discovered and quantified already by prior work [276].
Here, we provide a more in-depth analysis of symmetry. We will also point out the
potential flaw of symmetry itself, which is not considered by prior work. To better
understand how encodings capture word order, we introduce two quantitative metrics
to depict the Locality and Symmetry for an attentional weight vector εi, where the
element εi, j can be denoted as:

εi, j =
exp(αi, j)

∑
n
j=1 exp(αi, j)

where εi, j ≥ 0 and
n

∑
j=1

εi, j = 1 (6.8)

Locality is a metric that depicts the degree of the gathering of weights in local
positions for an attentional weight vector. Given a weight vector for the i-th position
εi = {εi,1,εi,2, ...,εi,n}, we define locality as:

Locality(εi) ∈ [0,1] =
n

∑
j=1

εi, j

2|i− j| (6.9)
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(a) Visualizations of Symmetry and Locality (b) Correlations between Locality and Accuracy (c) Correlations between Symmetry and Accuracy

Figure 6.2: Empirical studies of the properties of locality and symmetry. The accuracy
is tested on the MR dataset [199] The yellow line shows the locality or symmetry for
the pre-trained BERT.

Here, a value of 1 means the vector perfectly satisfies the locality property. For example,
given a sequence whose length is 5 and a weight vector for the first position [1,0,0,0,0],
the locality is 1, which means it perfectly matches the locality. In contrast, the locality is
1/16 if the weight only attends the last position [0,0,0,0,1]. For measuring the locality
of a matrix, we average the locality values of all vectors in the matrix. Symmetry is a
metric that describes how symmetrical the weights scatter around the current position
for an attentional weight vector. We adapt the Symmetrical Discrepancy [276] for this
goal:

Symmetry(εi) ∈ [0,1] = 1−
⌊n/2⌋

∑
j=1

Norm(

∣∣εi, j − εi,n− j+1
∣∣

⌊n/2⌋
) (6.10)

Here, a value of 1 means that the vector is completely symmetrical. We modify
the original formula in two points: First, we apply a min-max normalization to each
position to obtain more uniform distributions, because the values of the original one
extremely cluster around 0. Second, we reverse the value so that 1 means a perfect
symmetry instead of 0. Likewise, the average value of all vectors in a matrix is used as
the matrix-level symmetry.

6.3.2 Are Locality and Symmetry Learned?
The manually designed encodings Sinusoidal [270] and Roformer [253] both satisfy
the symmetry and locality properties. However, it is not clear why they were designed
this way. More surprisingly, learned encodings all display locality and symmetry.
Therefore, one may ask whether the two properties are learned after pre-training, and
what effect they have.

To answer this question, we use our two proposed metrics to quantify the positional
weight matrix (the averaged weight across layers) before and after pre-training. Specif-
ically, three language models, BERT [60], XLNet [300] and DeBERTa [106] are tested
in this experiment. As shown in the left in Figure 6.2, the three language models all
become much more local and symmetrical after pre-training, which proves that the two
properties are indeed learned.
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To further explain why positional encodings have a preference for learning these two
properties, we probe the correlations between the two properties and the representation
ability in downstream tasks. To avoid pre-training all language models from scratch, we
use static word embeddings from GloVe [204] and an encoder that is fully based on our
handcrafted positional encodings for a sentence classification task. The benefit is that
we can adjust the hyper-parameter in the handcrafted encodings to obtain encodings
with different degrees of locality and symmetry, so that we can evaluate the correlations
precisely. Specifically, we obtain around 100 encoders whose locality (or symmetry)
varies from 0.01 to 1.0 and test their accuracy on the MR sentiment analysis task. We
will describe our handcrafted encodings in Section 6.3.3.

The middle figure in Figure 6.2 shows the results for different locality values. In this
experiment, the symmetry value is 1.0 for all encoders. We observe that the accuracy
constantly increases as the locality of encodings strengthens, which means a higher
locality induces better sentence representation. The yellow line is the locality value for
BERT (around 0.2), and BERT actually does not have an extreme locality, which means
that a perfect locality is unnecessary. The right figure in Figure 6.2 shows the results
for different symmetry values. In this experiment, we vary the symmetry while keeping
the locality in the interval [0.15,0.3], which is close to the value of BERT. Because the
change of symmetry will impact the value of locality, we can only observe this type
of partial correlation. We find that symmetry affects performance only after a certain
value (0.65), and a better symmetry leads to better accuracy. Also, the encodings of the
pre-trained BERT are highly symmetrical.

We conclude that positional encodings with more suitable locality and symmetry
can yield better performance on downstream tasks, which may explain why fixed
encodings are designed to meet the two properties and why learned encodings all
exhibit this behavior. However, encodings are not perfectly local, which might be due
to the network architectures and the specific target tasks.

6.3.3 Can Locality and Symmetry Yield Better Inductive Bias?
Given that locality and symmetry stand out as important learned features of existing
positional encodings, it begs the question that what happens if a language model is
initialized with positional encodings with good locality and symmetry.

For this purpose, we replace the positional correlations δi, j in Equation 6.7 with
handcrafted Positional Encodings to probe. There are various human-designed po-
sitional encodings, e.g., sinusoidal encodings [270], rotary encodings [253] and AL-
iBi [212], but the locality and symmetry cannot be modified easily for these encodings.
To address this issue, we propose the Attenuated Encoding, which use a Gaussian
kernel [95]:

δi, j = Φ(li, j) =
exp(αi, j)

∑
n
j=1 exp(αi, j)

where αi, j =

{
−swl2

i, j i ≤ j
−wl2

i, j i> j
(6.11)

where li, j is the relative distance, w > 0 is a scalar parameter that controls the locality
value, and s is a scalar parameter that controls the symmetry value. Note that there
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Model Size Sentiment Analysis Textual Entailment Paraphrase Identification Textual Similarity
MR SUBJ SST-2 QNLI RTE MNLI MRPC QQP STS-B SICK-R Avg

(22K) (20K) (68.8K) (110K) (5.5K) (413K) (5.4K) (755k) (8.4K) (9.4K)

BERT 110M 72.5±5.3 91.0±2.7 86.4±2.7 85.8±1.0 59.2±1.2 78.2±0.8 73.5±1.8 88.7±0.6 77.8±4.1 64.9±6.0 77.8

BERT-A∗-s 113M 79.4±2.9 93.7±0.6 88.0±0.7 86.3±1.1 59.4±2.7 78.8±0.4 81.5±2.2 88.7±0.4 83.6±2.0 76.3±1.1 81.6
BERT-A∗ 138M 78.2±3.5 93.0±0.8 88.1±1.0 87.0±0.5 61.0±1.4 78.9±0.9 80.9±3.9 89.2±0.3 84.3±2.5 76.0±4.7 81.7

Table 6.1: Evaluations of handcrafted encodings across 10 downstream tasks. We
report the average score (Spearman correlation for textual similarity and accuracy for
others) of five runs using different learning rates. ∗ means the encodings are learnable
and s means that positional encodings are shared within the attention headers of
layers.

are two key differences between our encodings and other manually designed ones
such as the T5 bias [221] and ALiBi [212]. First, the output generated by our method
is an attentional vector (or a discrete probability distribution) that can be regarded
as a type of attention mechanism. Thus, we can estimate the locality and symmetry
individually. ALiBi biases, in contrast, cannot be measured by our proposed metrics
directly. Second, we can adjust the hyper-parameters in our method for obtaining
encodings with different localities and symmetry, which ALiBi does not allow.

In this experiment, we adjust the parameter w and s for obtaining weight vector δ

that share similar locality and symmetry with pre-trained BERT (Locality=0.17 and
Symmetry=1.0). After, we pre-train BERTbase initialized with δ and compare them
to learned encodings on downstream natural language understanding tasks. Three
variants are compared with the original BERT: 1) BERT-A∗-s uses learnable and shared
δ , but the weights are shared inside a particular layer; 2) BERT-A∗ uses learnable
but not shared δ , which means δ is different in each attentional head. The empirical
results are shown in Table 6.1. We observe that both BERT-A∗-s and BERT-A∗ can
significantly outperform the original BERT, which demonstrates positional encodings
with initialization of suitable locality and symmetry can have better inductive bias in
sentence representation.

6.3.4 What Is the Drawback of Symmetry?
Although positional encodings with good symmetry perform well on a series of down-
stream tasks, the symmetry property has an obvious flaw in sentence representations,
which is ignored by prior studies. Existing probes study the sensitivity of language mod-
els to word order by shuffling the words in a sentence, and they can be roughly divided
into three categories: random swap [208, 97, 1], n-gram swap [247], and subword-level
phrase swap [50]. All these works assume that the labels of the randomly shuffled
sentences are unchanged. However, this is obviously not the case. In particular, the
shuffled sentence may have another label (think of the textual entailment example from
the introduction).

To address the issue, we propose two new probing tasks of word swaps: Con-
stituency Shuffling and Semantic Role Shuffling. Constituency Shuffling aims to disrupt
the inside order of constituents, which is able to change the word order while preserving
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DT

man

NN
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IN

an electric guitar

an electric guitar

DT JJ NN

NP

playing

VBG

on stage

PP

a man

NP

playing an electric guitar on stage

VP

a man playing an electric guitar on stage

NP

stage

NN

Figure 6.3: Illustration of constituent parsing for one sentence in SNLI “a man playing
an electric guitar on stage”. The result is generated by Berkeley Neural Parser.

Original Shuffled

Shuffled-3 An old man with a package poses in front of an advertisement . An man old with package a poses in front of advertisement an .

Shuffled-4 A land rover is being driven across a river . A land rover is being a driven river across .

Shuffled-5 A man reads the paper in a bar with green lighting . A man reads the paper in with green a lighting bar .

Shuffled-6 A little boy in a gray and white striped sweater and tan pants is play-

ing on a piece of playground equipment .

A little boy in striped a sweater and white gray and tan pants is play-

ing piece playground of equipment on a .

Shuffled-SR several women are playing volleyball . volleyball are playing several women .

Shuffled-SR a man and woman are sharing a hotdog . a hotdog are sharing a man and woman .

Table 6.2: Some cases of the shuffled SNLI datasets in our word swap probing. Texts
in the same color mean the corresponding phrases.

the maximum degree of original semantics. A constituent parsing case is shown in
Figure 6.3, and we can shuffle the word order inside some phrases, e.g., the noun phrase
“an electric guitar” while the semantic will not be changed (the grammar structure
may be destroyed). We construct different shuffled datasets by phrase length, e.g.,
“an electric guitar” is a phrase of length 3 and we can obtain tri-gram shuffled sets.
Datasets constructed by constituency shuffling are referred to as Shuffle-x and x means
the length of phrase. On the other hand, Semantic Role Shuffling intentionally changes
the semantics by swapping the order of the agent and patient of sentences and thus
results in a new sentence with different meanings. In Figure 6.3, “a man” as the entity
that performs the action, technically known as the agent, and “an electric guitar” as the
entity that is involved in or affected by the action, which is called the patient. We refer
to this dataset as Shuffle-SR because it swap the semantic roles in a sentence. Some
shuffled examples are shown in Table 6.2.
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Model Symmetry Locality Original Shuffle-3 (∆) Shuffle-4 (∆) Shuffle-5 (∆) Shuffle-6 (∆) Random (∆) Original Shuffle-SR (∆)

BERT 87.9 16.2 89.8 -0.4 -0.6 -0.3 -0.5 -2.7 89.8 -63.9
ALBERT 82.0 20.3 91.8 -0.5 -1.1 -1.3 -1.7 -6.0 92.0 -66.8
DeBERTa 85.0 17.8 91.6 -0.5 -0.7 -1.3 -1.1 -5.1 91.6 -58.9

XLNet 72.7 17.5 91.5 -0.2 -0.3 -0.7 -1.2 -5.4 91.3 -57.8
StrucBERT 96.3 7.5 90.9 -0.5 -0.9 -1.3 -1.1 -4.4 90.8 -44.6

Table 6.3: Results of Constituency Shuffling and Semantic Role Shuffling, measured
by accuracy. Shuffle-x means phrases with length x are shuffled. Shuffle-SR means the
semantic roles of agent and patient are swapped.

The distinction of our proposed two probing tasks is that one preserves the semantics
while another changes the semantics. Then, we can probe the capability of language
models to correctly recognize the new sentence’s meaning. Specifically, the Stanford
Natural Language Inference (SNLI) [23] dataset is used in this experiment and it
provided constituent structure for each sentence. To probe the sensitivity of language
models to the two types of shuffling, we fine-tune 5 pre-trained language models with
good symmetry on SNLI training set and evaluate them on the newly constructed
Shuffle-x and Shuffle-SR datasets. The overall results of word swap probing are shown
in Table 6.3 We first observe performances of all language models across Shuffle-x sets
basically do not degenerate, which confirms the benefits of the locality and symmetry
properties. Second, most models fail on the Shuffle-SR dataset, which demonstrates
local symmetry does not capture global position changes well, which explain the reason
that BERT fails on the example: “an electric guitar playing a man on stage”. Although
the local symmetry learned by positional encodings can performs well on a series
of language understanding tasks, the symmetry itself has obvious flaws. The better
performance of StrucBERT on the Shuffle-SR suggests that introducing additional
order-sensitive training tasks may improve this problem.

6.4 Conclusion
We have proposed a series of probing analyses for understanding the role of positional
encodings in sentence representations. We find two main properties of existing encod-
ings, Locality and Symmetry, which is correlated with the performance of downstream
tasks. Meanwhile, we point out an obvious flaw of the symmetry property.

The limitations of this work are two-fold. First, our analysis is limited to the natural
language understanding of the English language. Different languages display different
word order properties. For instance, English is subject-verb-object order (SVO) while
Japanese is subject-object-verb order (SOV), and natural language generation models
are not included in this work. Besides, a recent work finds that the autoregressive
models without any explicit positional encoding are still competitive with standard
models [103], which shows the generative model might not be a perfect target for
researching order information. Second, although our handcrafted positional encodings
satisfy the Symmetry property, it merely replicates the limitations of current positional
encoding, albeit in a simplified form. Further architecture development should address
the problem of the “an electric guitar playing a man on stage.” mentioned in the

81



introduction.

82



7
Application: Using Entity Disambiguation

Models for Knowledge Base Completion

Despite their impressive scale, knowledge bases (KBs), such as Wikidata, still contain
significant gaps. Language models (LMs) have been proposed as a source for filling
these gaps. However, prior works have focused on prominent entities with rich coverage
by LMs, neglecting the crucial case of long-tail entities. In this paper, we present a
novel method for LM-based-KB completion that is specifically geared for facts about
long-tail entities. The method leverages two different LMs in two stages: for candidate
retrieval and for candidate verification and disambiguation. To evaluate our method
and various baselines, we introduce a novel dataset, called MALT, rooted in Wikidata.
Our method outperforms all baselines in F1, with major gains especially in recall.

7.1 Introduction
Knowledge base completion (KBC) is crucial to continuously enhance the scope and
scale of large knowledge graphs (KGs). It is often cast into a link prediction task:
infer an O(bject) argument for a given S(ubject)-P(redicate) pair. However, the task
is focused on the KG itself as the only input, and thus largely bound to predict SPO
facts that are also derivable by simple logical rules for inverse predicates, transitive
predicates etc. [5, 259]. To obtain truly new facts, more recent methods tap into
large language models (LMs) that are learned from huge text collections, including all
Wikipedia articles, news articles and more. The most promising approaches to this end
generate cloze questions for knowledge acquisition and ask LMs to generate answers
[207]. The LM input is often augmented with carefully crafted short prompts (e.g., a
relevant Wikipedia paragraph) [244, 124, 217].

However, notwithstanding great success for question answering to humans, the LM-
based approach falls short on meeting the high quality requirements for enriching a KG
with crisp SPO facts. Even if most answers are correct, there is a non-negligible fraction
of false or even “hallucinated” outputs by the LM, and large KGs, like Wikidata [274],
cannot tolerate error rates above 10 percent. Moreover, even correct answers are not

83



properly canonicalized: they are surface phrases and not unique entities in the KG.
These problems are further aggravated when the to-be-inferred O arguments are long-
tail entities, with very few facts in Wikidata. Here, we call an entity long-tail when it
has less than 14 triples in Wikidata, because nearly 50% of the Wikidata entities have
fewer than 14 triples. These are exactly the pain point that calls for KBC. This paper
addresses this problem.

As an example, consider the late Canadian singer Lhasa de Sela. Wikidata solely
covers basic biographic facts and selected awards, nothing about her music. However,
text sources such as her Wikipedia article or other web pages provide expressive
statements about her albums, songs, collaborations etc. For example, we would like
to spot the facts that ⟨Lhasa de Sela, collaboratedWith, Bratsch⟩ and ⟨Lhasa de Sela,
performedSong, Anyone and Everyone⟩. Note that capturing these as SPO facts faces
the challenge of having to capture and disambiguate multi-word names (“Lhasa de
Sela”) and common-noun phrases (“anyone and everyone”). When trying to extract
such statements via cloze questions or more refined prompts to LMs such as GPT-
3 [26] or chatGPT, the outputs would often be “Lhasa”, which is highly ambiguous, or

“everyone”, which is incomplete and impossible to interpret.
Approach and Contribution. This paper devises a novel method for knowledge base
completion (KBC), specifically geared to cope with long-tail entities. Although we
will present experimental comparisons to prior works on relation extraction from text,
we believe that ours is among the first works to successfully cope with the challenge of
noise and ambiguity in the long tail.

Our method leverages Transformer-based language models in a new way. Most
notably, we employ two different LMs in a two-stage pipeline. The first stage generates
candidate answers to input prompts and gives cues to retrieve informative sentences
from Wikipedia and other sources. The second stage validates (or falsifies) the candi-
dates and disambiguates the retained answer strings onto entities in the underlying KG
(e.g., mapping “Lhasa” to Lhasa de Sela , and “Bratsch” to Bratsch (band)).

The novel contributions of this work are the following:
• the first KBC method that leverages LMs to cope with long-tail entities;
• a new dataset, called MALT, to benchmark methods with long-tail entities;
• experimental comparisons with baselines, using the MALT data.

7.2 Related Work
Knowledge Base Completion. This task, KBC for short, has mostly been tackled as a
form of link prediction: given a head entity S and a relation P, predict the respective
tail entity O, using the KG as sole input. A rich suite of methods have been developed
for this task, typically based on latent embeddings computed via matrix or tensor
factorization, neural auto-encoders, graph neural networks, and more (see, e.g., surveys
[44, 121] and original references given there). However, the premise of inferring
missing facts from the KG itself is a fundamental limitation. Indeed, several studies
have found that many facts predicted via the above KBC techniques are fairly obvious
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and could also be derived by simple rules for transitivity, inverse relations etc. [5, 259].
Language Models as Knowledge Bases. The LAMA project [207] posed the hypothe-
sis that probing LMs with cloze questions is a powerful way of extracting structured
facts from the latently represented corpus on which the LM was trained. A suite of
follow-up works pursued this theme further and devised improvements and extensions
(e.g., [107, 123, 134, 227, 244, 313]). This gave rise to the notion of “prompt engi-
neering” for all kinds of NLP tasks [167]. In parallel, other works studied biases and
limitations of the LM-as-KB paradigm (e.g., [30, 69, 226, 124]). In this work, we
investigate the feasibility of leveraging LMs to complete real-world KBs, and mainly
focus on long-tail facts.

7.3 Two-Stage KBC Method
We propose an unsupervised method for KBC that taps into LMs as latent source
for facts that cannot be inferred from the KG itself. Our method operates in two
stages:
1. For a given S-P pair, generate candidate facts ⟨S,P,“O”⟩ where “O” is an entity

name and possibly a multi-word phrase.
2. Corroborate the candidates, retaining the ones with high confidence of being correct,

and disambiguate the “O” argument into a KG entity.

Candidate Generation. We devise a generic prompt template for cloze questions,
in order to infer an “O” answer for a given S-P pair. This merely requires a simple
verbalizer for the relation P:

“⟨S-type⟩ S ⟨P-verb⟩ which ⟨O-type⟩?”

(e.g., “the song ⟨S⟩ is performed by which person?” for the predicate performer).
The S-type and O-type are easily available by the predicate type-signature from the
KG schema. As additional context we feed a Wikipedia sentence from the S entity’s
article into the LM. This is repeated for all sentences in the respective Wikipedia article.
Specifically, we employ the SpanBERT language model [130], which is fine-tuned on
on the SQuAD 2.0 [223] 1. Note that all of this is completely unsupervised: there is no
need for any fine-tuning of the LM, and there is no prompt engineering.

Candidate Corroboration and Canonicalization. The first stage yields a scored
list of candidates in the form of pairs (“O”, s) with an entity name and a Wikipedia
sentence s. In the corroboration stage, the candidates are fed into a second LM for
re-ranking and pruning false positives. Specifically, we employ the generative entity
disambiguation model GENRE [57], which in turn is based on BART [155] and fine-
tuned on BLINK [291] and AIDA [113]. We construct the input by the template:
“⟨S-type⟩ S ⟨P-verb⟩ [ENT] this ⟨O-type⟩ [ENT]”
(e.g., “the song Anyone and Everyone is performed by [ENT] this person [ENT]”),

1 https://huggingface.co/mrm8488/spanbert-large-finetuned-squadv2
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Dataset SPO triples Long-tail fraction

DocRED [301] 63K 32.0 %
LAMA-TREx [207] 34K 39.6 %

X-FACTR [123] 46K 49.6 %
MALT (Ours) 49K 87.0 %

Table 7.1: Estimated fractions of long-tail S entities across
different datasets, where long-tail means at most 13 triples
in Wikidata. The estimations are based on 200 samples
across 8 relations.

contextualized with the sentence s. GENRE generates a list of answer entities E, taken
from an underlying KG, like Wikidata, that is, no longer just surface names. If the
candidate name “O” approximately matches a generated E (considering alias names
provided by the KG), then the entire fact, now properly canonicalized, is kept. Since
we may still retain multiple facts for the same S-P input and cannot perfectly prevent
false positives, the inferred facts are scored by an average of the scores from stage 1
and stage 2.

7.4 MALT: New Dataset for Benchmarking
Benchmarks for KBC and LM-as-KB cover facts for all kinds of entities, but tend
to focus on prominent ones with frequent mentions. Likewise, benchmarks for re-
lation extraction (RE) from text, most notably TACRED [308], DocRED [301] and
LAMA [207] do not reflect the difficulty of coping with long-tail entities and the
amplified issue of surface-name ambiguity (see Table 7.1. Therefore, we developed a
new dataset with emphasis on the long-tail challenge, called MALT (for “Multi-token,
Ambiguous, Long-Tailed facts”).

To construct the dataset, we focus on three types of entities: Business,
MusicComposition and Human, richly covered in Wikidata and often involving
long-tail entities. We randomly select subjects from the respective relations in Wikidata,
and keep all objects for them. We select a total of 8 predicates for the 3 types; Table
7.2 lists these and gives statistics.

The dataset contains 65.3% triple facts where the O entity is a multi-word phrase,
and 58.6% ambiguous facts where the S or O entities share identical alias names in
Wikidata. For example, the two ambiguous entities ,“Birmingham, West Midlands
(Q2256)” and “Birmingham, Alabama (Q79867)”, have the same Label value “Birm-
ingham”. In total, 87.0% of the sample facts have S entities in the long tail, where we
define long-tail entities to have at most 13 Wikidata triples.
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Subject Type Relation Wikidata ID Triples multi-token (%) ambiguous (%) long-tail (%)

Business founded by P112 5720 97.3 21.1 91.2

MusicComposition
performer P175 1876 91.1 62.0 47.3
composer P86 3016 98.2 59.8 88.5

Human

place of birth P19 13416 23.6 81.6 99.3
place of death P20 7247 25.9 84.8 99.6

employer P108 3503 96.5 37.4 81.4
educated at P69 13386 99.6 38.7 72.2
residence P551 886 32.1 87.1 96.4

Micro-Avg - - - 65.3 58.6 87.0

Table 7.2: Statistics for MALT dataset.

Relation ID NER + RC (CNN) REBEL KnowGL GenIE Ours
P R F1 P R F1 P R F1 P R F1 P R F1

founded by P112 13.5 21.2 16.5 42.8 27.3 33.3 0.0 0.0 0.0 59.1 7.9 13.9 57.0 44.5 50.0

performer P175 5.2 10.1 6.9 25.3 28.1 26.6 0.0 0.0 0.0 47.3 19.1 27.2 42.7 15.6 22.9
composer P86 17.3 20.5 18.8 37.9 27.7 32.0 37.6 25.7 30.6 70.0 16.6 26.8 67.3 65.6 66.4

place of birth P19 4.7 4.7 4.7 49.3 20.5 28.9 49.4 23.4 31.7 64.1 9.2 16.1 47.9 61.4 53.8
place of death P20 12.5 4.7 6.8 52.6 11.8 19.2 66.6 9.4 16.5 47.5 3.0 5.6 46.6 48.2 47.4

employer P108 8.7 4.9 6.3 50.0 4.9 8.8 0.0 0.0 0.0 54.0 0.1 0.2 30.0 29.3 29.6
educated at P69 8.9 8.4 7.7 15.4 1.1 2.1 22.2 1.1 2.2 46.7 0.1 0.2 42.9 39.5 41.2
residence P551 0.0 0.0 0.0 33.3 8.3 13.3 33.3 8.3 13.3 44.4 0.2 0.4 19.2 41.7 26.3

Micro-Avg - 26.7 13.7 13.7 38.3 16.2 20.6 26.2 8.5 11.8 52.2 6.9 11.2 44.2 43.2 42.2

Table 7.3: Performance comparison on MALT data.

7.5 Experimental Evaluation

Baselines. To the best of our knowledge, there is no prior work on KBC or LM-as-
KB that is specifically geared for coping with long-tail entities. As a proxy, we thus
compare to several state-of-the-art methods for relation extraction (RE) from text. At
test time, these methods receive the retrieved Wikipedia sentences for a ground-truth
SPO fact and the SP pair as input, and are run to extract the withheld O argument
(sentence-level extraction).

We compare to the following baselines:
• NER + RC (CNN) uses TNER [267] to recognize entity mentions in context

sentences, followed by a CNN-based relation classifier (author?) [190]. The
RC component is trained on REBEL [29].

• REBEL [29] is an end-to-end relation extraction for more than 200 different relation
types in Wikidata.

• KnowGL [229] is an open-source system that can convert text into a set of Wikidata
statements.

• GenIE [132] is an end-to-end closed triplet extraction model, which is trained
on REBEL dataset [29]. GenIE uses Wikidata as the target KB and can extract
5,891,959 entities and 857 relations.
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Setup. There are two hyper-parameters for all competitors, the number of candi-
dates k (or the “top-k” hyper-parameter for baseline models) and the threshold α for
cutting off the extracted triples. For our framework, k is 20 for all competitors and the
threshold α is learned by using a hold-out (20%) validation set. We report results for
precision, recall and F1, with the original Wikidata triples as ground truth. Although
MALT provides canonicalized entities, we consider the extracted O to be a correct
prediction as long as it appears in the alias table because some baselines themselves
cannot do disambiguation.

Our method is completely unsupervised, and the only additional cost is prompt. We
manually design one template for each relation (as shown in Table 7.4).

Relation ID Candidate Generation Corroboration and Canonicalization

founded by P112 the business [x] is founded by which person? the business [x] is founded by [ENT] this
person [ENT]

performer P175 the song [x] is performed by which person? the song [x] is performed by [ENT] this per-
son [ENT]

composer P86 the song [x] is composed by which person? the song [x] is composed by [ENT] this per-
son [ENT]

place of birth P19 the person [x] was born in which place? the person [x] was born in [ENT] this place
[ENT]

place of
death

P20 the person [x] died in which place? the person [x] died in [ENT] this place
[ENT]

employer P108 the person [x] worked in which place? the person [x] worked in [ENT] this place
[ENT]

educated at P69 the person [x] graduated from which place? the person [x] graduated from [ENT] this
place [ENT]

residence P551 the person [x] lived in which place? the person [x] lived in [ENT] this place
[ENT]

Table 7.4: Prompts for relations in MALT. [x] is a placeholder for the subject entity
and [ENT] is a special token for the mention.

Results. Table 7.3 shows the results from this experimental comparison. We observe
that the GenIE baselines does well in terms of precision, but has very poor recall. In
contrast, our two-stage method achieves both good precision and recall. Regarding
precision, it is almost as good as GenIE (44% vs. 52%); regarding recall, it outperforms
GenIE and the other baselines by a large margin (43% vs. 7%). Our method still
leaves substantial room for further improvement, underlining the challenging nature of
inferring facts for long-tail entities. We think of our method as a building block to aid a
human curator by judicious suggestions for facts that would augment the KG.

Many of the inferred SPO facts are indeed completely missing in Wikidata; so they
are also not in the withheld ground-truth samples for the above evaluation. To estimate
how many facts we could potentially add to the KG and how good our automatically
inferred predictions are, we picked 25 samples for each relation, a total of 250 fact
candidates, and asked human annotators to assess their correctness. Over all relations,
this achieved an average precision of 61%.

For the relation educated at, our method even has 76% precision, and this is a
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case where the KG has enormous gaps: out of 10M sampled entities of type Human,
only 65% have facts for this relation. For this case, our KBC method collected 1.2M
candidate facts, showing the great potential towards closing these gaps.

7.6 Conclusion
We highlighted the challenge of knowledge base completion (KBC) for long-tail
entities, introduced the MALT dataset for experimental comparisons and fostering
further research, and presented a completely unsupervised method for augmenting
knowledge bases with long-tail facts. Our method operates in two stages, candidate
generation and candidate corroboration (incl. disambiguation), and leverages two
different LMs in a complementary way. Experimental results show substantial gains
over state-of-the-art baselines, and highlight the benefits of our two-stage design with
two LMs complementing each other.
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8
Conclusion

8.1 Summary
In this thesis, we addressed challenges related to entity disambiguation. More con-
cretely, we worked on the following topics:

Biomedical Entity Disambiguation In chapter 3, we propose a lightweight yet
effective neural network for biomedical entity disambiguation. Our model is 23
times smaller abd 6.4 times faster than the BERT-base model, and empirical results
demonstrate that the model is very competitive, and achieves a performance that is
statistically indistinguishable from the state of the art.

General Acronym Disambiguation In chapter 4, we present our constructed GLADIS,
a new benchmark for acronym disambiguation, which is larger and more challenging
than existing work. This benchmark contains three components: a larger dictionary,
three datasets from the general, scientific, and biomedical domains, and a large-scale
pre-training corpus. We have also proposed AcroBERT, the first pre-trained language
model for acronym disambiguation, which can significantly outperform other baselines
across multiple domains.

Out-of-Vocabulary Problem In chapter 5, we address the out-of-vocabulary by
designing a contrastive learning framework, which named LOVE (Learning Out-of-
Vocabulary Embeddings). LOVE is able to generate word representations for any
unseen words by learning the behavior of pre-trained embeddings using only the
surface form of words. LOVE can make language models more robust with few
additional parameters. Extensive evaluations demonstrate that our lightweight model
achieves similar or even better performances than prior competitors, both on original
datasets and on corrupted variants.

Positional Encodings in Transformers In chapter 6, we point out one potential
weakness of positional encodings, which are widely used in Transformer-based models.
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Positional encodings are used to inject word-order features into language models. Al-
though they can significantly enhance sentence representations, their specific function
to language models are not fully understood, especially given recent findings that build-
ing natural-language understanding from language models with positional encodings
are insensitive to word order. In this work, we conduct more in-depth and systematic
studies of positional encodings, thus complementing existing work in two aspects: We
first reveal the core function of PEs by identifying two common properties, Locality and
Symmetry. After, we first point out a potential weakness of current PEs by introducing
two new probing tasks of word swap. We hope these new probing results and findings
can shed light on how to design and inject positional encodings into language models.

Knowledge Base Completion In chapter 7, we present a novel method for LM-based-
KB completion that is specifically geared for facts about long-tail entities. Specifically,
we present a novel method for LM-based-KB completion that is specifically geared for
facts about long-tail entities. The method leverages two different LMs in two stages:
for candidate retrieval and for candidate verification and disambiguation. To evaluate
our method and various baselines, we introduce a novel dataset, called MALT, rooted
in Wikidata. Our method outperforms all baselines in F1, with major gains especially
in recall.

8.2 Future Work
There are still many challenges remaining in the task of entity disambiguation. We here
provide some possible research directions that would be worth exploring in the future.

A Cleaner GLADIS We see one main limitations of the GLADIS benchmark. The
current acronym dictionary is of relatively high quality, it still contains a small fraction
of duplicate long forms due to typos (as in “Convlutional Neural Network”), morpho-
logical changes (as in “Convolutional Neuronal Network”) and nested acronyms (as in

“convolutional NN”). A manual evaluation of 100 randomly chosen long forms from
the three datasets in GLADIS shows that 6% of them are noisy. At the same time, the
frequency of these noisy forms is much lower than that of the standard long forms: all
noisy forms in the sample taken together appear 100 times in the corpus – compared
to 31k times for the clean forms. Thus, the percentage of clean forms, weighted by
their frequency, is 97%. A good AD system should select the most frequent one among
noisy forms for an acronym, and in our sample none of the most frequent forms was
noisy. One possible future work is to clean these noisy long forms in a manual or
automatic way.

Phrase-LOVE The current LOVE focuses on word-level representations. In the
future, the contrastive learning framework of LOVE might be extended to phrase-level
representations. We envision the Phrase-LOVE can be applied to many applications
such as short text retrieval, record linkage, synonym detection etc.
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New Positional Encodings We reveal that exiting positional encodings have one
important property, Symmetry, which has a potential weakness of insensitivity to
global word swaps. One possible future work is to design a completely new positional
encodings for addressing this issue.
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A
Appendix for Chapter 6

A.1 Details of Experiments

A.1.1 Visualizations of Positional Encodings

Model Size Version Language

BERT 110M bert-base-uncased English

DeBERTa 100M microsoft/deberta-base English

XLNet 110M xlnet-base-cased English

Table A.1: Details of pre-trained language models used in visualizations.

To understand what positional encodings learn after pre-training, we visualize the
positional weights in attentional heads. The Identical Word Probing is adopted in
this experiment [276]. The used pre-trained language models are shown in Table A.1,
and the repeated words are randomly selected from the corresponding vocabulary.
Note that sub-tokens like single characters and non-physical words are removed. For
visualization, we adopt the Identical Word Probing proposed [276], which feeds many
repeated identical words to pre-trained language models and thus the attention values
(αi, j in Equation 6.7) are disentangled with contextual weights. More specifically, we
randomly select 100 words from the corresponding vocabulary (filtering out single
characters and sub-words such as “##nd”). We repeat each word to compose a
sentence of length 128. These 100 sentences are fed into a language model and the
attention weights across different layers are averaged as the positional weight matrix of
a particular language model.

A.1.2 Word Swap Probing
To valid if language models with positional encodings are sensitive to the local and
global word swaps, we construct Shuffle-x and Shuffle-SR SNLI datasets. Shuffle-x
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Model Size Version Fine-tuned by us

BERT 110M bert-base-uncased ✓

ALBERT 223M ynie/albert-xxlarge-v2-snli mnli fever anli R1 R2 R3nli ×

DeBERTa 100M microsoft/deberta-base ✓

XLNet 340M ynie/xlnet-large-cased-snli mnli fever anli R1 R2 R3-nli ×

StrucBERT 340M bayartsogt/structbert-large ✓

Table A.2: Details of pre-trained language models used in word swap probing.

means the word orders of phrases with length x are disrupted, e.g. “an electric guitar”
is a 3-gram phrase, and it might be “guitar an electric” in Shuffle-3 SNLI. Through
this way, a new sentence with the same meaning can be obtained and therefore the
initial label of the sample will not be changed. To construct such shuffled datasets, the
premise sentences in SNLI test set are shuffled and we keep the hypothesis sentences
intact. Here, we let x ∈ [3,6] and select a subset from SNLI to make sure that every
premise sentence has at least one phrase with length from 2 to 6. We select five types of
target phrases for shuffling: Noun Phrase, Verb Phrase, Prepositional Phrase, Adverb
Phrase, and Adjective Phrase. Finally, a Shuffle-x SNLI is obtained by disrupting the
order inside a phrase with length x and the size for each shuffle-x is around 5000. The
first fourth rows in Table 6.2 shows some samples.

As for the Shuffle-SR SNLI dataset, the semantic roles of agent and patient are
swapped in a sentence. We collect a subset from SNLI test set. This algorithm is
applied successively to the premise and hypothesis sentence for a sample whose label is
entailment, and if the result of either of them is not null, we consider it a valid shuffled
sample, which means we only shuffle the premise or hypothesis. After, we can obtain a
new sample and the pair of sentences are contradicted with each other. In total, there
are 1329 samples. To ensure that all sentences are semantically correct, we manually
selected 300 pairs from them. The last two rows in Table 6.2 shows two examples in
Shuffle-SR dataset.

To probe the capabilities of language models on our newly constructed datasets, we
adopt five different pre-trained language models (as shown in Table A.2) and we use
Hugging Face for implementation [288]. These models are fine-tuned on the training
set of SNLI, and the model with the best score on validation set is stored for the follow
experiments. Note that there are off-the-shell ALBERT and XLNet for natural language
inference, we therefore use them directly without fine-tuning. During fine-tuning stage,
the maximum length of the tokenized input sentence pair is 128, and the optimizer is
Adam [139] with learning rate of 2e-5. The batch size is 32 and the epoch is 3. After
fine-tuning, the best model is evaluated on our shuffle SNLI test set, an we record their
performances when faced with local and global word swaps.
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A.1.3 Linguistic Discussions of Locality and Symmetry
Locality means that the positional weights favor the combination of units in a sentence to
their adjacent units when creating higher-level representations. For example, sub-tokens
can be composed into lexical meanings (e.g., {“context”,“##ual”} → “contextual”)
or words can be composed into phrase-level meaning (e.g., {”take”,”off”} → “take
off ”), and clause-level and sentence-level meaning can be obtained through an iterative
combination of low-level meanings, which is consistent with the multi-layer structure
in pre-trained language models. From a linguistic perspective, words linked in a
syntactic dependency should be close in linear order, which forms what can be called
a dependency locality [80]. Dependency locality provides a potential explanation
for the formal features of natural language word order. Consider the two sentences

“John throws out the trash” and “John throws the trash out”. Both are grammatically
correct. There is a dependency relationship between “throws” and “out” and the verb
is modified by the adverb. However, language users prefer the expression with the first
sentence because it has a shorter total dependency length [66, 165, 264]. Based on the
visualizations and dependency locality, we, therefore, speculate that one main function
that positional encodings have learned during pre-training is local composition, which
exists naturally in our understanding of sentences. Empirical studies also demonstrate
that performances of shuffled language models are correlated with the violation of local
structure [136, 50].

The symmetry (also observed by the two work [283, 276]) of the positional matrices
implies that the contributions of forward and backward sequences are equal when
combining adjacent units under the locality constraint. This is contrary to our intuition,
as the forward and backward tokens play different roles in the grammar, as we have seen
in the examples of “a man playing an electric guitar on stage” and “an electric guitar
playing a man on stage”. However, this symmetry is less disruptive at the local level
inside sentences. Recent work in psycholinguistics has shown that sentence processing
mechanisms are well designed for coping with word swaps [75, 154, 87, 266]. Further,
this work [183] hypothesizes that the composition process is robust to local word
violations. Consider the following example:

a. on their last day they were overwhelmed by farewell messages and gifts

b. on their last day they were overwhelmed by farewell and messages gifts

c. on their last they day were overwhelmed farewell messages by and gifts

The local word swaps (colored underlined words) are introduced in the latter two
sentences, leading to a less syntactically well-formed structure. However, experimental
results show that the neural response (fMRI blood oxygen level-dependent) in the
language region does not decrease when dealing with word order degradation [183],
suggesting that human sentence understanding is robust to local word swaps. Like-
wise, symmetry can be understood in this way: when a reader processes a word in a
sentence, the forward and backward nearby words are the most combinable, and the
comprehension of this composition is robust to its inside order. On the other hand,
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symmetry is not an ideal property for sentence representations (consider the case of
“an electricity guitar”), and we show the flaws of symmetry in the word swap probing
task in Section 6.3.4.

Listing A.1 shows a code example about how to inject handcrafted positional
encodings to the BERT backbone. Each variant is fine-tuned on the training dataset
with different learning rates (among 9e-5, 7e-5, 5e-5, 3e-5, 1e-5). After, we evaluate
the fine-tuned model on the Dev set and report the average score of five learning rates.
Apart from BERT, we introduce the TUPE model as another baseline. Specifically, we
pre-train the following variants:

• BERT is the original one and we use it as a baseline.

• BERT-A∗ and BERT-I∗ are varaints of the former two, but the encodings are
learnable during pre-training.

• BERT-A∗-s shares learnable positional encodings within a layer.

• BERT-only-c is for ablation study, and the positional encodings pi in Equation 6.2
are removed.

• BERT-only-p is for ablation study, and the contextual encodings xi in Equation 6.2
are removed.

• BERT-A∗-Seq combines the two features in a sequential way, and the positional
attentions are first used and then contextual attentions.

• ALiBi adds linear biases to contextual weights [212], and we apply a softmax
layer to the original biases for obtaining a attention weight vector.

• ALiBi-Seq uses the same biases with ALiBi but combines the two features in a
sequential way.

Suppose that the hidden dimension is 768, the layer number is 12, the head number
is 12, and the maximum length is 512 for BERTbase model, we can calculate the size
for each variant. The number of parameters of handcrafted positional encoding for
each head is 262K (512×512). If positional heads are different across all layers, the
total cost is 37.7M (512×512×12×12). If the positional encodings are shared across
heads, the total cost is 3.1M (512×512×12).
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class MultiHeadedSelfAttention(nn.Module):
""" Multi-Headed Scaled Dot Product Attention """
def __init__(self, config):
super().__init__()
self.n_heads = config.n_heads
self.drop = nn.Dropout(config.p_drop_attn)
self.proj_q = nn.Linear(config.dim, config.dim)
self.proj_k = nn.Linear(config.dim, config.dim)
self.proj_v = nn.Linear(config.dim, config.dim)

def forward(self, x, mask, pe):
"""
x, q(query), k(key), v(value) : (B(batch_size), S(seq_len), D(dim))
mask : (B(batch_size) x S(seq_len))
pe: positional weights (B(batch_size), H(Head_number)), S(seq_len), S(seq_len))

* split D(dim) into (H(n_heads), W(width of head)) ; D = H * W
"""
# (B, S, D) -proj-> (B, S, D) -split-> (B, S, H, W) -trans-> (B, H, S, W)
q, k, v = self.proj_q(x), self.proj_k(x), self.proj_v(x)
q, k, v = (split_last(x, (self.n_heads, -1)).transpose(1, 2)
for x in [q, k, v])
# (B, H, S, W) @ (B, H, W, S) -> (B, H, S, S) -softmax-> (B, H, S, S)
scores = q @ k.transpose(-2, -1) / np.sqrt(k.size(-1))

# inject positional weights into contextual weights
# (B, H, S, S) + (B, H, S, S) -> (B, H, S, S)
scores = scores + pe

if mask is not None:
mask = mask[:, None, None, :].float()
scores -= 10000.0 * (1.0 - mask)

scores = self.drop(F.softmax(scores, dim=-1))
# (B, H, S, S) @ (B, H, S, W) -> (B, H, S, W) -trans-> (B, S, H, W)
h = (scores @ v).transpose(1, 2).contiguous()
# -merge-> (B, S, D)
h = merge_last(h, 2)
return h

Listing A.1: A code example of how to inject handcrafted positional encodings into
self-attentions.

To inject handcrafted positional encodings, we pre-compute the positional weights
and add them to the contextual weights directly, as shown in Listing A.1. These
weights can be either frozen or learnable during pre-training. The code of the sequence
combination is shown in Listing A.2.

class Sequence(nn.Module):
""" Sequence Block """

def __init__(self, config):
super().__init__()
self.pos_mode = config.pos_mode
self.pos_learnable = config.pos_learnable
self.self_attention = MultiHeadedSelfAttention(config)
self.positional_attention = PositionalAttention(config, learnable=self.pos_learnable)

def forward(self, x, mask):
# positional attention
pa = self.positional_attention(x, mask)
# contextual attention
sa = self.self_attention(pa, mask)
return sa

Listing A.2: A code example of the Sequence combination of positional and contextual
features.

A.1.4 Details of Downstream Datasets

SentEval is based on a set of existing text classification tasks involving one or two
sentences as input. However, most tasks in SentEval are closely related to sentiment
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analysis and thus not diverse enough. GLUE benchmark introduces a series of difficult
natural language understanding tasks while some particular tasks only contain one
dataset, e.g., sentiment analysis and textual similarity. Moreover, the size of WNLI
in GLUE is rather small and the GLUE webpage notes that there are issues with the
construction of this dataset 1. To better evaluate the capability of models for sentence
representation, we, therefore, select 10 datasets from SentEval and GLUE, covering
four types of sentence-level tasks:

• Sentiment Analysis is also known as opinion mining, which aims to classify the
polarity of a given text, whether the expressed opinion is positive, negative, or
neutral. We use MR [199], SUBJ [198], and SST [249] for this task.

• Textual Entailment describes the inference relation between a pair of sentences,
whether the premise sentence entails the hypothesis sentence. Actually, this is a
classification task with three labels: entailment, contradiction, and neutral. Here,
we use QNLI [224], RTE [53, 100, 86, 18] and MNLI [287] for evaluation. Note
that we report the average score for the two test sets of MNLI.

• Paraphrase Identification is to determine whether a pair of sentences have the
same meaning. We use MRPC [63] and QQP 2 for evaluation.

• Textual Similarity deals with determining how similar two pieces of texts are.
We use STS-B [33] and SICK-R [176] for evaluation.

class MultiHeadPositionalAttention(nn.Module):
""" Multi-Headed Scaled Dot Product Attention """
def __init__(self, config):
super().__init__()
self.n_heads = config.n_heads
self.drop = nn.Dropout(config.p_drop_attn)

def forward(self, x, mask, pe):
"""
x, q(query), k(key), v(value) : (B(batch_size), S(seq_len), D(dim))
mask : (B(batch_size) x S(seq_len))
pe: positional weights (B(batch_size), H(Head_number)), S(seq_len), S(seq_len))

* split D(dim) into (H(n_heads), W(width of head)) ; D = H * W
"""
# (B, S, D) -proj-> (B, S, D) -split-> (B, S, H, W) -trans-> (B, H, S, W)
q, k, v = (split_last(x, (self.n_heads, -1)).transpose(1, 2)
for x in [q, k, v])
# (B, H, S, W) @ (B, H, W, S) -> (B, H, S, S) -softmax-> (B, H, S, S)

scores = pe
if mask is not None:
scores.masked_fill_(˜mask, 0.)

# (B, H, S, S) @ (B, H, S, W) -> (B, H, S, W) -trans-> (B, S, H, W)
h = (scores @ v).transpose(1, 2).contiguous()
# -merge-> (B, S, D)
h = merge_last(h, 2)
return h

Listing A.3: A code example of the Positional Attention.

1 https://gluebenchmark.com/faq
2 data.quora.com/First-Quora-Dataset-Release-Question-Pairs
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A.2 Additional Experiments

A.2.1 Loss Curves of Pre-training
Apart from the performances on downstream tasks, the loss curves are also checked
for different variants. For this goal, the training loss and validation loss are stored
after certain steps. We use a hold-set as the validation set. As shown in Figure ??, our
proposed BERT-A∗ and BERT-A∗-Seq have smaller loss than the original BERT. This
can be observed again on the validation set.

A.2.2 Ablation Study of Positional and Contextual Encodings
To check the importance of positional and contextual Encodings, we conduct an
ablation study. For this goal, the contextual encodings xi or positional encodings
pi in Equation 6.2 are removed, respectively, during pre-training and the two new
models are evaluated on 10 sentence-level datasets. As shown in Table A.3, the BERT-
only-c and BERT-only-p both lag behind the original BERT models, which means
the combination of the two features is beneficial for sentence representations. On the
other hand, positional encodings are more important for sentiment analysis, and the
cross-attentions from contextual embeddings matter in sentence-pair tasks.

Model Sentiment Analysis Textual Entailment Paraphrase Identification Textual Similarity
MR SUBJ SST-2 QNLI RTE MNLI MRPC QQP STS-B SICK-R Avg

(22K) (20K) (68.8K) (110K) (5.5K) (413K) (5.4K) (755k) (8.4K) (9.4K)

BERT 72.5±5.3 91.0±2.7 86.4±2.7 85.8±1.0 59.2±1.2 78.2±0.8 73.5±1.8 88.7±0.6 77.8±4.1 64.9±6.0 77.8
BERT-only-c 73.0±4.6 88.9±2.5 82.9±0.4 82.0±0.1 62.7±4.3 70.8±0.8 74.1±0.3 86.9±0.5 78.5±0.3 64.5±5.7 76.2
BERT-only-p 73.8±4.6 90.8±1.4 84.0±0.7 79.8±1.2 50.9±1.4 68.3±1.0 73.9±1.6 85.8±0.6 47.1±18.0 51.7±9.2 70.6

Table A.3: Ablation study across 10 sentence-level tasks. We report the
average score of five runs using different learning rates.
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