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Résumé: Le domaine de l’apprentissage avec des
faiblesses en supervision est appelé apprentissage
faiblement supervisé et regroupe une variété de sit-
uations où la vérité terrain collectée est imparfaite.
Les étiquettes collectées peuvent souffrir de mau-
vaise qualité, de non-adaptabilité ou de quantité
insuffisante. Dans ce mémoire nous proposons une
nouvelle taxonomie de l’apprentissage faiblement
supervisé sous la forme d’un cube continu appelé
le cube de la supervision faible qui englobe toutes
les faiblesses en supervision. Pour concevoir des
algorithmes capables de gérer toutes supervisions
faibles, nous supposons la disponibilité d’un petit
ensemble de données de confiance, sans biais ni
corruption, en plus de l’ensemble de données po-
tentiellement corrompu. L’ensemble de données
de confiance permet de définir un cadre de travail
formel appelé apprentissage biqualité. Nous avons
examiné l’état de l’art de ces algorithmes qui sup-
posent la disponibilité d’un petit jeu de données
de confiance. Dans ce cadre, nous proposons un
algorithme basé sur la repondération préférentielle

pour l’apprentissage biqualité (IRBL). Cette ap-
proche agnostique du classificateur est basée sur
l’estimation empirique de la dérivée de Radon-
Nikodym (RND), pour apprendre un estimateur
conforme au risque sur des données non fiables
repesées. Nous étendrons ensuite le cadre pro-
posé aux décalages de jeu de données. Les dé-
calages de jeu de données se produisent lorsque la
distribution des données observée au moment de
l’apprentissage est différente de celle attendue au
moment de la prédiction. Nous proposons alors
une version améliorée d’IRBL, appelée IRBL2, ca-
pable de gérer de tels décalages de jeux de don-
nées. Nous proposons aussi KPDR basé sur le
même fondement théorique mais axé sur le dé-
calage de covariable plutôt que le bruit des éti-
quettes. Pour diffuser et démocratiser le cadre de
l’apprentissage biqualité, nous rendons ouvert le
code source d’une bibliothèque Python à la Scikit-
Learn pour l’apprentissage biqualité : biquality-
learn.

Title: Biquality Learning: from Weakly Supervised Learning to Distribution Shifts
Keywords: Weakly Supervised Learning, Distribution Shift, Biquality Learning

Abstract: The field of Learning with weak super-
vision is called Weakly Supervised Learning and
aggregates a variety of situations where the col-
lected ground truth is imperfect. The collected la-
bels may suffer from bad quality, non-adaptability,
or insufficient quantity. In this report, we propose
a novel taxonomy of Weakly Supervised Learning
as a continuous cube called the Weak Supervision
Cube that encompasses all of the weaknesses of
supervision. To design algorithms capable of han-
dling any weak supervisions, we suppose the avail-
ability of a small trusted dataset, without bias and
corruption, in addition to the potentially corrupted
dataset. The trusted dataset allows the definition
of a generic learning framework named Biquality
Learning. We review the state-of-the-art of these
algorithms that assumed the availability of a small
trusted dataset. Under this framework, we propose

an algorithm based on Importance Reweighting for
Biquality Learning (IRBL). This classifier-agnostic
approach is based on the empirical estimation of
the Radon-Nikodym derivative (RND), to build a
risk-consistent estimator on reweighted untrusted
data. Then we extend the proposed framework
to dataset shifts. Dataset shifts happen when the
data distribution observed at training time is dif-
ferent from what is expected from the data distri-
bution at testing time. So we propose an improved
version of IRBL named IRBL2, capable of handling
such dataset shifts. Additionally, we propose an-
other algorithm named KPDR based on the same
theory but focused on covariate shift instead of the
label noise formulation. To diffuse and democra-
tize the Biquality Learning Framework, we release
an open-source Python library à la Scikit-Learn for
Biquality Learning named biquality-learn.



Synthèse

L’apprentissage supervisé est le domaine d’étude dédié à rendre les machines capables d’apprendre des
tâches à partir d’exemples étiquetés. Ce paradigme repose sur l’apprentissage statistique d’une fonction
de correspondance entre l’espace des exemples et l’espace des étiquettes, via des paires d’exemples et
d’étiquettes. Dans ce paradigme, la disponibilité d’une quantité de paires suffisante, et la véracité des éti-
quettes présentes, sont nécessaires pour que les machines puissent correctement généraliser sur des exemples
différents de ceux vu à l’apprentissage. Si par exemple les étiquettes à disposition ne représentent pas la
vérité terrain, alors les machines n’arriveront pas à généraliser et surapprendront les motifs bruités.

Le domaine de l’apprentissage avec des faiblesses en supervision est appelé apprentissage faiblement su-
pervisé et regroupe une variété de situations où la vérité terrain collectée est imparfaite. Les étiquettes
collectées peuvent souffrir de mauvaise qualité, de non-adaptabilité ou de quantité insuffisante. Hors, les
taxonomies existentes de l’apprentissage faiblement supervisées sont segméntées, limitant les interactions
entre ses sous-domaines, correspondants à chacune des faiblesses en supervision. Dans ce mémoire nous
proposons une nouvelle taxonomie de l’apprentissage faiblement supervisé sous la forme d’un cube continu
appelé le cube de la supervision faible qui englobe toutes les faiblesses en supervision. Néanmoins, aucune
solution existante ne permet de résoudre cette catégorie continue de tâches d’apprentissage automatique.

Pour concevoir des algorithmes capables de gérer toutes supervisions faibles, nous supposons la disponibilité
d’un petit ensemble de données de confiance, sans biais ni corruption, en plus de l’ensemble de données
potentiellement corrompu. L’ensemble de données de confiance permet de définir un cadre de travail formel
appelé apprentissage biqualité. Nous avons examiné l’état de l’art de ces algorithmes qui supposent la
disponibilité d’un petit jeu de données de confiance et proposons de l’organiser par leur manière de corriger
les données non-fiables, notamment par repondération, correction des étiquettes, ou adaptation des attributs.

Dans ce cadre, nous proposons un algorithme basé sur la repondération préférentielle pour l’apprentissage
biqualité (IRBL). Cette approche agnostique du classificateur est basée sur l’estimation empirique de la
dérivée de Radon-Nikodym (RND), pour apprendre un estimateur conforme au risque sur des données non
fiables repesées. Nous avons comparé empiriquement l’approche proposée sur un grand nombre de jeux de
données variés montrant de manière significative la performance de celle-ci. Nous avons aussi réalisé une
étude sur l’impact de la calibration et de l’expressivité du classifieur sur IRBL.

Nous étendons ensuite le cadre proposé aux décalages de jeu de données. Les décalages de jeu de données
se produisent lorsque la distribution des données observée au moment de l’apprentissage est différente de
celle attendue au moment de la prédiction. Ce changement de distribution peut prendre plusieurs formes,
comme un changement dans la distribution d’un seul attribut, d’une combinaison d’attributs, ou bien dans
le concept à apprendre. Ainsi, l’hypothèse selon laquelle les données d’entraînement et de test suivent
les mêmes distributions est souvent rejetée dans les applications réelles. Nous croyons que le cadre de
l’apprentissage biqualité est un cadre approprié pour concevoir des algorithmes capables de gérer à la fois
les décalages de jeu de données et les faiblesses en supervision. Nous avons donc proposé une version
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améliorée d’IRBL, appelée IRBL2, capable de gérer de tels décalages de jeux de données. Nous proposons
aussi KPDR basé sur le même fondement théorique mais axé sur le décalage de covariable plutôt que sur le
bruit des étiquettes. Grâce à une comparaison étendues aux décalages de distributions, nous avons montrés
que KPDR superforme de manière significative par rapport aux compétiteurs de l’état de l’art.

Pour diffuser et démocratiser le cadre de l’apprentissage biqualité, nous rendons ouvert le code source
d’une bibliothèque Python à la scikit-learn pour l’apprentissage biqualité. biquality-learn vise à rendre acces-
sibles les algorithmes biqualité les plus connus et éprouvés à tous, et à aider les chercheurs à expérimenter
de manière reproductible sur des données biqualitées. Elle a été spécialement conçue pour s’intégrer par-
faitement à scikit-learn et à d’autres packages basés sur la même API.
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Introduction

Context

Supervised Learning is the field of study dedicated to making machine learn
tasks from labeled examples. This paradigm is based on the statistical learning
of a mapping function from the input space to the label space, thanks to pairs of
samples and labels. It seeks to learn a mapping function that can generalize to new
data thanks to a massive amount of training data and the correctness of the label
associated with each sample. For example, when training a machine to classify
images of dogs and cats, we have to provide the machine with pictures of dogs
and cats, and for every image, the label tells the machine if the picture is one of a
dog or one of a cat. By learning by heart on a massive amount of perfectly labeled
images, the machine can correctly guess the nature of the animal on completely
new images with better accuracy than humans.

In real-world scenarios, the labels’ quality could be imperfect for multiple rea-
sons, such as human errors, cyber-attacks on databases, or even a lack of resources
to annotate datasets. With our previous example of machine learning to classify
images of dogs and cats, achieving better accuracy than humans will require a vast
amount of annotated images which is many hours of repetitive human labor. That
is why practitioners resorts to using weaker way to annotate samples, such as using
Amazon Mechanical Turk.

Training classic supervised learning algorithms with poorly labeled data will
considerably reduce their accuracy as they tend to focus more and more on more
challenging examples during their training process. These curriculums lead to
better generalization with perfectly labeled data, but with poorly labeled data,
they lead to machines that overfit on noisy patterns.

This situation could be even direr when only annotated pictures of wolfs and
tigers are the only source of training data available to learn an efficient classifier of
dogs and cats, or when only pictures of prehistorical dogs and cats are available.

These real-world scenarios are pretty diversified and could happen simultane-
ously, making learning from weak supervision quite a vast field of study. This thesis
aims to determine if the design of a training algorithm that could automatically
adapt to all these constraints is possible.

Motivation

The field of Learning with weak supervision is called Weakly Supervised Learn-
ing and aggregates a variety of situations where the collected ground truth is
imperfect. The collected labels may suffer from bad quality, non-adaptability, or
insufficient quantity. We propose a novel taxonomy of Weakly Supervised Learning
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as a continuous cube called the Weak Supervision Cube that encompasses all of
the weaknesses of supervision. However, an existing solution is needed to solve
this continuous category of machine learning tasks.

To design algorithms capable of handling weak supervisions, with robustness to
varying label quality, we suppose the availability of a small trusted dataset, without
bias and corruption, in addition to the potentially corrupted and untrusted dataset.
The trusted dataset allows the definition of a generic learning framework named
Biquality Learning that we define in Chapter 2. We reviewed the state-of-the-art
of these algorithms that supposed the availability of a small trusted dataset, and
we proposed to organize them by leveraging this dataset to correct and refine the
corrupted samples.

Under this framework, we proposed an algorithm based on Importance Reweight-
ing for Biquality Learning (IRBL). This classifier-agnostic approach is based on the
empirical estimation of the Radon-Nikodym derivative (RND), which is the sample
reweighting scheme to build a risk-consistent estimator on untrusted data. We es-
timate this RND using two probabilistic classifiers that model both the trusted and
untrusted concepts. Finally, we build a final classifier using trusted and reweighted
untrusted data. We extensively benchmarked the proposed approach against state-
of-the-art algorithms on various datasets and statistically showed that it beats com-
petitors on Biquality Tasks. We conducted ablation studies to empirically evaluate
the impact of the calibration and expressiveness of the classifier used on the final
performance of IRBL.

Then we extended the proposed framework to dataset shifts. Dataset shifts
happen when the data distribution observed at training time is different from what
is expected from the data distribution at testing time. This distribution change
can take multiple forms, such as a change in the distribution of a single feature,
a combination of features, or the concept to be learned. Thus, the common
assumption that the training and testing data follow the same distributions is
often violated in real-world applications. We believe that the biquality data setup
is a suitable framework to design algorithms capable of handling both dataset shifts
and weaknesses of supervision simultaneously. So we proposed an improved version
of IRBL named IRBL2, capable of handling such dataset shifts. Additionally, we
proposed another algorithm named KPDR based on the same RND but focused
on covariate shift instead of the label noise formulation. We conducted the same
exhaustive benchmarks and found that KPDR was significantly outperforming the
state-of-the-art on various datasets shifts and weaknesses of supervision.

Finally, we explored the impact of training Deep Neural Networks (DNN) on
untrusted data, especially on the learned representation of the features. Indeed
training DNN is fundamentally different from training shallow classifiers, as in
addition to learning the classification task, the representation learning task is added.
The representation learning part is at high risk when learning on noisy data, and we
review the state-of-the-art of method to preserve the representation while learning
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on noisy labels. Finally, we studied the impact of these robust algorithms on the
representation learned thanks to samples only named Self Supervised Learning.

To diffuse and democratize the Biquality Learning Framework, we proposed a
Python library à la Scikit-Learn for Biquality Learning. biquality-learn aims to
make accessible well-known and proven biquality learning algorithms for everyone
and help researchers experiment in a reproducible way on biquality data. It was
specially designed to integrate perfectly with Scikit-Learn and other packages based
on the same API.

Contributions

Chapter 1 explains in detail the motivations of the thesis. This Chapter presents
the state-of-the-art of Weakly Supervised Learning in its current organization. We
highlight some practical and philosophical limits to this organization. We then
propose a new continuous organization of this state of the art through the cube
of weakly supervised Learning, allowing us to go beyond the dimensions studied
until now. We introduce the Biquality Data setup (training machine learning from
a trusted and untrusted dataset) and Biquality Learning as one of the faces of
this cube. Finally we explain why we think the Biquality Data setup is a suitable
framework for designing algorithms able to handle any weaknesses of supervision.
This introduction has been published at an international conference: Pierre Nodet,
Vincent Lemaire, Alexis Bondu, Antoine Cornuéjols, and Adam Ouorou. From
Weakly Supervised Learning to Biquality Learning: an Introduction. In International
Joint Conference on Neural Networks (IJCNN). IEEE, 2021.

Chapter 2 is a position chapter of Biquality Learning. We propose a generic
framework for Biquality Learning, allowing us to define formally the learning task
to be accomplished. Then we present a state of the art of Biquality Learning,
organized by their respective underlying intuitions. Finally, an experimental proto-
col for evaluating Biquality learning algorithms is proposed, using public Biquality
datasets, or proposing several synthetic corruptions models for usual supervised
classification datasets.

Chapter 3 proposes a Biquality Learning algorithm called Importance Reweight-
ing for Biquality Learning (IRBL). It is based on the estimation of the Radon-
Nykodym derivative (RND) [131] of the trusted concept with respect to the un-
trusted concept. This scheme is the theoretical reweighting scheme to correct the
untrusted dataset for a trusted dataset. We propose an estimation of the RND
thanks to two probabilistic classifiers learned on both datasets respectively. Exten-
sive experiments, as described in Chapter 2, demonstrate that the proposed ap-
proach outperforms baselines and state-of-the-art approaches. This Chapter was
published at an international conference: Pierre Nodet, Vincent Lemaire, Alexis
Bondu, Antoine Cornuejols, and Adam Ouorou. Importance reweighting for bi-
quality learning. In International Joint Conference on Neural Networks (IJCNN).
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IEEE, 2021.
Chapter 4 extends our previous work to a broader definition of Biquality Learn-

ing including dataset shifts. Previously, Biquality Learning only considered super-
visory weaknesses by denoting a difference in concept between the two untrusted
and trusted distributions. This Chapter extends the previous work to a difference in
joint distribution between the two distributions, named distributions shifts. In this
framework, we propose a new version of IRBL, IRBL2 inspired from the concept
drift litterature, and an alternative instantiation of IRBL2 based on the work of
[49] named K-ProbabilisticDensityRatio (KPDR), inspired from the covariate shift
litterature. This Chapter has been submitted to an international machine learning
journal.

Chapter 5 explores Biquality Learning of deep neural networks, particularly the
difficulty of learning deep data representations from weak supervisions. In particu-
lar, this Chapter discusses the use of pre-trained unsupervised representation and
raises the question of the efficiency of Biuality learning algorithms (and learning
from noisy labels algorithms) to improve this representation. This Chapter also
describes how these algorithms attempt to preserve this deep representation from
weaknesses of supervisions. This Chapter has been published at an international
conference workshop: Pierre Nodet, Vincent Lemaire, Alexis Bondu, and Antoine
Cornuéjols. Contrastive representations for label noise require fine-tuning. In Georg
Krempl, Vincent Lemaire, Daniel Kottke, Andreas Holzinger, and Barbara Ham-
mer, editors, Proceedings of the ECML Workshop on Interactive Adaptive Learning
(IAL@ECML PKDD 2021), number 3079 in CEUR Workshop Proceedings, pages
89–104, Aachen, 2021.

Finally, Chapter 6 presents a Python code library for Biquality Learning fol-
lowing the scikit-learn APIs [140], implementing the most recognized algorithms
of the domain for better reproducibility of the experiments for the researchers and
immediate handling for the engineers. It also provides tools to generate corruptions
in datasets to simulate Biquality datasets synthetically.

4



1 - Weakly Supervised Learning

Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . 7

1.2 The Weak Supervision Tree . . . . . . . . . . . . . 8

1.3 The Weak Supervision Cube . . . . . . . . . . . . 10

1.3.1 Axis 1: Inaccurate Supervision - True Labels vs.
Inaccurate Labels . . . . . . . . . . . . . . . . 11

1.3.2 Axis 2: Inexact Supervision - Labels at the Right
Proxy vs. not at the Right Proxy . . . . . . . . 12

1.3.3 Axis 3: Incomplete Supervision - Few labels vs.
Numerous . . . . . . . . . . . . . . . . . . . . 13

1.4 A Lookup on Axis 3 . . . . . . . . . . . . . . . . . 13

1.4.1 Active Learning (AL) . . . . . . . . . . . . . . 13

1.4.2 Semi-Supervised Learning (SSL) . . . . . . . . 14

1.4.3 Postive Unlabeled Learning (PUL) . . . . . . . 15

1.4.4 Self Training (ST) . . . . . . . . . . . . . . . . 15

1.4.5 Co-Training (CT) . . . . . . . . . . . . . . . . 16

1.5 Beyond the Axes . . . . . . . . . . . . . . . . . . . 16

1.5.1 Learning at the crossroad of the three axes . . . 16

1.5.2 Deficiency Model . . . . . . . . . . . . . . . . 17

1.5.3 Transductive learning vs. Inductive Learning . . 17

1.6 Measurable quantities of WSL . . . . . . . . . . . 18

1.6.1 Quantity . . . . . . . . . . . . . . . . . . . . . 18

1.6.2 Quality . . . . . . . . . . . . . . . . . . . . . . 18

1.6.3 Adaptability . . . . . . . . . . . . . . . . . . . 19

1.7 From Weakly Supervised Learning to Biquality
Learning . . . . . . . . . . . . . . . . . . . . . . . 19

1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . 22

This Chapter has been published at an international conference by the au-
thor: Pierre Nodet, Vincent Lemaire, Alexis Bondu, Antoine Cornuéjols, and Adam
Ouorou. From Weakly Supervised Learning to Biquality Learning: an Introduction.
In International Joint Conference on Neural Networks (IJCNN). IEEE, 2021.

5





1.1 . Introduction

In the field of machine learning, the task of classification can be performed
by different approaches depending on the level of supervision of training data. As
shown in Figure 1.1, unsupervised, weakly supervised, and supervised approaches
form a continuum of possible situations, starting from the absence of ground truth
and ending with complete and perfect ground truth. For the most part, the accu-
racy of the models learned increases as the level of supervision of data increases.
Additionally, the level of supervision of a dataset can be increased in return for a
labeling cost. In [166], the authors indicate that an interesting goal could be to
obtain a high accuracy while spending a low labeling cost.

Figure 1.1: Classification of Classification from [166]

In Weakly Supervised Learning (WSL) use cases (e.g., fraud detection, cyber-
security, crowd-source labelling), a variety of situations exists where the collected
ground truth is imperfect. In this context, the collected labels may suffer from
bad quality, non-adaptability (defined in Section 1.6), or insufficient quantity. For
instance, an automatic labeling system could be used without guaranteeing that
the data is complete, exhaustive, and trustworthy. Alternatively, manual labeling
is also problematic in practice as obtaining labels from an expert is costly, and
the availability of experts is often limited. Consequently, there are many real-life
situations where imperfect ground truth must be used because of some practi-
cal considerations, such as cost optimization, expert availability, and difficulty to
certainly choose each label.

This general problem of supervision deficiency has attracted a recent focus in
the literature. The paradigm of Weakly Supervised Learning attempts to list and
cover these problems with associated solutions. The work of Zhou in [224] is one of
the first successful efforts to synthesize this domain. However, the proposed orga-
nization is segmented, limiting interactions between different subdomains of WSL,
and requiring knowledge on the weakness of supervision that might be unavailable
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for the practitioner. Thus we propose a new organization of Weakly Supervised
Learning as a continuous cube that allows for a more encompassing interpretation
of the literature.

Section 1.2 proposes to review the usual Weakly-Supervised Learning state-
of-the-art organized hierarchically in a Tree. Then Section 1.3 proposed a new
organization of the Weakly-Supervised Learning literature named the Weak Super-
vision Cube. Section 1.4 will go through the third axis of the Weak Supervision
Cube and review the most notable subdomains of which it is composed. Section
1.5 gives additional elements that must be considered at the crossroad of these
three axes or when dealing with Weak learning problems. Section 1.6 suggests
three measurable quantities which help summarize WSL: Quantity, Quality, and
Adaptability. In Section 1.7, these quantities are used to raise links between some
learning frameworks jointly used in WSL as in Biquality Learning.

1.2 . The Weak Supervision Tree

Supervision deficiencies in weakly supervised learning refer to the lack of suf-
ficient or accurate labeling in the training data. In weakly supervised learning, a
model is trained on a dataset that has only been partially labeled, or has been
labeled in a vague or imprecise way. This can make it difficult for the model to
learn effectively and lead to poor performance on the task it is being trained for.
Various factors, such as limited resources for labeling data or the inherent ambi-
guity of the learned task, can cause supervision deficiencies in weakly supervised
learning. To overcome these deficiencies, weakly supervised learning techniques
often rely on additional assumptions or constraints to help the model make more
accurate predictions.

When supervision deficiencies arise, we leave the field of Strong Supervised
Learning and enter the Weakly Supervised Learning one. The Weakly Supervised
Learning field is characterized by a high degree of fragmentation, which is largely
attributed to the diverse nature of supervision weaknesses. Consequently, in order
to effectively utilize these methods, practitioners must have a clear understanding
of the specific weaknesses of their problem. This requirement renders the practical
application of the literature in real-world scenarios challenging, as it frequently
necessitates modifying the assumptions of the techniques employed, or leads to
sub-optimal performances.

Thus, we introduce a hierarchical organization of the taxonomy introduced in
[224] of the Weakly Supervised Learning literature that follows a pattern of yes-no
questions in the form of a Tree to deduce which sub-literature is adapted to solve
a particular weakly supervised machine learning task.

The first split of the Weakly Supervision Tree from Figure 1.2 is the strong-
weakly supervised split, denoting whether supervision deficiencies are present. Then
when labeled data are available, the first question to answer is about the noisiness
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Figure 1.2: The Weak Supervision Tree

of the annotation process. If the labels are noisy, it is wise to refer to the literature
on Robust Learning under Label noise (RLL). Otherwise, we can follow the other
branch. Next, another split represents whether the labels are at the suitable proxy
or not, indicating if the labels are annotated for the machine-learning task of
interest. In this case, Domain Adapatation, Transfer Learning, or even Multi-
Instance Learning are among the literature of interest. If the labels are at the right
proxy (proxy definition will be given in the following Section), there is the last split
representing the level of annotated data that organize the Semi-Supervised learning
literature, from Active Learning to Multi-View Training going through Novel Class
Discovery [220, 174].

Finally, Weakly Supervised Learning is about answering these questions from
the data or prior knowledge and using the most adapted algorithms and method-
ologies to solve practical machine-learning tasks.

However, there is a crucial limit in the taxonomy proposed in Figure 1.2: we
need to be able to find our position in the Tree to go through it, meaning answer-
ing questions that relate to the compliance of the assumptions of a sub-domain.
Nonetheless, hypotheses used in different weakly supervised settings are pretty hard
to verify in practice. For example, when learning under label noise, identifying
whether the noise’s corruption model is independent of the features is impossible
in practice, leading to using approaches that lose their correctness.

Another limit is the divisive nature of a Decision Tree that cannot make contin-
uous connections between different sub-domains. Figure 1.2 makes adding a com-
bination of different weaknesses of supervision, such as Semi-Supervised Learning
with Noisy Labels, quite challenging.
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Finally, if the literature does not yet cover a certain weakness of supervision,
Figure 1.2 does not provide any solutions whatsoever.

In the following Section, we propose a novel taxonomy of Weakly Supervised
Learning as a continuous cube that encompasses all of the weaknesses above su-
pervision. For a more graphic comparison: we need more than a map to navigate
in the 3D land of weak supervision, we need a GPS device.

1.3 . The Weak Supervision Cube

The taxonomy proposed in this Chapter is organized as a “cube" and presented
in Figure 1.3. This section progressively presents the differences between weakly
supervised approaches by going through the axes of this cube.

Figure 1.3: Taxonomy: an attempt - The big picture
First, a distinction must be made between strong and weak supervision. On

the one hand, strong supervision corresponds to the typical case in machine learn-
ing where the training examples are expected to be exhaustively labeled with true
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labels, i.e., without any corruption or deficiency. On the other hand, weak su-
pervision means that the available ground truth is imperfect or even corrupted.
The WSL field aims to address a variety of supervision deficiencies which can be
categorized in a “cube” along the following three axes as illustrated in Figure 1.3:
inaccurate labels (Axis 1), inexact labels (Axis 2), incomplete labels (Axis 3).

These three dimensions are detailed in the rest of this section and constitute
the proposed taxonomy.

1.3.1 . Axis 1: Inaccurate Supervision - True Labels vs. Inaccurate
Labels

Lack of confidence in data sources is a frequent issue regarding real-life use
cases. The values used as learning targets, called labels or classes, can be incorrect
due to many factors.

In practice, a variety of situations can lead to inaccurate labels: (i) a label can
be assigned to a “bag of examples", such as a bunch of keys. In this case, at least
one of the examples in the keychain belongs to the class indicated by the label.
Multi-instance learning [200, 223, 53, 18] is an appropriate technique to deal with
this learning task. (ii) a label may not be “guaranteed" and may be noisy. In
theory, the learning set should be labeled in an unbiased way with respect to the
concept to be learned. However, the data used in real-world applications provide an
imperfect ground truth that does not match the concept to be learned. As defined
in [80], noise is “anything that obscures the relationship between the features of
an instance and its class”. According to this definition, every error or imprecision
in an attribute or label is considered as noise, including human deficiency. Noise
is not a trivial issue because its origin is never clearly evident. In practical cases,
this leads to trouble evaluating the existence and the strength level of noise in
a dataset. Frenay et al. in [55] provide a good overview of noise sources, the
impact of labeling noise, types of noise, and dependency on noise. Below is a
non-exhaustive list of common ways to learn a model in the presence of labeling
noise1:

• in case of marginal noise level, a standard learning algorithm that is natively
robust to label noise, is used [99, 126, 52, 227];

• uses a loss function which solves theoretically (or empirically) the problem
in case of (i) noise completely at random2 [24]; or (ii) class dependent noise
[79, 196]. In most cases, this type of approach is known in the literature as
“Robust Learning to Label noise (RLL)";

• model noise to assess the quality of each label (requires assumptions on
noise) [170];

1Note: the number of articles published on this topic has exploded in recent years.2defined in Section 1.6.2.
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• enforce consistency between the model’s predictions and the proxy labels
[148];

• clean the training set by filtering noisy examples [172, 117, 121, 118, 176];

• trust a subset of data provided by the user to learn a model at once on
trusted examples (without label noise) and untrusted ones [79, 78, 134].

Another kind of “noise” appears when each training example is not equipped
with a single true label but a set of candidate labels containing the true label. To
deal with this kind of training examples, Partial Label Learning (PLL) has been
proposed [84] (also called ambiguously labeled learning). It has attracted attention
as, for example, in the algorithms IPAL [212], PL-KNN [84], CLPL [33], and PL-
SVM [128] or when suggesting semi-supervised partial label learning as in [185].
This setting is motivated, for example, by a common scenario in many images and
video collections, where only partial access to labels is available. The goal is to
learn a classifier that can disambiguate the partially-labeled training instances and
generalize to unseen data [34].

1.3.2 . Axis 2: Inexact Supervision - Labels at the Right Proxy vs.
not at the Right Proxy

The second axis describes inexact labeling, which is orthogonal to the first type
of supervision deficiency - i.e., inexact labeling and noisy labeling may coexist.
Here, the labels are provided not at the right proxy, which corresponds to one (or
possibly a mixture) of the following situations:

• Proxy domain: the target domain differs between the training set and the
test set. For instance, it could be learning to discriminate “panthers" from
other savanna animals based on “cats" and “dogs" labels. Two cases can be
distinguished: (i) training labels are available in another target domain than
test labels (ii) or training labels are available in a sub-domain that belongs
to the original target domain. Domain transfer [43] or domain adaptation
[8] are techniques aimed at addressing these learning tasks.

• Proxy labels: some unlabeled examples are automatically labeled, either by
a rule-based system or by a learned model, to increase the training set’s
size. These kinds of labels are called proxy labels and can be considered
as coming from a proxy concept close to the one to be learned. Only
the true labels stand for the ground truth. The way proxy labels are used
depends on their origin. In the case where the classifier itself provides proxy
labels without any additional supervision, the self-training (ST) [48], the co-
training (CT), and their variants attempt to improve the learned model by
including proxy-labels in the training set as regular labels. Other approaches
exploit the confidence level of the classifier to produce soft-proxy-labels and
then exploit it as weighted training examples [173]. When a rule-based
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system generates proxy labels, the quality of labels depends on the expert’s
knowledge which is manually encoded into the rules. Ultimately, a classifier
learned from such labels can be considered a means of smoothing the set
of rules, allowing the end-user to score any new example. Some recent
automatic labeling systems offer an intermediate way that mixes rule-based
systems and machine learning approaches (MIX) [147, 181].

• Proxy individuals: the statistical individuals are not equally defined between
the training set and the test set. For instance, it could be learning to classify
images based on labels that only describe parts of the images. Multi-instance
learning (MIL) is another example that consists in learning from labeled
groups of individuals. In the literature, many algorithms have been adapted
to work within this paradigm [200, 223, 53, 18].

1.3.3 . Axis 3: Incomplete Supervision - Few labels vs. Numerous
The third axis describes incomplete supervision, which consists of processing

a partially labeled training set. In this situation, labeled and unlabeled examples
coexist within the training set, and it is assumed that there need to be more labeled
examples to train a performing classifier. The objective is to use the entire training
set, including the unlabeled examples, to achieve better classification performance
than learning a classifier only from labeled examples.

In the literature, many techniques exist capable of processing partially labeled
training data, i.e., active learning (AL), semi-supervised learning (SSL), positive
unlabeled learning (PUL), self-training (ST), and Co-Training (CT). At the bottom
of Figure 1.3, we suggest sorting these methods according to the quantity of labeled
examples they require. We decide to review all these subdomains in their own
separate Section for the sake of clarity.

1.4 . A Lookup on Axis 3

1.4.1 . Active Learning (AL)
Modern supervised learning approaches are known to require large amounts of

training examples in order to achieve their best performance. These examples are
mainly obtained by human experts who label them manually, making the labeling
process costly in practice. Active learning (AL) [157] is a field that includes all the
selection strategies that allow one to iteratively build the training set of a model
in interaction with a human expert (also called an oracle). The aim is to select
the most informative examples to minimize the labeling cost.

Active learning is an iterative process that continues until a labeling budget is
exhausted or a predefined performance threshold is reached. Each iteration begins
with the selection of the most informative example. This selection is generally
based on information collected during previous iterations (predictions of a classifier,
density measures). The selected example is then submitted to the oracle, which
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returns the associated class, and the example is added to the training set (L). The
new learning set is then used to improve the model, and the new predictions are
used to perform the next iteration.

In conventional heuristics, the utility measures used by active learning strategies
[157] differ in their positioning with respect to the trade-off between exploiting the
current classifier and exploring training data. Selecting an unlabelled example in
an unknown region of the observation space helps to explore the data to limit the
risk of learning a hypothesis that is too specific to the set L of currently labeled
examples. Conversely, selecting an example in an already sampled region allows for
refining the predictive model locally. We do not intend to provide an exhaustive
overview of existing AL strategies and refer to [3, 157] for a detailed overview,
[141, 202, 142] for some recent benchmarks and a new way to treat uncertainty in
[85].

Another meta active learning paradigm exists, which combines conventional
strategies using bandit algorithms [6, 44, 82, 28, 30, 136]. These meta-learning
algorithms intend to select online the best AL strategy according to the observed
improvements of the classifier. These algorithms can adapt their choice over time
as the classifier improves. However, learning must be done using fewer examples to
be useful, and these algorithms suffer from the cold start problem. Even thought
these approaches are able to select online the best AL strategy, they are not capable
to learn new strategy from the data.

Other meta-active-learning algorithms have been developed to learn an AL
strategy starting from scratch, using multiple sources of datasets. These algo-
rithms transfer the learned AL strategy to new target datasets [94, 95, 137]. Most
of them are based on modern reinforcement learning methods. The major challenge
is to learn an AL strategy general enough to automatically control the exploita-
tion/exploration trade-off when used on new unlabeled datasets (which is impossi-
ble using heuristic strategies). A recent evaluation of learning active learning can
be found in [41].

1.4.2 . Semi-Supervised Learning (SSL)

Early work on semi-supervised learning dates back to the 2000s; an overview of
these pioneering papers can be found in [156, 22, 21, 226, 225]. In the literature,
the SSL approaches can be categorized into two groups:

• Algorithms that use unlabeled examples unchanged. In this case, the unla-
beled examples are treated as unsupervised information added to the labeled
examples. Four main categories exist: generative methods, graph-based
methods, low-density separation methods, and disagreement-based meth-
ods [224].

• Semi-supervised learning algorithms that produce proxy labels on unlabeled
examples, which are used as targets in addition to the labeled examples.
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These proxy labels are produced by the model itself or by its variants. In
the end, these inaccurate labels (see Section 1.3.1) can be considered noisy.
The rest of this section deals with particular cases of SSL and presents the
Positive Unlabeled Learning, Self-Training, and Co-training approaches.

1.4.3 . Postive Unlabeled Learning (PUL)

Learning from Positive and Unlabeled examples (PUL) is a special case of binary
classification, and SSL [7]. In this particular setting, the unlabeled examples may
contain positive and negative examples with hidden labels. These approaches differ
from a one-class classification [92] since they explicitly use unlabeled examples in
the learning process. In the literature, the PUL approaches can be divided into
three groups:

1. Two-step techniques [109] for PUL build on the assumptions of separabil-
ity and smoothness. The idea is that all positive examples are similar to
the labeled examples and that the negative examples are very different from
them. The two-step technique consists of identifying reliable negative exam-
ples in the first step [60] and then using semi-supervised learning techniques
with the labeled positive examples, the reliable negatives, and optionally the
remaining unlabeled examples in the second step.

2. Biased PUL methods treat unlabeled examples as negatives examples with
class label noise, the noise is taken into account by, for example, placing
higher penalties on misclassified positive examples or tuning hyperparameters
based on an evaluation metric that is suitable for PU data [109].

3. Finally, under the selected completlty at random assumption, the class prior
can be incorporated directly into the training algorithms, or can be added
in a preprocessing or postprocessing step of the training procedure. Post-
processing trains a non-traditional probabilistic classifier by considering the
unlabeled data as negative and modifies the output probabilities [47], prepro-
cessing changes the dataset by using the class prior [45]. The class prior can
be determined using dedicated algorithms or it can be tuned using evaluation
metrics for PU data.

1.4.4 . Self Training (ST)

Self-training lacks a clear definition in the literature. It can be viewed as a
“single-view weakly supervised algorithm”. First, a classifier is trained from the
available labeled examples, and then this classifier is used to make predictions and
build new proxy labels. Only those examples where confidence in proxy labeling
exceeds a certain threshold are added to the training set. Then, the classifier is
retrained from the training set enriched with proxy-labels. This process is repeated
in an iterative way [48].
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1.4.5 . Co-Training (CT)

Starting from a set of partially labeled examples, co-training algorithms [12,
39, 215, 120] aim to increase the number of labeled examples by generating proxy-
labels.

Co-training algorithms work by training several classifiers from the initially
labeled examples. Then, these classifiers are used to make predictions and generate
proxy-labels on the unlabeled examples. The most confident predictions on these
proxy-labels are then added to the set of labeled data for the next iteration.

One crucial aspect of co-training is the relationship between the views (the
sets of explicative variables) used in learning the different models.

The original co-training algorithm [12] states that the independence of the
views is required to properly perform automatic labeling. More recent works [130,
2, 29] show that this assumption can be relaxed. Another requirement is to obtain
at the iteration step a “reasonable” classifier in terms of performances, explaining
why we place co-training on the left of AL and SSL in Figure 1.3 and Figure 1.2.
In [127], a study is given on the optimal selection of the co-training parameters.

Co-training can also be considered as a member of "multi-view training" fam-
ily to which some other members belong to, such as: Democratic Co-learning [221],
Tri-training [219], Asymmetric tri-training [154], Multi-task tri-training [152], which
are not described here.

1.5 . Beyond the Axes

1.5.1 . Learning at the crossroad of the three axes

Using a cube to describe the literature on Weakly Supervised Learning allows
us to use the axes but also the volume of the cube to position existing approaches.
It is now easy to position the approaches related to several axes. For example,
Partial Label Learning may be related to two supervision deficiencies: i) inexact
supervision because multiple labels are provided for each training example; ii) inac-
curate supervision because only one of the labels provided is correct. Positioning
the PLL on the plane defined by these two axes seems more relevant.

Also, this representation highlights some exciting intersections between two
axes or between an axis and a plane. One of these points of interest is the origin
of the three axes, which corresponds to the case where supervision is absolutely
inaccurate, imprecise, and incomplete, which ultimately amounts to unsupervised
learning. Similarly, the point at the opposite end of the cube corresponds to
perfectly precise, accurate, and complete supervision, which equates to supervised
learning.

Finally, this representation could provide insights into the reasons of using
proven techniques from a particular subfield of Weakly Supervised Learning can be
efficient in another. For instance, DivideMix [102] chooses to reuse the efficient
MixUp [210] approach from Semi-Supervised Learning to tackle the problem of
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Learning with Label Noise. This approach uses Data Augmentation [160] and
Model Agreement [145] to estimate labels probabilities and then discard or keep
the provided labels.

This section is not exhaustive, and interested readers will be able to position
the literature approaches in the cube themselves.

1.5.2 . Deficiency Model
The deficiency model describes the nature of the supervision deficiency. It is

usually described as a probability measure called ȷ : (x; y) 7→ ȷ(x; y), represent-
ing the probability of a sample being corrupted. ȷ can depend on the value the
explanatory variables x ∈ X , the label value y ∈ Y or both of them (x; y).

Different types of supervision deficiencies are described in this section, namely:
Completely At Random (CAR), At Random (AR), and Not At Random (NAR).

If the probability of being corrupted is the same for all training examples,
ȷ : (x; y) 7→ ȷc , ȷc ∈ [0; 1], then the supervision deficiency model is Completely
At Random (CAR). It implies that the cause of the supervision deficiency data
is unrelated to the data. If the probability of being corrupted is the same within
classes, ȷ : (x; y) 7→ ȷy , ∀y ∈ Y, ȷy ∈ [0; 1], then the supervision deficiency model
is At Random (AR). If neither CAR nor AR holds, then we speak of Not at Random
(NAR) model. Here, the probability of being corrupted depends on the sample and
the label value, ȷ : (x; y) 7→ ȷ(x; y). These three deficiency models can be ranked
in a descendant manner, having the NAR model being the most complex one as it
depends on both the instance and label value, which requires a function to model,
to CAR model where only one constant is enough to describe it. These models may
help the practitioner to find links between supervision deficiencies. For example,
PUL is SSL with only one class labeled, which means that the missingness of the
label is linked to the label value, so PUL is an extreme case of SSL AR with
ȷ0 = 1− e and ȷ1 = e (where e is called the propensity score).

AL is another form of SSL where examples are labeled thanks to a strategy,
previously labeled instances, and the ordered iterative process leading to non-iid
labeled data. As such, AL is part of the SSL NAR family. We want to reiterate
that the deficiency model can be applied to any supervision deficiency, even if it
has been primarily featured in RLL and SSL.

1.5.3 . Transductive learning vs. Inductive Learning
As we consider the WSL framework, one may be tempted to use the test set

to guide the choice of the model. But in this case, we need to carefully decide if
in the future the need for a model to predict on another test (deployment) dataset
is required or not. Two points of view could be considered: transductive learning
vs. inductive learning, and this is why we now add a note on them.

Training a machine could take many forms: supervised, unsupervised, active,
online, etc. The number of members in the family is significant, and new members
appear regularly like “federative learning”. However, one may establish a separation
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between two constant classes based on how the user would like to use the “learning
machine” at the deployment stage. A user does not necessarily want a predictive
model for subsequent use on new data and would rather get insights on its already
gathered data. It is, therefore, necessary to distinguish between inductive learning
and transductive learning.

On one side, the goal of inductive learning is, essentially, to learn a function
(a model) that will later be used on new data to predict classes (classification) or
numerical values (regression). The predictions may be seen as “by-products” of the
model. Induction is reasoning from observed training cases to general rules, which
are then applied to the test cases. On the other side, the goal of transductive
learning is not to obtain a function or a model but only to make predictions on a
given test database and only on this set of instances. Transduction was introduced
by Vladimir Vapnik in the 1990s, motivated by the intuition that transduction
is preferable to induction since, induction requires solving a more general problem
(inferring a function) before solving a more specific problem (computing outputs for
new cases). However, the distinction between inductive and transductive learning
could be hazy, for example, in the case of semi-supervised learning. Knowing this,
the view of Zhou in [224] about “pure semi-supervised learning” and transductive
learning is engaging. The distinction between Transductive and Inductive Learning
concerned most of the learning forms in Figure 1.3.

1.6 . Measurable quantities of WSL

Until now, we have seen many forms of learning and weaknesses intertwine. A
way to resume their aspect was given in Figure 1.3. From this point of view, one
may identify three common concepts that are described now.

1.6.1 . Quantity |L|
An insufficient quantity of labels or training examples occurs when many train-

ing examples are available, but only a tiny portion is labeled, e.g., due to the cost
of labeling. For instance, this occurs in cyber security, where human forensics
is needed to tag attacks. Usually, this issue is addressed by Few Shot Learning
(FSL), active learning (AL) [157] semi-supervised learning (SSL) [21], Self Train-
ing, or Co-Training or active learning (AL), which have been described briefly above
in this Chapter. Another way to see the "quantity" could be the ratio between the
number of examples labeled and unlabeled (p).

1.6.2 . Quality q
In this case, all training examples are labeled, but the labels may be corrupted.

This usually happens when outsourcing labeling to crowds [175]. The Robust
Learning to Label Noise (RLL) approaches tackle this problem [56], with three
types of label noise identified: i) the completely at random noise corresponds to a
uniform probability of label change; ii) the class dependent label noise when the
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probability of label change depends upon each class, with uniform label changes
within each class; iii) the instance dependent label noise is when the probability
of label change varies over the input space of the classifier. This last type of label
noise is the most difficult to deal with and typically requires making sometimes
strong assumptions about the data.

1.6.3 . Adaptability a [144]

This is the case, for instance, in Multi Instance Learning (MIL) [200, 223, 53,
18], in which there is one label for each bag of training examples, and each example
has an uncertain label.

Some scenarios in Transfer Learning (TL) [190] imply that only the labels in the
source domain are provided while the target domain labels are not. Often, these
non-adapted labels are associated with the existence of slightly different learning
tasks (e.g., more precise and numerous classes are dividing the original categories).

Alternatively, non-adapted labels may characterize a differing statistical indi-
vidual [31] (e.g., a subpart of an image instead of the entire image).

1.7 . From Weakly Supervised Learning to Biquality Learning
(a = 1)

All the types of supervision deficiencies presented above are addressed sepa-
rately in the literature, leading to highly specialized approaches. In practice, it is
tough to identify the type(s) of deficiencies with which a real dataset is associated.

For this reason, it would be beneficial to suggest another point of view as a
tentative of a unified framework for (a part of the) Weakly Supervised Learning to
design generic approaches capable of dealing with not a single type of supervision
deficiency. This section’s purpose is mainly given for cases where data are adapted
to the task to learn (a = 1).

Learning using biquality data has recently been put forward in [23, 79, 76] and
consists in learning a classifier from two distinct training sets, one trusted and the
other not. The initial motivation was to unify semi-supervised and robust learning
through a combination of the two. This chapter shows that this scenario is not
limited to this unification and can cover a more extensive range of supervision
deficiencies, as demonstrated by the algorithms we suggest and their results.

The two datasets contain the same set of features X and the same set of
labels Y. The trusted dataset DT consists of pairs of labeled examples (xi ; yi )
where all labels yi ∈ Y are supposed to be correct according to the true underlying
conditional distribution PT (Y |X). In the untrusted datasetDU , examples xi may be
associated with incorrect labels. We note PU(Y |X) the corresponding conditional
distribution.

At this stage, no assumption is made about the nature of the supervision
deficiencies, which could be of any type, including label noise, missing labels,
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concept drift, non-adapted labels, ..., more generally, a mixture of these supervision
deficiencies.

The difficulty of a learning task performed on biquality data can be character-
ized by two quantities. First, the ratio of trusted data over the whole data set,
denoted by p:

p =
|DT |

|DT |+ |DU |
(1.1)

Second, a measure of the quality, denoted by q, which evaluates the useful-
ness of the untrusted data DU to learn the trusted concept. For example in [76]
q is defined using a ratio of Kullback-Leibler divergence between PT (Y |X) and
PU(Y |X).

p

q
0 1

1
Supervised

b bRLL

b

AL

SSL New range of problems

b Unsupervised

Figure 1.4: The different learning tasks covered by the biquality setting, representedon a 2D representation.
The biquality setting covers a wide range of learning tasks by varying the

quantities q and p, as represented in Figure 1.4.

• When (p = 1 OR q = 1)3 all examples can be trusted. This setting
corresponds to a standard supervised learning (SL) task.

• When (p = 0 AND q = 0), there is no trusted examples and the untrusted
labels are not informative. We are left with only the inputs {xi}1≤i≤m as in
unsupervised learning (UL).

• On the vertical axis defined by q = 0, except for the two points (p; q) =

(0; 0) and (p; q) = (1; 0), the untrusted labels are not informative, and
trusted examples are available. The learning task becomes semi-supervised
learning (SSL) with the untrusted examples as unlabeled, and the trusted
as labeled.

3 p = 1 =⇒ DU = ∅ =⇒ q = 1

20



• An upward move on this vertical axis, from a point (p; q) = (›; 0) charac-
terized by a low proportion of labeled examples p = ›, to a point (p′; 0),
with p′ > p, corresponds to Active Learning if an oracle can be called on
unlabeled examples. The same upward move can also be realized in Self-
training and Co-training, where unlabeled training examples are labeled
using the predictions of the current classifier(s).

• On the horizontal axis defined by p = 0, except for the points (p; q) = (0; 0)

and (p; q) = (0; 1), only untrusted examples are provided, which corresponds
to the range of learning tasks typically addressed by Robust Learning to
Label noise (RLL) approaches.

Only the edges of Figure 1.4 have been envisioned in previous works – i.e. the
points mentioned above – and a whole new range of problems corresponding to
the entire plan of the figure remains to be explored.

Biquality Learning may also be used to tackle particular tasks belonging to
WSL, for instance:

• Positive Unlabeled Learning (PUL) [7] where the trusted examples are only
positive and untrusted examples from the unknown class.

• Self Training and Co-training [12, 39, 215] could be addressed at the end of
their self-labeled process: the initial training set is the trusted dataset, all
examples labeled after (during the self-labeling process) are the untrusted
examples.

• Concept drift [61]: when concept drift occurs, all the examples used before
a drift detection may be considered untrusted examples, while the examples
available after it is viewed as the trusted ones, assuming a perfect labeling
process.

• Self Supervised Learning system as Snorkel [147]: the small initial training
set is the trusted dataset, and all examples automatically labeled using the
labeling functions correspond to the untrusted examples.

As seen from the above list, the Biquality framework is quite general, and
its investigation seems a promising avenue to unify different aspects of Weakly
Supervised Learning.
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1.8 . Conclusion

In this Chapter, we propose a unified view of Weak Supervised Learning to
cope with the shortcomings of supervision in the field of Machine Learning. We
discussed these shortcomings through a cube along with three axes corresponding
to the characteristics of training labels (inaccurate, inexact, and incomplete). The
detailed presentation of these axes gives an insight into the different existing learn-
ing approaches, which can be more subtly positioned on the cube. In this way,
the links between some subfields of WSL with Biquality Learning are highlighted,
showing how the algorithms of the latter field can be used within the framework
of WSL.

In Chapter 2 of this thesis, we will propose a theoretical Biquality Learning
framework to ground and regroup existing works in this field. Then, an exhaustive
State-of-the-Art will be compiled and organized around the originating story of the
field. Lastly, we will propose an experimental protocol to fairly evaluate Biquality
Learning algorithm with either synthetic or real-world Biquality datasets, statistical
tests, and visualizations.
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2.1 . Introduction

Weakly Supervised Learning (WSL) is the field of Machine Learning related
to Learning with imperfect labels. The imperfections happen in the real world
when labeled samples are hard to get or when manually crafted. When labels are
complex to get, Machine Learning practitioners have been quite ingenious in how
to reuse previously gathered labels, use knowledge from a different task to solve a
target supervision task in Transfer Learning (TL), or design strategies to optimize
the labeling process in Active Learning (AL). When labels are manually crafted,
errors can occur due to experts who need to satisfy the constraints of the labeling
process, as in Learning with Label Noise (RLL) or Covariate Shift (CS). These
edge cases, among others, have been poured into the WSL field, leading to many
different algorithm families and recent WSL taxonomy having difficulty reconciling
and organizing them in a fluid and continuous manner.

In Chapter 1, we revisited the usual WSL taxonomy by defining three axes.
These axes represent supervision deficiencies, namely inaccurate supervision, in-
exact supervision, and incomplete supervision. Inaccurate supervision represents
cases where samples are not labeled correctly, corresponding to a targeted supervi-
sion task. Inexact supervision corresponds to cases where labels are not at the right
proxy, meaning that not every sample has an associated label, for example. These
axes define a continuous cube where sub-fields fluidly lie in a unified framework.
We highlighted the benefits of such a vision and proceeded to detail one particular
plan of this cube named Biquality Learning.

Biquality Learning is a hot topic at the Orange company because it fits the
main Machine Learning use cases such as fraud detection, scammer detection, or
cyber-security attacks detection. Usually, a small, trusted dataset can be crafted by
domain experts but requires lengthy forensic procedures. In contrast, a substantial
untrusted dataset can be crafted by reusing simple rule systems designed by these
experts. Effectively using both datasets and their different natures is essential for
Orange and pushing the Biquality Learning literature is one way to do so.

In Chapter 2, we will provide a theoretical framework for Biquality Learning
algorithms to describe our subject study precisely. Then we will talk about related
domains of Biquality Learning to put into perspective this new domain within the
existing literature. Then, an exhaustive State-of-the-Art will be compiled and orga-
nized around the intuitions used by the author to design their proposed algorithm.
Lastly, we will propose an experimental protocol to fairly evaluate Biquality Learn-
ing algorithm with either synthetic or real-world Biquality datasets, statistical tests,
and visualizations.
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2.2 . Biquality Learning Framework

Biquality Learning algorithms aim to learn a decision function f : X → Y
that classifies samples X ∈ X by assigning them to a label Y ∈ Y. This decision
function f is learned using two datasets, a trusted one DT and an untrusted one
DU . The two datasets contain the same set of features X and the same set of
labels Y. The decision function f corresponds to the trusted concept PT (Y |X) from
which samples from the trusted dataset are labeled. With biquality learning, no
assumption is made about the difference between the trusted distribution PT (Y |X)

and the untrusted one PU(Y |X).
Learning the true concept1 PT (Y |X) on D = DT ∪DU means minimizing the

risk R on D with a loss L for a probabilistic classifier f :

RD;L(f ) = ED;(X;Y )∼T [L(f (X); Y )]

= P(X ∈ DT )EDT ;(X;Y )∼T [L(f (X); Y )]

+ P(X ∈ DU)EDU ;(X;Y )∼T [L(f (X); Y )]

(2.1)

where L(·; ·) is a loss function, from R|Y| × Y to R since f (X) is a vector of
probability over the classes. Since the true concept PT (Y |X) cannot be learned
from DU , the last line of Equation 2.1 is not tractable as it stands. That is why we
propose a generic formalization based on a mapping function g that enables us
to learn the true concept from the modified untrusted examples of DU . Equation
2.1 becomes:

RD;L(f ) = P(X ∈ DT )EDT ;(X;Y )∼T [L(f (X); Y )]

+ –P(X ∈ DU)EDU ;(X;Y )∼U [g(L(f (X); Y ))]
(2.2)

In Equation 2.2, the parameter – ∈ [0; 1] reflects the quality of the untrusted
examples of DU modified by the function g . This time, the last line is tractable
since it consists of a risk expectancy estimated over the training examples of DU ,
which follows the untrusted concept PU(Y |X), modified by the function g .

To estimate the expected risk, this formalization requires learning three items:
g , –, and then f . Both DT and DU are used to learn a mapping function, g ,
between the two datasets. Then, either – is considered a hyperparameter to be
learned using DT or – is provided by an appropriate quality measure and is con-
sidered an input of the learning algorithm. Finally, f is learned by minimizing the
risk R on D using the mapping g .

In this formalization, the mapping function g plays a central role. Not exhaus-
tively, we identify three different ways of designing the mapping function. For each
of these, a different function g ′ enters the definition of function g :

• The first option consists in correcting the label for each untrusted exam-
ples of DU . The mapping function thus takes the form g(L(f (X); Y )) =

1For reasons of readiness, we denote PT (Y |X) by T and PU(Y |X) by U.
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L(f (X); g ′(Y;X)), with g ′(Y;X) denote the new corrected labels and f (X)

the predictions of the classifier.

• In the second option, the untrusted labels are used unchanged. The un-
trusted examples X are moved in the input space where the untrusted
labels become correct with respect to the true underlying concept. The
mapping function becomes g(L(f (X); Y )) = L(f (g ′(X)); Y ), where g ′(X)

is the “moved” input vector of the modified untrusted examples.

• In the last option, g ′ weights the contribution of the untrusted examples in
the risk estimate. Accordingly, we have g(L(f (X); Y )) = g ′(Y;X)L(f (X); Y ).
In this case, the parameter – may disappear from Equation 2.2 since it can
be considered as included in the function g ′.

Biquality Learning algorithms, designed with such mapping functions g , helps
leverage the knowledge from untrusted data to improve the classifier’s efficiency
on the trusted task. However, using additional information from other sources
or correcting past data to improve the performance of a classifier is not new to
Biquality Learning and has been explored in other machine learning domains.

2.3 . Related Domains

Various areas within the field of Machine Learning focus on utilizing additional
information in addition to the primary training dataset to enhance the training
of models. However, the motivations behind these efforts can vary greatly and
have resulted in different fields with their own specific goals. The upcoming Sec-
tion will examine the relationship between these Machine Learning domains and
Biquality Learning, explore how they can be utilized to develop more effective Bi-
quality Learning algorithms, and investigate the limitations of their approaches
when applied to Biquality Data.

2.3.1 . Inductive Transfer Learning
Transfer Learning focuses on storing knowledge gained while solving one prob-

lem and applying it to a different but related problem. Two datasets are at our
disposal, a source dataset DS and a target dataset DT . They are related to a source
domain XS with source labels YS and a target domain XT with target labels YT
to solve the target task P(YT |XT ) with the help of the source task P(YS|XS).
Transfer learning aims to leverage the knowledge gained from solving the source
problem to solve the target problem more efficiently.

Briefly, we can draw a parallel between Biquality Learning notations and Trans-
fer Learning notations primarily by substituting (source, S) by (untrusted, U) and
(target, T ) by (trusted, T ).

Formally, this description of Transfer Learning is the most general setup that
would incorporate Biquality Learning and other well-known setups such as Domain
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Adaptation, Transductive Transfer Learning, or Covariate Shift. Most specifically
for Biquality Learning, the Transfer Learning setup that best fit is the Inductive
Transfer Learning [135] where:

• XT = XU

• YT = YU

• P(XT ) = P(XU)

• P(YT |XT ) ̸= P(YU |XU)

From these analogies, any Transfer Learning algorithm that requires, at most,
the Inductive Transfer Learning assumptions could be applied to the Biquality Data
setup with success.

One main assumption of Transfer Learning that has yet to be highlighted
in this Section is the usefulness of the source task to train or improve machine
learning models on the target task. However, in the Biquality Data setup, we can
have untrusted datasets that bring no information to the trusted task when labels
are assigned randomly or even adversarial information when data poisoning have
corrupted the dataset. The impact of this assumption can be directly observed
when using TrAdaBoost [36] on Biquality Data which is a well-known Inductive
Transfer Learning algorithm.

In TrAdaBoost, the first step implies learning a classifier on all trusted and
untrusted data combined. When the untrusted dataset is so corrupted that it
makes learning a classifier impossible in the first iterations when samples are not
corrected, the condition of beating random guessing will not be met, and the
algorithm will stop. Even without this condition, the learned classifier will be close
to random guessing, and no correction provided by TrAdaBoost will be useful to
train a new base learner. The only alternative is to use a highly robust classifier,
but no classifier is robust to data poisoning.

These problems come in all Transfer Learning algorithms such as Multi-Task
Learning [19] or Fine-Tuning [206]. Thus having Inductive Transfer Learning al-
gorithms leads to bad predictive performances when used on Biquality Data with
strongly corrupted data.

2.3.2 . Supervised Domain Adaptation

Another closely related domain to Transfer Learning is Domain Adaptation.
Domain adaptation refers to the process of adapting a model trained on one dis-
tribution of data to work well on a different distribution of data. This is often
necessary because it is impractical or impossible to collect a large enough dataset
to train a model that can generalize well for all possible inputs it may encounter
in practice. The setup is the same as in Transfer Learning with source and target
datasets with their respective domain and labels.
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The parallel between Domain Adaptation and Biquality Learning is more or
less the same as the one between Transfer Learning and Biquality Learning. Nev-
ertheless, more specifically, if Inductive Transfer Learning was the closest setup of
Transfer Learning to Biquality Learning, for Domain Adaptation it is Supervised
Domain Adaptation, which follows these assumptions:

• XT = XU

• YT = YU

• P(XT ) ̸= P(XU)

• P(YT |XT ) = P(YU |XU)

When looking at these assumptions, especially with P(YT |XT ) = P(YU |XU)
there is no clear evidence on how Domain Adaptation could be helpful to Biquality
Learning. Indeed, adapting features of untrusted samples would have no correction
effect on these data as one of the assumptions of Biquality Learning made in this
Chapter was the absence of covariate shift between the trusted and untrusted
dataset: P(XT ) = P(XU).

Remark. The impact of Covariate Shift on Biquality Learning will be studied in
Chapter 4.

However, when looking at the distribution of features in Biquality Data given
the same class P(X|Y ), we can observe a change in distribution between the two
datasets. Indeed, given the Bayes Formula P(X|Y ) = P(Y |X)P(X)

P(Y ) , and at P(X)

and P(Y ) constant, corrupting P(Y |X) is equivalent to corrupting P(X|Y ). We
illustrate this behavior with the following toy dataset where untrusted samples have
been corrupted with Completly at Random label noise:

Trusted Dataset Untrusted Dataset
Combined Dataset

of samples of class 0
Combined Dataset

of samples of class 1

Figure 2.1: Illustration of the equivalence of Conditional Covariate Shift and ConceptDrift on a toy dataset.
In Figure 2.1, we observe that some untrusted samples of class 0 (in purple)

seem to be out of the normal distribution for trusted samples of class 0 (in red).
The same behavior can be observed for samples of class 1 (respectively in green
and blue).
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Then, one approach that could be taken to use Domain Adaptation methods
to Biquality Learning would be to train a classifier with K-Domain Adaptations
(with K being the number of classes). This approach can be summarized in an
algorithm we chose to name KDA and will be explored in Chapter 4:

Algorithm 1: K-Domain Adaptation (KDA)
Input: Trusted Dataset DT , Untrusted Dataset DU , ProbabilisticClassifier Family F , Domain Adaptation Algorithm Family

A
1 for k ∈ [[1; K]] do
2 Let DkT = {∀(x; y) ∈ DT | y = k}
3 Let DkU = {∀(x; y) ∈ DU | y = k}
4 Correct DkU feature distribution in respect to DkT with a ∈ A to

a corrected dataset DkC .
5 Let DC = ∪Kk=1D

k
C

6 Learn f ∈ F on DT ∪DC
Output: f

2.3.3 . Multi-Source Learning

In the context of machine learning, multi-source learning refers to the process
of training a model using data from multiple different sources [35]. This can be
useful when trying to improve the model’s performance on a specific task, as it
can help introduce a greater diversity of data and potentially reduce over-fitting.
It can even be used to mitigate the unreliability of multiple sources to aggregate
knowledge and recover the target distribution.

In Multi-Source Learning, all sources are treated equally as being reliable to
the target task, without one specific source considered trusted. Nonetheless, Bi-
quality Learning can be generalized to a Multi-Quality Learning setup with multiple
datasets of different untrustedness and one trusted dataset. Then multiple mapping
functions can be designed to correct all these untrusted datasets to fit the trusted
data distribution. Multi-Quality Learning could be an open research question as
no literature has been found on this subject.

2.3.4 . Concept Drift

In machine learning, concept drift refers to the phenomenon where the statis-
tical properties of the target variable change between training and prediction time,
leading to a degradation in the performance of a model that was trained on past
data. This can occur when the data distribution changes or the relationships be-
tween the features and the target variable change. Concept drift can be a challenge
in machine learning because models must be continuously retrained or updated to
maintain their accuracy and effectiveness.
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The most significant difference between Biquality Learning and Concept Drift
in practice relates to data availability in the training and prediction phases. In
Biquality Learning, both concepts and data are available at training time, and only
the trusted concept will be needed at prediction time. For Concept Drift, however,
only the untrusted concept will be available at training, and the trusted concept
will be available at prediction time in an online fashion as the untrusted concept
fades away.

This difference in data availability makes Concept Drift literature unusable for
Biquality Learning. Nonetheless, practical or theoretical ideas could be reused with
some significant reworking, especially in evaluating machine learning models under
concept drift. It could inspire ideas of new ways to synthetically corrupt datasets
or formally verify the expected accuracy of Biquality Learning algorithms under
various corruptions.

2.3.5 . Table of Domains
We propose to summarize the previous Section in the form of a table stating

why each related domain are different from the Biquality Learning setup:

Related Domain Differences with Biquality LearningTransfer Learning Assumes the usefulness of the untrusted taskDomain Adaptation Different assumptions on the distribution shiftMulti-source Learning Lack of knowledge of which source is trustedConcept Drift Trusted Data not available at training time
Table 2.1: Table of Related Domains of state-of-the-art

2.4 . State of the Art

Machine learning algorithms on biquality data have been developed in many
weakly supervised learning domains. Some of these sub-domains are robust learning
to label noise, learning under covariate shift, or transfer learning. Because of this
diversity and sometimes different assumptions about the data available, there is
no pre-existing state-of-the-art of Biquality Learning. Thus we propose a state-of-
the-art of Biquality Learning, which is a novel word for a fragmented field which
had no previously agreed conventions. It is organized by the intuitions used by
the author to design their proposed algorithm. At the end of this state-of-the-art,
we will propose another organization based on the formalization introduced at the
beginning of this Chapter (see Section 2.2) and the corruption model that the
algorithm can handle in the form of a table.
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2.4.1 . Transition Matrices
In the Robust Learning to Label Noise literature, label noise models can be

represented thanks to their transition matrices T, which represents the probability
of seeing a noisy label Ỹ given the true label Y and the features X:

∀(i ; j) ∈ [[1; K]]2; ∀x ∈ X ;Ti ;j(x) = P(Ỹ = j |Y = i ; X = x)

Thus, an essential part of the literature has sought to estimate these transition
matrices to correct the classifier’s training procedure from noisy data.

One way to use these transition matrices is to correct the prediction of classifiers
learned on noisy data. Given the law of total probability:

P(Ỹ |X) =
KX
k=1

P(Ỹ |X; Y = k)P(Y = k |X)

We can recognize a dot product between one row of the transition matrix and
the output of a classifier learned on clean data: ∀x ∈ X ; f̃ (x) = Tt(x) · f (x). If T
is invertible, we can recover the clean distribution thanks to a noisy classifier with
the following formula: ∀x ∈ X ; f (x) = T−1(x) · f̃ (x), which has been proposed in
[213].

This formula provides many other ways to train clean classifiers with noisy
data and a transition matrix. Noisy data can be reweighted [111, 186], noisy
labels transformed to pseudo-clean labels [139], or the minimzed objective can be
corrected when training against noisy labels [124, 178, 139].

Unfortunately, a considerable part of the estimators proposed to estimate these
transition matrices have restrained themselves to estimate transition matrices for
instance independent noise, with ∀x ∈ X ;T(x) = T.

To our knowledge, only one estimator using trusted data [79] improves the
quality of the estimation over the numerous estimators based on untrusted data
(noisy data) only [139, 203, 213, 228]. This estimator is based on a soft version
of the usual confusion matrix used to estimate classifiers’ accuracy:

∀i ∈ [[1; K]]; T̂(i ;∗) =
1

|DiT |
X
x∈Di

T

fU(x)

where DiT = {(x; y) ∈ DT |y = i} and fU is a classifier learned on untrusted
data.

This estimator compares the true label on the trusted data against the predicted
probabilities by fU for each class for a given sample. Then, these predictions are
averaged per class. It is a soft version of the confusion matrix because the predicted
probabilities are used instead of the predicted class.

Thanks to transition matrix estimators based on Biquality Data, it makes all
this sub-literature of Robust Learning to Noisy Labels relevant for the Biquality
Learning framework.
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This class of algorithms is particularly efficient in correcting untrusted datasets
with complex class-dependent noise. However, there is room for more efficient
transition matrix estimators with instance-dependent label noise [201, 27] to make
Biquality Learning algorithms that are truly uninformed of the corruption model.

2.4.2 . Radon-Nikodym Derivative

In the Empirical Risk Minimization (ERM) framework, when learning a classifier
f : X 7→ Y, we seek to minimize its risk R(f ) given a loss function L : Y2 7→ R:

R(f ) = E[L(f (X); Y )] =

Z
L(f (X); Y ) dP(X; Y )

However, when the true labels Y cannot be observed because of weaknesses of
supervision, we can rewrite given the observed labels Ỹ :

R(f ) =

Z
dP(X; Y )
dP(X; Ỹ )

L(f (X); Ỹ ) dP(X; Ỹ )

Thus, in order to minimize the true risk of the classifier on true but unob-
served labels, we need to reweight the loss function on the observed labels by
P(X; Y )=P(X; Ỹ ). This measure is called the Radon-Nikodym Derivative (RND)
[131] of P(X; Y ) with respect to P(X; Ỹ ).

This reweighting scheme has particularly inspired the literature of covariate
shift [65, 167], and many algorithms have been implemented to estimate the RND,
regrouped in an umbrella named Density Ratio Estimators [169].

Nevertheless, the assumptions about the distribution difference between the ob-
served and the unobserved data are different in the two fields, as cited in the previ-
ous Section. Indeed, in covariate shift, the ratio we seek to estimate is P(X)=P(X̃)

meanwhile, in Biquality Learning it is P(Y |X)=P(Ỹ |X).
One solution is to rewrite the ratio using the Bayes Formula to highlight a ratio

between the distribution of features :

P(Y |X)

P(Ỹ |X)
=

P(X|Y )P(Y )
P(X|Ỹ )P(Ỹ )

This approach has been followed in [49], where they proposed an algorithm we
called K-DensityRatio (KDR), which is a particular instance of the KDA algorithm
we proposed in subsection 2.3.2. Especially, they correct the feature distribution
by reweighting samples by ˛ thanks to a density ratio estimator e ∈ E.

In [49] Kernel Mean Matching (KMM) [83, 65] has been used as the Density
Ratio algorithm, e, to handle covariate shift.

Another solution to estimate the RND is to use Transition Matrices T [111,
186]:

P(Y |X)

P(Ỹ |X)
=

P(Y |X)

Tt(X) · P(Y |X)
≈ T−1(X) · P(Ỹ |X)

P(Ỹ |X)
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Algorithm 2: K-DensityRatio (KDR)
Input: Trusted Dataset DT , Untrusted Dataset DU , Density RatioEstimator Family E , Probabilistic Classifier Family F

1 for k ∈ [[1; K]] do
2 Let DkT = {∀(x; y) ∈ DT | y = k}
3 Let DkU = {∀(x; y) ∈ DU | y = k}
4 Learn ek ∈ E on DkT and DkU
5 for (xi ; yi ) ∈ DU do
6 ˆ̨(xi ; yi ) = eyi (xi )

|Dyi
T |

|Dyi
U |

7 for (xi ; yi ) ∈ DT do
8 ˆ̨(xi ; yi ) = 1

9 Learn f ∈ F on DT ∪DU with weights ˆ̨

Output: f

However, this solution requires inverting the estimated Transition Matrix, which
has yet to be investigated to the scope of instance-dependent corruptions and has
shown to have subpar performances compared to an algorithm that does not require
to invert it [139].

As with other reweighting algorithms, this class of approaches can be pretty
efficient on instance-dependent corruptions. Nonetheless, reweighting samples is
the less flexible approach to deal with corrupted samples, as the only two outcomes
are keeping or amplifying the sample (affecting a weight of 1, or amplifying it with
a weight > 1) and discarding (affecting a weight of 0). It is fundamentally unable
to correct the sample and can struggle with label noise that flips class label.

In Chapter 4, we will expand the scope of this class of algorithms to distribution
shifts when the ratio of interest is P(X; Y )=P(X; Ỹ ).

2.4.3 . Auxiliary Data Sources

Learning with Auxiliary Data Sources has been introduced in [194] to train
machine learning models with a second auxiliary source of data drawn from a
different distribution than the primary data source. It combines the training on the
two sources by minimizing an objective function J, which combines the expected
loss on the two sources D1 and D2 with a parameter ‚:

J(f ) = ED1 [L(f (X); Y )] + ‚ED2 [L(f (X); Y )]

Typically, the ‚ parameter is optimized with cross-validation to maximize the
risk of f , R(f ), on the primary source.

In the case of Biquality Learning, the untrusted dataset or auxiliary source,
could be detrimental to the optimization procedure of the objective function. It has
been proposed to change the loss used on the untrusted dataset to a combination
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of a robust loss to label noise and a semi-supervised loss [76]. The drawback of
the proposed approach is that it introduces another hyperparameter to balance the
Robust Learning to Label noise loss and the Semi-Supervised loss.

2.4.4 . Small Loss Samples

When training loss-based models, such as neural networks, on label noise, it
can be helpful to use the loss value of a training example to determine whether its
label is noisy. Research has shown that deep neural networks can learn general and
high-level patterns from the data before being affected by overfitting, mainly when
label noise is present [5, 103]. However, when noisy examples are encountered later
on in the training process, they are often associated with a high loss value and can
have a significant impact on the training procedure [209]. To address this, one
approach is to prioritize small loss and easy examples in the early stages of training
and save high loss and difficult examples for later. This approach is known as
Curriculum Learning and is achieved by using heuristic-based schemes [9]. Theses
schemes are based on sample reweighting with a factor ˛ which usually depends
on the loss value of the sample and the fraction of the training procedure.

Self Paced Learning (SPL) [98] is an example of such algorithm, where all
samples with a model f loss L below a given threshold – are defined as easy. This
threshold grows linearly with the number of iterations t of the learning procedure
by a factor —.

˛SPL(xi ; yi ; t) = 1(L(yi ; f (xi )) < –t)

–t+1 = –t ∗ —
(2.3)

Other approaches such as Hard Negative Mining (HNM) [50] have taken the
complete opposite direction and have been found to be empirically efficient.

˛HNM(xi ; yi ; t) = 1(L(yi ; f (xi )) > –t)

–t+1 =
–t
—

(2.4)

Many more algorithms exist with hand-designed curricula, such as Focal Loss
[106] or Linear Weighting [87]. The main issue with these methods is that the
curriculum is hand designed. Sometimes the prior and bias of designers do not
apply well to a given dataset, and practitioners need to try many schemes before
finding the right fitting one.

Designing an algorithm that learns a curriculum from the data would be much
more versatile and efficient. MentorNet [88] proposes a modern take on curriculum
learning and design such an algorithm that learns a curriculum from Biquality
Data instead of hand designing it. MentorNet is composed of a student and a
teacher model. The student learns from the examples chosen by the teacher. The
teacher learns to pick an example from the data, the label, and the loss of the
student. Both learn iteratively, one after the other. The teacher network is trained

35



by learning to predict which samples are trusted or untrusted from the features
described previously. Then the student learns from the untrusted data thanks to
the curriculum provided by the teacher.
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Figure 2.2: Mentor Net Architecture from [88]

2.4.5 . Meta Learning
Meta-Learning is the learning to learn field of Machine Learning [81]. It consists

of an inner or base learning algorithm that seeks to solve a given task and an outer
or meta-learning algorithm that updates the inner learning algorithm such that the
model it learns improves an outer objective. Meta-Learning can be viewed as a
Bi-Level Optimization [165] where one optimization contains another optimization
as a constraint [54, 163]:

!∗ = argmin
!

Louter („∗(!); !;Douter) (2.5)
s.t. „∗(!) = argmin

„
Linner („; !;Dinner) (2.6)

where „ represents the parameters of the inner model and ! represents the
meta-knowledge.

Meta-Learning approaches, especially from the view of Bi-Level Optimization,
particularly fit the needs of Biquality Learning, especially through the framework
of Section 2.2. In the Biquality Learning framework, we seek to learn a mapping
function g which optimizes the outer performance of our model f learned on the
inner mapped untrusted dataset.

Thanks to this observation, a myriad of Meta-Learning approaches for Biquality
Learning has been designed. Most notably, approaches that seek to learn what we
described in the previous Sections of this state-of-the-art instead of hand-designing
estimators.

For example, approaches have been designed to learn Transition Matrices as
if they were model parameters thanks to a Bi-Level optimization [162], sample
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weights have been learned as embeddings of size 1 with Meta-Learning [149, 107],
or curriculums have been learned from the data instead of hand designing them
[161]. More specifically, people have learned such mapping function g that are
able to correct labels of untrusted samples, such that the performance of f on
the trusted task is optimized. For example, Meta Label Correction (MLC) [218]
proposed to model g as a neural network that takes the input features or embed-
dings of samples and their untrusted labels and output a corrected label. Other
approaches have tried to reuse efficient ideas from the Robust Learning to La-
bel noise literature and modified the hand-crafted solutions to learned algorithms
thanks to Meta-Learning with great success [195, 222, 171]

A considerable drawback of such approaches is the complexity of training
them. Usually, these algorithms are trained with the Model Agnostic Meta Learn-
ing (MAML) framework [51], which is known to be computationally and memory
intensive as it requires storing multiple iterations of the base models and going
through it multiple times for each training iteration. Moreover, the MAML frame-
work only works on base model and meta knowledge that are differentiable, which
does not allow the use of the most famous shallow classifiers.

Though they are not trained precisely in the same manner as the previously cited
algorithms, MentorNet [89] can also be considered a Meta-Learning algorithm, as
it uses alternative optimizations.

2.4.6 . Table of methods

The Table 2.2 summarizes this State-of-the-Art Section that lists all known
Biquality Learning algorithms with some additional details. The column Fam-
ily corresponds to what kind of correction the algorithm makes to the untrusted
dataset by referring to the three proposed methods earlier in the Chapter (Section
2.2). The CAR (Completely at Random), AR (At Random), and NAR (Not at
Random) tell which corruption model the algorithm is capable of handling. Finally
the Table is split into three parts, the first part list classifier-agnostic approaches,
the second part is dedicated to Neural Networks only algorithms and the third part
is for Meta-Learning approaches using the Bi-Level Optimization Framework.

From this Table 2.2, we can observe that, lately, the community has been
focused on designing more clever and complex algorithms based on Meta-Learning
and the Bi-Optimization Framework. The resulting algorithms are quite efficient on
a vast number of tasks but are restrained to a class of machine learning algorithms
that is capable of being trained with Meta-Learning (based on TensorFlow [1] or
Pytorch [138]).

Moreover, we can observe that we did not find approaches that tried to model
the mapping function g to move samples to the correct feature point. Making
more connections between the Domain Adaptation and Biquality Learning literature
could be an interesting new research path.
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Algorithms Family CAR AR NAR
Agn

ost
ic Backward [124, 139] (with GLC [79]) Reweighting (3) X X ×Plugin [213] (with GLC [79]) Correction at Prediction (?) X X ×IR [111, 186] (with GLC [79]) Reweighting (3) X X ×DIW [49] Reweighting (3) X X X

DN
N Forward [139] (with GLC [79]) Loss Correction (?) X X ×Mixmixup [76] Robust Loss (?) X × ×MentorNet [88] Reweighting (3) X X X

Me
ta-L

ear
nin

g MW-Net [161] Reweighting (3) X X ×L2RW [149] (SOSELETO [107]) Reweighting (3) X × XMLC [218] Correcting (1) X X ×MSLC [195] Correcting (1) X X ×L2B [222] Correcting (1) X X XWarPI [171] Correcting (1) X X X

Table 2.2: Table of Biquality Learning State-of-the-Art.

2.5 . Biquality Datasets

A Natural Biquality Dataset consists of two datasets, one with correctly la-
beled samples for a supervised classification task that can be the trusted dataset
and another with corrupted labels that can be the untrusted dataset. There are
three well-known Biquality Datasets up to this date that are publicly available to
benchmark Biquality Learning algorithms. They are all datasets for Image Classifi-
cation with web-scrapped images. As these datasets are huge, containing up to a
million images, it was impossible to label all of them correctly. The labels assigned
to each image correspond to the query made to the search engine. Yet, for all three
datasets, a small part of the dataset has been cleanly annotated, constituting a
trusted dataset.

The most widely known of them is called Clothing1M [199]. This dataset of
web-crawled clothing images from several online shopping websites comprises 1M
untrusted samples, and 14K trusted samples with an approximate noise rate of
38:5%.

The WebVision [104] dataset is another dataset that contains 2.4M untrusted
images crawled from Flickr and Google with 50K trusted images classified in 1000
classes and an approximate noise rate of 18%.

Food-101N [101] is an image dataset containing about 310K untrusted images
of food recipes classified in 101 classes along 5K trusted labels with a noise rate
of 20%. It is a bigger version of the Food-101 [13] dataset with way more noisy
images and a trusted dataset.

In addition to these three datasets, two datasets have been recently published,
CIFAR-10N and CIFAR-100N [189] which are noisy versions of the same usual
CIFAR-10 and CIFAR-100 datasets. For these two datasets, the usual clean version
of the label is available in addition to a label annotated by a human using Amazon
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Dataset |DT | |DU | q̂ |Y|Clothing1M [199] 14K 1M 0.6 14Food-101N [101] 5K 310K 0.8 101WebVision [104] 50K 2.4M 0.8 1000
Table 2.3: Natural Biquality Datasets used for the evaluation. Columns: numberof trusted examples (|DT |), number of untrusted examples (|DU |), estimation of un-trusted quality (q̂), and number of classes (|Y|).

Mechanical Turk. Thus these datasets can be randomly split into a trusted and
untrusted dataset, with the trusted dataset getting labels from the clean CIFAR-10
and CIFAR-100 datasets and the untrusted dataset getting the label from CIFAR-
10N and CIFAR-100N.

2.6 . Simulated Deficiencies

If natural Biquality datasets are a good way to benchmark Biquality Learning
algorithms’ efficiency in the real world, they are limited for two reasons. First,
there is yet to be a sufficient amount of Biquality datasets to significantly compare
two algorithms to decide which one performs statically better thanks to statistical
tests. Second, the quality and ratio of trusted data are set in advance because of
their nature, and it is harder to understand when a Biquality Learning algorithm
performs better than another. That is why simulating artificial deficiencies in usual
classification datasets is useful when evaluating Biquality Learning algorithms.

To create a Biquality dataset from a public classification dataset supposedly
clean, the first part consist in splitting the dataset into two parts using a strat-
ified random draw, where p is the percentage for the trusted part. Then, the
trusted dataset is left untouched, whereas corrupted labels are simulated in the
untrusted dataset using different techniques. Usually, these various corruptions
will be parametrized by a corruption strength.

2.6.1 . Label Noise
Label noise is a great way to corrupt samples in a practical, easy-to-understand,

and reproducible manner.
As stated earlier in this Section, label noise models can be represented thanks

to their transition matrices T, which represents the probability of seeing a noisy
label Ỹ given the true label Y and the features X:

∀(i ; j) ∈ [[1; K]]2; ∀x ∈ X ;Ti ;j(x) = P(Ỹ = j |Y = i ; X = x)

In order to more easily define label noise patterns with a measurable strength,
the transition matrix is usually split into a convex combination of two matrices:
the identity matrix I and a corruption matrix C which is row stochastic, with a
factor ȷ : X 7→ [0; 1]:

∀x ∈ X ;T(x) = (1− ȷ(x)) IK + ȷ(x)C
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The factor ȷ defines the overall corruption strength of the synthetic label noise,
which locally can depend on the feature values. In particular if ȷ(x) = 0, then
T(x) = IK and no noise is generated, whereas if ȷ(x) = 1, then T(x) = C and
generated labels are completely noisy. The overall corruption strength is defined
by q = 1−

R
X ȷ.

One of the commonly used corruption matrices is the uniform matrix:

C =
1

K
JK

The uniform matrix is the matrix of ones normalized by the number of classes K
[111, 139]. When a sample is corrupted, it gets assigned a value sampled randomly
from the set of all possible labels. At ȷ constant, the uniform matrix leads to a
Completely At Random corruption as the noisy label is independent of the class
value (C is column stochastic).

Another widely used corruption matrix is the background matrix:

C = E∗J

The background matrix is a matrix of zeros with a column J ∈ [[1; K]] filled with
ones [149]. When a sample is corrupted, the label J is automatically assigned. At
ȷ constant, the background matrix leads to a At Random corruption as samples
already labeled J cannot be corrupted (C is not column stochastic).

Finally, another used corruption matrix is the flip matrix:

C = PK

The flip matrix is a permutation matrix with exactly one entry of 1 in each row and
each column and 0s elsewhere [161]. When a sample is corrupted, it gets assigned
automatically to the associated noisy label of its clean class. The flip matrix
obviously leads to a class-dependent or At Random corruption at ȷ constant.

The factor ȷ : X 7→ [0; 1] will tell if the generated label noise is instance-
dependant. If not constant, it could be designed using classifier uncertainty or
even the density of the feature distribution [197].

2.6.2 . Weak Labels
Using weak labels to corrupt a dataset can be useful for simulating the scenario

of label noise that may arise from using a less accurate classification system. In
real-world applications, it is common for labels to be provided by sources that
are not 100% accurate, for example, scraping image labels from surrounding text
on web pages. These labels may still provide valuable information but may also
introduce noise into the dataset if not corrected.

In practice, weak labels can be generated by training a classifier on the un-
trusted dataset and using its predictions to relabel untrusted samples. To vary
the corruption strength, the classifier can be trained on a restricted train dataset
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instead of the entire untrusted dataset. Finally, instead of assigning to untrusted
samples the predicted label by the classifier, one can sample a label from the
distribution of the predicted probabilities of the classifier [79].

2.6.3 . Data Poisoning
Data Poisoning are inputs to a machine learning model that have been specifi-

cally crafted to cause the model to make a mistake. These inputs are typically very
similar to valid inputs but have small, carefully chosen perturbations that cause
the model to misclassify them. Data Poisoning would be the most potent way to
corrupt the untrusted dataset synthetically [216, 198].

2.7 . Evaluation of Biquality Learning Algorithms

In order to assess the efficiency of Biquality Learning algorithms, we have to
be careful on two points. First, we need to check that the proposed methods verify
some required behaviors that are listed under the form of baselines in the following
Subsection. Then we will need to define what makes a Biquality Learning better
than another.

2.7.1 . Baselines
We propose the three following baselines that Biquality Learning algorithms

need to beat:

• Trusted Only : The final classifier f obtained with our algorithm should be
better than a classifier fT that learned only from the trusted dataset, insofar
as untrusted data bring useful information about the trusted concept. At
least, f should not be worse than using only trusted data.

• No Correction: The final classifier f should be better than a classifier fNC
learned from both trusted and untrusted datasets without correction. A bi-
quality learning algorithm should leverage the information provided by having
two distinct datasets. Meaning the ability to efficiently correct low-quality
untrusted datasets and not get degraded by high-quality untrusted datasets
(negative transfer) [105].

• Semi-Supervised : The final classifier f should be better than a classifier fST
learned from both trusted and untrusted datasets, using a semi-supervised
approach by discarding untrusted labels. A biquality learning algorithm
should leverage the information provided by the untrusted labels.

2.7.2 . What Makes an Efficient Biquality Learning Algorithm ?
Telling if a Biquality Learning algorithm is efficient is not a straightforward

task. Indeed, in usual supervised learning, we can compare the test accuracy of
two models coming from different training algorithms and test which accuracy is the
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highest. However, if we do that we could get only a partial response for Biquality
Learning algorithms. For example, when willing to compare the Untrusted Only
and Trusted Only on a biquality dataset, if the quality of the untrusted dataset
is high, the Untrusted Only baseline will win because of the number of untrusted
samples, and if the quality is low, the Trusted Only baseline will win. We thus
need to look at two metrics:

• The average accuracy over all tested qualities to assess the bias of the
algorithm, meaning the intrinsic efficiency to leverage biquality data.

• The standard deviation of the accuracy over all tested qualities to asses the
variance of the algorithm, meaning its robustness to different qualities.

The same reasoning can be applied to the ratio of trusted data.
That is why using synthetic corruptions is important for assessing the efficiency

of Biquality Learning algorithms, as they allow the complete control of both the
ratio of trusted data and the quality of untrusted labels. It is thus important to
report each metrics for every tested p and q when comparing two competitors.
Yet, it is still important to report the global metric for the sake of ranking multiple
approaches.

To do so, the literature usually uses the error curve where the accuracy of the
classifier is plotted against different corruption strength.

Noise level0

25

50

75

100

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Meta-WN GLC MLC (K=1) MLC (K=5) MLC (K=10)

Figure 2.3: Example of on Error Curve plotting the accuracy w.r.t to noise level onuniform label noise on CIFAR10 from [218]
This plot allows us to see both the mean performance of the algorithm and

it’s variation when the corruption strength grow. Then, the curve is summarized
thanks to the area under the curve to have an overall performance of the Biquality
Learning algorithm. Finally, these experiments are conducted multiple times with
different ratio of trusted data and are aggregated in a table. Still, this way to
compare two competitors seems to lack statistical significance and does not tell
on which configurations of p and q one competitor is beating another. It seems
that the literature is lacking a true statistical testing approach to compare two

42



Biquality Learning Algorithms. We will propose in Chapter 3 and 4 a rigorous
approach based on the Wilcoxon signed-rank test [191] for this problem.

2.8 . SotA Limits for Orange

From what has been presented in this Chapter, we can see some of the limits
of the actual state-of-the-art of Biquality Learning for Orange.

Most notably, the community has been focused on designing more clever and
complex algorithms based on Deep Neural Networks. Yet, classic shallow machine
learning models (such as those implemented in Scikit-Learn [140]) are still the
better approach for tabular classification tasks [67], which are of interest to Orange,
a company disposing of many of such datasets. The field needs algorithms that
are genuinely classifier agnostic.

Moreover, all existing Biquality Datasets are restricted to image classification.
Yet again, one of the problems of datasets for image classification is to encourage
the use of Deep Neural Networks as shallow classifiers under-performs on this task.
Additionally, the low number of existing Biquality Datasets could produce noisy
outcomes when using statistical tests to compare to competitors. Thus, it would
be preferable to resort to synthetic corruptions on tabular classification datasets to
improve the number of comparisons between algorithms and to feed the need for
Orange better.

2.9 . Conclusion

In this Chapter, we proposed a generic formalization for the problem of Bi-
quality Learning based on a mapping function that enables us to learn the true
concept from the modified untrusted examples. We identified three ways of de-
signing the mapping function: correcting the label of untrusted examples, moving
untrusted samples in the input space, or reweighting untrusted samples. We ex-
amined the relationship between other fields of Machine Learning that focus on
utilizing additional information and Biquality Learning. We proposed a state-of-
the-art of Biquality Learning approaches organized by the intuitions used by their
authors. We then reviewed the existing Biquality Datasets in the wild and ways
to craft them synthetically. Finally, we exposed how to properly benchmark them
and understand their strength and weakness.

In Chapter 3, we will propose an algorithm for Importance Reweighting for
Biquality Learning (IRBL) and do an extensive benchmark on a vast number of
datasets and synthetic corruptions to prove the efficiency of the proposed ap-
proach.
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3.1 . Introduction

When training supervised machine learning models in real world, trusted labeled
samples might not be available in sufficient quantity. One solution is to obtain
labeled samples from worse quality and untrusted sources. Nevertheless, these
samples could have been badly corrupted and must be corrected before being used
to train a machine learning model.

In Chapter 2, we proposed the Biquality Learning framework to correct un-
trusted samples via a mapping function g from the untrusted dataset DU to the
trusted dataset DT . g should modifies the empirical risk R of a given loss function
L such that minimizing R on DU with the new objective g ◦L should be equivalent
to minimize R with the objective L on DT . This function can take several partic-
ular forms, notably the following: g(L(f (X); Y )) = g ′(Y;X)L(f (X); Y ) defined in
Equation 2.2.

In this case, the mapping function g ′ defines a reweighting scheme for the
untrusted samples such that the untrusted distribution they are sampled from is
empirically corrected to the trusted distribution. From measure theory, we know
that such a reweighting scheme always exists and is unique and is called the Radon-
Nikodym derivative (RND) [131] of PT (X; Y ) with respect to PU(X; Y ):

Theorem 3.1.1 (Radon-Nikdoym-Lebesgue theorem [153]). Let — and  two
positive ff-finite measures defined on a measurable space (X;A) with  being ab-
solutely continuous with respect to —. Then there exists a unique positive measur-
able function f defined on X such that:

∀A ∈ A; (A) =
Z
A
f d— (3.1)

Typically, machine learning datasets form measurable spaces, and probability
densities are positive finite measures on these measurable spaces. Thus the map-
ping function g ′ exists, is unique, and is the RND of PT (X; Y ) with respect to
PU(X; Y ).

As such, in this Chapter, we propose a new algorithm, IRBL, to estimate the
Radon-Nikodym derivative between the two datasets in the context of Biquality
Learning.

Section 3.2 introduces our proposed algorithm for Importance Reweighting
for Biquality Learning (IRBL). Section 3.3 describes our experimental protocol to
evaluate Biquality Learning algorithms. Section 3.4 is dedicated to an extensive
benchmark of the proposed algorithm against state-of-the-art biquality learning al-
gorithms. Experiments are conducted on a vast number of datasets under different
and complex corruptions models, such as instance dependent label noise. Then,
Sections 3.5 and 3.6.1 will open two discussions about the methodology and the
efficiency of the proposed algorithm IRBL. Section 3.5 will study the impact of the
calibration of the classifiers used for IRBL (readers will understand why in Section
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3.2). Next, Section 3.6 studies the impact of the expressiveness (i.e VC dimen-
sion [180]) of classifiers and its capacity to improve with a growing training set
on IRBL. Finally, Section 3.7 will extend experiments of Section 3.4 to multi-class
classification datasets with class-dependent label noise.

3.2 . A new Importance Reweighting approach for Biquality
Learning

Inspired by the importance reweighting trick from the covariate shift literature
[112], we use the Radon-Nikodym Derivative (RND) [131] of PT (X; Y ) with respect
to PU(X; Y ) which is dPT (X;Y )

dPU(X;Y )
as a reweighting scheme for the untrusted dataset.

Equation 3.2 shows that minimizing the reweighted empirical risk by the RND on
the untrusted data is equivalent to minimizing the empirical risk on trusted data.

R(X;Y )∼T;L(f ) = E(X;Y )∼T [L(f (X); Y )]

=

Z
L(f (X); Y ) dPT (X; Y )

=

Z
dPT (X; Y )
dPU(X; Y )

L(f (X); Y ) dPU(X; Y )

= E(X;Y )∼U [
PT (X; Y )
PU(X; Y )

L(f (X); Y )]

= E(X;Y )∼U [˛ L(f (X); Y )]

= R(X;Y )∼U;˛L(f )

(3.2)

By using Biquality Learning hypothesis, we can simplify ˛ using the Bayes
Formula. Indeed, it assumes that the distribution of the features P(X) between
the two datasets is the same (the impact of such a difference will be studied in
Chapter 4). However, the two underlying concepts PT (Y |X) and PU(Y |X) are
possibly different due to a supervision deficiency.

˛(X; Y ) =
PT (X; Y )
PU(X; Y )

=
PT (Y |X)P(X)

PU(Y |X)P(X)
=

PT (Y |X)

PU(Y |X)
(3.3)

Finally, we propose Algorithm 3 to estimate ˛:
The proposed algorithm, Importance Reweighting for Biquality Learning (IRBL),

aims to estimate ˛ from DT and DU , whatever the unknown supervision deficiency.
It consists of two successive steps. First, the vector of ratios between PT (Y |X) and
PU(Y |X) is estimated by the term

D
fT (xi )
fU(xi )

E
, using the models fT and fU , whose size

K corresponds to the number of classes. For each untrusted example, the weight
ˆ̨ is the yi -th element of this vector1 (see line 4); while ˆ̨ is fixed to 1 for the
trusted examples (see line 6). Then, the final classifier is learned from DT ∪ DU
with examples reweighted by ˆ̨.

1If fU(:) = 0, then ˆ̨ = 0 as in [112].
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Algorithm 3: Importance Reweighting for Biquality Learning(IRBL)
Input: Trusted Dataset DT , Untrusted Dataset DU , ProbabilisticClassifier Familiy F

1 Learn fU ∈ F on DU
2 Learn fT ∈ F on DT
3 for (xi ; yi ) ∈ DU do
4 ˆ̨(xi ; yi ) =

D
fT (xi )
fU(xi )

E
yi

5 for (xi ; yi ) ∈ DT do
6 ˆ̨(xi ; yi ) = 1

7 Learn f ∈ F on DT ∪DU with weights ˆ̨

Output: f

It is noted that the proposed algorithm IRBL does not require assumptions on
the nature of the untrusted dataset’s corruption nor on its level which makes the
approach truly uninformed.

Our algorithm is theoretically grounded since it is asymptotically equivalent to
minimizing the risk on the true concept using the entire data set (see proof in
Equation 3.4).

R̂D; ˆ̨L(f ) =
1

|D|
X

(xi ;yi )∈D

“
1(xi ;yi )∈DT

L(f (xi ); yi ) + 1(xi ;yi )∈DU
ˆ̨(xi ; yi )L(f (xi ); yi )

”
=

1

|D|
X

(xi ;yi )∈DT

L(f (xi ); yi ) +
1

|D|
X

(xi ;yi )∈DU

ˆ̨(xi ; yi )L(f (xi ); yi )

=
p

|DT |
X

(xi ;yi )∈DT

L(f (xi ); yi ) +
1− p
|DU |

X
(xi ;yi )∈DU

ˆ̨(xi ; yi )L(f (xi ); yi )

= pR̂DT ;L(f ) + (1− p)R̂DU ; ˆ̨L
(f )

≈ pR̂DT ;L(f ) + (1− p)R̂DT ;L(f )

≈ R̂DT ;L(f ) (3.4)
Proof in Equation 3.4 is an asymptotic result: in practice, our algorithm relies

on the quality of the estimation of PT (Y |X) and PU(Y |X) in order to be efficient.
In the biquality setting, they both could be hard to estimate because of the small
size of DT and the poor quality of DU . Furthermore choosing the right family of
classifier in terms of calibration and specification matters and is studied in Section
3.5 and Section 3.6.
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3.3 . Simulating Supervision Deficiencies

In order to evaluate and benchmark the proposed IRBL algorithm against state-
of-the-art competitors, we need to have fine-grained control over the size ratio
between the trusted and untrusted dataset and the strength of the corruption of
the untrusted dataset.

3.3.1 . Datasets
To do so, we selected a list of public datasets for classification. In Section

3.4, these datasets will be restricted to binary classification and will be extended
to multi-class classification in Section 3.7.

Moreover, in this chapter, we decided to restrict our experiments to tabular
datasets, in opposition to images or text datasets. Indeed, in industrial applications
familiar to us, such as fraud detection, Customer Relationship Management (CRM),
and churn prediction, we are mainly faced with binary classification problems. The
available data is of average size regarding the number of explanatory variables and
involves mixed variables (numerical and categorical).

The tabular datasets for binary classification are listed in Table 3.1.

Table 3.1: Binary classification datasets used for the evaluation. Columns: numberof examples (|D|), number of features (|X|), number of classes (|Y|), and ratio ofexamples from the minority class (min).
Datasets |D| |X| |Y| min

ad 3K 1558 2 0.14eeg 15K 14 2 0.45ibn_sina 21K 92 2 0.38zebra 61K 154 2 0.05musk 6K 167 2 0.15phishing 11K 30 2 0.44spam 5K 57 2 0.39ijcnn1 191K 22 2 0.10diabetes 768 8 2 0.35credit-g 1K 20 2 0.30hiva 43K 1617 2 0.04

Datasets |D| |X| |Y| min

svmguide3 1K 22 2 0.24web 37K 123 2 0.24mushroom 8K 22 2 0.48skin-segmentation 245K 3 2 0.21mozilla4 16K 5 2 0.33electricity 45K 8 2 0.42bank-marketing 45K 16 2 0.12magic-telescope 19K 10 2 0.35phoeneme 5K 5 2 0.29poker 1M 10 2 0.50

The datasets in Table 3.1 come from different sources: UCI [42], libsvm [20],
and active learning challenge [70]. A part of these datasets comes from past chal-
lenges on active learning, where high performances with a low number of labeled
examples have proved challenging to obtain. With this choice of datasets, a large
range of the class ratio is covered with different levels of imbalance. Also, the
number of rows and columns varies significantly, with a corresponding impact on
the difficulty of the learning tasks.
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3.3.2 . Simulated Supervision Deficiencies
To obtain a trusted dataset DT and an untrusted one DU , each dataset is split

into two parts using a stratified random draw, where p is the percentage for the
trusted part. The trusted datasets are left untouched, whereas corrupted labels
are simulated in the untrusted datasets using different techniques.

This chapter will focus on label noise, although other corruptions could have
been tested such as concept drift [115] or data poisoning [155]. Label noise models
can be represented thanks to their transition matrices T , with ∀(i ; j) ∈ [[1; K]]; ∀x ∈
X ;Ti ;j(x) = P(Ỹ = j |Y = i ; X = x). The two label noise models we are going to
focus on are:

• Noisy Completely At Random (NCAR): Corrupted untrusted examples are
uniformly drawn from DU with a probability ȷ ∈ [0; 1] and are assigned
a random label that is also uniformly drawn from Y. The corresponding
transition matrix is : T = (1−ȷ)IK+ ȷ

KJK , where IK is the identity matrix,
JK is the unit matrix, and ȷ is the noise ratio. Label noise completely at
random is both instance independent, as T does not depend on x , and class
independent, as T is column stochastic.

• Noisy Not At Random (NNAR): Corrupted untrusted examples are drawn
from DU with a probability measure ȷ : X 7→ [0; 1] that depends on the
instance value and are assigned a random label that is also uniformly drawn
from Y. The corresponding transition matrix is : ∀x ∈ X ;T(x) = (1 −
ȷ(x))IK + ȷ(x)

K JK , where IK is the identity matrix, JK is the unit matrix,
and ȷ is the noise probability function. This model of label noise not at
random is still class independent but not instance independent anymore.

As an instance of the ȷ function for NNAR, we propose to use the uncertainty
function from the Active Learning literature [158]. Uncertainty functions are used
in sampling processes to get annotations from a human for samples in which the
trained model has the least confidence. Several examples of such functions are the
uncertainty, margin, or the entropy function.

We propose to use such functions as our noise probability function because we
want to model label noise from human error, where annotators would be more likely
to make an error when annotating a sample for which they are uncertain of their true
label. As such, we will use the uncertainty function in the following experiments:
ȷ(x) = 1 − maxy∈Y P(Y = y |X = x). To model the human annotator, or the
distribution P(Y |X), we will preemptively learn a model f on the whole dataset D
unmodified.

However, by using directly the noise probability function ȷ(x), we cannot con-
trol the average noise probability or noise ratio of the untrusted dataset. Thus in
these experiments, we are going to use ȷ(x)„ as the probability function with „
being optimized such that E[ȷ(X)„] = 1 − q. Similarly in the NCAR case with
ȷ(x) = ȷ, we have ȷ = 1− q.
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Figure 3.1: Artificial dataset perturbed by different label noises, NCAR (uniform), andNNAR (uncertainty) with decreasing quality (1 to 0:2).

Figure 3.1 illustrates the proposed noise model. This figure represents an arti-
ficial dataset composed of three blobs, each corresponding to one of three classes
illustrated with different colors. Each column corresponds to a different quality q,
and each row corresponds to a different noise model: the first line is NCAR, and
the second line is NNAR. On the second line were added decision boundaries of
One Versus Rest linear classifiers denoted by colored lines (corresponding to the
"one" class).

From Figure 3.1, we can see the effect of using ȷ(x) instead of a constant ȷ by
looking at the differences between the first and the second line. In the second line,
samples closest to the decision boundaries have a way higher chance of getting
corrupted, making the center of each Figure noisier.

3.4 . Experiments

The experiments aim to answer the two following questions:

1. Is our algorithm properly designed?

2. Does it perform well?

We will answer these two questions by empirically evaluating the quality of our
reweighting scheme and then comparing the proposed algorithm IRBL against the
state-of-the-art.
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3.4.1 . Quality of the Reweighting Scheme

At first, an example dataset is used as cherry-picking to graphically showcase
the proposed algorithm’s performances and properties. The ad dataset from Table
3.1 is used with a ratio of trusted data p = 0:1 corresponding to 10% of trusted
data.

To see if the proposed reweighing scheme works properly, Figure 3.2 shows the
histogram of the weights assigned to each untrusted example, either corrupted or
not, when quality q = 0:5 with NCAR.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0

100

200

300

400

500

600

700

800 clean
corrupted

Figure 3.2: Histogram of the ˛ values on AD for p = 0:1 and q = 0:5 for NCAR for theclean and corrupted untrusted examples.

Two densities are displayed in Figure 3.2 in the form of histograms. The first
one is the distribution of the estimated ˆ̨ of clean untrusted samples (samples with
label unmodified by NCAR), and the second one is the distribution of the estimated
ˆ̨ of corrupted untrusted samples (samples with label modified by NCAR).

The density of ˆ̨ for the corrupted samples is nearly unimodal and close to 0.
On the other hand, the ˆ̨ distribution stays around 1 as the assigned weights for
the trusted samples.

It is clear from Figure 3.2 that our method can detect corrupted and non-
corrupted labels from the untrusted dataset.

To get a broader picture, we can extend the previous Figure 3.2 by plotting
the distribution of weights thanks to boxplots when the quality q decreases.

Figure 3.3 shows that the weight ˛ estimated for corrupted samples follows
the proper behavior, having all weights close to 0 for these samples for all qualities.
If the used classifier can adequately use these weights, the corrupted samples will
not perturb the training procedure.

On the other hand, the weight of clean samples tends to have a higher variance
when the quality decrease. This behavior could lead to clean samples being wrongly
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Figure 3.3: Boxplot the ˛ values on AD for p = 0:1 versus the quality, from q = 0 to
q = 1 for NCAR for the clean and corrupted untrusted examples..

removed from the training procedure, or could make clean untrusted samples have
more importance than trusted samples during classifier learning.

3.4.2 . Benchmark against State-of-the-art-competitors
An extensive Biquality Learning state-of-the-art have been presented already in

Chapter 2. From these extensive state-of-the art we decided to pick one uniformed
algorithm that works on Biquality Data with label noise like corruptions named the
Noise Corrected Plugin approach [213]. The specificity of this method is that it
does not imply any property of the base learner as IRBL, which makes it suited to
learn tabular classifiers on the datasets from Table 3.1. Moreover, as the following
experiments are particularly conducted on label noise corruptions, we decided to
pick an additional uniformed method from the Robust Learning to Label noise, the
Unhinged Classifier[177, 24].

• Unhinged : In recent literature, a new emphasis is put on the research of new
loss functions that are conducive to better risk minimization in the presence
of noisy labels. For example, [177, 24] show theoretically and experimentally
that when the loss function satisfies a symmetry condition, described below,
this contributes to the robustness of the classifier on label NCAR. A loss
function L is said symmetrical if

P
y∈{−1;1} L(f (x); y) = c , where c is a

constant and f (x) is the score on the class y . This loss function is used on
DT ∪DU .

• Noise Corrected Plugin Classifier : To the best of our knowledge, Noise
Corrected Plugin classifier [213] is among the best performing algorithm on
biquality data. It learns a classifier fU from the untrusted data and corrects
the predictions made by the classifier with an estimated transition matrix of
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the noise f (x) = fU(x)T−1.

In the original version, the authors used an algorithm to estimate a transition
matrix from untrusted samples only. In this benchmark, we propose to use
an algorithm from the Biquality Learning literature to find a better estimate
of the transition matrix: GLC [79]. GLC compares the predictions of the
untrusted classifier fU on the trusted dataset against the trusted labels thanks
to a soft confusion matrix to estimate the noise transition matrix.

Additionally, we added three baselines in the benchmark as a sanity check:

• Trusted Only : The final classifier f obtained with our algorithm should be
better than a classifier fT that learned only from the trusted dataset, insofar
as untrusted data bring useful information about the trusted concept. At
least, f should not be worse than using only trusted data.

• No Correction: The final classifier f should be better than a classifier fNC
learned from both trusted and untrusted datasets without correction. A bi-
quality learning algorithm should leverage the information provided by having
two distinct datasets.

• Self Training : The final classifier f should be better than a classifier fST
learned from both trusted and untrusted datasets, using a semi-supervised
approach by discarding untrusted labels. A biquality learning algorithm
should leverage the information provided by the untrusted labels.

The Self-Training semi-supervised classifier works by iteratively learning a
classifier on available labeled data and labeling unlabeled data with the
predictions of the learned classifier. In practice, only the high-confidence
predictions are kept, and a new iteration is made on the newly labeled
samples until it reaches convergence.

To evaluate the competitors’ performance, we use the same probabilistic classi-
fier family, Logistic Regression from Scikit-Learn [140] optimized with the L-BFGS
optimizer [110] and L2 Regularization.

First of all, the choice of classifiers was guided by the idea of comparing al-
gorithms for biquality learning rather than searching for the best classifiers. This
choice was also guided by the nature of the datasets used in the experiments (see
section 3.1).

LR is known to be limited, in the sense of the Vapnik-Chervonenkis (VC)
dimension [180] since it can only learn linear separations of the input space X ,
which could underfit the conditional probabilities P(Y |X) on DT and DU and lead
to bad ˛ estimations. Nevertheless, if met, this impediment will equally affect
all the compared algorithms. Section 3.6.1 will test classifiers with varying VC
dimensions.
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To obtain reliable estimations of conditional probabilities P(Y |X), the outputs
of all classifiers have been calibrated thanks to Isotonic Regression provided by
scikit-learn [140].

Finally, accuracy is the metric used to quantify their efficiency on the classifi-
cation tasks.

3.4.3 . Results

For a first global comparison, two critical diagrams are presented in Figures 3.4
and 3.5, which rank the different methods for the NCAR and NNAR label noise.
The Nemenyi test [125] is used to rank the different approaches in terms of mean
accuracy, calculated for all values of p and q and over all the 20 datasets described
in Section 3.1 and is used at 95 % level of confidence. The Nemenyi test consists
of two successive steps. First, the Friedman test is applied to the mean accuracy of
competing approaches to determining whether their overall performance is similar.
Second, if not, the post-hoc test is applied to determine groups of approaches
whose overall performance is significantly different from that of the other groups.
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Figure 3.4: Nemenyi test for the 20 binary classification datasets ∀p; q for NCAR.
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Figure 3.5: Nemenyi test for the 20 binary classification datasets ∀p; q for NNAR.

The figures 3.4 and 3.5 show that the IRBL method is ranked first for the two
kinds of label noise and performs better than the other competitors. Table 3.2
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gives a more detailed perspective by reporting the mean accuracy for each trusted
ratio p and corruptions.

The standard deviation reported in the table is the standard deviation of the
accuracy of the competitor over all the quality values q. A lower standard deviation
means that the competitor will always have the same performance, whatever the
quality of the untrusted dataset.

p IRBL No Correction Plugin Self Training Trusted Only Unhinged
(2)

0.02 82.96 ± 0.54 80.36 ± 7.75 77.51 ± 8.53 82.58 ± 0.0 82.71 ± 0.0 70.12 ± 3.720.05 83.24 ± 0.44 81.59 ± 4.96 77.36 ± 8.64 83.00 ± 0.0 83.16 ± 0.0 70.99 ± 2.560.10 83.67 ± 0.35 82.28 ± 3.26 76.89 ± 9.38 83.32 ± 0.0 83.41 ± 0.0 70.80 ± 1.940.25 84.08 ± 0.21 83.46 ± 1.44 77.07 ± 8.42 83.74 ± 0.0 83.95 ± 0.0 71.09 ± 0.80
(1)

0.02 82.93 ± 0.52 80.01 ± 7.77 77.36 ± 8.80 82.58 ± 0.0 82.71 ± 0.0 70.58 ± 3.460.05 83.39 ± 0.48 81.28 ± 4.85 77.16 ± 8.80 83.00 ± 0.0 83.16 ± 0.0 71.18 ± 2.120.10 83.71 ± 0.39 81.95 ± 3.32 76.77 ± 9.80 83.32 ± 0.0 83.41 ± 0.0 71.12 ± 1.590.25 84.16 ± 0.23 83.23 ± 1.45 76.97 ± 8.59 83.74 ± 0.0 83.95 ± 0.0 71.43 ± 0.47Mean 83.56 ± 0.46 78.85 ± 6.27 78.47 ± 6.85 83.16 ± 0.0 83.31 ± 0.0 69.55 ± 2.89
Table 3.2:Mean Accuracy (rescaled score to be from0 to 100) and standard deviationcomputed on the 20 binary classification datasets ∀q for (1) NCAR and (2) NNAR.

These values are computed for different values of p over all qualities q and all
datasets. This table also helps to see how far the methods are compared to perfect
total training data. Overall, IRBL obtains the best results with lower variability.

To have more refined results, the Wilcoxon signed-rank test [191] is used with
a confidence level at 95 % to find out under which conditions – i.e., by varying the
values of p and q – IRBL performs better or worse than the competitors.

Figure 3.6 presents eight graphics where each one represents the Wilcoxon test
evaluating our approach against a competitor, based on the mean accuracy over
the 20 datasets. The two types of label noise (see Section 2.6) correspond to the
columns in Figure 3.6, and a wide range of q and p values are considered.

Thanks to these graphs, we can compare our method (IRBL) in more detail
with the competitors. Concerning the No Correction method, Figures 3.6a and
3.6b indicate progressive results versus the couple value of (p; q). For low-quality
values, whatever the value of p, IRBL is significantly better. For intermediate
values of quality, there is no winner. For high-quality values and low values of p,
the No Correction method is significantly better (this result seems to be observed
in [79] as well). This result is not surprising since the No Correction baseline is
equivalent to learning with perfect labels at high-quality value.

Regarding the competitors Unhinged and Plugin, Figures 3.6c, 3.6e, 3.6d and
3.6f show that IRBL is always better or indistinguishable to them. IRBL performs
well regardless of the type of noise. This significant result allows us to deal not only
with NCAR noise but also with instance dependent label noise (NNAR). Plugin has
ties with IRBL when the quality is high, whatever the label noise, which is also an
interesting result. The proposed method has been tested on a large variety and
strength of label corruption. In each case, IRBL exhibits competitive results, and
thus IRBL can be safely used in applications where biquality learning is needed.
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(d) IRBL vs Unhinged for NNAR
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(f) IRBL vs Plugin for NNAR

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
q

0.02

0.05

0.1

0.25

p

(g) IRBL vs Trusted Only for NCAR
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(h) IRBL vs Trusted Only for NNAR
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(i) IRBL vs Self Training for NCAR
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Figure 3.6: Results of the Wilcoxon signed rank test computed on the 20 datasets.Each Figure compares IRBL versus one of the competitors. In each figure “◦”, “·” and“•” indicate respectively a win, a tie or a loss of the first competitor compared to thesecond competitor. The vertical axis is p and the horizontal axis is q.

3.5 . On the Calibration of Classifiers
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The proposed Algorithm 3, IRBL, estimates the Radon-Nikodym derivative
(RND) between the trusted and the untrusted concepts by relying on classifiers
(see line 4 of Algorithm 3). The capacity of a classifier to estimate the posterior
probability of a sample belonging to a given class refers to the calibration of the
classifier. Intuitively, the classifier is said to be well-calibrated if the number of
samples attributed to the positive class with a predicted probability p to be is
equal to a fraction p of the members of the positive class [40].

In particular, most classifiers have the option to have as output a probability
estimate of a given target class y conditional on the feature vector x denoted
P̃(Y |X). Then, a more precise definition of being well-calibrated is given by the
estimated probability P̃ respecting the following equation:

P
“
Y = y |P̃(Y = y |X) = p

”
= p (3.5)

In other words, in a calibrated classifier, the estimated conditional probabil-
ity P̃(Y |X) is close to the one obtained with the underlying probability measure
P(Y |X). Note that a classifier can be efficient without necessarily being calibrated.

In the case of IRBL, the calibration of the two classifiers fT and fU may impact
the efficiency of the estimation of the RND, ˆ̨. In this Section, we will look at the
impact of the calibration of fT and fU on ˆ̨.

3.5.1 . Under-Confidence and Over-Confidence
If a classifier is not well-calibrated, two situations may arise:

• The classifier can be under-confident in its classification, meaning that a
predicted probability p corresponds to a smaller fraction f < p of the positive
class.

• The classifier can produce over-confident predicted probability, meaning that
a predicted probability p corresponds to a more considerable fraction f > p

of the positive class.

Having under-confident predictions means that the predicted probabilities of the
classifier tend to be centered around 0:5. This situation arises most notably with
Support Vector Machines [143]. On the other hand, over-confident predictions
mean that the classifier’s predicted probabilities will be pushed to 0 and 1. This
situation arises in many modern machine learning classifiers, especially Neural Net-
works and Gradient Boosted Trees learned with cross-entropy loss [69]. Indeed the
cross-entropy loss naturally pushes the log odds to infinity, squishing the predicted
probability distribution.

For IRBL, using under-confident or over-confident classifiers would lead to
different errors in the estimated weights:

• If fU is under-confident, the sole variability of ˆ̨ would come from fT . Indeed,
all fU predictions would be close to each other around the decision boundary.
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Thus, only fT would be decisive on ˆ̨ being able to separate noisy and clean
untrusted samples. So, the final classifier would only gain knowledge from
DT through fT missing on a lot of additional knowledge.

• If fU is over-confident, the variance of ˆ̨ would be very high, leading to
numerical instability, especially for samples where fU predictions would be
close to 0. This numerical instability could worsen the efficiency of the final
classifier.

3.5.2 . Calibrating non-calibrated Classifiers
Calibrating classifiers is a well-studied field of machine learning [129] with

many different algorithms and metrics to correct and measure the calibration of
classifiers. It usually involves learning a monotonic function that does not modify
the outputted probability of the classifier P̃ but rectify it to better fit the underlying
probability measure P.

In this Section, we chose to use the Isotonic Regression (IR) algorithm to
calibrate classifiers [208], which is a non-parametric approach using regression with
monotonic constraints.

Naturally, practitioners would use well-calibrated classifiers when using IRBL,
the following study is akin to an ablation study of IRBL when used classifiers are
over-confident or under-confident.

3.5.3 . Simulating Poorly Calibrated Classifiers
To evaluate the impact of under-confident, over-confident, and well-calibrated

classifiers, we chose to reiterate the experiments from Section 3.4 with the same
Logistic Regression (LR) from Scikit-Learn, which is known to be well-calibrated
[46], and with two variants of this Logistic Regression.

The first variant will be called UnderConfident (UC) Logistic Regression, and
the second one OverConfident (OC) Logistic Regression. To modify the confidence
of the base Logistic Regression, we scale the predicted log odds „X by a factor
¸, with ¸ < 1 for the UC Logistic Regression and ¸ > 1 for the OC Logistic
Regression. The training procedure is unchanged.

The following calibration plots show the impact of the factor ¸ on the cali-
bration quality of the Logistic Regression and show the efficiency of the Isotonic
Regression to re-calibrate these perturbed Logistic regressions:

Figure 3.7 shows that UC Logistic Regression and OC Logistic Regression are
not well-calibrated, whereas Logistic Regression is, as the calibrated UC Logistic
Regression with Isotonic Regression.
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Figure 3.7: Calibration plots of poorly calibrated Logistic Regressions on an artificialdataset.

3.5.4 . Results
First, we can see the impact of weight estimation on a cherry-picked example:
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Figure 3.8: Normalized histograms of ˛ estimated by IRBL with differently calibratedclassifiers on ad dataset with NCAR label noise and q = 0:5

Figure 3.8 shows the density distribution of ˛ estimated by IRBL with differently
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calibrated classifiers on ad dataset with NCAR label noise and q = 0:5. We can
observe what was described in Subsection 3.5.1 where the under-confident classifier
fails to assign low weights to corrupted samples. Even though Figure 3.8 is clipped,
the over-confident classifier suffers from a heavy-tailed distribution with estimated
weights going as high as 108.

Remark. Estimating a ratio of densities is a well-known and studied problem
[167] that notably solves the issue of dividing by a probability distributionwith
values close to 0. The impact of these techniques is studied in Chapter 4.

We conducted experiments as described in Section 3.4 with three variations of
IRBL:

1. IRBL with LR (with and without calibration)

2. IRBL with UCLR (with and without calibration)

3. IRBL with OCLR (with and without calibration)

All these variations only affect the classifiers used to estimate fT and fU , the final
classifier is not modified.

We added the Trusted Only baseline with LR as the difference in calibration of
LR, UCLR and OCLR makes no impact on the prediction itself.

The results are synthesized in the following Nemenyi plot:
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Figure 3.9: Nemenyi test with variations of poorly calibrated Logistic Regressions forthe 20 datasets, ∀p; q, and for NCAR and NNAR combined.
The first result that stands out in Figure 3.9 is the difference between the

performance of IRBL with LR and with OCLR, and UCLR being as good as LR.
The over-confident classifier rank last, far from the baselines; meanwhile, the un-
modified Logistic Regression ranks first. The quality of the calibration of the
classifiers significantly impacts the performance of IRBL. Especially if the classifier
is over-confident, the estimated weights’ spread significantly deteriorates the final
classifier’s learning procedure. Nonetheless, the under-confidence of the classifier
is less impactful on the overall performance of IRBL.

Secondly, we can notice that when calibrated with Isotonic Regression, UCLR
and OCLR are close to the performance of LR for IRBL, ranking very close to
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each other. Thus IRBL can be used with poorly calibrated classifiers after proper
calibration.

In order to better understand where wrongly calibrated classifiers fail, we gen-
erated the following Wilcoxon plots:
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(b) IRBL vs UC IRBL (No Calibration) for NNAR
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(c) IRBL vs OC IRBL (No Calibration) for NCAR
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(d) IRBL vs OC IRBL (No Calibration) for NNAR
Figure 3.10: Results of the Wilcoxon signed rank test computed on the 20 datasets.Each Figure compares IRBL versus one of the poorly calibrated IRBLs. In each figure“◦”, “·” and “•” indicate respectively a win, a tie or a loss of the first competitor com-pared to the second competitor. The vertical axis is p and the horizontal axis is q.

Thanks to the Wilcoxon plots from Figure 3.10, we can better understand how
UC IRBL (No Correction) performs against IRBL. The under-confidence of the
classifier leads to an IRBL performing better on high-quality datasets and worse
on low-quality datasets. UC IRBL weights cannot correctly distinguish corrupted
and clean samples from the untrusted dataset.

Several key messages can be resumed thanks to these experimental results.
First, when using non-calibrated classifiers, regular calibration algorithms lead
to on-par performances with well-calibrated classifiers with IRBL. Then, over-
confident classifiers generate weights with high numerical values, destabilizing the
final classifier’s training procedure. This hypothesis has been confirmed in addi-
tional experiments where clipping such weights would stabilize the training proce-
dure. Finally, using under-confident weights leads to a final classifier being close
to the No Correction baseline, getting good results at high quality but crushingly
bad at low quality.
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3.6 . On the Specification of Classifiers

The reader may have noticed that the benchmark results have been aggregated
by averaging results over multiple datasets to draw significant conclusions between
multiple Biquality Learning algorithms, especially between Biquality Learning algo-
rithms and some baselines.

Indeed Biquality Learning algorithm should have some good and even necessary
properties such as :

• Being better than the Trusted Only classifier, meaning the ability to leverage
knowledge from the untrusted dataset

• Being better than the No Correction classifier, meaning the ability to ef-
ficiently correct low-quality untrusted datasets and not get degraded by
high-quality untrusted datasets (negative transfer).

• Being better than Semi-Supervised classifiers, meaning the ability to leverage
untrusted labels.

If IRBL has verified these properties in our benchmarks on average on all tested
datasets, it does not mean that it would work for all datasets.

Indeed these properties are all originating from the same underlying assump-
tions about the dataset and the classifier: adding more samples to the training
dataset will benefit the classifier in better estimating the decision boundary of the
classification task. However, this assumption might not hold in practice for some
datasets.

For example, if the classification task is too simple to the point where a clas-
sifier can learn the decision boundary with very few samples perfectly, or if the
classification task is too hard, and the classifier does not have the expressiveness
to learn the decision boundary, adding more samples (corrected untrusted samples)
will not benefit the classifier.

Thus, we will introduce two critical notions for defining such capacities. The
first notion is the suitability of the model family with the classification task (bound
to the dataset). Such notion can be empirically measure by the learning curve of a
classifier on a given dataset reflecting the capacity to improve its performance with
a growing training set. The second notion is the expressiveness of the classifier,
meaning its ability to learn complex decision boundaries and patterns. Theoret-
ically, multiple complexity measures exists to quantify the expressiveness such as
the VC dimension [180]. Empirically the number of learnable parameters is used
as a proxy, such as the number of connections in a Neural Network or the number
of iterations of a Gradient Boosting Machine.

Then we will experimentally observe how Biquality Learning algorithms, par-
ticularly IRBL, perform when the learning curve and the number of parameters
change through different datasets.
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3.6.1 . Suitability and Expressiveness of Classifiers
The learning curve is a graphical representation of how well a classifier performs

for a given classification task when increasing the number of samples available dur-
ing training. It is one measure of the suitability of the classifier to the classification
task. A flat or constant learning curve (no matter the level) is a synonym for inde-
pendence between the classifier performance and the size of the training dataset.
In practice, this is a synonym for the classification task being too easy, too hard,
or ill-defined.

Figure 3.11 represents learning curves of a Gradient Boosting Machine (GBM)
[58] learned with an increasing number of Decision Stumps [146] on the same
dataset of i :i :d: samples from a 10-dimensional Gaussian distribution, with different
labeling processes:

1. The original labeling process described in [74], where:

y =

ȷ
1 if; x · x ≥ 9:34
0 else

2. A labeling process where labels are assigned at random among the set of
classes,

3. An over-complex labeling process, where the feature space is subdivided in
multiple n-dimensional cubes, and labels are assigned at random in each
cubes with different class ratios.

The learning curves from Figure 3.11 reveal different behaviours for classifiers
belonging from the same classifier family on increasingly hard labelling processes.

The first row correspond to tasks where the classifier was able to learn the
decision boundary. Indeed the two learning curves are curved enough to see that
adding more samples to train on is beneficial to the classifier. However, they were
not beneficial on the same level in the three cases, as the difference in accuracy
between a low number and a high number of Decision Stumps is significant.

The second and third rows correspond to tasks where the classifier is unable
to learn the decision boundary, but it is for two distinct reasons. The first case
corresponds to a classification task too hard to be learned (random labels) even
by an expressive classifier (GBM with hundreds of decision stumps). However, the
second case is a learnable classification task, but the used classifier family needed
to be more expressive (single decision stump) to learn the classification task.

Hence more than the curvature of the learning curve is needed to assess if
Biquality Learning algorithms will improve the performance of a given classifier
against the previously cited baselines. We need a measurable quantity that defines
the expressiveness of the classifier.

Multiple measures exist to quantify the expressiveness of a classifier such as
the Vapnik-Chevonenkis (VC) dimension. However, such measures are often not
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Figure 3.11: Learning curves of a Gradient Boosting Machine with Decision Stumpson an artificial dataset for binary classification [74].

computable in practice and the number of learnable parameters can be a good
proxy for these measures such as the number of iterations of Gradient Boosted
Trees.

Reusing the same toy examples, we train a GBM Classifier with Decision
Stumps with a varying training size and number of iterations.
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Figure 3.12: Learning curves of GBM Classifiers with Decision Stumps on an artificialdataset for binary classification [74].
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Figure 3.12 shows two surface plots that behave fundamentally differently.
The first one is curved with higher values of accuracy when the VC dimension
and the training size increase. It represents the behavior of a well-suited classifier
family which benefits from more training samples. However, the second plot is flat,
meaning that the classification task is too hard for the classifier family. Combining
the Learning curve and the VC curve is mandatory to fully interpret how the
classifier family behaves on a given classification task.

3.6.2 . Wrongly Specified Classifiers

Specification, or the process of selecting the appropriate model and param-
eters for a machine learning problem, is a crucial step in the machine learning
process. Incorrect specification can result in the model being under-specified or
over-specified, leading to sub-optimal performance.

Under-specification, also known as bias, occurs when the model is not expres-
sive enough and unable to accurately capture the underlying relationships in the
data. This can lead to poor performance on both the training and testing data. To
avoid under-specification, it is important to select a model with enough complexity
to capture the patterns in the data, such as adding more layers to a neural network
or increasing the number of decision trees in a random forest model.

On the other hand, over-specification, also known as variance, occurs when
the model is too expressive and fits the noise in the data rather than the under-
lying patterns. This can lead to good performance on the training data but poor
performance on the testing data. To avoid over-specification, it is important to
use regularization techniques, such as adding a penalty term to the loss function or
using dropout in a neural network, to prevent the model from becoming over-fitted.

3.6.3 . Effects on IRBL

Picking a wrongly specified classifier for IRBL can be detrimental to the overall
training process, with different impacts when the model is under-specified or over-
specified: on the weight estimation, and on the final classifier.

The effect of using a sub-specified classifier family for IRBL could be two-fold.
The first big impact would be on the weight estimation. If the classifier is not
capable of learning the trusted and the untrusted decision boundary, the weights
of untrusted samples would be imprecise and the untrusted dataset will not be
corrected well enough to learn the true concept. Moreover an under-specified
classifier will not be able to leverage the additional information contained in the
reweighted untrusted samples.

To evaluate such impact, we are going to conduct the same experiments from
Section 3.4 with four alternatives tested, using all combinations of an under-
specified and over-specified classifier. The under-specified classifier will be the
Logistic Regression (linear model) described in Section 3.4, whereas the over-
specified classifier will be a GBM classifier with a thousand Decision Stumps from
Scikit-Learn [140]. It is worth mentioning calibrating the classifiers did not modify
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the results significantly and has been left out of the reported results.

3.6.4 . Results
The results of this new set of experiments is resumed in the following Figure

thanks to a critical diagram computed with the four alternatives described in the
previous Subsection.

1 2 3 4

irbl_gbm_gbm (85.6)
irbl_log_gbm (85.62) irbl_log_log (83.53)

irbl_gbm_log (83.26)

CD

Figure 3.13: Nemenyi test for the 20 binary classification datasets ∀p; q for NCARand NNAR combined. The average accuracy over all datasets, p, and q is reportedbetween parenthesis next to each methods. The methods’ name is composed ofthe name of the classifier used for weight estimation and then the name of the finalclassifier.
Figure 3.13 highlights two groups of methods where a first group of method

used the GBM classifier for the final classifier and a second group used the Logistic
Regression. This Figure reveals that the expressiveness of the classifier for the
weight estimation does not significantly change the performance of the overall
algorithm. It may showcase the robustness of IRBL to an imprecise estimation of
the weight, or a incapacity of GBM to leverage more precise weights to improve
its accuracy. However GBM is way more capable than the Logistic Regression to
leverage all the re-weighted untrusted samples to improve its performance.

Then we decided to plot the average accuracy of IRBL when the number of
GBM iterations increases. The IRBL weight estimations has been done with the
maximum number of iterations (even if it does not matter for the final accuracy).

Figure 3.14 shows that IRBL highly benefits of an increase of expressiveness
for the final classifier. Even with a thousand iterations, we were not able to
consistently make IRBL over-fit on training data as we did not observe a decrease
in test accuracy.

Finally, a more expressive classifier can leverage the additional information
contained in the newly re-weighted untrusted samples to improve the performance
of the final classifier.
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Figure 3.14: Accuracy of IRBL in function of the expressiveness of the base classifier(number of iterations of a GBM) for the 20 binary classification datasets ∀p; q forNCAR and NNAR combined.

3.7 . IRBL and Multiclass Classification

In this section, we propose to extend the experiments conducted in Section 3.4
to multi-class classification datasets.

Actually, IRBL is already capable of learning multi-class classification tasks on
Biquality Data, as the Trusted Only and No Correction baseline, and the Corrected
Plugin classifier. However, the Unhinged classifier is only capable of learning binary
classification tasks. As such, in the following section, we will refer to the Unhinged
classifier, the One versus Rest classifier [11] using Unhinged classifiers for each
binary classification task.

We decided to use the multi-class classification datasets from the same sources
as the binary ones. These datasets are listed in Table 3.3.

Table 3.3: Multi-class classification datasets used for the evaluation. Columns: num-ber of examples (|D|), number of features (|X|), number of classes (|Y|), and ratio ofexamples from the minority class (min).
Datasets |D| |X| |Y| min

ldpa 165K 7 11 0.01letter 20K 16 26 0.04pendigits 11K 16 10 0.10har 10K 561 6 0.14japanese-vowels 10K 14 9 0.08gas-drift 14K 128 6 0.12walking-activity 150K 4 22 0.01satimage 6K4 36 6 0.10shuttle 58K 9 7 0.00usps 9K2 256 10 0.08

Datasets |D| |X| |Y| min

first-ord-theorem 6K1 51 6 0.08artificial-chars 10K 7 10 0.06spoken-arabic-digit 263K 14 10 0.10isolet 7K8 617 26 0.04covertype 581K 54 7 0.00connect-4 68K 42 3 0.10dna 3K2 180 3 0.24splice 3K2 60 3 0.24mnist 70K 784 10 0.09
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We then ran the same experiments described in Section 3.4 to these multi-class
classification datasets and constructed the exact respective figures.

1 2 3 4 5 6

irbl
st

trusted_only no_correction
plugin
unhinged

CD

Figure 3.15: Nemenyi test for the 20multi-class classification datasets ∀p; q for NCAR.
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Figure 3.16: Nemenyi test for the 20 multi-class classification datasets ∀p; q forNNAR.
From Figure 3.15 and Figure 3.16, IRBL is still the best performing approach

on multi-class classification tasks.

p IRBL No Correction Plugin Self Training Trusted Only Unhinged
(1)

0.02 67.31 ± 3.09 61.58 ± 14.49 52.46 ± 17.25 65.44 ± 0.0 66.28 ± 0.0 44.78 ± 6.150.05 70.45 ± 1.80 63.30 ± 10.89 53.41 ± 17.15 69.91 ± 0.0 69.99 ± 0.0 46.18 ± 3.450.10 71.60 ± 1.29 65.03 ± 7.84 53.73 ± 17.01 71.82 ± 0.0 71.20 ± 0.0 46.82 ± 2.200.25 72.99 ± 0.71 67.72 ± 4.32 52.25 ± 18.20 73.00 ± 0.0 72.65 ± 0.0 47.52 ± 1.40
(2)

0.02 67.76 ± 2.99 61.98 ± 14.57 53.10 ± 16.89 65.44 ± 0.0 66.28 ± 0.0 45.76 ± 6.210.05 70.81 ± 1.86 63.66 ± 10.90 53.28 ± 16.99 69.91 ± 0.0 69.99 ± 0.0 47.23 ± 3.600.10 71.91 ± 1.31 65.18 ± 7.80 53.63 ± 17.01 71.82 ± 0.0 71.20 ± 0.0 48.04 ± 2.090.25 73.17 ± 0.71 67.84 ± 4.33 52.96 ± 17.27 73.00 ± 0.0 72.65 ± 0.0 48.59 ± 0.99Mean 70.87 ± 1.74 57.90 ± 13.65 54.42 ± 14.50 70.04 ± 0.0 70.03 ± 0.0 46.26 ± 3.34
Table 3.4:Mean Accuracy (rescaled score to be from0 to 100) and standard deviationcomputed on the 20 multi-class classification datasets ∀q for (1) NCAR and (2) NNAR.

Table 3.4 confirms the results from the two previous critical diagrams.
The Wilcoxon tests from Figure 3.17 exhibit the same behavior as in the binary

case.
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Figure 3.17: Results of the Wilcoxon signed rank test computed on the 20 datasets.Each Figure compares IRBL versus one of the competitors. In each figure “◦”, “·” and“•” indicate respectively a win, a tie or a loss of the first competitor compared to thesecond competitor. The vertical axis is p and the horizontal axis is q.

3.8 . Conclusion
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In this chapter, we implemented a new Importance Reweighting approach for
Biquality Learning (IRBL). Extensive experiments have shown that IRBL signifi-
cantly outperforms state-of-the-art approaches by simulating completely-at-random
and not-at-random label noise over a wide range of quality and quantity values of
untrusted data and base learners. Moreover, we studied the impact on the calibra-
tion of the classifiers and showed that using well-calibrated classifiers was key to
the efficiency of IRBL. Furthermore, we showed that the more the final classifier
is expressive and capable of learning complex decision boundaries, the more it can
benefit from the biquality learning framework and IRBL in particular. Finally, we
showed that IRBL generalizes naturally to multi-class classification tasks.

In Chapter 4, we will extend the Biquality Learning framework to more com-
plexes corruptions of the untrusted dataset introduction Distributions Shifts. In-
stead of having in difference in concept only P(Y |X), the joint distribution P(X; Y )
will differ between the two datasets.

72



4 - Reboot Biquality Learning with Distribu-
tion Shifts

Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . 75

4.2 Related work . . . . . . . . . . . . . . . . . . . . . 77

4.3 Reweighting for distribution shift . . . . . . . . . . 78

4.4 First proposed approach: IRBLV2 . . . . . . . . . 80

4.5 Second proposed approach: K-PDR . . . . . . . . 81

4.6 Experiments . . . . . . . . . . . . . . . . . . . . . 83

4.6.1 Concept Drift . . . . . . . . . . . . . . . . . . 84

4.6.2 Covariate Shift . . . . . . . . . . . . . . . . . . 84

4.6.3 Class-Conditional Shift . . . . . . . . . . . . . 84

4.6.4 Prior Shift . . . . . . . . . . . . . . . . . . . . 84

4.6.5 Datasets . . . . . . . . . . . . . . . . . . . . . 84

4.6.6 Competitors . . . . . . . . . . . . . . . . . . . 85

4.7 Results . . . . . . . . . . . . . . . . . . . . . . . . 86

4.7.1 First part: Concept Drift and Covariate Shift . . 86

4.7.2 Second part: Class-Conditional Shift and Prior
Shift . . . . . . . . . . . . . . . . . . . . . . . 89

4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . 90

This chapter has been submitted to an international machine learning journal
and is under review.

73





4.1 . Introduction

Supervised machine learning has been studied and explored extensively during
the last decades, and both theoretical and experimental solutions exist to accom-
plish this task [75]. Weakly supervised machine learning (WSL) has not reached
this state yet. WSL is the machine learning field where algorithms learn a model
from data with weak supervision instead of strong supervision. Multiple weak su-
pervisions have been identified in [224] such as inaccurate supervision when samples
are mislabeled, inexact supervision when labels are not adapted to the classification
task, or incomplete supervision when labels are missing which reflects the inade-
quacy of the available labels in the real world. For every kind of weak supervision,
assumptions are needed to design sound algorithms, especially on the corruption
model, the generative process behind the weakness of supervision.

Weaknesses in supervision are one facet of weakly supervised learning, and
dataset shifts are another. Dataset shifts happen when the data distribution ob-
served at training time is different from what is expected from the data distribution
at testing time [122]. This distribution change can take multiple forms, such as
a change in the distribution of a single feature, a combination of features, or the
concept to be learned. Thus, the common assumption that the training and test-
ing data follow the same distributions is often violated in real-world applications.
Again, designing algorithms to handle dataset shifts usually requires assumptions
on the nature of the shift [38].

We believe that the biquality data setup proposed in [134] is a suitable frame-
work to design algorithms capable of handling both dataset shifts and weaknesses
of supervision simultaneously.

Biquality Learning assumes that two datasets are available at training time: a
trusted dataset DT and an untrusted dataset DU both composed of labeled samples
(xi ; yi ) ∈ X ×Y. These datasets share the same features XT = XU and the same
set of labels YT = YU , having a closed-set of features X and labels Y. However,
the two datasets differ in terms of the joint distribution PT (X; Y ) ̸= PU(X; Y )
where the trusted distribution is the distribution of interest.

In practice, it is often the case that the trusted dataset is not large enough
to learn an efficient model to estimate PT (X; Y ). By contrast, it is generally
easy to get a large enough untrusted dataset that enables to correctly estimate
PU(X; Y ). However, this data distribution could be completely different from the
one of interest, PT (X; Y ). In the biquality data setup, there is no assumption on
the difference in joint distribution between the two datasets, and it can cover a
wide range of known problems. From the Bayes Formula:

P(X; Y ) = P(X | Y )P(Y ) = P(Y | X)P(X) (4.1)
distribution shift covers covariate shift PT (X) ̸= PU(X), concept drift PT (Y |
X) ̸= PU(Y | X), class-conditional shift PT (X | Y ) ̸= PU(X | Y ) and prior shift
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PT (Y ) ̸= PU(Y ).

The Biquality Data setup typically occurs in three scenarios in practice.

1. The first scenario corresponds to the case where annotating samples is ex-
pansive to the point of being prohibitive to label an entire dataset, but
labeling a small part of the dataset is doable. It’s typically the case in Fraud
Detection and in Cyber Security where labeling samples require complex
forensics from domain experts. There, the rest of the dataset is usually
labeled by hand-engineered rules which might not perfectly fit the classifi-
cation task and the labels can’t properly be trusted [147].

2. The second scenario happens when there are data shifts during the labeling
process over the course of time. For example in MLOps [97], when a model
is first learned on clean data and then deployed in production, predictions
can be used to learn an updated model [182]; these predictions may be faulty
and need to be dealt with. A second example in MLOps occurs when newly
clean data is acquired to retrain a deployed model; the most recent clean
data is considered trusted and the old clean data is considered untrusted
when dataset shifts occurred [62].

3. The third scenario occurs when multiple annotators are responsible for dataset
labeling. In natural language processing (NLP) products, for example, mul-
tiple annotators follow labeling guidelines to annotate verbatims. The effi-
ciency of annotators to follow these guidelines may vary and might not be
trusted. However, if one annotator can be trusted, all the other annotators
can be set as untrusted and the biquality data setup may apply. Especially,
considering each untrusted annotator against the trusted annotator can be
viewed as a biquality learning task [207].

Having the trusted and untrusted datasets available at training time makes
it possible to design algorithms dealing with closed-set distribution shifts. If al-
gorithms designed for biquality data with concept drift only have been explored
recently [133], algorithms that deal with distribution shift are still behind. In this
paper, we propose two biquality approaches that adapt methods from either the
covariate shift literature or the concept drift literature in order to deal with both
corruptions simultaneously.

Multiple biquality learning algorithm designs have been identified in [134]. They
have been divided into three main families based on how they modify instances to
correct the global learning procedure. Untrusted instances can be (i) relabeled cor-
rectly, (ii) modified in the feature space, or (iii) reweighted such that the untrusted
dataset seems sampled from the trusted distribution PT (X; Y ). We propose here
two corresponding algorithms for the third case of importance reweighting.

In Section 4.2, a brief state-of-the-art relates what has been already achieved
on biquality learning. Then, Section 4.3 further focuses on the state-of-the-art of
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importance reweighting on biquality learning. Section 4.4 and Section 4.5 introduce
our proposals to use classifiers to reweight untrusted instances for biquality learning
with distribution shifts. Then, Section 4.6 describes the experiments that evaluate
the efficiency of our proposed approaches on real datasets and corruptions. Finally,
Section 4.7 presents the results of the proposed experiments before concluding.

4.2 . Related work

Machine learning algorithms on biquality data have been developed in many
different sub-domains of weakly supervised learning. Some of these sub-domains
are robust learning to label noise, learning under covariate shift, or transfer learning.
Because these subdomains expect different corruptions, not all algorithms designed
for some subcases of biquality learning will work in a more general setting with
distribution shifts.

For example, Gold Loss Correction (GLC) [79] and Importance Reweighting
for Biquality Learning (IRBL) [134] are algorithms designed to specifically deal
with a concept drift between the trusted and the untrusted datasets. GLC, on
the one hand, corrects the learning procedure on the untrusted dataset using a
noise transition matrix between the trusted and untrusted concept. IRBL, on the
other hand, reweight untrusted instances using an estimation of the ratio of both
concepts. These algorithms are not theoretically designed to handle covariate
shift; nevertheless, they could be empirically efficient on this task and serve as a
reference.

Another group of algorithms, such as Kernel Mean Matching (KMM) [65], and
Probabilistic Density Ratio Estimation (PDR) [10], only deals with covariate shift
between the two datasets. These algorithms seek to reweight untrusted instances
such that the distribution of features between the two datasets is equivalent. KMM
minimizes the difference of the features mean in a reproducing kernel Hilbert space.
PDR learns the classification task of predicting if an instance is untrusted or not and
uses the predicted probability of being an untrusted instance as the weight. These
algorithms are not designed to handle concept drift and will serve as references
too.

However, a recent proposal aims to adapt these algorithms to the biquality
framework with distribution shift [49]. They proposed to use one density ratio
estimation algorithm per class, which, when combined, corrects the distribution
shift. They also proposed to transform the joint density ratio estimation problem
by combining the features and labels of the data into a new feature space that
allows for a single density ratio estimation algorithm. These adapted algorithms
will also serve as competitors.

Finally, recent approaches such as Learning to Reweight (L2RW) [149], or
Meta-Weight-Net (MWNet) [161] based on deep learning and meta-learning have
not been tested in this paper. Indeed, they require a class of algorithms with a

77



differentiable and incremental learning procedure that does not fit most popular
families of classifiers, such as gradient boosting trees. They are left to be tested
in future works.

Biquality Data is not a new setup per see, as previous work exists on this
setup going back to [89] to the best of our knowledge. Each previous work was
carried out in different sub-domains of weakly supervised learning and thus achieved
different goals based on different setups [79, 161, 149, 218, 89]. These setups used
different terms, definitions, hypotheses, and requirements but still sought to solve
the same fundamental problem of biquality learning. Only recently, some efforts
have been done to provide clear and concise definitions of the biquality learning
framework [134]. We propose in this paper to extend it to include dataset shifts.
This extension is, to the best of our knowledge, a new problem to tackle that few
tried already [49], limiting existing prior literature.

4.3 . Reweighting for distribution shift

The previous Section introduced the most common algorithms used in machine
learning for biquality data. Most of them were based on instance reweighting, and
specifically, on estimating the Radon-Nikodym Derivative (RND) [131] of PT (X; Y )
with respect to PU(X; Y ) which is dPT (X;Y )

dPU(X;Y )
. This comes from the fact that mini-

mizing the reweighted empirical risk by the RND on the untrusted data is equivalent
to minimizing the empirical risk on trusted data:

R(X;Y )∼T;L(f ) = E(X;Y )∼T [L(f (X); Y )]

=

Z
L(f (X); Y ) dPT (X; Y )

=

Z
dPT (X; Y )
dPU(X; Y )

L(f (X); Y ) dPU(X; Y )

= E(X;Y )∼U [
PT (X; Y )
PU(X; Y )

L(f (X); Y )]

= E(X;Y )∼U [˛L(f (X); Y )]

= R(X;Y )∼U;˛L(f )

(4.2)

However, estimating the RND can be a difficult task, especially in the case
of distribution shift where the joint distribution ratio ˛ needs to be estimated.
Proposals have been made to ease this estimation.

A first proposal has been made in IRBL [134] which focused first on the concept
drift between datasets using the Bayes Formula:

˛(X; Y ) =
PT (X; Y )
PU(X; Y )

=
PT (Y | X)PT (X)

PU(Y | X)PU(X)
(4.3)

Their proposed algorithm is based on the decomposition of the joint density
ratio estimation task into three sub-tasks. The first one is to estimate the trusted
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concept PT (Y | X), and is done by learning a classifier on the trusted dataset.
The second task is to estimate the untrusted concept PU(Y | X), which is done
by learning a classifier on the untrusted dataset. And the third task about density
ratio estimation PT (X)

PU(X) was skipped as no covariate shift was introduced in their
benchmark, but it is a well known and solved machine learning task [169].

A second proposal has been made in [49] which focused on the covariate shift
between datasets using the Bayes Formula differently:

˛(X; Y ) =
PT (X; Y )
PU(X; Y )

=
PT (X | Y )PT (Y )
PU(X | Y )PU(Y )

(4.4)
In their proposed algorithm, the joint density ratio estimation task has been

decomposed into K-tasks where K is the number of classes to predict. For each
class, only examples of the given class are selected on both datasets, such that
the samples are drawn from the P(X | Y ) distribution. Then, a density ratio
estimation procedure usually employed to estimate PT (X)

PU(X) is learned on these sub-

datasets to estimate PT (X|Y )
PU(X|Y ) , effectively handling distribution shift from Equation

4.4. As it uses K density ratio algorithms, this generic approach will be named
K-DensityRatio (KDR) in the rest of the paper.

Finally, a last approach is to focus on the density ratio estimation task by
finding a deterministic and invertible transformation f as proposed in [49]:

˛(X; Y ) =
PT (X; Y )
PU(X; Y )

=
PT (Z)
PU(Z)

; Z = f (X; Y ) (4.5)
An example of such transformation [49] is the classification loss of a model learned
on the biquality data. One density ratio estimation procedure is done on these new
features Z to directly estimate PT (Z)

PU(Z)
.

IRBL has experimentally proved to efficiently solve the biquality learning task on
tabular data [134]. However, the experiments were conducted on corruptions only
affecting the untrusted concept P(Y | X) and not the joint distribution P(X; Y ).
We propose here to adapt IRBL to handle distribution shifts by solving the third
task of density ratio estimation with a probabilistic classifier. Moreover, we propose
a new version of KDR using probabilistic classifiers to solve the K density ratio
estimation tasks. This proposition is driven by the desire to reuse efficient tricks
from IRBL and to rely on a non parametric approach by contrast to the original
proposal [49].
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4.4 . First proposed approach: IRBLV2

Importance Reweighting for Biquality Learning (IRBL) [134] is a biquality learn-
ing algorithm designed to handle closed-set concept-drift. The algorithm is based
on using two probabilistic classifiers: first, to estimate both concepts PT (Y | X)

and PU(Y | X) and, second, using these classifiers’ outputs to estimate the RND
between both data distributions. In the particular case of label noise, especially
instance dependent label noise, it has been shown to be the best approach experi-
mentally on a wide variety of datasets.

We propose to adapt it to handle covariate shift by estimating the ratio PT (X)
PU(X)

by using a third probabilistic classifier as in [10]. This algorithm works by defining
a new supervised classification task by learning to predict if a sample is trusted
or untrusted by only using its features. If there exists covariate shift between the
datasets, the classifier should be able to discriminate between the two datasets.

Let’s introduce S as the new target:

si (xi ) =

(
0; if xi ∈ DU
1; if xi ∈ DT

(4.6)

Estimating P(S | X) allows us to estimate PT (X)
PU(X) directly without estimating

both distributions:

PT (X)

PU(X)
=

P(X | S = 1)

P(X | S = 0)
=

P(S = 1 | X)P(X)

P(S = 1)
× P(S = 0)

P(S = 0 | X)P(X)
(4.7)

Combining equation 4.3 and 4.7 :

PT (Y | X)PT (X)

PU(Y | X)PU(X)
=

PT (Y | X)

PU(Y | X)
× P(S = 1 | X)

P(S = 1)
× P(S = 0)

P(S = 0 | X)
(4.8)

We propose to estimate equation 4.8 by learning probabilistic classifiers f ∈ F
to estimate each of its terms. A probabilistic classifier fT is learned on DT to
estimate PT (Y | X), fU is learned on DU to estimate PU(Y | X), and fS is learned
on {(x; s(x)) | ∀x ∈ DT ∪ DU} to estimate PU(S | X), leading to the following
Algorithm 4.
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Algorithm 4: Importance Reweighting for Biquality LearningV2 (IRBLV2)
Input: Trusted Dataset DT , Untrusted Dataset DU , ProbabilisticClassifier Family F

1 Learn fU ∈ F on DU
2 Learn fT ∈ F on DT
3 Learn fS ∈ F on {(x; s(x)) | ∀x ∈ DT ∪DU}
4 for (xi ; yi ) ∈ DU do
5 ˆ̨(xi ; yi ) =

fT (xi )yi
fU(xi )yi

fS(xi )1
|DT |

|DU |
fS(xi )0

6 for (xi ; yi ) ∈ DT do
7 ˆ̨(xi ; yi ) = 1

8 Learn f ∈ F on DT ∪DU with weights ˆ̨

Output: f

4.5 . Second proposed approach: K-PDR

K-DensityRatio (KDR) [49] is an alternative approach to design a biquality
learning algorithm able to handle distribution shift. The focus is made on the
covariate shift between the two datasets. It handles the covariate shift in a class
conditional fashion to deal with distribution shifts by using covariate shift correction
once per class.

From Equation 4.4, KDR evaluates the ratio PT (X|Y )
PU(X|Y ) with density ratio esti-

mation algorithms. To do so, it first samples data from the X | Y distribution by
selecting only samples from a given class k ∈ [[1; K]] in both datasets DT and DU .
Then, it uses density ratio estimation algorithms e ∈ E on these sub-datasets to
estimate PT (X|Y=k)

PU(X|Y=k) independently k times. The class priors PT (Y ) and PU(Y ) are
estimated empirically from both training sets. See Algorithm 5.

In [49], Kernel Mean Matching (KMM) [83, 65] has been used as the Density
Ratio algorithm e to handle covariate shift. Empirically, KMM is an algorithm that
matches with quadratic programming [193] the mean of both datasets in a feature
space induced by a kernel k on the domain X × X :

min
˛i

‚‚‚‚‚‚ 1

|DU |

|DU |X
i=0

˛iΦ(xi )−
1

|DT |

|DT |X
i=0

Φ(xi )

‚‚‚‚‚‚
H

s.t. 0 ≤ ˛i ≤ B˛̨̨̨
˛̨ 1

|DU |

|DU |X
i=0

˛i − 1

˛̨̨̨
˛̨ < ›

(4.9)

where ffi : X → H denotes the canonical feature map, H is the reproducing kernel
Hilbert space induced by the kernel k , | · |H is the norm on H and B and › are
regularization and normalization constraints.
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Algorithm 5: K-DensityRatio (KDR)
Input: Trusted Dataset DT , Untrusted Dataset DU , Density RatioEstimator Family E , Probabilistic Classifier Familiy F

1 for k ∈ [[1; K]] do
2 Let DkT = {∀(x; y) ∈ DT | y = k}
3 Let DkU = {∀(x; y) ∈ DU | y = k}
4 Learn ek ∈ E on DkT and DkU
5 for (xi ; yi ) ∈ DU do
6 ˆ̨(xi ; yi ) = eyi (xi )

|Dyi
T |

|DT |
|DU |
|Dyi

U |

7 for (xi ; yi ) ∈ DT do
8 ˆ̨(xi ; yi ) = 1

9 Learn f ∈ F on DT ∪DU with weights ˆ̨

Output: f

As such, KMM is a parametric algorithm based on kernels. We propose to use
instead a probabilistic classifier to handle covariate shift, in the same fashion as
in Equations 4.6 and 4.7 to make a non-parametric version of KDR as shown in
Equation 4.8.b.

PT (X | Y )PT (Y )
PU(X | Y )PU(Y )

=
P(X | Y; S = 1)P(Y | S = 1)

P(X | Y; S = 0)P(Y | S = 0)

=
P(S = 1 | X; Y )P(X; Y )
P(Y | S = 1)P(S = 1)

× P(Y | S = 0)P(S = 0)

P(S = 0 | X; Y )P(X; Y ) ×
P(Y | S = 1)

P(Y | S = 0)

=
P(S = 1 | X; Y )
P(S = 0 | X; Y ) ×

P(S = 0)

P(S = 1) (4.8.b)
The main advantage of the non-parametric approach is that it does not require

assumptions about the data distribution, which may not be satisfied in many real-
world datasets and could lead to poor performances. Moreover, the scalability of
K-PDR is better than the scalability of K-KMM both in space and time complex-
ity. K-PDR has K times the same complexity as the complexity of learning the
chosen probabilistic classifier, which is O(K × |X| × |Dku | log(|Dku |)) for Decisions
Trees [32]. Meanwhile, K-KMM memory complexity is O(|Dku |2 + |Dku | × |Dkt |) to
sequentially build matrices necessary for the quadratic program, and a worst-case
time complexity of O(K × |Dku |3) to solve the quadratic program [205]. Finally,
the proposed approach is even more flexible than the previous one, as any fam-
ily of machine learning classifiers could be used instead of kernels. This leads to
Algorithm 6.
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Algorithm 6: K-Probabilistic Density Ratio (K-PDR)
Input: Trusted Dataset DT , Untrusted Dataset DU , ProbabilisticClassifier Familiy F

1 for k ∈ [[1; K]] do
2 Let DkT = {∀(x; y) ∈ DT | y = k}
3 Let DkU = {∀(x; y) ∈ DU | y = k}
4 Learn f kS ∈ F on {(x; s(x)) | ∀x ∈ DkT ∪DkU}
5 for (xi ; yi ) ∈ DU do
6 ˆ̨(xi ; yi ) =

f
yi
S (xi )1

f
yi
S (xi )0

|DU |
|DT |

7 for (xi ; yi ) ∈ DT do
8 ˆ̨(xi ; yi ) = 1

9 Learn f ∈ F on DT ∪DU with weights ˆ̨

Output: f

4.6 . Experiments

Benchmarking biquality learning algorithms means evaluating their efficiency
and resilience on both dataset shifts and weaknesses of supervision in a joint man-
ner. Introducing these corruptions synthetically in usual public multi-class classifi-
cation datasets allows a fined grained and controlled evaluation of these algorithms.

From Equation 4.1, introducing distribution shift can be done in four ways:
by introducing covariate shift, concept drift, class-conditional shift, or prior shift.
Especially modifying both concept drift and covariate shift or class-conditional shift
and prior shift at the same time leads to particularly complex distribution shifts.
Table 4.1 sums up the hierarchy of distribution shift sources.

Table 4.1: Hierarchy of Distribution Shift sources
Distribution Shift

P(X; Y )

P(Y | X)P(X) P(X | Y )P(Y )

Concept Drift Covariate Shift Class-Conditional Shift Prior Shift
P(Y | X) P(X) P(X | Y ) P(Y )

We chose one method to synthetically generate each distribution shift source
in our experiments, all of them described in the following subsections. We reused
proven methods from the state-of-the-art [177, 49, 17]. Note that generating class-
conditional shift has not been done yet to our knowledge. This paper, therefore,
proposes a new experimental protocol to synthetically create a class-conditional
shift in real-world datasets (see Subsection 4.6.3).

4.6.1 . Concept Drift
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We introduce concept drift by corrupting the untrusted dataset with label noise
to modify P(Y | X). We pick a symmetric noise [177] where noisy samples are
given a random class with equal probability r from the whole set of labels Y.

4.6.2 . Covariate Shift
We introduce covariate shift by adding class imbalance. Modifying class prior

P(Y ) to introduce class imbalance is going to affect P(X) as different features
sub-spaces are associated with different classes if a classification model can be
learned. Indeed by rewriting Equation 4.1:

P(X) =
P(X | Y )P(Y )

P(Y | X)

We follow the same experimental protocol as in [49, 17]. First, we sort all
classes in descending order by their number of samples, then we select at least
a fraction — = 0:5 of all classes as the “majority" class group. The rest are
considered the “minority" class group. Finally, we sub-sample all the classes in the
“majority" group evenly to obtain a ratio of samples between the “majority" group
and “minority" group of ȷ.

4.6.3 . Class-Conditional Shift
We propose a new experimental protocol to synthetically modify the class-

conditional distribution P(X | Y ). To do so, we first split the original dataset
by selecting samples from the same class k out of the K classes to create Dk .
Then we train a K-Means [113] algorithm on these sub-datasets in order to learn
a division of the feature space X , the number of clusters is selected to maximize
the average silhouette score [151]. Finally, we sub-sample some of these clusters
to modify the class-conditional distribution P(X | Y ) with the same methodology
as the class imbalance from Subsection 4.6.2 on the labels cluster.

4.6.4 . Prior Shift
We introduced prior shift PU(Y ) by introducing class imbalance with the same

methodology from Subsection 4.6.2. Thus the prior shift and covariate shift ex-
periments will be equivalent.

4.6.5 . Datasets
We randomly picked supervised classification datasets, see Table 4.2, from

different sources: UCI [42], libsvm1, active learning challenge [70] and openML
[179]. A part of these datasets comes from past challenges in active learning,
where high performances with a low number of labeled examples have proved
challenging to obtain, which makes leveraging the untrusted dataset necessary.
For each dataset, 80% of samples were used for training, and 20% were used for
the test. With this choice of datasets, an extensive range of class ratios, number
of classes, number of features, and dataset sizes are covered.

1https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Table 4.2: Multi-class classification datasets used for the evaluation. Columns: num-ber of examples (|D|), number of features (|X|), number of classes (|Y|), and ratio ofexamples from the minority class (min).
Datasets |D| |X| |Y| min

ad 3K 1558 2 0.14eeg 15K 14 2 0.45ibn_sina 21K 92 2 0.38zebra 61K 154 2 0.05musk 6K 167 2 0.15phishing 11K 30 2 0.44spam 5K 57 2 0.39ijcnn1 191K 22 2 0.10diabetes 768 8 2 0.35credit-g 1K 20 2 0.30hiva 43K 1617 2 0.04svmguide3 1K 22 2 0.24web 37K 123 2 0.24mushroom 8K 22 2 0.48skin-segmentation 245K 3 2 0.21mozilla4 16K 5 2 0.33electricity 45K 8 2 0.42bank-marketing 45K 16 2 0.12magic-telescope 19K 10 2 0.35phoeneme 5K 5 2 0.29

Datasets |D| |X| |Y| min

poker 1M 10 2 0.50ldpa 165K 7 11 0.01letter 20K 16 26 0.04pendigits 11K 16 10 0.10har 10K 561 6 0.14japanese-vowels 10K 14 9 0.08gas-drift 14K 128 6 0.12walking-activity 150K 4 22 0.01satimage 6K4 36 6 0.10shuttle 58K 9 7 0.00usps 9K2 256 10 0.08first-ord-theorem 6K1 51 6 0.08artificial-chars 10K 7 10 0.06spoken-arabic-digit 263K 14 10 0.10isolet 7K8 617 26 0.04covertype 581K 54 7 0.00connect-4 68K 42 3 0.10dna 3K2 180 3 0.24splice 3K2 60 3 0.24mnist 70K 784 10 0.09

We first split each of these datasets into trusted and untrusted datasets com-
pletely at random with a ratio of trusted data p of 1%, 2%, and 5%. These values
aim to replicate actual use cases where getting trusted samples is a costly process,
either time-consuming or expensive. Then we synthetically corrupt the untrusted
dataset with the methods described earlier in this Section.

4.6.6 . Competitors
We compare IRBL2 and K-PDR against multiple state-of-the-art competitors

and baselines :

• K-KMM, the original version of KDR using KMM as proposed in [49];

• IRBL [134], which is IRBL2 without covariate shift correction;

• PDR [10] the covariate-shift only baseline;

• Trusted-Only baseline, when the model is learned using only the trusted
dataset;

• No-Correction baseline, when the model is learned on both datasets without
correction applied.

To evaluate the competitors’ performance, we use the same probabilistic clas-
sifier family, histogram-based gradient boosting trees [91] from Scikit-Learn [140]
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with their default hyperparameters, every time an algorithm required a base clas-
sifier.

For KMM and K-KMM we use the Radial Basis Function (RBF) kernel [183]
with the default ‚ = 1

|X | value from Scikit-Learn. In order to scale KMM to
the bigger datasets, we used an ensembling version [119] of the original KMM
algorithm with a batch size of 200.

Finally, accuracy is the metric used to quantify their efficiency on the classifi-
cation tasks.

4.7 . Results

The experiments were divided into two parts corresponding to the distribu-
tional shift hierarchy described in Table 4.1 in Section 5.3. The first part of the
experiments corresponds to the left side of the table, P(Y | X)P(X), mixing con-
cept drift and covariate lag. The concept drift is simulated thanks to a labeling
noise as described in Section 4.6.1 and the covariate shift is introduced thanks to
a class imbalance. The second part of the experiments corresponds to the table’s
right part, P(X | Y )P(Y ), mixing class-conditional and prior shifts. The class-
conditional shift is simulated using our method proposed in Section 4.6.3, and the
prior shift is simulated thanks to an artificial class imbalance. Each of these parts
is thus composed of two axes of analysis. First, we will analyze each of these axes
independently and then study their combined and crossed effects.

4.7.1 . First part: Concept Drift and Covariate Shift
To study one axis independently, we set the value of the other axis to a value

that does not alter the training data set. Here, if the first axis of analysis is label
noise dictated by r , we set the sub-sampling ratio ȷ to 1. Then we compute a
critical diagram presented in Figure 4.1 which ranks the competitors on this axis.

The Nemenyi test [125] is used to rank the approaches in terms of mean
accuracy. The Nemenyi test consists of two successive steps. First, the Friedman
test is applied to the mean accuracy of competing approaches to determine whether
their overall performance is similar. Second, if not, the post-hoc test is applied to
determine groups of approaches whose overall performance is significantly different
from that of the other groups.

Figure 4.1 confirms the results from [134] as IRBL is the best competitor on
label noise. IRBL2 follows closely, and the covariate shift adaptation seems not to
impact the method’s efficiency on label noise.

The second axis of analysis is covariate shift, so we set the label noise r to 0

and compute a new critical diagram in Figure 4.2.
Figure 4.2 shows that K-PDR is the best approach to combat covariate shift

and, more generally, KDR as K-KMM is an efficient competitor. However, on
covariate shift, IRBL2 does not beat the TrustedOnly baseline and struggles on
the task.
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Figure 4.1: Nemenyi test for all datasets ∀p; r with ȷ = 1.
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Figure 4.2: Nemenyi test for all datasets ∀p; ȷ with r = 0.

To study the combined effect of both axes, we extend the experiments on a
grid with varying strength of label noise r and sub-sampling ȷ. Furthermore, as the
Nemenyi test between all competitors gives the main trends, we use a Wilcoxon
signed-rank test [192] to perform a pairwise analysis between competitors.

Figure 4.3 presents six graphics, each reporting the Wilcoxon test that evaluates
one competitor against another, based on the accuracy over all datasets. These
graphics form a grid with the horizontal axis representing the label noise strength
r and the vertical axis representing the sub-sampling ratio ȷ. On each point of
a grid (r; ȷ), a Wilcoxon rank-signed test [192] is conducted on two competitors
for all datasets to determine if there is a significant difference in accuracy between
them. If the first competitor wins, “◦” is placed on the grid at this location, “·”
and “•” indicate a tie or a loss respectively.

From Figure 4.3 and these pairwise comparisons, we can see interesting patterns
emerging. First, on the comparison between IRBL and IRBL2, we can see that
IRBL2 is indeed performing significantly better than IRBL when covariate shift
is present (ȷ ≥ 100) and significantly worse when there is no covariate shift.
The label noise strength does not seem to impact this observation. The classifier
used to estimate the density ratio should be close to random guessing as there
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Figure 4.3: Results of the Wilcoxon signed rank test computed on all datasets. Eachfigure compares one competitor versus another for a given trusted data ratio. Figuresin the same row are the same competitors against different case of trusted data ratio:
p = 0:01, p = 0:02, p = 0:05. In each figure “◦”, “·” and “•” indicate respectively a win,a tie or a loss of the first competitor compared to the second competitor, the verticalaxis is ȷ and the horizontal axis is r .

is no way to differentiate between a trusted and an untrusted sample from the
features only. Checking the quality of this classifier before using it to modify
untrusted weights might solve the issue and should be explored. K-PDR is always
better or equal to K-KMM, showing solid improvements across the board, especially
with a bigger trusted dataset (p ≥ 0:02). Using a classifier instead of kernels
significantly improved the accuracy of KDR across the board. Indeed classifiers
are more powerful tools than kernels as they require fewer assumptions about the
data distribution. Finally, IRBL2 seems to be significantly better than K-PDR
but struggles when there is no label noise (r = 0). Seeing such a difference in the
performance of K-PDR with label noise is surprising. Indeed when learned per class
to estimate the density ratio, classifiers might overfit noisy samples and wrongly
estimate the reweighting scheme.
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Note that the critical diagrams in Figures 4.1 and 4.2 are an aggregated view
of one row or column of graphics from Figure 4.3.

4.7.2 . Second part: Class-Conditional Shift and Prior Shift
The first axis of analysis is the class-conditional shift, driven by the per-class

cluster subsampling proposed in Section 4.6.3 of strength ȷC . The critical diagram
presented in Figure 4.4 ranks the competitors on this axis. Figure 4.4 shows that
K-PDR is the best approach on class-conditional shifts, followed closely by IRBL,
PDR, and the NoCorrection baseline.

1 2 3 4 5 6 7

kpdr
irbl
pdr

no_correction
irbl2
kkmm
trusted_only

CD

Figure 4.4: Nemenyi test for all datasets ∀p; ȷC with ȷ = 0.
The second axis of analysis, about prior shift, is equivalent to the second axis

of Section 4.7.1, as explained in Section 4.6.4 (see Figure 4.2 and its analysis).
Figure 4.5 presents six graphics constructed with the same methodology that

Figure 4.3.
The conclusions drawn from Figure 4.5 are much more precise than the first part

of the experiments. On class-conditional shifts, IRBL2 improves IRBL performances
when a prior shift is present (ȷ = 50) but degrades the performance without a
prior shift (ȷ = 0). The conclusion about the classifier estimating the density ratio
being close to random guessing is still meaningful in this case. Again K-PDR is
significantly better than K-KMM in all cases of class-conditional and prior shift
pairs, experimentally proving the advantage of using classifiers instead of kernels.
Finally, IRBL2 is strictly worse than K-PDR in all experiments in class-conditional
shifts. Indeed K-PDR is designed to estimate class-conditional shifts. Meanwhile,
IRBL only estimates covariate shifts. Thus, K-PDR is designed to solve this task,
which is confirmed experimentally.
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Figure 4.5: Results of the Wilcoxon signed rank test computed on all datasets. Eachfigure compares one competitor versus another for a given trusted data ratio. Figuresin the same row are the same competitors against different case of trusted data ratio:
p = 0:01, p = 0:02, p = 0:05. In each figure “◦”, “·” and “•” indicate respectively a win,a tie or a loss of the first competitor compared to the second competitor, the verticalaxis is ȷ and the horizontal axis is ȷC .

4.8 . Conclusion

In this Chapter, we have shown the capabilities of the biquality learning frame-
work to design algorithms able to handle closed-set distribution shifts by having
access to a trusted and untrusted dataset at training time. We proposed two bi-
quality learning algorithms, IRBL2 and K-PDR, inspired respectively by the label
noise and the covariate shift literature. We reviewed distribution shift sources and
their hierarchy and proposed a novel method to create class-conditional shifts in
real-world datasets synthetically. Throughout extensive experiments, with numer-
ous simulated distribution shifts and competitors, we demonstrated that K-PDR is
the most robust algorithm capable of handling closed-set distribution shifts.
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5.1 . Introduction

The Deep Learning (DL) paradigm has proved very powerful in many tasks.
However, recent papers [116, 209] have shown that “noisy labels" are a real
challenge for end-to-end deep learning architectures. Their test performance is
found to deteriorate significantly even if they are able to learn perfectly the train
examples. This problem has attracted a lot of suggestions in many recent papers.

Zhang et al. [211] conducted experiments to analyze the impact of label
noise on deep architectures, and they found that the performance degradation
mainly comes from the representation learning rather than the classification part.
It therefore appears very difficult to learn a relevant representation in the presence
of label noise, in an end-to-end manner.

To tackle this problem, one option is to exploit an already existing representa-
tion which has been learned in an unsupervised way. In particular, Self Supervised
Learning [90] (SSL) gathers an ensemble of algorithms which automatically gen-
erate supervised tasks from unlabeled data, and, therefore to learn representations
from examples that are not affected by label noise. An example of SSL algorithm
is Contrastive Learning [86], where a representation of the data is learned by mak-
ing feature vectors from similar pictures (i.e. generated from the same original
picture by using two different transformer functions) to be close in the feature
space whereas feature vectors from dissimilar pictures are to be far apart. In [64],
the authors propose to initialize the representation with a pre-trained Contrastive
Learning one, and then, to use the noisy labels to learn the classification part and
fine-tune the representation. It appears that this approach clearly outperforms the
end-to-end architecture, where the representation is learned from noisy labels.

But questions remain: is this performance improvement only attributable to
the quality of the Contrastive Representation used (i.e. the starting point of fine-
tuning)? Or is the fine-tuning step able to promote a better representation? To
answer these questions this paper examines the different possibilities to learn a DL
architecture in presence of label noise: (i) end-to-end learning (ii) learning only the
head part when freezing a contrastive representation and (iii) fine tuning the later
representation.

The rest of this paper is organized as follows. The section 2 provides a brief
overview of the main families of algorithms dedicated to fight the label noise
underlying the issue of preserving a good representation in spite of label noise.
Section 3 then describes the experimental protocol. The section 4 will present
the results and a deep analysis which will allow us to answer the questions above.
The last section raises an interesting conclusion and provides some perspectives
for future work.
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5.2 . Representation Preserving with Noisy Labels

This section presents a brief overview of the state of the art on learning deep
architecture with noisy labels emphasizing how these methods preserve, to some
extent, the learned representation in the presence of label noise. For an extended
overview, the reader may look [164].

5.2.1 . Preserving by Recovering
The dominant approach to preserve the learned representation is to recover a

clean distribution of the data from the noisy dataset. It mostly consists in finding
a mapping function from the noisy to the clean distribution thanks to heuristics,
algorithms or machine learning models. Three different ways of recovering the
clean distribution are usually put forward [134]: (i) sample reweighting; (ii) label
correction and (iii) instance moving.

Recovering by Reweighting - The sample reweighting methodology aims at as-
signing a weight to every samples such that the reweighted population behaves as
being sampled from the clean distribution. The Radon-Nikodym derivative (RND)
[131] of the clean concept with respect to the noisy concept is the function that
defines the perfect reweighting scheme. Many algorithms therefore rely on provid-
ing a good estimation of the RND by learning it from the data using Meta Learning
[150] or minimizing the Maximum Mean Discrepancy of both distributions in a Re-
producing kernel Hilbert space [112, 49]. Many of these methods are inspired by
the covariate shift problem [83, 65]. Other algorithms rely on different reweight-
ing schemes that do not involve the RND as done, for instance, in Curriculum
Learning [9]. They are described in details later in this section. By doing sample
reweighting, algorithms evaluate whether or not a sample is deemed to have been
corrupted and assign a lower weight to a suspect sample so that its influence on
the training procedure is lowered. The hope is that clean samples are sufficient to
learn high-quality representations

Recovering by Relabelling - Another way to recover the clean distribution from
the noisy data is to correct the noisy labels. One great advantage over sample
reweighting is that corrected samples can be fully used during the training proce-
dure. Indeed, when a sample is corrected, it will count as one entire sample in
the training procedure (gradient descent for example), whereas a reweighted noisy
sample would get a low weight and would not be used significantly in the training
procedure. Thus, when done effectively, label correcting might get better perfor-
mance. Meta Label Correction (MLC) [162] is an example of this approach where
the label correction is done thanks to a model learned using meta learning. One
downside of label correction, however, is that the label of a clean sample can get
“corrected” or the label of a noisy sample can get changed to a wrong label. Label
correcting algorithm assign the same weight to all training examples, even though
they might have “corrected” a label based on shaky assumptions. By contrast,
Sample reweighting will assign a low weight if the algorithm is not confident in
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whether the sample is clean or noisy.

Recovering by Modifying - A third way to recover the clean distribution is by
modifying the sample itself so that its position in the feature space gets closer or
is moved within an area for its label that seems more appropriate (i.e. obeying
regularisation criteria). Finding a transformation in the latent space itself has the
advantage to require less labelled samples, or even none at all, as the work is
performed on distance between samples themselves, like for example in [159].

5.2.2 . Preserving by Collaboration
Multiple algorithms and agreements measures have been used in many sub-

fields of machine learning such as ensembling [16, 57, 59] or semi supervised learn-
ing [204, 12]. They can be adapted to learn with noisy labels by relying on a
disagreement method between models in order to detect noisy samples. When the
learned models disagree on predictions for the label of a sample, this is considered
as a sign that the label of this sample may be noisy. When the models used are
diverse enough, these methods are often found to be quite efficient [71, 188].

However these algorithms suffer from learning their own biases and diversity
needs to be introduced in the learning procedure. Using algorithms from different
classes of models and different origins can increase the diversity among them by
introducing more source of biases [100]. Alternating between learning from the
data and from the other models is another way to combat the reinforcement of
the models’ biases [188]. These algorithms rely on carefully made heuristics to be
efficient.

5.2.3 . Preserving by Correcting
When learning loss base models, such as neural networks, on label noise, the

loss value of a training example can be a discriminative feature to decide if its
label is noisy. Deep neural networks seem to have the property that they first learn
general and high level patterns from the data before falling prey to overfitting the
training samples, especially in the presence of noisy labels [5, 103]. As they are
“learned” at a later stage, these noisy examples are often associated with a high loss
value [68] which may then highly influences the training procedure and perturb the
learned representation [209]. A way to combat label noise is accordingly to focus
first on small loss and easy examples and keep the high loss and hard examples
for the end of the training procedure. Curriculum Learning [9] is a way to employ
this training schema with heuristic based schemes [98, 50, 87, 106] or schemes
learned from data [88, 161]. This class of algorithm has the same properties as
the ones relying on importance reweighting, but maybe more adapted to training
with iterative loss based algorithms such as neural networks or linear models.

Instead of filtering or reweighting samples based on their loss values, one could
try to correct the loss for these samples using the underlying noise pattern. Nu-
merous method have been doing so by estimating the noise transition matrix for
Completely at Random (i.e uniform) and At Random (i.e class dependent) noise
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[139, 79, 162]. This category of algorithms are still to be tested on more complex
noises scenarios such as Not at Random (i.e instance and class dependent) noise.

5.2.4 . Preserving by Robustness
The last identified way to preserve the learned representation of a deep neu-

ral network in presence of label noise is by using a robust or regularized training
procedure. This can take multiple forms from losses to architectures or even op-
timizers. One of them are Symmetric Losses [177, 63, 24]. A symmetric loss has
the property that: ∀x ∈ X ,

P
y∈Y L(f (x); y) = c where c ∈ R. These losses have

been proven to be theoretically insensitive to Completely at Random (CAR) label
noise. Recently, modified versions of the well-known Categorical Cross Entropy
(CCE) loss have been designed in order to be more robust and thus more resistant
to CAR label noise as is the case for the Symmetric Cross Entropy (SCE) loss [187]
or the Generalized Cross Entropy Loss (GCE) [214]. Both of these rely on using
the CCE loss combined with a known more robust loss such as the Mean Absolute
Error (MAE). However, the resulting algorithms often underfit in presence of too
few label noise while they are unable to learn a correct classifier with too much
label noise.

All these approaches still adopt the end-to-end learning framework, aiming at
fighting the effects of label noise by preserving the learned representation. However,
they fail to do so in practice: decoupling the learning of the representation, using
Self Supervised (SSL) learning, from the classification learning stage itself and
then fine tuning the representation with robust algorithms is beneficial for the
model performance [211, 64]. A natural question arises about the origin of the
performance improvements, and the ability of these algorithms to learn or promote
a good representation in presence of label noise. If robust algorithms are unable
to learn a representation it should be even better to freeze the SSL representation
instead of fine tuning it.

In order to assess the origin of the improvements for different classes of algo-
rithms and different noise levels, we compare the above-mentioned end-to-end ap-
proaches against each other when the representation is learned in a self-supervised
fashion by either fine tuning or freezing the representation when the classification
head is learned. Thus, any difference in the performance would be attributable to
the difference in the representation learnt.
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5.3 . Experimental Protocol

In [211], the authors showed that when using end-to-end learning, fine tuning
the representation on noisy labels harms a lot the final performance, while learning a
classifier on frozen embeddings is quite robust to label noise and leads to significant
performance improvements over state-of-the-art algorithms if the representation
is learned using trustful examples. The latter can be found for instance using
confidence and loss value. Nonetheless it is arguable whether these improvements
were brought by an efficient self-supervised pretraining (SSL) with SimCLR [25], a
contrastive learning method, or by the classification stage of the REED algorithm
[211].

The goal of the following experimental protocol is to assess and isolate the
role of the contrastive learning stage, in the performance that can be achieved
by representative methods as presented in Section 5.2 about state of the art ap-
proaches. Specifically, several RLL algorithms have been chosen, one from each of
the highlighted families (see Section 5.2 and Table 5.1). For each, the difference in
performance between using contrastive learning to learn the representation and the
performance reported with the original end-to-end algorithms is measured. These
experiments seek to highlight the impact of each RLL algorithms and assess if
these are able to promote a better representation than the pretrained contrastive
representation through fine-tuning.

The rest of this section describes the experimental protocol used to conduct
this set of experiments.

5.3.1 . The tested Algorithms
Section 5.2 presented an overview of the state of the art for learning with

label noise organized around families of approaches that we highlighted. Since
our experiments aim at studying the properties of each of these approaches, we
selected one representative technique from each of these families as indicated in
the following.

• In the first family of techniques (recover the clean distribution), the algo-
rithms re-weight the noisy examples or attempt to correct their label. One
of these algorithm uses what is called Dynamic Importance Reweigthting
(DIW). It reweights samples using Kernel Mean Matching (KMM) [83, 65]
as is done in covariate shift with Density Ratio Estimators [168]. Because
this algorithm adapts well-grounded principles to end-to-end deep learning,
it is a particularly relevant algorithm for our experiments.

• CoLearning (CoL) [188] is a good representative of the family of collaborative
learning algorithms. It uses disagreements criteria to detect noisy labels and
is tailored for end-to-end deep learning where the two models are branches
of a larger neural networks. It appears to be one of the best performing
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Algorithms (Date) Noise Ratio Clean Validation Family (Section)

DIW (2020) × X Reweighting (5.2.1)CoLearning (2020) X × Collaborative Learning (5.2.2)MWNet (2019) × X Curriculum Learning (5.2.3)F-Correction (2017) × × Loss Correction (5.2.3)GLC (2018) × X Loss Correction (5.2.3)GCE (2018) × × Robust Loss (5.2.4)
Table 5.1: Taxonomy of robust deep learning algorithms studied in this paper. The
Noise Ratio column corresponds to whether the algorithm needs the noise rate (X)to learn from noisy data or not (×). The Clean Validation column corresponds towhether the algorithm needs an additional clean validation dataset (X) to learn fromnoisy data or not (×).

collaborative algorithm while not resorting to complex methods such as data
augmentation or probabilistic modelling like the better known DivideMix
[102].

• The third identified way to combat label noise is by mitigating the effect
of high loss samples [68] by either ditching them or using a loss correction
approach. Curriculum learning is often used to remove the examples that
are associated with high loss from the training set. (MWNet) [161] is one
the most recent approach using this technique, which learns the curriculum
from the data with meta learning. Besides, Forward Loss Correction (F-
Correction) [139] and Gold Loss Correction (GLC) [79] are two of the most
popular approaches to combat label noise by correcting the loss function.
Both seek to estimate the transition matrix between the noisy labels to the
clean labels, the first technique using a supervised approach thanks to a
clean validation set, and the second one in an unsupervised manner. Even
though many extensions of these algorithm have been developed since then
[196, 162], in these experiments, we use F-Correction and GLC since they
are way simpler and almost as effective.

• Lastly, in recent literature, a new emphasis is put on the research of new loss
functions that are conducive to better risk minimization in presence of noisy
labels for robustness purpose. For example, [177, 24] show theoretically and
experimentally that when the loss function satisfies a symmetry condition,
described below, this contributes to the robustness of the classifier. The
Generalized Cross Entropy (GCE) [214] is the robust loss chosen in this
benchmark as it appears to be very effective.

A note about additional requirements: These algorithms may have additional
requirements, mostly some knowledge about the noise properties. These are de-
scribed in table 5.1. In the experiments presented below, the clean validation
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Figure 5.1: Figure from [25]: “A simple framework for contrastive learning of visualrepresentations. Two separate data augmentation operators are sampled from thesame family of augmentations (t ∼ T and t ′ ∼ T ) and applied to each data exam-ple to obtain two correlated views. A base encoder network f (·) and a projectionhead g(·) are trained to maximize agreement using a contrastive loss. After trainingis completed, we throw away the projection head g(·) and use encoder f (·) and rep-resentation h for downstream tasks.”

dataset is set to be 2 percent of the total training data, like in [161, 218], and the
noise probability is provided to the algorithms that need it.

A note about the choice of the pretrained architecture: We chose to use
SimCLR for Self-Supervised Learning (SSL) as done in [211].

SimCLR is a contrastive learning algorithm that is composed of three main
components (See Figure 5.1): a family of data augmentation T , an encoder net-
work f (·) and a projection head g(·). Data augmentation is used as a mean to
generate positive pairs of samples: a single image x is transformed into two similar
images x̃i and x̃j by using a data augmentation module T with different seeds t
and t ′. Then the two images go through an encoder network f (·) to extract an
image representation h, such as hi = f (x̃i ) and hj = f (x̃j). Finally a projection
head g(.) is used to train the contrastive objective in a smaller sample space z,
with zi = g(h̃i ) and zj = g(h̃j). The contrastive loss used is called the NT-Xent,
the normalized temperature-scaled cross entropy loss, and defined by the following
formula:

‘(zi ; zj) = − log
exp(sim(zi ; zj)=fi)P2N
k=1 exp(sim(zi ; zk)=fi)

(5.1)
where fi is the temperature scaling and sim is the cosine similarity. The final loss
is computed across all positive pairs, both (i ; j) and (j; i), in a mini-batch. When
the training of SimCLR is complete, the projection head g(.) is dropped and the
embeddings h are used as an image representation in downstream tasks.

Other SSL algorithms could have been used as well, such as Moco [77, 26] or
Bootstrap Your Own Latent (BYOL) [66]. However, we do not expect that the
main conclusions of the study would be much changed.
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5.3.2 . Datasets

The datasets chosen in this benchmark are two image classification datasets
namely CIFAR10, CIFAR100. They are two famous image classification datasets,
containing only clean examples and as such, we will simulate symmetric (Completly
at Random) and asymmetric (At Random) noise as defined later in section 5.3.3.
These benchmarks should be extended to other image classification datasets such as
FashionMNIST, Food-101N, Clothing1M and Webvision and to other classification
tasks such as text classification or time series classification.

5.3.3 . Simulated Noise

As datasets chosen in Section 5.3.2 contains clean labels, label noise will be
introduced synthetically on the training samples. Two artificial noise models will be
used, a symmetric (Completely at Random) and asymmetric (At Random) noise.
Symmetric noise corrupts a label from one class to any other classes with the
same probability, meanwhile the asymmetric corrupts a label to a similar class
only. Similar classes are defined through class mappings. For CIFAR-10, the class
mappings are TRUCK→ AUTOMOBILE, BIRD→ AIRPLANE, DEER→ HORSE,
CAT ↔ DOG. For CIFAR-100, the class mappings are generated from the next
class in that group (where 100 classes are categorized into 20 super-classes of 5
classes). These class mappings are the ones introduced in [139, 214].

5.3.4 . Implementation Details

We give some implementation details for reproducibility and / or a better
understanding of the freezing process in the experiments:

• On CIFAR10 and CIFAR100 the SGD optimizer will be used to train the
final Multinomial Logistic Regression with an initial learning rate of 0:01, a
weight decay of 1e−4 and a non-Nesterov momentum of 0:9. The learning
rate will be modified during training with cosine annealing [114]. The batch
size is 128.

• When doing the "Freeze" experiments, the weights of SimCLR from [64]
will be used and will not be modified during the training procedure. All
the weights up to before the projection head of SimCLR are used, then the
dimension output of the feature encoder is 2048 for CIFAR10 and CIFAR100.
The classification architecture is composed of a single linear layer with an
output dimension of 10 (or 100), corresponding to the number of classes.
Thus, when trained with the Categorical Cross Entropy it corresponds to a
usual logistic regression. This classifier is going to be learned with multiple
algorithms robust to label noise. These algorithms are not modified from
their original formulation.
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• The "Fine Tuning" experiments follow the same implementation as the
"Freeze" experiments. However, the weights of the same pretrained SimCLR
encoder are allowed to be modified by backpropagation.

• Based on their public implementation and / or article we re-implemented
all the algorithm tested (DIW [49], CoL [188], MWNet [161], F-Correction
[139], GLC [79] and GCE [214]). All these re-implemented algorithms will
soon be available as an open source library easily usable by researchers and
practitioners. These custom implementations have been verified to produce,
under the same condition stated in the corresponding original papers (noise
models, network architectures, optimizers, ...), the same results or results
in the interval of confidence (for clean or noisy labels). We may thus be
confident that results in the different parts of the Tables 5.2 and 5.3 are
comparable.

• The experiments have been run multiple times for all algorithms, some
datasets, some noise models and some noise ratios with different seeds to see
the seed impact on the final performance of the classifier. For all algorithms,
the standard deviation of the accuracy was less than 0.1 percent.

5.4 . Results

This section reports the results obtained using the protocol described in section
5.3. They are presented in the tables 5.2 and 5.3 corresponding to the two tested
datasets CIFAR10 and CIFAR100. Each table is composed of three row subsections
corresponding to the different types of representation used, which can be learned
in a End-to-End manner (A), be taken from an already existing SSL model, either
Frozen (B) or Fine tuned (C). Moreover they are composed of two columns sub-
sections corresponding to the noise model used to corrupt samples (symmetric or
asymmetric).

These tables present the results from different studies: (A) The first part of
these tables about “End-to-End learning” are results reported in the respective
papers [49, 188, 161, 139, 79, 214] or reported in [64]; (B) The second part about
“Freeze” experiments conducted in this paper, are made by re-implementing the
referred algorithms from scratch; (C) The “Fine Tuning” experiments are results
reported in [64].

The interpretation of the Table 5.2 and 5.3 will be done in two times, first a
comparison between whole blocks (as (A) against (B)) will give insights on how
deep neural networks learn representations on noisy data and how robust algorithms
helps to improve the learning process or helps to preserve a given representation.
Then in a second time comparisons in a given block will be made against multiple
algorithms to see how well these conclusions works on different preservation families
given in Section 5.2.
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Algorithms CIFAR10Clean Symmetric Asymmetric0 20 40 60 80 90 95 20 40
DIW [49]

End-to-End (A)
80.4 76.3 84.4CoL [188] 93.3 91.2 49.2 88.2 82.9MWNet [161] 95.6 92.4 89.3 84.1 69.6 25.8 18.5 93.1 89.7F-Correction [139] 90.5 87.9 63.3 42.9 90.1GLC [79] 95.0 95.0 95.0 95.0 90.0 80.0 76.0GCE [214] 93.3 89.8 87.1 82.5 64.1 89.3 76.7

DIW
Freeze (B)

91.3 91.2 90.8 90.5 89.8 89.2 88.1 91.0 90.6CoL 91.1 91.1 90.9 90.6 89.9 89.4 88.8 90.8 89.9MWNet 91.3 91.2 90.8 90.6 89.8 88.2 82.4 90.9 86.4F-Correction 90.8 90.5 90.1 89.6 88.4 88.0 88.1 88.9 88.4GLC 90.7 89.7 90.0 89.5 89.0 88.5 88.3 88.7 88.2GCE 91.1 90.8 90.7 90.5 90.4 90.0 89.1 90.9 89.0
DIW

Fine Tuning (C)
94.5 94.5 94.5 94.5 94.0 92.0 89.1 94.2 93.6CoL 93.9 94.6 94.6 94.2 93.6 92.7 91.7 94.0 93.7MWNet [64] 94.6 93.9 92.9 91.5 90.2 87.2 93.7 92.6F-Correction 94.0 93.4 93.1 92.9 92.3 91.4 90.0 93.6 92.8GLC 93.5 93.4 93.5 93.1 92.0 91.2 88.3 93.2 92.1GCE [64] 94.6 94.0 92.9 90.8 88.4 83.8 93.5 90.3

Table 5.2: Final accuracy for the different models on CIFAR10 under symmetric andasymmetric noises and multiple noise rates.

First, we observe when comparing section (A) and (B) from both tables that
"Freeze" experiments consistently outperforms "End-to-End" experiments as soon
as the data stop being perfectly clean. Using a pretrained self-supervised repre-
sentation such as SimCLR improves significantly the performances of the final
classifier. Outside of well controlled and perfectly clean datasets all selected al-
gorithms are not able to learn a good enough representation from the noisy data
and are beaten by a representation learned without resorting to using given labels.
Robust Learning to Label noise algorithms, especially designed for deep learning,
can preserve an already good representation from noisy labels but are unable to
learn a good representation from scratch.

Then, we observe when comparing section (B) and (C) from both tables that
"Fine Tuning" experiments consistently outperforms "Freeze" at noise rates less
than 80 for the symmetric case and less than 40 for the asymmetric case. The
nature of the final classifier used after the learned representation partially explains
these results; we used a single dense layer (see Section 5.3.4). This classifier
may under-fit as the number of learnable parameters might be too low to actually
fit complex datasets such as CIFAR10 and CIFAR100 even with a good given
representation. Using more complex classifiers such as Multi-Layer Perceptron
could have led to comparable performances than fine tuning even for low noise
rates. This point leaves room for further investigation. Having the possibility to
fine tune the representation to better fit the classification task induces the risk to
actually degrade it.

Outside of well controlled and perfectly clean datasets, practitioners should
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Algorithms CIFAR100Clean Symmetric Asymmetric0 20 40 60 80 90 95 20 40
DIW [49]

End-to-End (A)
53.7 49.1 54.0CoL [188] 75.8 73.0 32.8MWNet [161] 79.9 74.0 67.7 58.7 30.5 5.2 3.0 71.5 56.0F-Correction [139] 68.1 58.6 19.9 10.2 64.2GLC [79] 75.0 75.0 75.0 62.0 44.0 24.0 12.0 75.0 75.0GCE [214] 76.8 66.8 61.8 53.2 29.2 66.6 47.2

DIW
Freeze (B)

65.6 65.1 64.0 62.9 59.0 53.3 42.5 61.7 49.0CoL 65.8 65.0 64.0 63.4 62.3 60.0 57.0 64.1 58.6MWNet 66.6 66.6 66.2 65.4 63.7 59.8 49.5 64.8 54.5F-Correction 66.5 64.7 61.8 58.8 54.5 51.7 50.8 58.4 56.5GLC 58.5 57.8 52.3 51.1 41.6 40.1 35.3 51.4 50.3GCE 63.5 62.9 61.5 60.0 55.7 51.0 49.9 51.2 48.3
DIW

Fine Tuning (C)
73.8 74.9 74.9 74.5 70.2 62.3 50.4 71.8 62.8CoL 73.7 74.8 74.8 75.0 73.2 67.3 62.0 72.6 70.3MWNet [64] 75.4 73.2 69.9 64.0 57.6 44.9 72.2 64.9F-Correction 69.8 70.1 69.1 69.5 66.9 62.1 57.0 70.3 66.2GLC 69.7 69.4 68.6 62.5 50.4 32.1 18.7 68.2 62.3GCE [64] 75.4 73.3 70.1 63.3 55.9 45.7 71.3 59.3

Table 5.3: Final accuracy for the different models on CIFAR100 under symmetric andasymmetric noises and multiple noise rates.
first consider to learn a self-supervised representation and then either fine tune it
or freeze it with classifier learned with robust algorithms. Self-Supervised Learning
(SSL) algorithm such as SimCLR seems to perfectly fit this task, but other SSL
algorithms could be used and explored.

Another observation from this benchmark is about the difference in perfor-
mance between all the tested algorithms. Indeed, if we consider part (B) of Table
5.2, for both noise models and all noise rates, the performances between the algo-
rithms are close, around 0.1 point in accuracy with some exceptional data points.
It shows that even complex algorithms have a hard time beating simpler approaches
when they are compared with an already learned representation.

The same observation can be done for the part (B) of Table 5.3 (for CIFAR
100), especially for the symmetric noise. However the differences between algo-
rithms are better put in perspective with this more complex dataset which contains
10 time more classes and 10 time less samples per classes. We notice that some
algorithms start to struggle at high symmetric noise rate or for the more complex
asymmetric noise model. For example, GLC is under-performing against competi-
tors for all cases and is under-performing against its end-to-end version. One reason
could be the small size used for the validation dataset as the transition matrix is
evaluated on it in a supervised manner. The small number of samples may impact
the performance of the transition matrix estimator. Much less so than the esti-
mator proposed by F-Correction which seems to perform fine even on CIFAR100
for all symmetric noises, yet only above average on asymmetric noises. Seeing
F-Correction and GLC not performing well on asymmetric noise for both dataset
is surprising as these algorithms were both particularly designed for this case.
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Lastly, we observe on both Tables 5.2 and 5.3 that algorithms with additional
knowledge on the noise model (see Table 5.1) have an edge over algorithms that
do not, especially on the hardest cases with more classes, higher noise ratio or
more complex noise model. CoL requires the noise ratio as its efficiency relies on
the hyper parameters value corresponding to the injection of pseudo labels and
confidence in model prediction that are dependent of the noise ratio. CoL emerges
among the most well rounded and most efficient algorithm for all noise models,
noise rates and datasets thanks partially to this additional knowledge. On the other
hand, GLC, DIW and MWNet require an additional clean validation dataset in order
to estimate the noise model or a proxy of it to correct the learning procedure on
the noisy dataset. We could expect these algorithms to perform better than CoL
as they would be able to deal with more complex noise models and have a fine-
grained policy for correcting noisy samples. Still these algorithms are not able in
these experiments to get a better accuracy than CoL and perform on par with it.

Finally we need to emphasize that only two datasets have been used in this
study, specially two datasets about image classification. In order to stronger our
claims, more experiments should be conducted.

5.5 . Conclusion

In this paper our contribution was to suggest new insights about decoupling
against end-to-end deep learning architectures to learn, preserve or promote a
good representation in case of label noise. We presented (i) a new view on a
part of the state of the art: the ways to preserve the representation (ii) and an
empirical study which completes the results and the conclusions of other recent
papers [217, 64, 211]. Experiments conducted draw a comprehensive picture of
performances by featuring six methods and nine noise instances of three different
kinds (none, symmetric, and asymmetric). Our added value for the empirical study
is the comparison between the "freeze" and the "fine tuning" results.

One conclusion we are able to draw is that designing algorithms that preserve
or promote good representation under label noise is not the same as designing
algorithms capable of learning from scratch a good representation under label
noise. To make end-to-end learning succeed in this setup researchers should take
a better approach when designing such algorithms.

Another element that emerged from the experiments was the efficiency of
both freeze and fine tuning approaches in comparison to the end-to-end learning
approach. Even the most complex algorithms such as DIW when trained in an end-
to-end manner are not able to beat simple robust loss as GCE when trained with
fine tuning. It questions usual experimental protocols of Robust Learning to Label
(RLL) noise papers and questions the recent advances in the field. Evaluating RLL
algorithms with pretrained architectures should be the norm as it is easy to do so
and the most efficient way for practitioners to train model on noisy data.
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One more strong point in this conclusion is that in presence of noise the exper-
iments show that fine tuning of Contrastive representation allows the six methods
to achieve better results than their end-to-end learning version and represent a new
reference compare to the recent state of art. Results are also remarkable stable
versus the noise level.

Since fine-tuned representations are shown to outperform frozen ones, one
can conclude that noise-robust classification heads are indeed able to promote
meaningful representations if provided with a suitable starting point (contrastingly
to readers of [217, 64] who might prematurely jump to the inverse conclusion).

However these experiments could be extended to be more exhaustive in two
ways: (i) SimCLR is not the only recent and efficient contrastive learning algo-
rithms, MOCO [77, 26] or Bootstrap Your Own Latent (BYOL) [66] could have
been used as said earlier in the paper, but other self-supervised or unsupervised
algorithms could have been used such as Auto-Encoder [96] or Flow [93]; (ii) exper-
iments could be extended to datasets from other domains such as text classification
or time series classification.
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6 - Biquality Learning at Orange

Weakly Supervised Learning at Orange is ubiquitous. First of all because Fraud
Detection is one of the most important use case of Machine Learning at Orange.
Fraud in Telecommunications is a huge topic and a huge market, it is reported than
around 32.7 billion dollars are lost every year in fraud in the telecommunication
sector (note that fraud amount is usually under estimated). Orange is a victim of
these fraud and combats it. Second, because Cyber-Security is another important
topic at Orange for multiple reasons. Since historically Orange has been gathering
and storing very sensitive data of their users and had to protect itself against cyber-
attacks, and more recently because Orange tried to propose its grown expertise
in the domain to others thanks to the consulting services offer by Orange Cyber-
Defense. Finally because Orange has more or less always been applying principle
from data mining and machine learning, it has long term deployment of machine
learning models and experience in MLOps [97], a domain where managing model
life cycle is synonym of dealing with various of weak signals corresponding to
predictions of past model versions. Thus, it is an important research topic and
gaining knowledge on how to develop better algorithm is a key goal.

In practice, when Data Scientists are assigned tasks about attack or fraud
detection, they are given an untrusted data where they absolutely cannot trust the
quality of the labeling process. Historically, Robust Machine Learning algorithms
and methodologies have been deployed to combat this issue, but most importantly
experts have been required to help cleanly label the available datasets. Yet, a
common pattern was the lack of time and number of such experts to completely
label the datasets. That is where we felt the need to review algorithms that
were able to leverage such datasets. In practice, we found few alternatives that
worked with Orange own machine learning processes, especially the ones revolving
about our in-house AutoML platform [14, 15] and Orange use cases centered about
tabular classification tasks.

That is why we proposed to study the field of Biquality Learning, in the lenses
of tabular classification with agnostic classifiers. In addition to the knowledge
provided in this manuscript, we propose a Python library to gather the empirical
knowledge gathered during this PhD; a shared knowldege to Orange.
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biquality-learn : a Python library for Biquality Learning

We designed a biquality-learn library which follows the scikit-learn API,
meaning that it provides a consistent interface for training and using biquality
learning algorithms. It includes a variety of reweighting algorithms, plugin correc-
tors, as well as functions for simulating label noise and generating sample data.

To install biquality-learn, a simple command pip install biquality-learn is
enough and will install all necessaries dependencies.

Overall, the goal of biquality-learn is to make well-known and proven bi-
quality learning algorithms accessible and easy to use for everyone, and to enable
researchers to experiment in a reproducible way on biquality data.

• Source Code : https://github.com/pierrenodet/biquality-learn/

• Documentation : https://biquality-learn.readthedocs.io/en/stable/

6.0.1 . Design of the API
Scikit-learn [140] is a machine learning library for Python with a design philoso-

phy that emphasizes consistency, simplicity, and performance. The library provides
a consistent interface for various algorithms, making it easy for users to switch
between models. It also aims to make machine learning easy to get started with
through user-friendly API and clear documentation. Additionally, it is built on top
of efficient numerical libraries (numpy [72], and SciPy [184]) to ensure that models
can be trained and used on large datasets in a reasonable amount of time.

In biquality-learn, we followed the same principle, implementing a similar
API with fit and predict functions. In addition to passing the input features and
the labels as in scikit-learn, in biquality-learn, the sample_quality property is
provided to specify from which dataset the sample is originating from. Especially,
values of 0 indicate an untrusted sample and values of 1 indicate a trusted sample.

6.0.2 . Training Biquality Learning Classifiers
To train a biquality learning algorithm using biquality-learn, you will need to

have a dataset with a trusted and untrusted portion. If you don’t have one and
want to experiments on synthetic data, you can generate such a dataset using
functions from scikit-learn, or you can obtain it from external sources.
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Here is an example of how to train a biquality classifier using the KPDR (K-
Probabilistic Density Ratio) algorithm from biquality-learn:

1 # Generate a dataset with a trusted and untrusted portion
2 from sklearn.datasets import make_classification
3 from sklearn.model_selection import StratifiedShuffleSplit
4

5 X, y = make_classification()
6

7 trusted, untrusted =
next(StratifiedShuffleSplit(train_size=0.1).split(X, y)),→

8

9 # Train a biquality classifier using KPDR
10 from sklearn.linear_models import LogisticRegression
11 from bqlearn.kdr import KPDR
12

13 bqclf = KPDR(LogisticRegression(), LogisticRegression())
14

15 # Specify the sample quality for each sample in the dataset
16 n_samples = X.shape[0]
17 sample_quality = np.ones(n_samples)
18 sample_quality[untrusted] = 0
19

20 # Fit the classifier to the data
21 bqclf.fit(X, y, sample_quality=sample_quality)
22

23 # Use the classifier to make predictions on the same data
24 predictions = bqclf.predict(X)

6.0.3 . Criteria of Inclusion in biquality-learn

In Chapter 2 we did an extensive review about Biquality Learning and did a
state-of-the-art in Section 2.4. At the end of Chapter in Section 2.8 we stated
which subparts of this state-of-the-art was useful for Orange and their particular
use cases. That’s why we designed a library centered about approaches for tabular
data and tabular classifiers. Thus restricting approaches that are truly classifier
agnostic or implementable within scikit-learn’s API.

We summarized all implemented algorithms and what kind of corruptions they
are able to handle in a Table.

6.0.4 . scikit-learn’s metadata routing

scikit-learn’s metadata routing system can be used to seamlessly incorporate
the sample_quality property into the training and prediction process of biquality
learning algorithms. This allows you to use biquality-learn’s algorithms in a similar
way to scikit-learn’s algorithms, by passing the sample_quality property as an
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Algorithms Dataset Shifts Weaknesses of Supervision

EasyAdapt [37] X ×TrAdaBoost [36] X ×Unhinged (Linear/Kernel) [177] × XBackward [123, 139] (with GLC [79]) × XIRLNL [111, 186] (with GLC [79]) × XPlugin [213] (with GLC [79]) × XKKMM [49] X XIRBL [134] × XIRBL2 X XKPDR X X

Table 6.1: Implemented Algorithms in Biquality Learn

additional argument to the fit, predict, and other methods.
For example, when https://github.com/scikit-learn/scikit-learn/pull/

24250 will be merged, it will be possible to make a bagging ensemble of biqual-
ity classifiers thanks to the BaggingClassifier implemented in scikit-learn without
overriding its behaviour on biquality data.

1 from sklearn.ensemble import BaggingClassifier
2

3 biquality_bagging = BaggingClassifier(bqclf).fit(X, y,
sample_quality=sample_quality),→

4 print(biquality_bagging.score(X_test, y_test))

6.0.5 . Cross-Validating Biquality Classifiers

Any cross-validators working for usual Supervised Learning can work in the
case of Biquality Learning. However, when splitting the data into a train and test
set, untrusted samples need to be removed from the test set to avoid computing
supervised metrics on corrupted labels. That’s why make_biquality_cv is provided
by biquality-learn to post-process any scikit-learn compatible cross-validators.

Here is an example of how to use scikit-learn’s RandomizedSearchCV func-
tion to perform hyperparameter validation for a biquality learning algorithm in
biquality-learn:

1 from sklearn.model_selection import RandomizedSearchCV
2 from sklearn.utils.fixes import loguniform
3 from bqlearn.model_selection import make_biquality_cv
4

5 # Specify parameters and distributions to sample from
6 param_dist = {"final_estimator__C": loguniform(1e3, 1e5)}
7

8 # Run randomized search
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9 n_iter_search = 20
10 random_search = RandomizedSearchCV(
11 bq_clf,
12 param_distributions=param_dist,
13 n_iter=n_iter_search,
14 cv=make_biquality_cv(X, sample_quality, cv=3)
15 )
16 random_search.fit(X, y, sample_quality=sample_quality)

6.0.6 . Quality Implementations of Biquality Learning Algorithms
For this library we dedicated a important part of the work to the quality of

implementations. An example of such an algorithm is TrAdaBoost. TrAdaBoost
[36] is an extension of boosting to transfer learning. TrAdaBoost learns on both
trusted and untrusted data and reweights samples at every iteration depending
on their trustiness and the error made by the stagging model. On trusted data,
samples are exactly reweighted as in AdaBoost [57], where difficult samples get
more attention. On untrusted data, the Weighted Majority Algorithm [108] is used,
where misclassified samples are deemed useless for the task.

As there is no reference of an actual version of the TrAdaBoost algorithm fitting
all these features, we propose a modified version of TrAdaBoost for multi-class
classification inspired by SAMME [73] that handles a learning rate hyper-parameter
and correct the natural weight drift of TrAdaBoost using Dynamic TrAdaBoost [4]
in Algorithm 7).

This novel and improved version of TrAdaBoost is available in biquality-learn.
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Algorithm 7: Dynamic Multi-class TrAdaBoost
Input: Trusted Dataset DT , Untrusted Dataset DU
Parameter: Classifier Familiy F , N number of iterations, – learningrate

1 Let T = |DT | and U = |DU |
2 ∀i ∈ [[1; T + U]]; w0

i = 1
3 for t ∈ [[1; N]] do
4 ∀i ∈ [[1; T + U]]; pti = w t−1

i =
PT+U

k=1 w
t−1
i

5 Learn f t ∈ F on DT ∪DU with distribution pt
6 Let ›t = PT+U

k=1 w
t−1
i |f t(xi )−yi |PT+U
k=1 w

t−1
i

7 if ›t ≥ 1− 1
K then

8 break

9 Let ˛t = ›t

1−›t
1

K−1 and ˛c = 1

1+
√

2 lnU=N

10 Let Ct = (1− ›t)(1 + ›t˛t (−–))
11 for i ∈ [[1; T ]] do
12 w ti = w t−1

i ˛t (−–|f
t(xi )−yi |)

13 for i ∈ [[T + 1; U]] do
14 w ti = w t−1

i Ct˛c
–|f t(xi )−yi |

Output: f = argmaxk
PN

t=1−– ln(˛t)1(f t = k)

6.0.7 . Simulating Corruptions with the Corruption API

The corruption module in biquality-learn provides several functions to artifi-
cially create biquality datasets by introducing synthetic corruption. These functions
can be used to simulate various types of label noise or imbalances in the dataset,
which can be useful for testing and evaluating biquality learning algorithms.

Here is a brief overview of the functions available in the corruption module:

• make_weak_labels: This function adds weak labels to the dataset by learn-
ing a classifier on a subset of the dataset and using its predicitons as a new
label.

• make_label_noise: This function adds label noise to the dataset by ran-
domly flipping a specified fraction of the labels.

• make_instance_dependent_label_noise: This function adds instance-dependent
label noise to the dataset by flipping labels with a probability that is depen-
dent on the instance features.

• uncertainty_noise_probability : This function computes the probability of
corrupting a label based on the predicted class probabilities.
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• make_imbalance: This function creates an imbalanced dataset by oversam-
pling or undersampling the minority class.

• make_cluster_imbalance: This function creates an imbalanced dataset by
sampling more or fewer instances from certain clusters.

These functions can be used to artificially create biquality datasets for testing
and evaluating biquality learning algorithms.
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Conclusion

In conclusion, this manuscript aimed to determine the feasibility of designing
a training algorithm that could automatically adapt to various weak supervision
scenarios. Through the proposal of a novel taxonomy of Weakly Supervised Learn-
ing, named the Weak Supervision Cube, and the definition of a generic learning
framework named Biquality Learning, we were able to review the state-of-the-art
algorithms that suppose the availability of a small trusted dataset. Under this
framework, we proposed an algorithm based on Importance Reweighting for Bi-
quality Learning (IRBL) that is classifier-agnostic, and is based on the empirical
estimation of the Radon-Nikodym derivative (RND), which is the sample reweight-
ing scheme to build a risk-consistent estimator on untrusted data. Our results
demonstrate that IRBL can improve the performance of various classifiers on bi-
quality datasets. In addition to addressing the issue of weak supervision, this thesis
also deals with the problem of dataset shifts. To solve it, we proposed a variant
of IRBL called IRBL2, and its covariate-shift version named KPDR both based
on the RND estimation. This approach allows the algorithm to better handle the
problem of corrupted and untrusted labels in the presence of dataset shifts. We
also developed a library called bq-learn that implements the proposed methods and
algorithms. This library is designed to make it easy for practitioners to use and
apply the proposed solutions to their own datasets and use-cases. It provides a
user-friendly interface and a set of pre-built functions that can be easily integrated
into existing machine learning pipelines. The biquality-learn library can be used to
handle weak supervision and dataset shifts in a unified way. It provides a powerful
tool for practitioners to improve the performance of supervised learning algorithms
on weakly labeled and corrupted datasets.
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