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Implémentation de la base de données électrons-photons EPICS2017 dans 

Geant4 : développements et applications 

Résumé : 

Geant4 propose des modèles de physique complémentaires pour simuler les interactions des photons et 

des électrons avec la matière, en fonction de l’énergie. Un ensemble important de modèles à basse 

énergie (inférieure à 1 GeV) appelé « modèles Livermore » est disponible dans Geant4. Jusqu'à la 

version Geant4 10.6 (2021), ces modèles étaient basés sur trois bases de données du Lawrence 

Livermore National Laboratory (LLNL) pour les éléments de numéro atomique Z : 1-100, conçues dans 

les années 1990. Ces bases de données ont fait l'objet d'une mise à jour majeure sous l'égide de l'Agence 

Internationale de l'Energie Atomique (AIEA), aboutissant à une nouvelle version, EPICS2017 (Electron-

Photon Interaction Cross Sections/Sections efficaces d'interaction électrons et photons). 

Le premier objectif de cette thèse est de mettre à jour les modèles Livermore pour les photons et les 

électrons dans Geant4 avec la base de données EPICS2017. Après une introduction à la base de données 

EPICS2017 et aux modèles Livermore, présentés dans le chapitre 1, nous expliquons dans les chapitres 

2 et 3 le travail réalisé pour les modèles Livermore photons et électrons, respectivement. Pour les 

photons, quatre processus ont été pris en compte : la création de paires/triplets, la diffusion Compton, 

l'effet photoélectrique et la diffusion Rayleigh. De nouvelles paramétrisations basées sur EPICS2017 

ont été effectuées pour les fonctions de diffusion pour l'effet Compton, les sections efficaces des sous-

couches pour l'effet photoélectrique et les facteurs de forme pour la diffusion Rayleigh. Une étude 

comparative entre la version Geant4 10.6, basée sur la base de données précédente, et Geant4 11.0, mise 

à jour avec EPICS2017, a montré que notre mise en œuvre améliorait la précision des paramétrisations 

considérées. De plus, les coefficients d'atténuation massique calculés à partir des simulations Geant4 

pour l'interaction totale des photons, et pour chaque processus, ont été comparés à la base de données 

XCOM et cette comparaison confirme la bonne concordance des résultats. Pour les électrons, une 

possible mise à jour du modèle décrivant l'ionisation et l'excitation a été considérée. Les études 

comparatives réalisées sur les sections efficaces et les pouvoirs d'arrêt n'ont pas montré de différences 

significatives entre EPICS2017 et les modèles Livermore existants. Par conséquent, l'implémentation 

de l’EPICS2017 pour les électrons s’est révélée non nécessaire.  

Les modèles de basse énergie de Geant4 jouent un rôle important dans la modélisation des expériences 

de caractérisation des matériaux, notamment pour les expériences basées sur l'émission de rayons X, 

telles que l'imagerie par micro-tomographie protonique réalisée au LP2I Bordeaux. Dans ce contexte, le 

deuxième objectif de la thèse a été d’utiliser Geant4 pour simuler les expériences d’imagerie 3D par 

micro-tomographie protonique et quantifier la précision des méthodes de reconstruction. Le chapitre 4 

décrit les simulations d'imagerie tomographique sur différents fantômes numériques, comprenant la 

partie supérieure d'un nématode C. elegans et une cible de fusion par confinement inertiel. La géométrie, 

la masse volumique et la composition de ces fantômes ont été dérivées de données expérimentales. La 

comparaison entre les images reconstruites, basées sur les résultats de simulation, et les fantômes 

originaux, pris comme référence, nous a permis d'évaluer l’exactitude des différentes méthodes de 

reconstruction testées et de vérifier les corrections d'atténuation des rayons X mises en œuvre dans le 

logiciel de reconstruction. Une précision ≤ 4% pour le phosphore, qui était l'élément le plus atténué, a 

été obtenue. 

Mots clés : Simulation Geant4, EPICS2017, Livermore, micro-tomographie protonique, correction 

d’atténuation X 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Implementation of the EPICS2017 electron-photon database in Geant4: 

developments and applications 

Abstract: 

Geant4 provides complementary and alternative physics models for the interaction of photons and 

electrons with matter, according to the energy range. An important set of models in the low energy 

(below 1 GeV) sub-package is the so-called Livermore models. Up to Geant4 10.6 version (2021), these 

models were based on three evaluated data libraries of the Lawrence Livermore National Laboratory 

(LLNL) for elements with atomic number Z: 1–100, designed in the 1990′ s. These libraries have 

undergone a major updating process under the auspices of the International Atomic Energy Agency 

(IAEA), resulting in a new version, EPICS2017 (Electron-Photon Interaction Cross Sections).  

The first objective of this PhD is to update Geant4 Livermore photon and electron models with the 

EPICS2017 database. After an introduction to the EPICS2017 database and Livermore models presented 

in chapter 1, we will explain in chapter 2 and 3 the implementation carried out for Livermore photon 

and electron models respectively. For photons, four processes were considered: gamma conversion, 

Compton scattering, photoelectric effect and Rayleigh scattering. New parameterizations based on 

EPICS2017 were performed for scattering functions of Compton effect, subshell cross-sections of the 

photoelectric effect and form factors of Rayleigh scattering. A comparative study between Geant4 10.6, 

based on the previous database, and Geant4 11.0, updated with EPICS2017 showed that our 

implementation improved the precision of the considered parameterizations. Moreover, the mass 

attenuation coefficients calculated from Geant4 simulations for both total photon interaction and each 

process were compared with XCOM database and found in good agreement. For electrons, the possible 

update of the ionisation and excitation model was considered. Comparative studies carried-out on cross-

sections and stopping powers did not show any significant differences between EPICS2017 and the 

existing Livermore models. Consequently, the implementation of EPICS2017 for electrons is not 

required.  

The low energy models of Geant4 play an important role in modelling the experiments of material 

characterization, especially for the experiments based on X-ray emission, such as proton micro-

tomography imaging carried-out at LP2I Bordeaux. In this context, the second objective of my PhD is 

to apply Geant4 to simulate 3D proton micro-tomography experiments and quantify the accuracy of 

reconstruction methods. Chapter 4 describes tomography-imaging simulations on different phantoms 

including the upper part of a C. elegans nematode and an inertial confinement fusion target. The 

geometry, mass density and composition of the phantoms were derived from experimental data. The 

comparison between reconstructed images based on simulation results and original phantoms, taken as 

a reference, allowed us to assess the accuracy of the different reconstruction methods tested and to verify 

the X-ray attenuation corrections implemented in the reconstruction software package. An accuracy ≤ 

4% for phosphorus, which was the most attenuated element, was obtained. 

Keywords: Geant4 simulation, EPICS2017, Livermore, proton micro-tomography, correction of X-

ray attenuation 
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Chapter 1: Introduction 

1. General introduction

Based on the microbeam set-up of the AIFIRA (Applications Interdisciplinaires des Faisceaux d’Ions 

en Région Aquitaine) platform, the iRiBio (Ionising Radiation and Biology Interactions) team has been 

dedicated to the development of innovative techniques of irradiation and imaging for applications in 

biology. More precisely, the research seeks to accomplish the following objectives: 

 The experimental study of the biological effects on living organisms or cells following exposure 

to ionising radiation. For this purpose, an ion microbeam line, where the delivered particles are 

controlled in time, quantity and space, is used for targeted irradiation at the cellular level [1-3]. 

 The detection, localization and quantification of chemical elements in biological samples 

exposed to exogenous compounds, such as pollutants, pharmacological drugs or nanoparticles, 

using 2D and 3D (tomography) quantitative imaging and analysis techniques [4-6]. 

In addition to experimental studies, the iRiBio team has initiated simulation activities based on Geant4, 

which is the most widely-used open-source Monte Carlo toolkit for the simulation of particle interactions 

with matter [7-9]. Originally designed to answer the needs of high energy physics, including the CERN 

experiments ATLAS and CMS, which discovered the Higgs boson in 2012, Geant4 has been found 

useful in other fields, such as space exploration and medical physics. With the development of parallel 

computing, the execution speed has been improved, leading to an expansion of the capabilities to 

describe more and more complex phenomena. The iRiBio group is involved in the Geant4 community 

not only as a user, but also as a developer, with the two distinct objectives previously mentioned: 

 In order to simulate biological damages induced by ionising radiation at the cellular and sub-

cellular scale, the team contributes to the development of the Geant4-DNA project, an extension 

of Geant4 [10]. The tracking capabilities at the sub-micrometer scale allows one to propose a 

complete simulation platform at the subcellular level; 

 Furthermore, regarding imaging applications, the group has initiated since 2017 a simulation 

application to model proton micro-tomography imaging using Geant4 [11]. The primary goal 

of this project is to validate the accuracy of the reconstruction methods used to obtain 

tomographic images. For this, the tomography experiments have been simulated based on 

phantoms that have been defined according to experimental data. I was involved in this 

development from the beginning, during my internship in 2017 (internship of the end of studies 

at IMT Atlantique engineering school), by designing such phantoms.  

For these reasons, the development of Geant4 simulation capabilities constitutes an indispensable 

component for the research undertaken in the iRiBio team. Driven by the need for accurate simulation, 
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the team devoted itself to developing the physics models used in Geant4. More precisely, each physical 

particle-matter interaction is described by a “physics process” class in Geant4. For each physics process, 

Geant4 provides several physics models, based on different assumptions (e.g., theoretical, semi-

empirical…) and applicable to different energy ranges or particle types. Therefore, a process is a 

fundamental concept in Geant4 that describes a physical interaction, while a model is a specific 

implementation of a process that takes into account various parameters and assumptions.  

Geant4 provides a low energy electromagnetic sub-package dedicated to improve the accuracy and 

precision of simulations at low energies below 1 GeV [12, 13]. It includes complementary and 

alternative physics models according to the energy range, describing the electromagnetic interactions of 

photons (gamma conversion, Compton scattering, photoelectric effect and Rayleigh scattering), 

electrons and positrons (ionisation and bremsstrahlung) as well as annihilation for positrons. Two main 

sets of models are available in this sub-package: 

 PENELOPE (PENetration and Energy LOss of Positrons and Electrons), version 2008 [14] 

implemented in C++; 

 Livermore.  

Livermore physics models constitute an important component of the low energy electromagnetic sub-

package. They are based on three evaluated data libraries of the Lawrence Livermore National 

Laboratory (LLNL) for elements with atomic number Z = 1-100:  

 EADL91 (Evaluated Atomic Data Library) [15]; 

 EEDL91 (Evaluated Electrons Data Library) [16]; 

 EPDL97 (Evaluated Photons Data Library) [17]; 

These models have been utilized in space radiation [18], archaeology [19] and medical physics 

applications, particularly in radiotherapy [20, 21], micro-and nanodosimetry [22, 23], imaging [24, 25] 

and spectrometry [26, 27]. Especially for medical physics, it is now possible to model the interaction of 

particles with living matter down to the molecular level (DNA), opening the way to a finer understanding 

of the mechanisms occurring during and following irradiation of biological media [28, 29]. For these 

reasons, the use of Geant4 in this field is now quickly growing, especially in the frame of the 

optimization of novel techniques of radiation therapy (for instance for image guided radiotherapy and 

for proton/hadron-therapy). Livermore models are also adopted in the Geant4-DNA set of physics 

models [10, 30-32] and by other medical physics oriented simulation platforms based on Geant4, like 

TOPAS (http://www.topasmc.org) [33, 34], GATE (http://www.opengatecollaboration.org) [35, 36] 

and GAMOS (http://fismed.ciemat.es/GAMOS/) [37, 38]. Comprehensive validations have been 

performed by the Geant4 community for photon cross-sections [39, 40] and more specifically for 

medical applications [41]. These benchmarking tests compared Livermore models with respect to 

different well-known databases, such as XCOM [42], SANDIA [43], Penelope [44], in the 1 keV - 100 

GeV energy range. This range corresponds to the data available in the XCOM library. Poon et al. [45] 

carried out a validation specifically for water and tungsten in the 1 keV - 100 MeV energy range for 

http://www.topasmc.org/
http://www.opengatecollaboration.org/
http://fismed.ciemat.es/GAMOS/
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radiotherapy physics applications. Furthermore, some studies compared simulated results based on the 

Livermore models with XCOM data and experimental data for specific energy values, using radioactive 

sources in the keV - MeV energy range, for typical biological, geological and industrial materials [46-

48]. All these publications have highlighted the applicability of the Livermore models. 

However, the EPDL97, EEDL91 and EADL libraries, which were designed in the 1990’s, have 

undergone a major update resulting in a new version, EPICS2017 (Electron-Photon Interaction Cross 

Sections) under the auspices of the International Atomic Energy Agency (IAEA) (https://www-

nds.iaea.org/epics/) [49]. It is important that Geant4 takes into account these new databases to improve 

the precision and reliability of the Livermore models, which constitutes the first objective of this PhD 

project, i.e., to implement EPICS2017 in Livermore photon and electron models. 

The low energy models of Geant4 play an important role in modelling the experiments of material 

characterization, especially for the experiments based on X-ray emission, such as proton micro-

tomography imaging carried-out at LP2I Bordeaux. In this context, the second objective of this PhD 

project is to apply Geant4 to simulate 3D proton micro-tomography experiments and quantify the 

accuracy of image reconstruction methods.  

 

 

  

https://www-nds.iaea.org/epics/
https://www-nds.iaea.org/epics/
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2. Implementation of EPICS2017 for photon models 

2.1. Photon processes in Geant4  

The first task of this PhD project consists in the implementation of the EPICS2017 database for photon 

models. In Geant4, four main physics processes are included for photons: 

 The gamma conversion: when an incident photon energy exceeds 2mec
2 (1.022 MeV), the 

absorption and conversion of the incident photon into an electron-position pair by an atom 

becomes energetically possible. However, to conserve the momentum simultaneously with total 

energy, the gamma conversion cannot occur in free space. It can only occur in the Coulomb 

field of a collision partner, either an atomic nucleus (pair production) or an orbital electron 

(triplet production) that can take up a suitable fraction of the momentum carried by the photon: 

o Pair production in the field of the nucleus: the extra momentum is absorbed by the 

atomic nucleus of the medium with two particles (electron and positron) generated; 

o Triplet production in the field of orbital electron: when an orbital electron picks up the 

extra photon momentum, the recoil energy may be significant. Three particles (two 

electrons and a positron) are generated. The threshold energy for triplet production is 

4mec
2 (2.044 MeV). 

 Compton scattering: an incident photon interacts with a loosely bound orbital electron of an 

atom. During the interaction, some of the energy and momentum of the photon is transferred to 

the electron, which recoils and is scattered in a different direction. The remaining energy of the 

photon is reduced, resulting in a scattered photon with lower energy than the original photon; 

 The photoelectric effect: an incident photon is completely absorbed by an atomic electron, 

transferring all of its energy to the electron, which becomes free and is ejected from the atom. 

The electron is also known as photoelectron; 

 Rayleigh scattering: an incident photon is elastically scattered by an atom as a whole with 

essentially the same energy as the original photon. The medium atoms are neither excited nor 

ionised and only the direction of the photon is changed. 

In Geant4, for each physics process, several alternative physics models are available, grouped together 

in different sub-packages. Among those models, Livermore photon models are particularly suited to low 

energy, with recommended low limit down to 250 eV (except 1.022 MeV for pair production and 2.044 

for triplet production). The upper limit depends on the process. Other processes such as Thomson 

scattering and Delbrück scattering are not specifically considered in Livermore models, but 

implemented in the JAEA (Japan Atomic Energy Agency) elastic scattering model [50]. 
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2.2. Objective and method 

The first objective of the PhD is to update Livermore photon models with the EPICS2017 database, 

which will be described in chapter 2. In Geant4, a physics model performs two major tasks: 

 Computation of important physical quantities, such as cross-section and stopping power. For 

photon processes, the computation of cross-section is necessary to determine the probability of 

a photon undergoing a particular interaction as it passes through a material. It is performed by 

the ComputeCrossSectionPerAtom() method; 

 Sampling of the final state after an interaction, performed by the SampleSecondaries() method. 

This method is called to generate the final state of the incident photon after a step interaction, 

such as its energy and momentum. It also simulates the generation of the secondary particle(s) 

produced as a result of the interaction.  

In general, two different modelling approaches are involved in the implementation of the tasks:   

 A model based on evaluated data libraries; it uses pre-determined data to calculate interactions 

between particles. These data libraries are typically compiled from experimental measurements 

and theoretical calculations. This is the case for the Livermore models. 

 An analytical model, based on a set of mathematical formulas describing the physical processes 

in a simplified way, often resulting in faster simulations. 

As mentioned before, Livermore models were developed based on evaluated data libraries (EADL91, 

EEDL91 an EPDL91). The data were employed in the computation of cross-sections and the sampling 

of the final state. The data were either directly used as tabulated values, after a conversion to a specific 

Geant4 format, or parameterized to improve speed and memory management, especially when the data 

vary smoothly.  

In this context, the first step in the implementation of EPICS2017 is to identify the physical quantities 

that are used in the Livermore models and study if they are modified in EPICS2017 compared to 

previous versions.  

The physical quantities related to Livermore photon models are as follows: 

 For the gamma conversion: 

o The total cross-section. 

 For Compton scattering: 

o The total cross-section; 

o The scattering function. 

 For the photoelectric effect: 

o The total cross-section; 

o The subshell cross-section. 

 For the Rayleigh scattering: 

o The total cross-section; 



Chapter 1: Introduction 

20 

 

o The form factor. 

Some of those data are directly read as tabulated input, such as total cross-section data for the gamma 

conversion process. Some data are used through a parameterization, such as the scattering function for 

Compton effect. For this reason, the implementation of EPICS2017 includes the update of both the 

tabulated values and the parameterizations. After the implementation, the whole update is validated by 

comparing the mass attenuation coefficients calculated from updated models with those calculated from 

previous models and XCOM database. This physical quantity was chosen because it is a fundamental 

physical quantity used for describing photon attenuation characteristics. 
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3. Study of EPICS2017 and Livermore electron models  

3.1. Electron processes in Geant4 

As mentioned in section 1, the implementation of EPICS2017 data for Livermore models is composed 

of two parts: the first one is for photons, introduced above and detailed in the next chapter; the second 

is for electrons. In Geant4, several processes of electron-matter interactions are implemented. As an 

electron travels through a material, the predominant interactions are due to Coulomb forces. The electron 

slows down and is deflected from its original path via inelastic or elastic collisions with atomic electrons 

and nuclei: 

 Inelastic collisions with atomic electrons lead to excitation or ionisation of atoms. If the 

energy transferred to an orbital electron is sufficient for this orbital electron to escape from the 

atom, the ionisation occurs, leaving the atom ionised. If the transferred energy is only sufficient 

for this orbital electron to ascend to a higher shell, then the atom is excited, which corresponds 

to the excitation process. Both ionised and excited states are unstable, the vacant shell is rapidly 

filled by another orbital electron with the generation of photon(s) or Auger electron(s); 

 Elastic scattering from nuclei occurs frequently, although not as often as electron collisions. 

In general, a negligible energy is transferred in these collisions, since the mass of a nucleus is 

larger than that of an electron. The incident electron may be elastically scattered once (single 

scattering) or many times (multiple scattering), being deflected from its original path; 

 Bremsstrahlung is an inelastic process occurring in a material when a high energy (mainly 

above 1 MeV) electron is decelerated by the electric field of a charged nucleus. As a result, a 

fraction of the kinetic energy of the electron is emitted in form of X-rays. 

In addition to the processes described above, Geant4 enables to simulate the following processes:  

 Scintillation: an electron excites atoms or molecules in a medium, resulting in the emission of 

photons; 

 Synchrotron radiation: a relativistic electron is accelerated or deflected in a magnetic field, 

resulting in the emission of photons; 

 Cherenkov radiation: an electron travels through a medium at a speed greater than the phase 

velocity of light in that medium, resulting in the emission of electromagnetic radiation; 

Among these processes, Livermore electron models are specifically designed for:  

 Ionisation (including excitation process); 

 Bremsstrahlung. 

The other processes are handled by different models.  
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3.2. Objective and method 

Livermore electron models were based on the EEDL91 database. Thus, the objective of our study is to 

reveal the changes in EPICS2017 compared to EEDL91, in order to see if there is a necessity for an 

update, which will be described in chapter 3. For this, we will first compare these two versions of the 

database to identify the main changes. Moreover, all the physical quantities used in Livermore electron 

models, which could be possibly impacted by these changes, will be studied and compared:  

 Ionisation, excitation and bremsstrahlung cross-sections; 

 Energy spectrum of the scattered electron due to ionisation; 

 Energy spectrum of the emitted photon induced by bremsstrahlung. 
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4. Application to proton micro-tomography imaging 

4.1. Purpose of proton tomography experiments 

Chapter 4 of this thesis focuses on the application of Geant4 to proton tomography imaging. The first 

proton transmission tomography experiments were performed in 1976 by Cormack and Koehler with a 

158 MeV proton beam of 2 mm diameter on polymer test samples [51]. These pioneering experiments 

showed a better density contrast compared to a conventional X-ray source. This observation was 

renewed by the first experiments on human organs, in vitro, also showing an advantage in terms of 

deposited dose [52], which refers to that the use of protons instead of X-rays reduces the dose required 

to achieve a given contrast sensitivity. In parallel, and in a very similar way, the development of micro 

beam technologies has opened the way to imaging microscopic samples using ions (generally protons) 

of a few MeV. Two techniques have been applied to proton micro-tomography:  

 Scanning Transmission Ion Microscopy (STIM) displays the inner structure of the object by 

density contrast [53]; 

 Particle Induced X-ray Emission (PIXE) gives the distribution of chemical elements, with a high 

sensitivity, the limit of detection being ~µg/g [54, 55].   

The feasibility of 3D STIM imaging was first demonstrated by Pontau et al. on glass tubes and polymer 

foams [56]. The first experiment combining STIM and PIXE tomography (STIM-T and PIXE-T) was 

carried out by Schofield and Lefevre to reveal the composition of a scorpion sting [57] and showed the 

capability of these technique to produce the elemental concentration and mass density distributions of 

microscopic samples. Based on these techniques, a wide variety of applications have been developed 

[58]. LP2I Bordeaux laboratory has performed proton tomography experiments on Caenorhabditis 

elegans (C. elegans) nematodes in the frame of nanotoxicolgy studies. C. elegans is a transparent 

nematode about 1 mm in length living in most terrestrial ecosystems (http://www.wormbook.org/). 

Despite its small size, C. elegans presents many essential biological functions, such as digestion and 

reproduction. It is also a physiologically and genomically well-established model organism. Moreover, 

it is easy to cultivate and its rapid growth facilitates the study of the consequences of environmental 

exposure on thousands of individuals. For example, one adult worm can generate a population of about 

a thousand genetically identical worms in 10 days.   

In the iRiBio team of the LP2I Bordeaux, one objective is to study the biological effects of metal 

nanoparticles, such as TiO2 nanoparticles, which are widely used in food industry, cosmetics, textiles, 

paints, etc. More than 10,000 tons of TiO2 are produced or imported into France each year. The exposure 

to the environment and human being by ingestion and inhalation draws the attention to potential 

biological effects, which are not yet understood. To understand the possible interactions with the living, 

in situ analyses were conducted by the iRiBio team at the cellular level. In this study, C. elegans exposed 

to TiO2 nanoparticles were analyzed using STIM and PIXE techniques [59]. STIM gives access to the 

http://www.wormbook.org/
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worm morphology as well as its internal structure (Figure 1 - 1 (b)). By comparison to optical 

microscopy, STIM allows the identification of pharynx, intestine, embryos, gonads (Figure 1 - 1 (a) and 

Figure 1 - 1 (b)). This internal structure is also visible in PIXE images, mapping the elemental content 

of the worm. For biological samples, the high sensitivity of PIXE makes it suited to the analysis of minor 

minerals (such as phosphorus, sulfur, chlorine, potassium, calcium…) and trace elements (iron, copper, 

zinc…) involved in cellular metabolism. For example the distribution of phosphorus (green), calcium 

(blue) and titanium (red) are displayed in Figure 1 - 1 (c-e). PIXE images reveal a highly specific 

distribution of the elements in organs (e.g., calcium in the intestine) suggesting a link between chemical 

anatomical structure and their functions. 

 

Figure 1 - 1. In situ chemical imaging of a lyophilized C. elegans: (a) Conventional optical microscopy. The 

different organs of the worm are depicted. (b) STIM image, also revealing, by mass density contrast, the 

different organs such as pharynx, intestine, embryos. (c-e) PIXE images showing the distribution of 

phosphorus (c, green), calcium (d, blue) and titanium (e, red). (Adapted from [59], page 62 ). 

 

 

 

 

 

 

 

 

150 µm 
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The images in Figure 1 - 1 are projections taken at a specific orientation, displaying namely the 2D 

distribution of areal mass expressed in g/cm2. In order to obtain the three-dimensional structure of  

C. elegans, 3D proton tomography experiments were performed [60]. STIM-T provides the 3D 

distribution of the mass density (expressed in g/cm3) of the analyzed volume (Figure 1 - 2). PIXE-T 

gives access to the distribution of mass density (expressed in g/cm3) for each considered chemical 

element as shown in Figure 1 - 3. The reconstruction of these quantitative images is performed using a 

specific data reduction software, such as the TomoRebuild software package developed at LP2I 

Bordeaux [6].  

 

Figure 1 - 2. Three-dimensional structure of the upper part of the C. elegans sample of 255 STIM-T 

slices: 3D view of the outer surface of the worm (a); longitudinal slice through the reconstructed volume 

and its corresponding sketch (b); a few horizontal slices (c). The vertical position of the slices is 

indicated on the left. Reconstructed mass density values were coded on a linear gray scale ranging from 

0.01 (black) to 0.9 g/cm3 (white), except for slice 217, which presents denser regions, ranging from 0.25 

to 1.1 g/cm3. (Adapted from [60], page 47). 
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Figure 1 - 3. Tomographic reconstructions corresponding to the STIMT slice number 23 (a). The mass 

density STIM-T map was represented using a linear gray scale ranging from 0.09 (black) to 0.9 g/cm3 (white). 

Element distributions are presented for phosphorus, sulfur and calcium (b–d). Several high-density spots, 

noticeable in the STIMT map and also visible especially in the PIXET-phosphorus map (b), were 

schematically represented in (e) to guides the eye. As in Figure 1 - 2, the intestine can be identified from the 

STIMT map (arrow) and was represented by a hatched area in (e). (Adapted from [60], page 48). 

4.2. Objectives of Geant4 simulation 

PIXE-T experiments consist of measuring the X-rays emitted by atoms of the material following their 

ionisation by incident protons. Two physical phenomena have an impact on the count of X-rays and 

eventually influence the accuracy of the quantification: 

 Non-linear X-ray production (NLXP) effect, caused by the decrease of proton energy in the 

material, leading to a variation of the probability of ionisation, quantified by the ionisation  

cross-section; 

 X-ray absorption (XA) in the material, on the way from the emitting point to the detector. 

Even for small samples like C. elegans, the X-ray attenuation is not negligible. Previous experimental 

results on C. elegans have revealed that NLXP and XA effects can lead to about 40% attenuation of X-

ray signal [6]. Thus, it is essential to consider a correction of the attenuation in the reconstruction process. 

NLXP and XA corrections have been implemented in TomoRebuild. One objective of my PhD project 

is to verify the accuracy of these corrections and the accuracy of the reconstruction methods in terms of 

quantification of mass density.  

Previous proton tomography experiments carried out on reference micro-samples with known uniform 

mass density, have demonstrated the effectiveness of STIM-T in determining accurately the mass 

density of the analyzed materials [61, 62]. However, for PIXE-T, we would need a reference sample 

with certified density and composition, for chemical elements present at very low concentrations (mg/g 
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and even lower), similar to the case of biological samples. Such sample does not exist yet to our 

knowledge. So, a first attempt to evaluate the accuracy of PIXE-T was to compare the reconstruction 

results from different software packages on the same experimental data. For this, five reconstruction 

methods have been compared, from the DISRA [63], JPIXET [64, 65] and TomoRebuild software 

packages, which are the only codes able to take into account precise NLXP and XA corrections at present. 

This comparative study was performed on experimental data of C. elegans. The mass densities obtained 

by different methods were found similar [6, 66]. However, this was only a rough comparison of one 

package relative to the other. To perform a precise study, we chose to use Monte Carlo simulations to 

generate tomography data, similar to experiments, using numerical reference samples. For this, we 

decide to use the Geant4 toolkit. 

Geant4 has been already applied to tomographic imaging in the medical field. Geant4 provides users 

with complete examples, which are ready-to-use applications. For instance, the doiPET so-called 

“advanced example” is available to simulate positron emission tomography (PET) imaging [67-69]. 

Moreover, specific applications related to PIXE experiments are provided. For example, the 

xray_fluorescence advanced example reproduces various setups for PIXE or XRF experiments [70]. To 

answer our needs, the TestEm5 extended example was well suited, as it is used to test the low energy 

physics processes in the energy range of a few MeV or below, typically involved in PIXE. TestEm5 was 

used to simulate X-ray spectra that were compared with experimental spectra obtained from 1.5 MeV 

proton irradiation of thin foils of Au, Pt, GdF3 and Fe. This study considered a proton beam at a fixed 

position. This comparison results showed the ability of Geant4 to predict X-ray spectra for these high-

Z samples [26]. Based on this example, we developed a new application dedicated to proton micro-

tomography imaging by STIM-T and PIXE-T. In chapter 4, we describe how we developed this 

application and the results we obtained from numerical phantoms, used as reference. Our purpose is to 

answer the following questions: are the reconstructed images comparable to the original phantom? Is 

the shape of the phantom preserved in the reconstructed images? Are the reconstructed density values 

accurate? What is the accuracy of the NLXP and XA corrections? The answers of these questions highly 

rely on Geant4’s functionalities. 

Geant4 allows one to perform simulations under standard conditions, making it possible to validate the 

corrections totally and assess the accuracy of reconstruction process. Besides, Geant4 enables to make 

simulation under non-standard conditions, which are impossible to achieve in experiments, leading to 

the possibility to access specific simulated results. This will be detailed in chapter 4. Thanks to this 

remarkable feature, some benchmarking tests were designed so that the NLXP and XA corrections could 

be validated independently.  
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Chapter 2: Implementation of EPDL2017 for 

Livermore photon models 

1. Introduction 

Considering the interactions of photons with matter, Livermore models are specifically designed for the 

simulation of four processes: 

 The gamma conversion; 

 Compton scattering; 

 The photoelectric effect; 

 Rayleigh scattering.  

The objective of this chapter is to study the Livermore models based on EPDL97 and update them with 

EPDL2017. Therefore, in section 2, we will begin by presenting all the physical quantities for photons 

that are available in EPDL2017 and identify those that are directly or indirectly used in the Livermore 

models. In section 3, we compare EPDL2017 to EPDL97 in order to show the main modifications 

occurring for the physical quantities related to Livermore models. Subsequently, we detail the 

implementation for each process respectively. The implementation is validated, in section 4, through a 

comparative study with respect to the XCOM database. In this study, we calculate the mass attenuation 

coefficient for both total photon interaction and each process, using Geant4 10.6 (implementing EPDL97) 

and the updated models based on EPDL2017.  
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2. Photon data in EPDL2017 

2.1. Data source 

EPICS2017 [1] is the Electron Photon Interaction Cross Section library that provides the atomic data 

needed to perform electron and photon transport calculations for elements Z: 1-100, over the energy 

range 10 eV to 100 GeV. EPICS2017 is only applied for cold, neutral and isolated atoms. It is not 

suitable to handle density or molecular and other binding effects that may be important at low energy. 

EPICS2017 consists of three sub-libraries: 

 EADL [2]: the Evaluated Atomic Data Library, describes the emission of electrons and photons 

following an ionising event, caused by either an electron or photon interaction on atoms; 

 EEDL [3]: the Evaluated Electron Data Library, describes the interaction of electrons with 

matter; 

 EPDL [4]: the Evaluated Photon Data Library, describes the interaction of photons with matter; 

These three sub-libraries can be freely downloaded from the IAEA website: https://www-nds.iaea.org/epics/ 

2.2. Physical quantities for photons in EPDL2017 

In EPICS2017, the sub-library describing the interaction of photons with matter is the Evaluated Photon 

Data Library (EPDL). EPDL2017 contains complete information for photon transport for Z: 1-100 and 

energies from 10 eV to 100 GeV. The tabulated physical quantities are as follows: 

 i) Coherent scattering 

 Integrated cross section (barn); 

 Form factor; 

 Real and imaginary anomalous scattering factors; 

 Average energy of the scattered photon (MeV). 

 ii) Incoherent scattering 

 Integrated cross section (barn); 

 Scattering function; 

 Average energy of the scattered photon and recoil electron (MeV). 

  iii) Total photoelectric reaction 

 Integrated cross section (barn); 

 Average energy transferred to the residual atom, i.e., local deposition (MeV); 

 Average energy of the secondary photons and electrons (MeV). 

 iv) Photoelectric reaction, by subshell 

 Integrated cross section (barn); 

 Average energy transferred to the residual atom, i.e., local deposition (MeV); 

https://www-nds.iaea.org/epics/
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 Average energy of the secondary photons and electrons (MeV). 

 v) Pair production reaction 

 Integrated cross section (barn); 

 Average energy of the secondary electron and positron (MeV). 

 vi) Triplet production reaction 

 Integrated cross section (barn); 

 Average energy of the secondary electron and positron (MeV).  

2.3. Format of data 

2.3.1. Structure of data 

EPDL2017 contains a series of tables in ASCII format. Each table starts with two header lines that 

contain the parameters related to the data (Figure 2 - 1). The two header lines are followed by a series 

of two-column physical data lines, one data point per line. Each table is terminated by an end of table 

line which is blank, except for a 1 placed in column 72 (column 72 is blank on all other lines in the 

table). Figure 2 - 1 presents an example of two complete tables contained in EPDL2017.  

 

Figure 2 - 1. Example of two tables contained in EPDL2017. Header lines, end of table line and 

physical data lines are indicated (red arrows). 

2.3.2. Information in the first header line 

As an example, some detailed explanations are given in Figure 2 - 2 for the first header line extracted 

from the first table presented in Figure 2 - 1. 

 

end of table 

first header line 

second header line 
first table 

second table 

physical data lines 
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Figure 2 - 2. Information in the first header line of a table. 

 

Additional information:  

 For mass number, in EPICS2017, A = 000 considering elemental data 

 For incident particle (i index): 

o Yi = 0, no incident particle 

o Yi = 7, photon 

o Yi = 8, positron 

o Yi = 9, electron 

 For secondary/outgoing particle (o index): 

o Yo = 0, no secondary/outgoing particle 

o Yo = 7, photon 

o Yo = 8, positron 

o Yo = 9, electron 

 For date: YYMMDD 

 For interpolation flag: 

o Iflag = 0, or 2, linear in x and y 

o Iflag = 3, logarithmic in x, linear in y 

o Iflag = 4, linear in x, logarithmic in y 

o Iflag = 5, logarithmic in x and y 

2.3.3. Information in the second header line 

Figure 2 - 3 illustrates the information contained in the second header line. As an example, we extract 

the second header line from the first table, presented in Figure 2 - 1. 

    1000  7  0  1.00797    1807172 2  0.0         0.0         0.0 

Z, atomic number 

columns 1-3 

(here Z = 1) 

A, mass number 

columns 4-6 

(always 000) 

Yi, incident particle 

columns 8-9 

 

Yo, secondary/outgoing 

particle 
columns 11-12 
 

AW, atomic mass 

columns 14-24 
  

Date, date of evaluation 

columns 26-31 
  

Iflag, interpolation flag 

column 32 
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Figure 2 - 3. Information in the second line of a table. 

 

Additional information:  

 For reaction descriptor (it is equivalent to the notion of “physical process” used in Geant4): 

o C = 71, coherent scattering 

o C = 72, incoherent scattering 

o C = 73, photoelectric effect 

o C = 74, pair production 

o C = 75, triplet production 

o C = 93, whole atom parameters 

 For reaction property: 

o I = 0, the table contains data about the integrated cross section 

o I = 10, the table contains data about the average energy of secondary/outgoing particle, Yo 

o I = 11, table contains data about the average energy to the residual atom 

o I = 941, table contains data about the form factor 

o I = 942, table contains data about the scattering function 

o I = 943, table contains data about the imaginary anomalous scattering factor 

o I = 944, table contains data about the real anomalous scattering factor 

 For reaction modifier: 

o S = 0, no X1 field data required 

o S = 91, X1 field data required 

 For X1, value depends upon the value of S: 

o S = 0, X1 = 0 

o S = 91, X1 = subshell designator. The subshells are specified by prescribed floating 

point designators, as shown in Appendix A,  

2.3.4. Physical data lines 

After the two header lines, the two-column physical data lines are given, with 10 significant digits. The 

physical quantities tabulated in these data lines depend on the value of the reaction property I, which is 

C, reaction descriptor 

columns 1-2 

I, reaction property 
columns 3-5 

S, reaction modifier 

columns 6-8 
  

73 11 91  0.0         1.          0.0         0.0         0.0 

X1, subshell designator 

columns 22-32 
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indicated in the second header line (Figure 2 - 3). For example, in Figure 2 - 3, I = 11, which means that 

data correspond to the average energy to the residual atom. 

2.4. Main changes 

2.4.1. Format 

The first change in EPICS2017, in its three sub-libraries EADL2017, EEDL2017 and EPDL2017, 

concerns the data format. Both EPICS2017 and its previous versions (EADL91, EEDL91 and EPDL97) 

are written in text format. However, data in EPICS2017 are in a format easier to read by computer codes, 

while previous data are not. The modification consists in adding a “E” for the power of 10, as shown in 

Figure 2 - 4. 

 

Figure 2 - 4. Data lines format in EPDL97 and EPDL2017. 

2.4.2. Interpolation 

The second change in EPICS2017 (EADL2017, EEDL2017 and EPDL2017) is the way that the 

tabulated data are interpolated. The data are interpolated linearly in EPICS2017, whereas logarithmic 

interpolation was used in previous versions (EADL91, EEDL91 and EPDL97). As a result, there is 

generally an increase in the number of tabulated points in EPICS2017. As mentioned before, in Geant4, 

the data are either directly used as tabulated values, after a conversion to a specific Geant4 format, or 

parameterized to improve speed and memory management, especially when the data vary smoothly. The 

EEDL97 EEDL2017 

Energy (MeV)    Cross-section (barn)                                       Energy (MeV)            Cross-section (barn)  
Header 

lines 

Data lines 
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increase in the number of points in EPICS2017 thus allows the existing parameterizations to be 

improved. 

2.4.3. Modification of physical quantities 

The third major modification in EPDL2017 is the update of the atomic binding energies, with the 

purpose of better reproducing fluorescence X-ray energies [3, 4]. This update results in the change of 

cross-sections for the photoelectric and Rayleigh scattering, as discussed in sections 3.3 and 3.4.  

The physical quantities used for Livermore photon models are as follows: 

 For the gamma conversion: 

o The total cross-section data. 

 For Compton scattering: 

o The total cross-section data; 

o The scattering function data. 

 For the photoelectric effect: 

o The total cross-section data; 

o The subshell cross-section data. 

 For Rayleigh scattering: 

o The total cross-section data; 

o The form factor data. 

The update for those physical quantities is described in section 3. 
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3. Implementation of EPDL2017 

3.1. Gamma conversion 

3.1.1. Physical process 

The gamma conversion occurs when a photon interacts with a strong electric field from either a nucleus 

(pair production) or an electron (triplet production) of the atom. Gamma conversion can possibly occur 

only above a photon energy threshold of 1.022 MeV for pair production, and above 2.044 MeV for 

triplet production. At high photon energies, above 10 - 100 MeV, depending on the Z of material, it 

becomes the dominant process. At very high energies, pair and triplet production show very simple 

atomic number (Z) dependence: pair production varies as Z2, and triplet production as Z. For this reason, 

the contribution of triplet production is more important for low Z elements. For example, for hydrogen 

(Z = 1), the cross-sections of pair and triplet production are almost equal, while for lead (Z = 82), pair 

production is roughly 82 times larger than triplet production.  

3.1.2. Description of data 

For the gamma conversion process, only the cross-section data of EPDL are used in the Livermore model 

and need to be updated. EPDL2017 contains tabulated cross-section data for pair and triplet production. 

The only difference compared with EPDL97 is that more points (about three times) are contained in 

EPDL2017 in order to allow the use of linear interpolation between tabulated points, whereas it was a 

logarithmic interpolation for EPDL97. We performed a comparison of cross-sections for pair and triplet 

production for all the elements (Z: 1-100). Three materials (H, Al, Pb) were arbitrarily chosen only for 

illustration (Figure 2 - 5). It was stated [4] that the cross-sections of EPDL2017 were in a close 

agreement with those available in Penelope and with XCOM data for all elements, within a maximal 

relative difference smaller than 1%. 
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Figure 2 - 5. Cross-sections of gamma conversion as a function of energy, for hydrogen (Z = 1), 

aluminum (Z = 13) and lead (Z = 82), for pair (left) and triplet (right) production, between 

EPDL2017 (open circles) and EPDL97 (filled squares). 

EPDL97 

EPDL2017 
Pair production 

  

Triplet production 

  
  H 

  

  H 

  

  Al 

  
  Al 

  

  Pb 

  
  Pb 
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3.1.3. Implementation  

For the gamma conversion process, we updated two model classes in the Livermore low-energy sub-

package:  

 G4LivermoreGammaConversionModel; 

 G4LivermoreGammaConversion5DModel. 

They both perform the following tasks:  

 Calculate the cross-section according to the energy value of the incident photon and the 

composition of material; 

 Generate the final state (e.g., energy and direction of primary and secondary particles).  

The difference between the two models lies in the way of sampling the final state:  

 G4LivermoreGammaConversionModel is derived from G4PairProductionRelModel, and thus 

inherits its method of sampling the final state, in which the Landau-Pomeranchuk-Migdal effect [5] is 

taken into account;  

 G4LivermoreGammaConversion5DModel is a new model class, inheriting a more complex 

description of the final state, provided by G4BetheHeitler5DModel. More precisely, 

G4BetheHeitler5DModel takes into account the recoil target (isolated-charge or atomic) for 

nuclear or triplet conversion, and also the polarization of the incident photon if required [6]. For 

this reason, it is more accurate but slower than other alternative models. Users should choose 

the appropriate model according to their needs. 

To calculate the cross-section, these two models read the same cross-section data updated with 

EPDL2017. These data are the sum of pair production and triplet production cross-sections. They are 

provided as specific data files included in Geant4. During the initialization phase, Geant4 reads the 

cross-section files and calculates the cross-sections according the energy of incident photons. As already 

mentioned, the interpolation in the Geant4 code was modified from logarithmic to linear, corresponding 

to the interpolation of EPDL2017.  

3.2. Compton scattering 

3.2.1. Physical process 

The Compton scattering is an inelastic gamma scattering on an atom with the ejection of an electron. It 

is a prominent process in the MeV range, particularly for low Z elements. A scattering function (SF) is 

used to describe the angular distribution of the incoherently scattered photon [7, 8]. It is defined as a 

function of momentum transfer q, which is expressed as: 

𝑞 =  
1

𝜆
𝑠𝑖𝑛 (

𝜃

2
)                      (2 − 1) 

where 𝜃 is the photon scattering angle and 𝜆 is its wavelength.  
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At low momentum transfers, the scattering function approaches zero and at high momentum transfers, 

it approaches a constant value, the atomic number Z of the element. 

3.2.2. Description of data 

For Compton scattering, the cross-section data and scattering function data are used in the Livermore 

model and need to be updated. 

a) Cross section 

For cross-section the only difference compared with EPDL97 is that more points (about three times) are 

contained in EPDL2017 in order to allow one to use linear interpolation between tabulated points. Figure 

2 - 6 shows an example of comparison of cross-sections between EPDL2017 and EPDL97 for H, Al and 

Pb. It was stated [4] that a good agreement was observed when comparing EPDL2017 with Penelope 

and XCOM data for all elements (Z: 1-100). Roughly, a 4% difference for cross-sections was observed 

in the 100 keV to 1 GeV range. At lower energies, it was shown that EPDL2017 and XCOM data 

remained in a very good agreement down to 1 keV, whereas the difference with Penelope data increased. 

However, in this low energy range, Compton scattering made a minor contribution, representing less 

than 1% of total absorption for low Z elements, even much less for high Z elements [4]. 
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Figure 2 - 6. Compton scattering cross-sections as a function of energy for H, Al and Pb between 

EPDL2017 and EPDL97. 

b) Scattering function 

An evident change of scattering function data in EPDL2017 is the unit of the momentum transfer, which 

is expressed in cm−1 in EPDL97, while in units of 1016 m−1 in EPDL2017. Moreover, EPDL2017 

contains more points (about three times) as shown in Figure 2 - 7 for the comparison of scattering 

functions between EPDL2017 and EPDL97 for H, Al and Pb. 
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Figure 2 - 7. Scattering functions as a function of momentum transfer of Compton scattering for H, Al 

and Pb between EPDL2017 and EPDL97. 

3.2.3. Implementation  

Compton scattering is described by the G4LivermoreComptonModel class below 1 GeV. 

a) Cross-section 

Similar to the gamma conversion, the cross-section data based on EPDL2017 were updated in form of 

specific data files, which are read by G4LivermoreComptonModel. 

b) Scattering function 

As already mentioned, in Geant4 some data are not directly read as tabulated values, but instead, are 

calculated via a parameterization, in order to optimize computation. This is the case for scattering 

functions (SF), which are parameterized on several regions depending on the values of momentum 
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transfer q, as shown in Figure 2 - 8. In general, the scattering functions are parametrized in the following 

way: 

 For regions 1 and 2, a polynomial fit is used:    

𝑙𝑜𝑔10 𝑆𝐹 = ∑ 𝑎𝑖

𝑛

𝑖=0

(𝑙𝑜𝑔10 𝑞)𝑖            (2 − 2)          

Where: 

o 𝑖 is the order of each term of the polynomial; 

o 𝑛 is the degree of polynomial; 

o 𝑎𝑖 is the fitting parameter. 

 For region 3: 

𝑆𝐹 = 𝑍                                         (2 − 3) 

Where Z is the atomic number of the element. 

 

Figure 2 - 8. Regions and sub-regions for the fits of the scattering functions for the Compton effect. 

The top figure represents the fit regions for Geant4 10.6 based on EPDL97, the bottom for  

our update based on EPDL2017. 

 

In Geant4 10.6, the degree of polynomial is 𝑛 = 1 for region 1, 𝑛 = 3 for region 2. Our aim is to improve 

the accuracy of these parameterizations. In our implementation, this is achieved in two steps:  

 Modification of the regions: we took the same limits for the different regions as Geant4 10.6 

and adjusted accordingly; 

 Modification of the degree of the polynomial functions when necessary.  

For these reasons, region 2 was divided into 2 parts with 𝑛 = 4 for each sub-region (Figure 2 - 8). 
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Figure 2 - 9. Relative difference in the fitted scattering function for the Compton effect as a function of 

momentum transfer, for the present work based on EPDL2017 and Geant4 10.6 based on EPDL97. 

The relative difference is calculated by equation (2-4). The lines are used only to guide the eye. 
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Besides, a special attention was paid to avoid discontinuity of relative difference values at the junction 

of two consecutive regions. The comparisons of fits are given in Figure 2 - 9. The relative difference 

(RD) in percentage of fitted values compared to tabulated data is calculated as follows: 

𝑅𝐷 (%) =  100 ×
𝐹𝑖𝑡𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑇𝑎𝑏𝑢𝑙𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒

𝑇𝑎𝑏𝑢𝑙𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒
    (2 − 4) 

To assess the accuracy of the parameterization, we compared the maximal relative difference between 

parameterized and tabulated SF as a function of Z as shown in Figure 2 - 10. We observed that the 

maximal relative difference amongst all elements is: 

 About 0.0053% (Z = 32) in region 1 and 6.5% (Z = 38) in region 2 for the present work; 

 Approximately -20% (Z = 2) and -42% (Z = 91) for Geant4 10.6.  

 

 

Figure 2 - 10. Maximal relative difference in the fitted scattering function for the Compton effect as a 

function of atomic number (Z: 1-100) in region 1 (left) and region 2 (right), for the present work based 

on EPDL2017 and Geant4 10.6 based on EPDL97.  

 

However, due to the presence of outliers, it would be misleading if we directly compared these maximal 

values. For this reason, we tried to estimate an indicative value of the improvement of the precision of 

the fit (IP) on average for both region 1 and region 2. The IP is calculated as follows: 

𝐼𝑃 =
1

100
∑ |

(𝑅𝑚𝑎𝑥)𝑖

(𝑟𝑚𝑎𝑥)𝑖
|

100

𝑖=1

                               (2 − 5) 

Where: 

 𝑖 is the atomic number of elements, Z: 1-100; 
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 (𝑅𝑚𝑎𝑥)𝑖 and (𝑟𝑚𝑎𝑥)𝑖 are the maximal relative difference in percentage of the 𝑖-th element for 

Geant4 10.6 and present work respectively. The relative difference is expressed as equation (2-

4). 

Eventually, we found an IP about 1000 for region 1 and 2.8 for region 2. We have to point out that an 

IP of 1000 for region 1 does not mean that the previous fitting method was bad: In fact, the relative 

difference using previous fitting method was acceptable for two reasons:  

 The maximal relative differences of fitted values compared to tabulated values were not too big, 

about 5-10% for most elements as shown in Figure 2 - 10;  

 The values of the scattering function in region 1, which is a low q momentum transfer region, 

are much smaller, as shown in Figure 2 - 7, so the consequence on Geant4 simulation results 

would be negligible compared to the other fitting regions.  

3.3. Photoelectric effect 

3.3.1. Physical process 

The photoelectric effect is the ejection of an electron from an atom after a photon has been absorbed. It 

is the dominant process at low energy, up to a few hundred keV, for most elements. The electron kinetic 

energy is the difference between the incident photon energy and the binding energy of the electron. In 

order to model the ionised subshell, from which the electron is emitted, the cross-sections of each 

subshell are required in addition to total cross-sections. 

3.3.2. Description of data 

a) Binding energies 

One of the main modifications in EPDL2017 concerns the cross-sections, both total and subshells, which 

require an update. This modification results from a major change regarding the atomic binding energies [4]. 

These new binding energies result in the shift of the photoelectric edges and consequently lead to a 

modification of the photoelectric cross-sections. Figure 2 - 11 shows an example of the modification in 

binding energies for H, Al and Pb between EPDL2017 and EPDL97. The relative difference (RD) in 

percentage for the modified values, e.g., binding energies, is calculated as follows: 

𝑅𝐷 (%) =  
𝐸𝑃𝐷𝐿2017 − 𝐸𝑃𝐷𝐿97

𝐸𝑃𝐷𝐿97
× 100                    (2 − 6) 
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Figure 2 - 11. Binding energies (left) from EPDL2017 and EPDL97 according to subshell designator 

(Appendix A). Relative difference in binding energies of EPDL2017 (right)  

compared to EPDL97 (equation (2-6)). 
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We observed large relative differences in binding energies for outer subshells. However, these large 

differences do not have great impact, since the binding energies of the outer subshells are small, within 

a few eV. The maximal relative difference in binding energies was plotted as a function of Z for all 

elements (Figure 2 - 12). Large variations were observed, up to 71%, for Z = 71, due to the outer 

subshells. In order to compare the data in a more representative way, we also plotted the mean absolute 

relative difference (MD) as a function of Z (Figure 2 - 12), calculated as follows: 

𝑀𝐷 =
1

𝑛
∑|𝑟𝑖|

𝑛−1

𝑖=0

                                            (2 − 7)         

Where: 

 𝑛 is the number of subshells of an element; 

 𝑟𝑖 is the relative difference of the binding energy of the 𝑖-th subshell. The relative difference is 

expressed as equation (2-6). 

 

Figure 2 - 12. Maximal relative difference and mean absolute relative difference value in binding 

energies of EPDL2017 compared to EPDL97 as a function of atomic number (Z: 1-100). The maximal 

relative difference and mean absolute relative difference  

are calculated by equation (2-6) and (2-7) respectively. 

b) Total cross-section 

The total cross-sections in EPDL2017 were adapted near the photoelectric edges, in order to adjust to 

the modifications of binding energies. It was stated [4] that the cross-section values were modified only 

within the edge regions, in order to keep the good agreement that had been already observed for EPDL97 
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with experimental data. The shifts were largest for high Z elements. It was concluded that EPDL2017 is 

in agreement with the XCOM and Scofield [9] data sets. However, when comparing to Penelope, a larger 

difference was observed at high energy, above a few hundred keV; the difference even reached 15 % 

for some elements, whereas it was 1-2% when compared to XCOM and Scofield [4]. An example of 

total cross-sections for H, Al and Pb between EPDL2017 and EPDL97 is displayed in Figure 2 - 13. 

Higher RD was observed at some specific energies due to the modification of binding energies. For 

instance, for Al, RD is larger than 700% at 8.035×10-5 MeV, which is near the binding energy of the L3 

subshell, i.e., 8.073×10-5 MeV for EPDL97 and 7.700×10-5 MeV for EPDL2017.  
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Figure 2 - 13. Total cross-sections (left) of the photoelectric effect as a function of energy for H, Al 

and Pb between EPDL2017 and EPDL97. Relative difference of EPDL2017 (right)  

compared to EPDL97 (equation (2-6)). 
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3.3.3. Implementation  

a) Principle of the parameterization 

The photoelectric effect is described by G4LivermorePhotoElectricModel. In Geant4 10.6, the cross-

section is either described by a parameterization or directly tabulated, depending on the energy of the 

incident photon E. More precisely, the subshell cross-section is tabulated when energy is lower than a 

threshold, i.e., the low energy limit Ea, as indicated in Figure 2 - 14. Above the threshold (low energy 

limit), the cross-section is parameterized.  

 

Figure 2 - 14. Regions for the calculation of cross-sections of the photoelectric effect: EBK is the 

binding energy of the K-shell; Ea is the low energy limit; Eb is the high energy limit. 

 

The parameterization is performed on the subshell cross-sections in two different energy intervals (“low 

energy fit” and “high energy fit”) (Figure 2 - 14), as follows: 

𝜎𝑖(𝐸) =  ∑
𝑎𝑖𝑗

𝐸𝑗

6

𝑗=1

                                                (2 − 8) 

Where: 

 E is the energy of photon; 

 𝑎𝑖𝑗 is the fitting parameter corresponding to the i-th subshell  

  𝑗-th is the degree of the term of the polynomial. 

Thus, the total cross-sections are obtained by the following equation: 

𝜎𝑡𝑜𝑡(𝐸) = ∑ 𝜎𝑖(𝐸)

𝑛−1

𝑖=0

= ∑ ∑
𝑎𝑖𝑗

𝐸𝑗

6

𝑗=1

𝑛−1

𝑖=0

               (2 − 9) 

Where 𝑛 is the number of subshells. 

b) Subshell cross-section 

For our update with EPDL2017, we followed the same method of parameterization, but the fitting 

parameters 𝑎𝑖𝑗 , the thresholds and energy intervals were adjusted accordingly. Fitted K shell cross-

sections of H, Al and Pb, using new fitting parameters, compared with tabulated values, are given in 

Figure 2 - 15 . The relative difference in percentage is calculated in the same way, following equation 

(2-4).  
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Figure 2 - 15. Fitted K shell cross-sections of the photoelectric effect (left) as a function of energy for 

H, Al and Pb using new fitting parameters, based on EPDL2017. Relative difference (right) compared 

to tabulated values (equation (2-4)). 
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In order to evaluate the performance of our new fits, we plotted the maximal relative difference amongst 

all the subshells, as a function of Z, in Figure 2 - 16.  

 

Figure 2 - 16. Maximal relative difference in low energy fit (left) and high energy fit (right) of subshell 

cross-sections of the photoelectric effect, as a function of atomic number (Z: 1-100), for the present 

work based on EPDL2017 and Geant4 10.6 based on EPDL97.  

The relative difference is calculated by equation (2-4). 

 

The values of maximal relative difference are of the same order of magnitude for the “low energy 

fit” and are slightly improved for the “high energy fit”. The highest values occur with the high 

energy fit for element Z = 59: -6.7% for the present work, compared to -7.6% for Geant4 10.6. 

These high values especially occur for the outer subshells. For this reason, and following a similar 

approach as in section 3.3.2, we calculated the mean absolute relative difference value (MD) as a 

function of Z in order to show the quality of the fits from an overall perspective (Figure 2 - 17), according 

to the following formula: 

𝑀𝐷 =
1

𝑛𝑚
∑ ∑|𝑟𝑖𝑗|

𝑚

𝑗=1

𝑛−1

𝑖=0

                                  (2 − 10)  

Where: 

 𝑛 is the number of subshells; 

 𝑚 is the number of energy points; 

 𝑟𝑖𝑗 is the relative difference at the 𝑗-th energy point of 𝑖-th subshell. The relative difference is 

expressed as equation (2-4). 
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Figure 2 - 17. Mean absolute relative difference for the low energy fit (left) and the high energy fit 

(right) of subshell cross-sections of the photoelectric effect, as a function of atomic number (Z: 1-100), 

for the present work based on EPDL2017 and Geant4 10.6 based on EPDL97. The mean absolute 

relative difference is calculated by equation (2-10).  

 

The highest values of MD for subshell cross-sections are up to 0.96% for element Z = 12 (low energy 

fit) for the present work, compared to 0.98% for element Z = 3 (high energy fit) for Geant4 10.6. From 

a technical point of view, it is difficult to make both fits without having to make a compromise. 

Especially, particular attention was paid to avoid cross-section jumps at the border between the low and 

high energy fits.  

c) Total cross-section 

Finally, for total cross-sections, the maximal relative difference as a function of Z is displayed in Figure 2 - 18. 

The highest values of maximal relative difference are up to 4.2% for element Z = 10 (high energy fit) for the 

present work, compared to 4.4% for element Z = 93 (low energy fit) for Geant4 10.6. Based on these 

maximal relative differences, we tried to estimate an indicative value of the improvement of the 

precision of the fit (IP) on average for both low and high energy fits, following equation (2-5). We 

obtained an IP of about 1.9 for the low energy fit and 1.3 for the high energy fit. 
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Figure 2 - 18. Maximal relative difference in total cross-sections of the photoelectric effect as a 

function of atomic number (Z: 1-100) for low (left) and high energy fit (right), for the present work 

based on EPDL2017 and Geant4 10.6 based on EPDL97.  

The relative difference is calculated by equation (2-4). 

3.4. Rayleigh scattering 

3.4.1. Physical process 

Rayleigh scattering is an elastic scattering of a photon off atomic electrons without change in its 

wavelength. In general, this process plays a significant role in the low energy range. The change in 

photon direction is described for each element using a form factor (FF) that gives the angular distribution 

of the scattered photon [8, 10]. The form factor is a function of the momentum transfer q, which, as for 

Compton scattering, is defined in the same way as equation (2-1). At high momentum transfer, the form 

factor approaches zero and at low momentum transfer it approaches a constant value, which is the atomic 

number Z of the element. 

3.4.2. Description of data 

a) Cross-section 

Rayleigh scattering cross-sections constitute another major change in EPDL2017. This is also due to the 

modification of binding energies already mentioned for the photoelectric effect. However, modifications 

for the cross-sections of the photoelectric effect were restricted to the vicinity of edges, whereas a 

complete update has been performed for the cross-sections of Rayleigh scattering. For this reason, it 

Geant4 10.6 (based on EPDL97) 

Present work (based on EPDL2017) 

Low energy fit High energy fit 



3. Implementation of EPDL2017 

61  

 

should be noted that, unlike the data for other processes, the number of tabulated points for Rayleigh 

scattering cross-sections in EPDL2017 is lower than that in EPDL97 (Figure 2 - 19). Batic et al. [11] 

compared available experimental Rayleigh scattering cross-sections with EPDL97 for several elements; 

obvious discrepancies were observed, especially for Z = 18. Based on this, we compared Rayleigh 

scattering cross-section of EPDL2017 with some of the experimental data [11] for Z = 18, which showed 

that EPDL2017 values are much closer to experimental measurements than EPDL97. This comparison 

is detailed in the technical note1 that describes the update of EPICS2017 for Rayleigh scattering process. 

It would be out of the scope of this work to make a review of the existing experimental data. However, 

it would be interesting in future studies to make a more systematic and precise comparison.  

 

Figure 2 - 19. Rayleigh scattering cross-section as a function of energy for H, Al and Pb, between 

EPDL2017 and EPDL97. 

                                                      
1 The technical note for Rayleigh scattering is available in the Geant4@IN2P3 website of Documentation section, 

via http://geant4.in2p3.fr/styled-4/styled-8/. 
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b) Form factor 

Considering form factors, the only difference between EPDL2017 and EPDL97 occurs in the increase 

of tabulated points, as shown in Figure 2 - 20 for H, Al and Pb.  

 

Figure 2 - 20. Rayleigh scattering form factor as a function of momentum transfer for H, Al and Pb 

between EPDL2017 and EPDL97. 

3.4.3. Implementation  

Rayleigh scattering is described by G4LivermoreRayleighModel.  

a) Cross-section 

The cross-section data based on EPDL2017 were updated in form of specific data files, which are read 

by G4LivermoreRayleighModel. 
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b) Form factor 

In Geant4 10.6, the form factor FF is used for the calculation of the final state of the scattered photon 

after interaction. It is parameterized as a function of the momentum transfer q, as follows [8]:  

𝐹𝐹2(𝑞) =  ∑
𝑎𝑖

(1 + 𝑏𝑖𝑞2)𝑁𝑖
                         (2 − 11)

2

𝑖=0

 

Where ai, bi, Ni are fitting parameters.  

New fitting parameters were updated based on EPDL2017 with respect to the same fitting function, to 

take into account the increase of data points. The fit was only performed at low q only when the FF is 

high enough, more precisely in the region where: FF2 ≥ 10-6·Z2. Moreover, as FF quickly decreases 

down to zero at high momentum q region, the precision of fit was optimized so that the relative 

difference between fitted and tabulated data is smaller in the low q region (high FF values) than in the 

high q region.  The relative difference (RD) in percentage between fitted and tabulated FF2 is calculated 

as follows: 

𝑅𝐷 (%) = 100 ×  
𝐹𝑖𝑡𝑡𝑒𝑑 𝐹𝐹2 − 𝑇𝑎𝑏𝑢𝑙𝑎𝑡𝑒𝑑 𝐹𝐹2

𝑇𝑎𝑏𝑢𝑙𝑎𝑡𝑒𝑑 𝐹𝐹2
               (2 − 12) 

Figure 2 - 21 shows the relative difference of the fits for H, Al and Pb.  
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Figure 2 - 21. Relative difference in fitted square of form factors (FF2) of Rayleigh scattering as a 

function of momentum transfer, for the present work based on EPDL2017 and Geant4 10.6 based on 

EPDL97. The relative difference is calculated by equation (2-12). 
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It is conspicuous in these examples that the maximal relative difference between fitted and tabulated 

FF2 values varies depending on q: as already explained, the relative difference is much larger at high q, 

which actually has little impact because it corresponds to low FF2 values. For this reason, the maximal 

difference obtained for each element is not representative. Thus, we calculated the mean absolute 

relative difference value (MD) for each element (Figure 2 - 22):  

𝑀𝐷 =
1

𝑚
∑|𝑟𝑗|

𝑚

𝑗=1

                                            (2 − 13)  

Where: 

 𝑚 is the number of fitted points; 

 𝑟𝑗 is the relative difference at the j-th point. The relative difference is expressed as equation (2-12). 

 

Figure 2 - 22. Mean absolute relative difference in fitted square of form factors (FF2) of Rayleigh 

scattering compared to tabulated data as a function of atomic number (Z: 1-100), for the present work 

based on EPDL2017 and Geant4 10.6 based on EPDL97.  

The relative difference is calculated by equation (2-12). 

 

We observed a slight improvement in the accuracy of the parameterization. The maximal value is about 

16% (Z = 48) for the present work, whereas 35% (Z = 18) for Geant4 10.6. We also estimated an 

indicative value of the improvement of the precision of the fit (IP) on average:  

𝐼𝑃 =
1

100
∑ |

𝑀𝐷𝑖

𝑚𝑑𝑖
|

100

𝑖=1

                                     (2 − 14) 

Where: 

Geant4 10.6 (based on EPDL97) 

Present work (based on EPDL2017) 



Chapter 2: Implementation of EPDL2017 for Livermore photon models 

66 

 

 𝑖 is the atomic number of elements, Z: 1-100; 

 𝑀𝐷𝑖 and 𝑚𝑑𝑖 are the mean absolute relative difference in percentage of the 𝑖-th element for 

Geant4 10.6 and the present work respectively, calculated using equation (2-13). 

We obtained an IP about 1.3, indicating a slight improvement regarding the parameterization. 
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4. Comparative study of Geant4 photon models with respect 

to the XCOM data library 

4.1. Method 

The comparative study described in this section concerns the comparison of the mass attenuation 

coefficient for selected elements and compounds with respect to the XCOM database from National 

Institute of Standards and Technology (NIST) (https://www.nist.gov/pml/xcom-photon-cross-sections-

database). To sample a broad spectrum of materials, we selected the following elements and materials:  

 Beryllium, carbon, aluminum, silicon, germanium, iron, silver, cesium, gold, lead, uranium; 

 Water and ICRU compact bone [12]. 

We followed the procedure described by Amako et al. [13], which was also used by the G4-Med 

benchmarking system for medical physics [14]. We considered a monoenergetic photon beam (point 

source) with a number of incident photons 𝑁0. The beam passed through a homogeneous slab, with a 

given thickness, density and composition, made of one of the selected elements or materials above. We 

took 50 energy values varying from 1 keV to 100 GeV. The choice of the tested energies corresponds 

to the available data provided by XCOM. In this study, we aimed to compare the mass attenuation 

coefficient for both total photon interaction 𝜇𝑚 and each process (𝜇𝑚)𝑝 using the Livermore models in 

Geant4 10.6 (based on EPDL97) and the updated Livermore models in the present work. 

The total mass attenuation coefficient μ𝑚 is calculated as follows: 

µ𝑚 =  
1

𝜌𝑑
 𝑙𝑛 (

𝑁0

𝑁
)                                   (2 − 15) 

where: 

 𝜌 is the density (g/cm3) of the slab; 

 𝑑 is the thickness of the slab; 

 𝑁0 is the number of incident photons; 

 𝑁 is the number of photons traversing the slab without interacting, i.e., without any change in 

direction. N is obtained from the Geant4 simulation results. 

The partial mass attenuation coefficient (𝜇𝑚)𝑝 is calculated using the following equation: 

(𝜇𝑚)𝑝 =  
(µ𝑙)𝑝

𝜌
                                       (2 − 16) 

where (µ𝑙)𝑝 is the linear attenuation coefficient for a single process p. The value of (µ𝑙)𝑝 is obtained by 

the Geant4 inner method ComputeCrossSectionPerVolume(). 

4.2. Simulation uncertainty 

The total mass attenuation coefficient μ𝑚 is given by equation (2-15): 

https://www.nist.gov/pml/xcom-photon-cross-sections-database
https://www.nist.gov/pml/xcom-photon-cross-sections-database
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µ𝑚 =  
1

𝜌𝑑
𝑙𝑛 (

𝑁0

𝑁
)          

 

so the statistical uncertainty 𝜎µ𝑚
 due to simulation is expressed as: 

𝜎µ𝑚
=  √(

𝑑µ𝑚

𝑑𝑁
)

2
𝜎𝑁

2     

with 𝜎𝑁, the uncertainty on the number of detected photons N: 

𝜎𝑁 = √𝑁 

Considering equation (2-15): 

𝑑µ𝑚

𝑑𝑁
=  −

1

𝜌𝑑𝑁
 

  

Thus: 

  

𝜎µ𝑚
=  √(

1

𝜌𝑑
)

2

(
𝜎𝑁

2

𝑁2
)    

                              ⟺         𝜎µ𝑚
=  √(

1

𝜌𝑑
)

2 1

𝑁
                                       (2 − 17) 

 

Finally, the relative uncertainty 
𝜎µ𝑚

µ𝑚
 is obtained as follows: 

𝜎µ𝑚

µ𝑚
=  

√(
1

𝜌𝑑
)

2 1
𝑁

−
1

𝜌𝑑
𝑙𝑛 (

𝑁
𝑁0

)
=  

1

𝑙𝑛 (
𝑁0
𝑁

)
√

1

𝑁
                                                 (2 − 18)  

 

In order to minimize the statistical uncertainty, we chose to use a higher number of incident photons 

(106 photons) compared to the previous study, performed by Amako et al. [13] (104 photons). Moreover, 

the thickness d of the slab was adjusted so as to have a sufficient number of photons N, which did not 

interact with the slab. In this way, we ensured that the relative uncertainty on the attenuation coefficient 

𝝈µ𝒎

µ𝒎
 was always less than 0.3%.   
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4.3. Results 

The mass attenuation coefficients for total and each process were calculated with Geant4 simulations 

for water (Figure 2 - 23) and for all the other selected materials2. The relative difference (RD) in 

percentage was also calculated with respect to XCOM using the following equation: 

𝑅𝐷 (%) =  
𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 − 𝑋𝐶𝑂𝑀

𝑋𝐶𝑂𝑀
× 100                                  (2 − 19) 

Moreover, the maximal relative difference for all the selected materials is shown as a function of Z in 

Figure 2 - 24. 

 

                                                      
2 The figures for other selected materials are available in the Geant4@IN2P3 website of Documentation section 

via http://geant4.in2p3.fr/styled-4/styled-8/. 

http://geant4.in2p3.fr/styled-4/styled-8/
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Mass attenuation coefficient Relative difference 

  

Geant4 10.6 (based on EPDL97) 

Present work (based on EPDL2017) 

XCOM 

Total 

Gamma conversion 

Compton scattering 
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Figure 2 - 23. Mass attenuation coefficient for water as a function of energy (left) in three cases: i) the 

present work based on EPDL2017; ii) Geant4 10.6 based on EPDL97; iii) XCOM data. Relative 

difference (right) compared to the XCOM database, for total and each process (equation (2-19)). 

 

 

Mass attenuation coefficient Relative difference 

  
Photoelectric effect 

Rayleigh scattering 

Geant4 10.6 (based on EPDL97) 

Present work (based on EPDL2017) 

XCOM 
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Figure 2 - 24. Maximal relative difference in mass attenuation coefficients as a function of atomic 

number, for the present work (◯ selected chemical elements, + compound materials) and 10.6 ( 

selected chemical elements, × for compound materials) compared to XCOM, for total and each 

process. The values for the selected compound materials are represented according to their effective 

atomic number: 3.3 for water and 4.4 for ICRU compact bone.  

The relative difference is calculated by equation (2-19). 

Total 

Gamma conversion Compton scattering 

Photoelectric effect Rayleigh scattering 

Geant4 10.6 (based on EPDL97) 

Present work (based on EPDL2017) 

× 

+ 
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We observed that for the selected elements and compounds, the maximal relative difference for the 

present work is of the same order of magnitude as for Geant4 10.6 (based on EPDL97): 

 For the total attenuation coefficient, the maximal relative difference is less than 4.5% in absolute 

value for both the present work and Geant4 10.6, except for a noticeable outlier observed for cesium, 

which is about -12% for the present work, in contrast with -1.2% for Geant4 10.6. This anomalous 

value results from the difference of cross-section of the photoelectric effect at 1 keV, which is 

exactly the binding energy of cesium, where an abrupt variation of the cross-section occurs (Figure 

2 - 25).  

 The maximal relative difference for other processes is similar between the present work and 

Geant4 10.6:  

o Less than 0.045% in absolute value for gamma conversion; 

o 4.7% in absolute value for Compton scattering; 

o 64% in absolute value for Rayleigh scattering (arrow for Z =79) - this large value will 

be discussed at the end of section 4.3. 

 

 

Figure 2 - 25. Mass attenuation coefficient of the photoelectric effect for cesium as a function of 

energy (left) in three cases: i) the present work based on EPDL2017; ii) Geant4 10.6 based on 

EPDL97; iii) XCOM data. Relative difference (right) compared to the XCOM database (equation (2-

19)). The largest relative difference at 1 keV is clearly visible (arrow). 

 

Geant4 10.6 (based on EPDL97) 

Present work (based on EPDL2017) 

XCOM 
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Since the maximal difference is not always representative due to outliers, we plotted the mean absolute 

relative difference (MD) as a function of Z (Figure 2 - 26). The MD was calculated according to equation 

(2-13) with: 

 𝑚, the number of tested energy points for a given material; 

 𝑟𝑖, the relative difference of the 𝑖-th energy point, expressed as equation (2-19).  

When compared to XCOM, the MD for the present work and Geant4 10.6 are similar:  

 Less than 0.49% for total; 

 0.015% for gamma conversion; 

 1.3% for Compton scattering; 

 0.67% for photoelectric; 

 17% for Rayleigh scattering (arrow for Z=92).  

We can notice that for both the present work and Geant4 10.6, large differences were observed at low 

energies below 100 keV (Figure 2 - 23) for Rayleigh scattering when compared to XCOM, e.g., 64% 

for maximal relative difference (for Z=79), as noticed in Figure 2 - 24 (arrow in “Rayleigh scattering” - 

bottom right) and 17% for MD (Z=92) in Figure 2 - 26 (arrow in “Rayleigh scattering” - bottom right). 

Nevertheless, the photoelectric effect dominates in the 100 eV - 100 keV energy range. Thus, the impact 

of Rayleigh scattering on the precision of the total cross-section is negligible compared to the 

photoelectric effect. This is visible in Figure 2 - 24 (“Total” - upper left), which confirms that the total 

mass attenuation coefficient remains very similar for the present work, Geant4 10.6 and XCOM. 
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Figure 2 - 26. Mean absolute relative difference in mass attenuation coefficients as a function of 

atomic number, for the present work (◯ selected chemical elements, + compound materials) and 

Geant4 10.6 ( selected chemical elements, × compound materials), compared to XCOM, for total 

and each process. The values for the selected compound materials are represented according to their 

effective atomic number: 3.3 for water and 4.4 for ICRU compact bone. 
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4.4. Discussion 

In the present study, we used the maximal and mean absolute relative difference to quantitatively 

compare our simulation results with the XCOM data, in order to evaluate our implemented models. 

However, from the literature, we noticed that many researchers used statistical analysis based on 

goodness of fit testing to assess the accuracy of their models, in terms of either total mass attenuation 

coefficient or partial interaction coefficient, with respect to a reference database [13, 15-18]. A 𝜒2 test 

was performed and a confidence level (p-value) was set at a defined value (generally 0.05 or 0.01). The 

calculation of 𝜒2 takes into account the data uncertainties [19], as follows:  

𝜒2 =  ∑
(𝑂𝑖 − 𝐸𝑖)2

𝜎𝑖
2

                                         (2 − 20)

𝑛

𝑖=1

 

where: 

 𝑛 is the number of points; 

 𝑂𝑖 the i-th observed value, from simulation; 

 𝐸𝑖 the expected value (reference data); 

 𝜎𝑖 the uncertainty on observed values. 𝜎𝑖 consists of the statistical simulation uncertainty, and 

systematic uncertainty on cross-section data, which is not known precisely on the whole energy 

range [4].  

An appropriate estimation of uncertainty 𝜎𝑖  is important, as it greatly affects the 𝜒2  score and 

corresponding p-value. However, we noticed that in these previous studies in the literature, the 

calculation of 𝜒2 only considered the statistical uncertainty as 𝜎𝑖, while the systematic uncertainty on 

cross-section data was not taken into account. The 𝜒2 test was nevertheless consistent, because their 

statistical uncertainty was a few percent, which was roughly of the same order of magnitude as the cross 

section data uncertainties. 

In our case, as explained in section 4.2, our simulations were performed with a higher number of incident 

photons, which leads to a better statistical precision, less than 0.3%. It would not make sense if we 

calculated 𝜒2 using our statistical uncertainty as 𝜎𝑖, because it is not representative of the real total 

uncertainty, which is now dominated by the systematic uncertainty of the cross-section data. Therefore, 

we did not take into account the 𝜒2 test to evaluate our implemented models in the present work, but 

rather used maximal and mean absolute relative difference. 

A second point that we would like to address here is the CPU time variation between Geant4 10.6 and 

the new version with updated models. Since our new parameterizations are based on the same type of 

fitting functions as Geant4 10.6, the simulations made with updated models are expected to have a 

similar CPU time performance. This was verified by simulations with different elements and different 

incident photon energies.  
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5. Conclusion 

In this work, we presented in detail the implementation of EPDL2017 database for Geant4 Livermore 

photon models, which have been included in December 2021, in Geant4 11.0 release. We updated the 

data relevant to four photon processes:  

 The gamma conversion: cross-section; 

 Compton scattering: cross-section and scattering function;  

 The photoelectric effect: cross-section;  

 Rayleigh scattering: cross-section and form factor.  

The parameterizations used in Geant4 10.6 were updated in order to be suited to EPDL2017 data. The 

relative differences of the fitted values with respect to the tabulated values were quantitatively 

investigated for updated parameterizations, and then compared with those for the parameterizations in 

Geant4 10.6: 

 For Compton effect, as explained in section 3.2, the precision of the updated parameterization 

of scattering function was improved compared to Geant4 10.6, by a factor of roughly 1000 for 

region 1 and 2.8 for region 2 (scattering functions were fitted in two intervals). As previously 

discussed, the factor of 1000 does not mean the parameterization in Geant4 10.6 was bad, as in 

region 1, the individual differences were relatively small (5-10%) and, moreover, this region 

corresponds to low values of scattering function.  

 For the photoelectric effect, the precision of the updated parameterization was improved by a 

factor of 1.9 for low energy region and 1.3 for high energy region of total cross-sections (also 

fitted in two intervals); 

 For Rayleigh scattering, the parameterization of form factor was improved by a factor of 1.3.  

The rest of data were directly tabulated in Geant4. Geant4 reads the tabulated data and does its own 

interpolation to calculate the cross-section at a given energy point. The way Geant4 interpolates, depends 

on the nature of the data that Geant4 reads. Considering that EPDL2017 uses linear interpolation, thus 

it had to be also applied in Geant4 11.0 models, while Geant4 10.6 used logarithmic interpolation, which 

was specified in EPDL97.  

As described in section 4, the updated models were tested through a comparative study regarding mass 

attenuation coefficients. The mass attenuation coefficients for total and each process were calculated 

with Geant4 10.6 and updated models, respectively, for selected elements and compounds. A good 

agreement with XCOM data was observed, except for Rayleigh scattering below 100 keV. However, in 

this energy range, the photoelectric effect dominates, so there was little impact on the precision of total 

mass attenuation coefficient. The mean absolute relative difference of total mass attenuation coefficients 

between simulation results (using both Geant4 10.6 and updated models) and XCOM, did not exceed 
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0.49%. This comparison thus confirmed the very good agreement between the simulation results 

obtained with our updated models and XCOM data.  

The update of Livermore photon models using EPDL2017 is described in detailed in several technical 

notes (one for each process), available in the Geant4@IN2P3 website3. 

 

 

  

                                                      
3 The technical notes for photons are available in the Geant4@IN2P3 website of Documentation section via 

http://geant4.in2p3.fr/styled-4/styled-8/. 

http://geant4.in2p3.fr/styled-4/styled-8/
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Chapter 3: Updates in EEDL2017 and their impact 

on Livermore models 

1. Introduction

Geant4 allows for the simulation of electron interactions in matter, including electron scattering, 

ionisation and bremsstrahlung processes. Livermore models, which are specifically designed for 

ionisation and bremsstrahlung processes, are based on the EEDL91 database. Therefore, the objective 

of this chapter is to identify the differences between the EEDL91 and EEDL2017 databases and assess 

their potential impact on Livermore models. 

In this chapter, we will begin by presenting all the relevant physical quantities for electrons that are 

available in EEDL2017 and identify those that are directly or indirectly used in Livermore models. 

Subsequently, we will study the modifications of these physical quantities in EEDL2017 in comparison 

to EEDL91. As highlighted in chapter 2, a major modification in EPICS2017 is the change in binding 

energies. To ensure consistency in the data, these new binding energies were updated to the ionisation 

subshells, resulting in changes in subshell cross-sections and energy spectra. To assess the impact of 

this update on Livermore models and determine the necessity of implementing EEDL2017, we will 

specifically study the ionisation cross-sections and collision stopping power, which are fundamental 

physical quantities used in the modeling of the ionisation process. 
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2. Electron data in EEDL2017 

In EPICS2017, the sub-library that describes the interaction of electrons with matter is the Evaluated 

Electron Data Library (EEDL2017). It provides complete information for particle transport covering 

elements with Z = 1-100 and incident electron energies ranging from 10 eV to 100 GeV. We will firstly 

present the physical quantities available in the database and describe their format [1]. Subsequently, we 

will conduct a comparative study between EEDL2017 and EEDL91. 

2.1. Physical quantities for electrons 

The physical quantities available in the database are as follows: 

i) Elastic transport 

 Transport cross section (barn). 

ii) Large angle elastic scattering 

 Integrated large angle scattering cross section (barn); 

 Average energy of the scattered electron (MeV); 

 Average energy to the residual atom, i.e., local deposition (MeV); 

 Angular distribution of the scattered electron.  

iii) Elastic scattering 

 Integrated scattering cross section (barn). 

iv) Ionisation 

 Integrated total cross section (barn); 

 Integrated subshell cross section (barn); 

 Average energy of the scattered electron (MeV) by subshell; 

 Average energy of the recoil electron (MeV) by subshell; 

 Spectra of the recoil electron.  

v) Bremsstrahlung  

 Integrated cross section (barn); 

 Average energy of the secondary electron and positron (MeV); 

 Average energy of the secondary positron (MeV); 

 Spectra of the secondary photon. 

vi) Excitation 

 Integrated cross section (barn); 

 Average energy to the residual atom, i.e., local deposition (MeV). 
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2.2. Format of data 

2.2.1. Structure of data 

Similar to EPDL2017 in EPICS2017, EEDL2017 contains a series of tables in ASCII format. Each 

table starts with two header lines that contain the parameters related to the physical data (Figure 3 - 1). 

These two header lines are followed by a series of two (or three)-column physical data lines, one data 

point per line. Each table is terminated by an end of table line which is blank except for a “1” placed in 

column 72 (column 72 is blank on all other lines in the table).  

 

Figure 3 - 1. Example of two tables contained in EEDL2017. Header lines, end of table line and 

physical data lines are indicated (red arrows). 

2.2.2. Information in the first header line 

As an example, some detailed explanations are given in Figure 3 - 2 for the first header line, extracted 

from the first table presented in Figure 3 - 1. 

 

 

Figure 3 - 2. Information in the first header line of a table. 

 

Additional information:  

 For mass number, in all cases A = 0 (for elemental data) 

 For incident particle (i index): 

o Yi = 9, electron 

 For secondary/outgoing particle (o index): 

end of table 

first header line 

second header line first table 

second table 

physical data lines 

    4000  9  9  9.0122     1807172 2  0.0         0.0         0.0 

Z, atomic number 

columns 1-3 

(here Z = 4) 

A, mass number 

columns 4-6 

(always 000) 

Yi, incident particle 

columns 8-9 

 

Yo, secondary/outgoing 

particle 
columns 11-12 
 

AW, atomic mass 

columns 14-24 
  

Date, date of evaluation 

columns 26-31 
  

Iflag, interpolation flag 

column 32 
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o Yo = 0, no secondary/outgoing particle 

o Yo = 7, photon 

o Yo = 9, electron 

o Yo = 19, electron as recoil 

 For date: YYMMDD 

 For interpolation flag: 

o Iflag = 0, or 2, linear in x and y 

o Iflag = 3, logarithmic in x, linear in y 

o Iflag = 4, linear in x, logarithmic in y 

o Iflag = 5, logarithmic in x and y 

2.2.3. Information in the second header line 

Figure 3 - 3 illustrates the information contained in the second header line, extracted from the first table 

presented in Figure 3 - 1. 

 

Figure 3 - 3. Information in the second line of a table. 

 

Additional information:  

 For reaction descriptor (it is equivalent to the notion “physical process” used in Geant4): 

o C = 7, elastic transport 

o C = 8, large angle elastic scattering 

o C = 10, elastic scattering 

o C = 81, ionisation 

o C = 82, bremsstrahlung 

o C = 83, excitation 

 For reaction property: 

o I = 0, integrated cross section 

o I = 10, average energy of the secondary particle, Yo 

o I = 11, average energy to the residual atom 

o I = 21, spectra of recoil particle 

o I = 22, angular distribution 

 For reaction modifier: 

o S = 0, no X1 field data required 

81 10  91  0.0         3.         0.0         0.0         0.0 

C, reaction descriptor 

columns 1-2 

I, reaction property 
columns 3-5 

S, reaction modifier 

columns 6-8 
  

X1, subshell designator 

columns 22-32 
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o S = 91, X1 field data required 

 For X1, value depends upon the value of S: 

o S = 0, X1 = 0 

o S = 91, X1 = subshell designator, as shown in Appendix A, Table A - 1. 

2.2.4. Physical data lines 

Following the two header lines, the two (or three)-column physical data lines are provided with 10 

significant digits. The physical quantities tabulated in these data lines depend on the value of the reaction 

descriptor and property, which are indicated in the second header line (Figure 3 - 3).   

2.3. Main changes 

As previously mentioned, a fundamental modification of EPICS2017 is the change in binding energies, 

which have been updated to electron data in EEDL2017. This update results in changes in related 

physical quantities, such as the ionisation and excitation cross-sections. On the opposite, some physical 

quantities, such as bremsstrahlung cross-sections, are not affected as they are independent of the binding 

energies. Regarding Livermore models, the physical quantities used for modelling electron processes 

are as follows: 

 For ionisation process:  

o The total and subshell cross-sections;  

o The spectra of the recoil electron, which refers to the energy distribution of the emitted 

electron induced by ionisation. 

 For excitation process: the cross-sections; 

 For bremsstrahlung process: the cross-sections and energy spectra of the secondary photon. 

Amongst those physical quantities, we have checked that the data for bremsstrahlung process remain 

unchanged in EEDL2017 compared to EEDL91. Therefore, in the following sections (2.4 and 2.5), we 

will focus on presenting the differences in ionisation and excitation cross-sections between EEDL2017 

and EEDL91. 

2.4. Comparative study of ionisation data 

The objective of this section is to demonstrate the differences in ionisation data between EEDL2017 and 

EEDL91 with respect to the following aspects 

 Total ionisation cross-sections; 

 Subshell cross-section; 

 Energy spectra of recoil electron.  
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2.4.1. Subshell cross-section comparison 

There are 1612 subshells in total for 100 elements (Z: 1-100). The modification of binding energies in 

EEDL2017 leads to an energy shift near the binding energy for each subshell  [2]. An example is given 

here for iron, between EEDL2017 and EEDL91 (Figure 3 - 4). More specifically, the shift only occurs 

in the vicinity of the binding energy, as depicted in Figure 3 - 5, which shows a part of the tabulated 

data for this subshell. The shift in energy is visible: the subshell cross-section values keep unchanged 

(in blue), while only energies near the binding energy point are different (in red). 

 

Figure 3 - 4. Subshell cross-sections comparison between EEDL2017 and EEDL91 for iron. The first 

tabulated point for each subshell corresponds to the binding energy (first point in Figure 3 - 5); the 

cross-section value at this point is 0, so this point is not plotted. 
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Figure 3 - 5. Beginning of the subshell cross-section data in EEDL91 and EEDL2017 for the M4 

subshell of iron. 

2.4.2. Total cross-section comparison 

In EEDL91, the total ionisation cross-sections are not available, whereas they are included in EEDL2017. 

They are calculated by summing up the subshell cross-sections using the appropriate interpolation, i.e., 

Log-Log interpolation for EEDL91 and Lin-Lin interpolation for EEDL2017. Figure 3 - 6 shows an 

example of total cross-sections for hydrogen (H), iron (Fe), and lead (Pb). The bottom graph displays 

the relative difference (RD), expressed as follows: 

𝑅𝐷 (%) = 100 ×
𝐸𝐸𝐷𝐿2017−𝐸𝐸𝐷𝐿91

𝐸𝐸𝐷𝐿91
                           (3 −  1)     

As expected, we observed large differences at low energies, which correspond to the energy shift 

observed for the outer subshells (section 2.4.1 of this chapter).  

EEDL91 EEDL2017 

Energy (MeV)    Cross-section (barn)                                            Energy (MeV)            Cross-section (barn)  
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Figure 3 - 6. Comparison of total ionisation cross-section for H, Fe and Pb between EEDL2017 and 

EEDL91. The relative difference (RD) of EEDL2017 compared to EEDL91 is calculated  

according to equation (3-1). The energy scale is the same for both cross-sections and RD. 
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2.4.3. Energy spectrum comparison 

In EEDL, the energy spectrum data of recoil electrons consists of three columns: 

 The first column: energy of incident electron; 

 The second column: energy of recoil electron; 

 The third column: normalized probability of emission of a recoil electron. 

Similar to the changes in subshell cross-sections, the modification of spectrum data only occurs in the 

vicinity of the binding energy. The energy shift resulting from the binding energy modification is visible 

for example in Figure 3 - 7 for the M4 subshell of iron: the values in second and third columns remain 

unchanged, while only the energies of the incident electron in the first column are modified. This type 

of modification applies to all elements (Z: 1-100) in EEDL2017. 

 

Figure 3 - 7. Beginning of energy spectrum data for ionisation process in EEDL2017 and EEDL91 for 

the M4 subshell of iron. 

2.5. Comparison of excitation cross-sections 

Excitation cross-sections remain unchanged in EEDL2017 for the majority of elements. However, some 

elements exhibit differences, which only occur at low energy (Figure 3 - 8). 
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Figure 3 - 8. Comparison of excitation cross-section for H, Fe and Pb between EEDL2017 and 

EEDL91. The relative difference (RD) of EEDL2017 compared to EEDL91 is calculated according to 

equation (3-1). The energy scale is the same for both cross-sections and RD. 
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2.6. Discussion  

In section 2.3, we listed all the physical quantities used for Livermore electron models. Based on the 

comparison between EEDL2017 and EEDL91, we have shown that not all these physical quantities are 

modified in EEDL2017. As explained in section 2.3, the data regarding bremsstrahlung are not modified. 

For this reason, Livermore bremsstrahlung model will not require any updates. However, ionisation and 

excitation cross-sections, as well as energy spectra induced by ionisation, exhibit differences at low 

energy, due to the modifications of binding energies. Consequently, it is important to evaluate the impact 

of those differences on the following physical values calculated by Livermore models, more specifically 

by the G4LivermoreIonisationModel class:  

 Ionisation cross-section; 

 Energy loss - related to ionisation, excitation cross-sections and recoil electron spectrum. 
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3. Livermore ionisation model 

The objective of this section is to introduce the Livermore ionisation model and explain its calculation 

process of cross-section and stopping power. 

3.1. Ionisation process in Geant4 

The ionisation process occurs when an incident electron interacts with orbital electrons, leading to the 

generation of a secondary electron. In the simulation, Geant4 imposes a parameter called production cut 

𝑇𝑐𝑢𝑡 for secondary particles, which corresponds to the minimum energy of a secondary electron that can 

be generated by an interaction [3]. Indeed, 𝑇𝑐𝑢𝑡 is used to control the level of detail in the simulation, 

aiming to improve the computational efficiency by excluding low-energy secondary particles that may 

not significantly impact the final results. 

In Geant4, the ionisation process is handled by the G4eIonisation class, which has discrete and 

continuous components [3, 4]: 

 If the discrete interaction is invoked, a secondary electron with energy 𝑡 above 𝑇𝑐𝑢𝑡 is explicitly 

generated. The probability of this interaction is determined by the restricted cross-section 

(section 3.2); 

 In the continuous interaction, the mean energy loss per unit length, also known as the stopping 

power, is calculated by the restricted stopping power along the step (section 3.3). 

The combination of continuous and discrete interactions in Geant4 enables accurate simulation of the 

behavior of electrons as they interact with matter. More precisely, the total energy loss ∆𝐸 of incident 

electron during an interaction step due to ionisation is calculated as follows: 

∆𝐸 =  ∆𝐸𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 + ∆𝐸𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒                (3 − 2)                     

where: 

 ∆𝐸𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠  is the restricted energy loss calculated from continuous interaction, which is 

considered as energy deposited locally; 

 ∆𝐸𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 is the energy loss during the discrete interaction, if invoked. 

The ionisation process in the Livermore model is implemented through the G4LivermoreIonisationModel class. 

The accuracy of the model depends on the precise calculation of cross-section (section 3.2) and stopping power 

(section 3.3). Therefore, the decision to update the Livermore model (initially based on EEDL91) with 

EEDL2017 requires comparing the cross-sections and stopping powers obtained from Livermore ionisation 

model and EEDL2017.  
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3.2. Calculation of ionisation cross-section 

When a discrete interaction is invoked, the secondary electron with energy above 𝑇𝑐𝑢𝑡  is explicitly 

simulated through a discrete interaction. The probability of this interaction is determined by the 

restricted cross-section 𝜎(𝐸, 𝑇𝑐𝑢𝑡), which is calculated by Livermore ionisation model as follows [4, 5]: 

𝜎(𝐸, 𝑇𝑐𝑢𝑡) = ∫
𝑑𝜎(𝐸, 𝑡)

𝑑𝑡

𝑇𝑚𝑎𝑥

𝑇𝑐𝑢𝑡

𝑑𝑡 =  ∑ (𝜎𝑠(𝐸)
∫

𝑑𝜎
𝑑𝑡

𝑇𝑚𝑎𝑥

𝑇𝑐𝑢𝑡
𝑑𝑡

∫
𝑑𝜎
𝑑𝑡

𝑇𝑚𝑎𝑥

0.1𝑒𝑉
𝑑𝑡

)         (3 − 3)

𝑛−1

𝑠=0

 

where: 

 𝑡 is the kinetic energy of secondary electron; 

 𝐸 is the energy of incident electron; 

 
𝑑𝜎

𝑑𝑡
 is the distribution of cross-sections as a function of the kinetic energy 𝑡 of the secondary 

electron. It is calculated through a parameterization of the energy spectrum data in EEDL; 

 𝑇𝑚𝑎𝑥 = 0.5𝐸 is the maximum energy transferred to a secondary electron; 

 σ𝑠(𝐸) is the subshell cross-section obtained from an interpolation of the tabulated cross-section 

data in EEDL, and 0.1 eV is the low energy limit of secondary electron in EEDL; 

 𝑠 is the considered subshell; 

 𝑛 is the total number of subshells. 

During a Geant4 simulation, the restricted cross-section 𝜎(𝐸, 𝑇𝑐𝑢𝑡)  for a given energy of incident 

electron 𝐸  and production 𝑇𝑐𝑢𝑡  is obtained using the ComputeCrossSectionPerAtom() method 

implemented in G4LivermoreIonisationModel. 

3.3. Calculation of continuous energy loss 

Whatever the case, the discrete interaction being invoked or not, the continuous interaction is always 

simulated, in which the restricted energy loss below 𝑇𝑐𝑢𝑡, is calculated. The restricted energy loss is 

obtained by multiplying the interaction step length by the restricted stopping power. In Livermore model, 

the restricted stopping power due to ionisation [4, 5] is expressed via the sum over all atomic subshells 

𝑠 and the integral over the energy 𝑡 of secondary electron: 

−
𝑑𝐸(𝐸, 𝑇𝑐𝑢𝑡)

𝑑𝑥
= 𝑛𝑎𝑡 ∫

𝑑𝜎(𝐸, 𝑡)

𝑑𝑡

𝑇𝑙𝑖𝑚

0

𝑡𝑑𝑡 =  𝑛𝑎𝑡 ∑(𝜎𝑠(𝐸)
∫

𝑑𝜎
𝑑𝑡

𝑇𝑙𝑖𝑚

0.1𝑒𝑉
𝑡𝑑𝑡

∫
𝑑𝜎
𝑑𝑡

𝑇𝑚𝑎𝑥

0.1𝑒𝑉
𝑑𝑡

)

𝑛−1

𝑠=0

      (3 − 4) 

where: 

 𝐸 is the energy of incident electron; 

 𝑇𝑙𝑖𝑚 = min (𝑇𝑐𝑢𝑡 , 𝑇𝑚𝑎𝑥) is the maximal energy transferred during a continuous interaction; 

 𝑛𝑎𝑡 is the number of atoms per unit volume in the material. 
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Here the restricted cross-section 
𝑑𝜎

𝑑𝑡
 is calculated using the same parameterization of the energy spectra 

as mentioned in section 3.2. The calculation of restricted stopping power at a given energy can be 

retrieved using the ComputeDEDXPerVolume() method in G4LivermoreIonisationModel. However, 

it should be noted that the value returned by ComputeDEDXPerVolume() is not the restricted stopping 

power only due to ionisation. Actually it is the restricted collision stopping power, which is the energy 

loss per unit length induced by both ionisation and excitation. Contrary to the ionisation process, the 

excitation is not explicitly modelled, but its contribution to the energy loss, which does not depend on 

𝑇𝑐𝑢𝑡, is directly included in the ionisation model.  
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4. Comparison of ionisation cross-section and stopping 

power between Livermore model and EEDL2017 

The objective of this section is to compare the cross-sections and stopping powers calculated from the 

existing Livermore ionisation model with those corresponding to EEDL2017. More precisely, 73 energy 

points were chosen, ranging from 10 eV to 1 GeV, with 10 points evenly spaced in log scale for each 

energy interval: 10 eV - 100 eV; 100 eV - 1 keV; …; 100 MeV - 1 GeV. The following methods in the 

G4LivermoreIonisationModel are used to obtain the cross-sections and stopping powers at these 

energies: 

 ComputeCrossSectionPerAtom() to calculate the cross-section; 

 ComputeDEDXPerVolume() to calculate the collision stopping power. 

4.1. Cross-section 

As described in equation (3-3), the ComputeCrossSectionPerAtom() calculates the cross-section of 

generating a secondary electron with energy above 𝑇𝑐𝑢𝑡. For this reason, to obtain the total ionisation 

cross-section, 𝑇𝑐𝑢𝑡 should be 0. However, as the minimal energy of secondary electron considered in 

EEDL is 0.1 eV, in practice we took 𝑇𝑐𝑢𝑡= 0.1 eV instead of 0 for the calculation. We checked that the 

results, as expected, keep unchanged if we took values of 𝑇𝑐𝑢𝑡 below 0.1 eV. Figure 3 - 9 shows the 

ionisation cross-section comparisons for H, Fe and Pb taken as examples. The bottom graph shows the 

relative difference (RD) of EEDL91 and EEDL2017 cross-sections, compared to Livermore: 

𝑅𝐷 (%) = 100 ×  
𝐸𝐸𝐷𝐿 − 𝐿𝑖𝑣𝑒𝑟𝑚𝑜𝑟𝑒

𝐿𝑖𝑣𝑒𝑟𝑚𝑜𝑟𝑒
                                    (3 − 5) 
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Figure 3 - 9. Ionisation cross-section of EEDL2017, EEDL91 and those calculated from the existing 

Livermore model, for H, Fe and Pb. The relative difference (RD) of EEDL2017 compared to EEDL91 is 

calculated according to equation (3-5). The energy scale is the same for both cross-sections and RD.  
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As explained in section 3.2, the calculation of cross-section by the existing Livermore ionisation model 

is via a parameterization based on EEDL91. We can see that the calculated cross-sections by Livermore 

model are also in agreement with EEDL2017. The corresponding relative difference values (red circles) 

are similar to those obtained with EEDL91 (green triangles), except in a very narrow region at low 

energy, which corresponds to the energy shift observed for the outer subshells, as shown in section 2.4.1. 

For this reason, we can conclude that updating the Livermore model is unnecessary regarding cross-

sections. 

4.2. Stopping power 

4.2.1. EPICSHOW 

EEDL2017 and EEDL91 do not contain stopping power data. However, Dr. Cullen has kindly and 

generously provided us with the EPICSHOW (Electron Photon Interactive Code - Show Data) program 

(Figure 3 - 10) (https://inis.iaea.org/collection/NCLCollectionStore/_Public/30/022/30022812.pdf?r=1), 

which can be used to compute and plot the stopping power corresponding to EEDL2017. It provides 

ionisation, bremsstrahlung, excitation and total stopping powers. To make a plot, we can simply choose the 

appropriate buttons: “Electrons”+ “Deposit” + “Blk/White”.  

 

Figure 3 - 10. Interface of EPICSHOW program. 

 

An example of the stopping power of H obtained from EPICSHOW is given in Figure 3 - 11. 

EPICSHOW also produces data in text format, which we used to perform the comparison with the 

stopping powers calculated from Livermore model. 

https://inis.iaea.org/collection/NCLCollectionStore/_Public/30/022/30022812.pdf?r=1
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Figure 3 - 11. Stopping power of H calculated by EPICSHOW corresponding to EEDL2017 data. 

4.2.2. Collision stopping power 

As explained in section 3.3, the ComputeDEDXPerVolume() method calculates the restricted collision 

stopping power induced by both ionisation and excitation. To obtain the total collision stopping power, 

𝑇𝑐𝑢𝑡 should be larger than the highest transferred energy. In our comparison, the energy of incident 

electron ranges from E=10 eV-1 GeV. So in this case, 𝑇𝑚𝑎𝑥 = 0.5𝐸 = 0.5 GeV. We took 𝑇𝑐𝑢𝑡=10 GeV, 

but we have checked that the results, as expected, keep unchanged if we took values of 𝑇𝑐𝑢𝑡 above 0.5 

GeV. Figure 3 - 12 shows the comparison between the stopping power obtained from EEDL2017 

(EPICSHOW) and from the existing Livermore model, based on EEDL91. The relative differences 

observed are generally within a few percent. As the collision stopping power is the sum of excitation 

and ionisation, it is important to study separately the contribution of each process.  
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Figure 3 - 12. Collision stopping power (ionisation+excitation) calculated from the existing 

Livermore model and EEDL2017 for H, Fe and Pb. The relative difference is calculated according to 

equation (3-5). The energy scale is the same for both cross-sections and RD. 

Livermore 

EEDL2017 

H 

Fe Pb 



Chapter 3: Updates in EEDL2017 and their impact on Livermore models 

100 

 

4.2.3. Excitation stopping power 

As explained in section 3.3, the restricted ionisation stopping power is calculated according to equation 

(3-4). By setting 𝑇𝑐𝑢𝑡=0.1 eV, the contribution to the energy loss induced by ionisation becomes 0. In 

this case, the stopping power obtained by ComputeDEDXPerVolume() method is the energy loss solely 

due to excitation. The comparison between the excitation stopping power obtained from EEDL2017 

(EPICSHOW) and from the existing Livermore model, based on EEDL91 is shown in Figure 3 - 13. 

The results are remarkably close, which is expected, because the excitation cross-sections in EEDL2017 

are very similar to EEDL91, as shown in section 2.5.  
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Figure 3 - 13. Excitation stopping power calculated from the existing Livermore model and 

EEDL2017 for H, Fe and Pb. The relative difference is calculated according to equation (3-5). The 

energy scale is the same for both cross-sections and RD. 
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4.2.4. Ionisation stopping power 

As explained above, we have obtained by using the ComputeDEDXPerVolume() method: 

 The collision stopping power SPCollision with 𝑇𝑐𝑢𝑡 = 10 GeV (section 4.2.2); 

 The excitation stopping power SPExcitation, which is retrieved with 𝑇𝑐𝑢𝑡  = 0.1 eV in order to 

exclude the contribution of energy loss due to ionisation (section 4.2.3). 

So, the stopping power solely due to ionisation is then calculated as follows: 

SPIonisation = SPCollision − SPExcitation                                (3 − 6) 

The comparison between the ionisation stopping power obtained from EEDL2017 (EPICSHOW) and 

from the existing Livermore model, based on EEDL91 is shown in Figure 3 - 14. The results are very 

similar to the case of collision stopping power, with relative differences within a few percent. This is 

expected due to two reasons: 

 The ionisation plays a dominant role in continuous energy loss.  

 The difference of excitation stopping power between Livermore and EEDL2017 is negligible. 

We can notice that for H, the relative difference is higher compared to other elements. Actually, a 

comparison between the stopping power values calculated from the parameterization in Livermore 

model and those directly obtained from EEDL91 tabulated data shows a similar difference for H. This 

is described in a technical note4. Therefore, the higher relative difference observed in Figure 3 - 14 for 

H is only the consequence of the parameterization and not due to the update of EEDL2017. To confirm 

this, we also compared the stopping powers calculated from EEDL2017 and EEDL91. Indeed no 

significant difference was found. This comparison is also detailed in the technical note mentioned above. 

Thus, the parameterization for the calculation of stopping power, adopted in the Livermore ionisation 

model based on EEDL91, does not require a specific update for EEDL2017.  

 

                                                      
4 The technical note for electrons is available in the Geant4@IN2P3 website of Documentation section via 

http://geant4.in2p3.fr/styled-4/. 

http://geant4.in2p3.fr/styled-4/
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Figure 3 - 14. Ionisation stopping power calculated from the existing Livermore model and 

EEDL2017 for H, Fe and Pb. The relative difference is calculated according to equation (3-5). The 

energy scale is the same for both cross-sections and RD.  
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5. Conclusion 

In this chapter, we firstly identified the physical quantities modified in EEDL2017 compared to EEDL91, 

which are related to the Livermore ionisation model: ionisation and excitation cross-sections as well as 

energy spectra of secondary electrons induced by ionisation. We noted that the physical quantities 

related to bremsstrahlung are not modified, so the Livermore bremsstrahlung model was not considered 

in the rest of study. The ionisation and excitation cross-sections exhibit differences only at low energy, 

due to the modifications of binding energies of outer subshells. As those changes may have an impact 

on Livermore ionisation model, we compared the calculated cross-sections and stopping powers 

obtained from the existing Livermore model, based on EEDL91, with those from EEDL2017, in order 

to determine whether updating the model with EEDL2017 is necessary. The cross-section and stopping 

power from EEDL2017 were found close to those calculated using the existing Livermore model. This 

is expected for two reasons:  

 The calculation of cross-section and stopping power by the Livermore model is carried out 

though a parameterization based on EEDL91; 

 The update of EEDL2017 compared to EEDL91 is not significant regarding the cross-section 

and stopping power. 

To conclude, the parameterization for the calculation of both cross-section and stopping power, adopted 

in Livermore ionisation model based on EEDL91, does not require a specific update for EEDL2017. 

This was expected, quoting Dr Cullen [6]: “Updating the binding energies is important so that the 

EPICS2017 data reproduce the well-known characteristic fluorescence X-rays, as shown in Deslattes 

paper [7], but based on the small shifts in the electron ionization data, shown below, we should not 

expect much of a change in the transport and slowing down of electrons”. More information is available 

in a detailed study that we presented in a technical note in the Geant4@IN2P3 website 

(http://geant4.in2p3.fr/styled-4/). 

 

  

http://geant4.in2p3.fr/styled-4/
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Chapter 4: Application to proton micro-tomography 

imaging 

1. Introduction 

In this chapter, we first describe the Geant4 application that we developed, called  

stim_pixe_tomography, which is dedicated to proton micro-tomography imaging, more precisely for 

STIM-T and PIXE-T simulations. The process of STIM-T and PIXE-T simulations is similar to 

experiments, as detailed in section 2. To perform a simulation, it is required to: 

 Construct a numerical phantom with defined density and composition; 

 Define the beam scan, for example the region of interest, the number of projections, slices, and 

pixels; 

 Specify the proton beam information, such as the energy and number of protons, the positions 

and directions of the proton beam; 

 Collect the simulation result data. 

Secondly, we describe in section 3 the simulations that we performed using three numerical phantoms 

designed for different testing purposes, which will be described in section 3.1: 

 A simple cube of uniform density and composition; 

 The upper part of a C. elegans a worm; 

 A typical Inertial Confinement Fusion (ICF) target.  

The simulation results are used as input data for tomographic reconstruction codes. The obtained 

tomographic images are then compared with the original numerical phantom. In this way, we could 

assess the accuracy of calculated density values and the effectiveness of the NLXP and XA corrections 

implemented in the reconstruction codes (Figure 4 - 1). 

 

Figure 4 - 1. Schematic diagram of the simulation and validation processes. 

In section 4, we give a general description of the reconstruction methods used to obtain the tomographic 

images. The results are presented and discussed in section 5.  
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2. Design of the stim_pixe_tomography application 

2.1. Principle of proton micro-tomography 

The principle of proton or more generally, ion, micro-tomography is similar to medical imaging. In the 

case of proton tomography, the object of interest is rotated relative to the proton beam and the detector. 

This is illustrated in Figure 4 - 2 (a) and (c), using an example object consisting of a rectangular prism 

and a cylinder. The beam is moved point by point to scan the area of interest. In this way, we obtain a 

two-dimensional projection of the object (Figure 4 - 2 (b), projection angle is 0°). Once the scan is 

complete, the object is rotated by a certain angle, and the scan is performed again. For example, Figure 

4 - 2 (d) shows a projection obtained at 90°. Based on all the projections, we can obtain a 3D image. This 

3D image is actually composed of the superposition of tomographic slices reconstructed using a tomographic 

algorithm. Each slice can be extracted and analyzed separately, for example, Figure 4 - 2 (e) shows one of the 

tomographic slices. 
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Figure 4 - 2. Principle of proton micro-tomography: schematic views for the projection at 0° (b) and 

at 90° (d). The blue points in (a) and (c) indicate the successive positions of the proton beam source. 

The plane with dotted line indicates the tomographic slice displayed in (e). 
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2.2. Principle of STIM-T and PIXE-T experiments 

The purpose of the stim_pixe_tomography application is to simulate STIM-T and PIXE-T experiments. 

STIM-T aims to determine the distribution of the mass density (in g/cm3) of the analyzed sample, which is a 

microscopic object, a few tens or hundreds micrometers in size. PIXE-T reveals the spatial distribution of 

chemical elements (in g/cm3
 or µg/g if normalized with STIM-T) within the analyzed volume. In the 

experiments, a proton beam of a few MeV scans the area of interest of the sample. As explained in 

section 2.1, when the scan is finished, the sample rotates to the next projection and the beam scan is 

performed again. In STIM-T experiments, the detector is placed in front of the proton source (0° in 

Figure 4 - 3 (a)). The remaining energy of protons after passing through the sample is measured at each 

position. This energy is directly related to the thickness of the material for a given projection (Figure 4 

- 4) and can be converted to the areal density in g/cm2. Considering all the projections for the analyzed 

volume, the distribution of mass density (g/cm3) is calculated using a tomographic reconstruction 

algorithm.  

 

Figure 4 - 3. Experimental set-up for STIM-T (a) and PIXE-T (b).  
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Figure 4 - 4. Example of a proton spectrum for a given position of the proton beam, obtained from a 

Geant4 STIM-T simulation on C. elegans phantom. The energy of incident protons is 1.5 MeV. 

 

PIXE-T consists in detecting the energy of the X-rays emitted by the atoms following the ionisation by 

the incident protons (Figure 4 - 5). Since the emission of X-rays is isotropic, the detector could be in 

principle placed at any angle around the sample. In practice, the detector is usually placed at a backward 

angle, e.g., 135° relative to the proton direction (Figure 4 - 3 (b)). The X-ray energies are characteristic 

for the respective elements (Figure 4 - 6), and the number of analyzed X-rays depends on the element 

content, more precisely, the areal density (g/cm2). Based on the areal density, the tomographic algorithm 

determines the distribution of thes elemental mass density (g/cm3).  

 

Figure 4 - 5. Principle of PIXE (Particle Induced X-ray Emission). The X-rays arise from the filling of 

inner-shell vacancies produced by the incident protons. 
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Figure 4 - 6. Example of an X-ray spectrum for a given position of the proton beam, obtained from a 

Geant4 PIXE-T simulation on C. elegans phantom. The chemical elements (P, S, Cl, K, Ca, Ti) are 

identified from the energy of the X-ray lines in the spectrum. 

2.3. Description of STIM-T and PIXE-T simulations 

2.3.1. General procedure: from simulation to image reconstruction 

The development of stim_pixe_tomography is based on the TestEm5 example, dedicated to studying 

the interaction of particles going through a single layer of uniform material. The stim_pixe_tomography 

is developed for 3D imaging purpose, more precisely for STIM-T and PIXE-T simulations. The 

simulation results are written into a binary file and then used for the image reconstruction. 

To make a simulation, the following steps should be performed (Figure 4 - 7): 

 Construction of numerical phantom: the phantoms used in our study will be described in section 

3.1; 

 Definition of the scan: consists in parameterizing the beam information, e.g., the energy and 

number of protons, the proton beam positions and directions (sections 2.3.2 - 2.3.4); 

 Collection of simulated data: transmitted protons are collected for STIM-T simulation, and 

emitted X-rays for PIXE-T (section 2.3.5); 

 Selection of simulated data (section 2.4). 

This last step answers a special need for PIXE-T simulations. One of our objectives is to verify whether 

the corrections of X-ray attenuation implemented in reconstruction process are accurate. As these 

corrections depend on the position and the solid angle of the detector, our tests require the collection of 

X-rays in different detection configurations. Due to the low concentrations of elements of interest in 
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biological samples and low X-ray production cross-sections, the duration of a PIXE-T simulation can 

be of the order of several weeks. For this reason, it would not be realistic to repeat it every time we 

change the position or solid angle of the detector. Thus, instead of including directly the detection 

process by a detector in the simulation, we chose to model it after the simulation. More precisely, during 

the simulation the particles of interest are collected in all directions (4π solid angle). After finishing the 

simulation, the detection process is modelled by making a selection of simulation output data 

considering the geometry of detection. This part will be detailed in section 2.4.  

 

 

Figure 4 - 7. General procedure: from simulation to image reconstruction. A scan along a single 

horizontal line (a) results in one horizontal reconstructed tomographic slice (b). 

2.3.2. Beam positions and directions at first projection 

Figure 4 - 8 shows the layout of a STIM-T or PIXE-T simulation at first projection, i.e., 

projection index = 0 corresponding to projection angle = 0° relative to the proton beam direction. The 

object is here represented by a sphere in the middle. The scan is shown as a green cube surrounding the 

object. The red points represent the positions of the beam scanning the sample, which are indexed 

relatively to the YZ coordinate system. It should be pointed out that in the simulation, contrary to 

experiments, the object is fixed, and the beam is moving and rotating by simply changing its position 

and direction, because the proton beam positions and directions are easier to be operated. At the first 

projection, the beam is directed along the positive x-axis. The tomographic slices are horizontal (in x-y 
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plane). The Y index indicates the position of the beam within the horizontal slice. The Z index indicates 

the position of the slice vertically.  

 

Figure 4 - 8. Layout of a STIM-T or PIXE-T simulation at first projection (projection index = 0). 

 

Figure 4 - 9 shows an example of the successive positions of the source. This example assumes: number 

of pixels = 10 (horizontal scan), number of slices = 10 (vertical scan). The scan starts from the position 

index (Y=0, Z=0). The beam source horizontally moves from Y = 0 to 9. Then it switches to the next 

slice, until the last position (Y=9, Z=9). The number of pixels in the Y direction defines the final number 

of voxels in the reconstructed tomographic slice. Here, there are 10 × 10 voxels for each reconstructed 

slice. 

 

Figure 4 - 9. Positions of the beam for a scan composed of 10 slices of 10 pixels. 

2.3.3. Rotation of the source  

When the beam finishes the scan at the first projection, the beam rotates through a certain angle (step 

angle) counterclockwise. The scan described in section 2.3.2 is then repeated at this projection. Then 

the beam rotates again and the scan is performed again, and so on until the last projection. Figure 4 - 10 

shows the rotation for projection i. 
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Figure 4 - 10. Rotation of the beam at projection index = i. θ is the rotation angle of the beam at 

projection i with respect to the beam direction at first projection. 

2.3.4. Parameterization of the scan 

a) Scan parameters 

The determination of scan parameters consists in calculating the beam positions and directions according 

to the scan size and projection angle. A tomography simulation usually involves ~106 beam positions 

(e.g., 100 projections × 128 slices × 128 pixels = 1.6384*106 positions), so it is important to automate 

the parameterization process. This is done via a C script GPSPointLoop.C, which generates 

automatically a macro file containing all necessary parameters to run a simulation, by using the 

following variables: 

 NumberOfProjections: number of projections, for example 100; 

 NumberOfPixels: number of pixels of the scan in horizontal direction, for example 128; 

 NumberOfSlices: number of slices, usually 1 for PIXE-T and 128 for STIM-T; 

 TotalAngleSpan: angle span for projections, in degrees, for example if TotalAngleSpan = 180 

and NumberOfProjections = 100, in this case, the angle step is 1.8°, the first projection is at 0°, 

the last is at 178.2°; 

 ScanSize: total length of the scan in horizontal direction, in µm; this value should be large 

enough to ensure that the phantom is contained within the scan at any angles/projections.  

The pixel width is equal to ScanSize/NumberOfPixels; 

 ScanHeight: total length of the scan in vertical direction, in µm.  

The pixel height is equal to ScanHeight/NumberOfSlices; 

 NbParticles: number of protons at each position of the beam source; 
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 energy: energy of the proton beam, in MeV; 

 typeParticle: type of the particle, for example “proton”. 

The beam positions and directions at different angles/projections are calculated according to their 

positions at the first projection (0°) and the rotation angle. The calculation is presented as follows. 

b) Calculation of beam positions 

We consider (Oxyz) a fix coordinate system, attached to the object, whereas the beam scan rotates from 

one projection to another. We consider a particular position of the beam source at position index j within 

the scan. At the first projection (angle 0), this position corresponds to P (xj, yj) (Figure 4 - 11), with:  

{
𝒙𝒋 = 𝑟 cos 𝑎

𝒚𝒋 = 𝑟 sin 𝑎                                                                            (4 − 1) 

                                                      

 

Figure 4 - 11. Rotation of a beam position from the first projection to projection i. 

 

We consider projection i, for which the scan beam has rotated through an angle 𝑏. In this case, P(xj, yj) rotates 

to P’(sj, tj), with sj and tj mathematically defined as: 

 sj is the orthogonal projection of P’ on the x axis; 

 tj is the orthogonal projection of P’ on the y axis. 

Thus: 

{
𝒔𝒋 = 𝑟 cos(𝑎 + 𝑏) = 𝑟 cos 𝑎 cos 𝑏 −  𝑟 sin 𝑎 sin 𝑏

𝒕𝒋 =  𝑟 sin(𝑎 + 𝑏) = 𝑟 sin 𝑎 cos 𝑏 + 𝑟 cos 𝑎 sin 𝑏
          (4 − 2)  

Substituting equation (4-1) into equation (4-2), we obtain: 

{
𝒔𝒋 = 𝒙𝒋 𝐜𝐨𝐬 𝒃 − 𝒚𝒋 𝐬𝐢𝐧 𝒃

𝒕𝒋 = 𝒙𝒋 𝐬𝐢𝐧 𝒃 + 𝒚𝒋 𝐜𝐨𝐬 𝒃
                                                         (4 − 3) 

In this way, we obtain the position5 of the beam source at projection i.  

                                                      
5 Equation (4-3) can be obtained directly by considering that P’ coordinates are the product of the rotation matrix 

of angle 𝑏 by P coordinates. 
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c) Calculation of beam directions 

We consider 𝑛ሬԦ , the beam direction at the first projection as represented in Figure 4 - 11 at the position 

P(xj, yj). At this projection, the beam is directed along the positive x-axis. The directions used in Geant4 

are direction cosines, so 𝑛ሬԦ = (1, 0, 0). 

𝑛ሬԦ rotates through an angle b to 𝑚ሬሬԦ at projection i.  

So, at projection i, the direction of the beam is given by 𝑚ሬሬԦ = (𝑚𝑥 , 𝑚𝑦 , 𝑚𝑧), as represented in Figure 4 - 11 

at the position P’(sj, tj). 

Thus: 

{

𝒎𝒙 = 𝐜𝐨𝐬 𝒃
𝒎𝒚 = 𝐬𝐢𝐧 𝒃

𝒎𝒛 = 𝟎      
                                              (4 − 4) 

In this way, we obtain the direction of the beam source at projection i.  

2.3.5. Collection of simulated data 

The reconstruction of tomographic images requires to collect the following information: 

 The energy of particles of interest, i.e., transmitted protons for STIM-T and emitted X-rays for 

PIXE-T; 

 The projection index; 

 The position of the proton beam, i.e., the indices of the slice and the pixel for each collected 

particle of interest. 

In addition, we need to determine whether the particle enters the detector after the simulation. For this, 

we should make a geometrical selection of particles, which requires knowing their position and/or 

momentum, this will be detailed in section 2.4. As mentioned in section 2.3.4, a tomography simulation 

usually involves ~106 beam positions (e.g., 100 projections × 128 slices × 128 pixels), and many events 

to collect. Thus, to address the problem of large data, we have tried different approaches. A common 

format for data analysis is recommended in Geant4 is ROOT (https://root.cern.ch/). So we first tried to 

save the simulation results as ROOT ntuples. However, in this case, it was required to create one ntuple 

for each position of the beam and to assemble them after the simulation was completed. We decided not 

to follow this cumbersome process and take a simpler way. Instead of using ROOT file format, we 

choose to save the data in a custom binary file in append mode. For this, we designed two custom struct 

variable types to store the information of collected particles in a compact way.  

The first struct is called ParticleInfo. It stores the following information: 

 Energy of the collected particle; 

 Position and/or momentum of the collected particle. 

The information of position and/or momentum of the collected particle is related to the way we 

determine whether the particle is detected, which will be described in section 2.4.  

https://root.cern.ch/
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The second struct is called RunInfo. It stores the following information: 

 Number of collected particles at a given beam position; 

 Indices of the projection, slice and pixel at a given beam position. 

In this way, the output binary file is about a few megabytes per projection.  

In fact, it is worth mentioning that using ROOT file format has an advantage regarding multithreading: 

the ntuples produced on thread workers are progressively and automatically merged to the main ntuples 

on the master. However, in our case, to write all the information in one binary file, we merge the data 

produced thread workers with a specific procedure defined in the Run::Merge() method. 

Another advantage of the binary file being written in append mode is that we can resume the simulation 

if any interruption happens during a simulation. Indeed, remedial measures are considered in case of 

interruptions, for example power failure. A specific C script was developed to identify where the 

interruption occurred in order to resume the simulation without need to restart it from the beginning. 

The collection of particle information (energy, momentum and/or position) occurs at different stages of 

the particle trajectory, as shown in Figure 4 - 12. For STIM-T, the information of transmitted protons is 

collected after the protons get out of the phantom at the end of the particle track, i.e., at exit. The 

collection is implemented in the stim_pixe_tomography application via the 

TrackingAction::PostUserTrackingAction() method. For PIXE-T, we collect not only the information 

of X-rays at exit point, but also at creation point thanks to the flexibility of Geant4, as described in 

section 2.3.6.   

2.3.6. PIXE-T simulation under non-standard conditions 

One of the objectives using Geant4 simulation is to evaluate the accuracy of the X-ray count attenuation 

corrections (NLXP and XA6)  implemented in the image reconstruction process. For this, we performed 

PIXE-T simulations under standard conditions similar to experiments, as explained in the previous 

sections. In this case, we collected the information of X-rays after getting out of the phantom at the end 

of the particle track, i.e., at exit as indicated in Figure 4 - 12. In order to study independently the effects 

of NLXP and XA corrections, we took advantage of the flexibility of Geant4, to perform simulations 

under non-standard conditions, which are impossible to realize in experiments:  

 Geant4 allows us to collect X-rays in the object, at the position where they are emitted, i.e., at 

the creation point. In this case, the XA effect is excluded; 

 Geant4 allows us to artificially turn off the process of proton energy loss. In this way, the proton 

energy is kept at the initial energy along its track in the material. Therefore, the NLXP effect is 

excluded. 

                                                      
6 See section 4.2 of chapter 1. 
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Figure 4 - 12. Presentation of different stages of the particle trajectory, where the collection of data is 

implemented: Transmitted proton at exit after getting out of the phantom, X-ray at exit after getting 

out of the phantom, X-ray at the creation point where it is generated.  

 

In summary, we can make PIXE-T simulations under standard and non-standard conditions for each 

phantom and obtain four types of X-ray information: 

 Case 1: X-rays collected at the creation point and the proton energy loss process is turned-off. 

In this case, NLXP and XA effects are both excluded; 

 Case 2: X-rays collected at the exit of the object and the proton energy loss process is turned-

off. In this case, only the NLXP effect is excluded; 

 Case 3: X-rays collected at the creation point but the proton energy loss process is not turned-

off. In this case, only the XA effect is excluded; 

 Case 4: X-rays collected at the exit of the object and the proton energy loss process is not turned-

off. In this case, both NLXP and XA corrections are required.  

The collection of X-rays at the creation point and at exit are implemented in the code of the stim_pixe_tomography 

application via the StackingAction::ClassifyNewTrack() and TrackingAction::PostUserTrackingAction() 

methods respectively.  

Turning off the proton energy loss process exceptionally requires modifying the source code of Geant4, 

because we need to re-set the proton energy at its initial value after each interaction step. More precisely, 

the method G4Step::UpdateTrack of the Geant4 source code G4Step.icc is modified, as shown in 

Appendix B, Figure B - 1.  

2.3.7. Format of simulation output files 

For STIM-T simulation, the output binary file is called ProtonAtExit.dat, in which the information of 

transmitted protons for all beam positions is saved. For PIXE-T, two binary files GammaAtCreation.dat 

and GammaAtExit.dat are generated at the end of the simulation, storing the information of X-rays at 

the creation point and at exit for all beam positions. For each beam position, the indices of projection, 

slice, and pixel as well as the number of particles are written in the format of the RunInfo struct in the 
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output file. Then, the energy, position and/or momentum of the collected particles are listed in a vector 

containing a series of ParticleInfo struct (Figure 4 - 13). 

 

Figure 4 - 13. Structure of the output file for a STIM-T or PIXE-T simulation. 

2.4. Selection of simulated data 

2.4.1. Principle and assumptions 

As explained in section 2.3.1, the selection of the particles entering the detector is performed after the 

simulation, in order to easily modify the position and/or solid angle of the detector without having to 

run a simulation again. The principle of the selection is based on the position of the detector according 

to the sample and the beam. It also depends on the shape and size of the entrance window, which is 

assumed circular in our case. In fact, we provide two methods of selection: 

 Selection with particle momentum; 

 Selection with particle position and momentum. 

By default, the first option, i.e., the selection with particle momentum is proposed. It is based on the 

assumption that the phantom size is negligible relative to the size and distance of the detector, which is 

usually the case for micro-tomography. If ever the assumption is not valid, the selection with particle 

position and momentum gives another option. Of course, this will significantly increase the size of 

simulated data. Indeed, the method of selection determines the definition of the struct ParticleInfo, 

which stores particle information as explained in section 2.3.5. For the selection using position and 

momentum, the position of the particle of interest is additionally saved in ParticleInfo. More details 

about the selections will be given in section 2.4.2 - 2.4.4. 

The selection is performed by using a C script corresponding to the chosen selection method. After 

executing the script, the information of selected events is then written into a binary file, which is used 

RunInfo 

a vector saving all the ParticleInfo 

RunInfo 

a vector saving all the ParticleInfo 

a vector saving all the ParticleInfo 

a vector saving all the ParticleInfo 

RunInfo 

RunInfo 

ParticleInfo 



2. Design of the stim_pixe_tomography application 

121  

 

as an input file for tomographic reconstruction. The necessary information of selected events for image 

reconstruction consists of: 

 Energy; 

 Indices of the projection, slice and pixel of the current event. 

2.4.2. Parameters of selection  

The selections are performed using the following variables: 

 𝜶: angular position of the detector, i.e., angle between the position of the detector and the 

direction of incident proton beam (𝑥𝑂�̂� in Figure 4 - 14 for first projection and (𝑥′𝑂�̂�) in Figure 

4 - 15); 

 𝒍: distance between the scanned object and detector (OA in Figure 4 - 14); 

 𝒓: radius of entrance window of the detector (AB in Figure 4 - 14); 

 𝜽: half apex angle of detection, 𝜃 = 𝐴𝑂�̂� in Figure 4 - 14 and Figure 4 - 15. 

Figure 4 - 14 shows the positions of the X-ray detector and the object at first projection 0 for the selection 

in a PIXE-T simulation. Figure 4 - 15 shows the positions of the detector and the object at projection i. 

Whatever the projection is, the angle between the position of the detector and the direction of the incident 

protons remains fixed. 

 

Figure 4 - 14. Schematic position of the detector at the first projection (projection index = 0) in a 

PIXE-T simulation. The 𝜶 angle is here arbitrarily equal to 135°. 
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Figure 4 - 15. Schematic position of the detector at projection index = i in a PIXE-T simulation. The 𝜶 

angle is here arbitrarily equal to 135°. 

2.4.3. Selection with particle momentum 

The approximate selection using particle momentum is based on the assumption that the phantom size 

is negligible relative to the size and distance of the detector. In this case, the selection only requires 

parameterizing the angular position 𝜶 of the detector and its half apex angle 𝜽. The X-ray is considered 

“detected” only if the angle between its momentum and 𝑂𝐴ሬሬሬሬሬԦ (Figure 4 - 14 (b)) is less than the half apex 

angle 𝜽 (𝐴𝑂�̂� in Figure 4 - 14 (b)). 𝜽 depends on the radius and the distance of the detector: 

𝜃 = 𝑎𝑡𝑎𝑛
𝑟

𝑙
 

In our simulations, we always adopted this approximate selection as the assumption is verified.  

For STIM-T simulation, we selected the protons using values similar to experimental conditions: 

 Angular position of the detector 𝜶 = 0°; 

 Half apex angle 𝜽 = 10.2° 

For PIXE-T simulation, we selected the X-rays using: 

 Angular position of the detector 𝜶 = 135°; 

 Half apex angle 𝜽 = 70° 

135° is a typical experimental angular position for the detector. However, 70° is not consistent with 

experimental conditions. Here we chose this very large angle of 70° leading to a solid angle about 

4.134 sr, because a large solid angle significantly reduces the PIXE-T simulation time since more events 

can be collected, so that less incident particles are required. It should be pointed out that such a half apex 

angle would not be possible in experiments, because the detector would block the oncoming beam.  
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2.4.4. Selection with particle position and momentum 

The selection using particle position and momentum is a more precise method that should be used when 

the assumption of negligible phantom size is not valid. In this case, the selection requires parameterizing 

the angular position 𝜶, the distance 𝒍 and the radius 𝒓 of the detector. 

To describe this method, we define (Figure 4 - 16): 

 Point C (x0, y0, z0): the position of the particle when being collected in the simulation, i.e., either 

at the end of the track or at the point where the particle is generated, according to the user needs. 

 𝑛0ሬሬሬሬԦ (a, b, c): the momentum of the particle; 

 𝑛ሬԦ = 𝑂𝐴ሬሬሬሬሬԦ: the vector orthogonal to the detector entrance window; 

 Point P(xi, yi, zi): the intersection point between the trajectory of the particle and the detector 

entrance window. 

 

Figure 4 - 16. Detection of particle using precise selection. 

 

According to the angular position of the detector, we have: 

𝑛ሬԦ = (𝑙 cos 𝛼 , 𝑙 sin 𝛼 , 0)  

The position of the center point of the entrance window is also given by: A (𝑙 cos 𝛼 , 𝑙 sin 𝛼 , 0). 

Knowing the point A and the vector 𝑛ሬԦ orthogonal to the detector entrance window, the equation of the 

plane of the entrance window is established as follows: 

𝑙 cos 𝛼 (𝑥 − 𝑙 cos 𝛼) +  𝑙 sin 𝛼 (𝑦 − 𝑙 sin 𝛼) + 0(𝑧 − 0) = 0     (4 − 5) 

Knowing the point C (x0, y0, z0) and momentum 𝑛0ሬሬሬሬԦ (a, b, c), the trajectory of the particle is defined as 

follows: 

{

𝑥 = 𝑥0 + 𝑎𝑡
𝑦 = 𝑦0 + 𝑏𝑡
𝑧 = 𝑧0 + 𝑐𝑡

                                                                                        (4 − 6) 

where t is a constant. 
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Substituting equation (4-6) into equation (4-5), we obtain the intersection point P of the trajectory of the 

particle and the detector plane by calculating t: 

𝑡 =  
(𝑙 cos 𝛼  − 𝑥0)𝑙 cos 𝛼 + (𝑙 sin 𝛼 − 𝑦0)𝑙 sin 𝛼

𝑎𝑙 cos 𝛼 + 𝑏𝑙 sin 𝛼
=  

  𝑙2 − 𝑥0𝑙 cos 𝛼 − 𝑦0𝑙 sin 𝛼

𝑎𝑙 cos 𝛼 + 𝑏𝑙 sin 𝛼
        (4 − 7) 

The condition 𝑎𝑙 cos 𝛼 + 𝑏𝑙 sin 𝛼 = 0 should be excluded, because it means the trajectory is parallel to 

the detector plane. In this case, the particle is not detected. 

Thus, the intersection point P (xi, yi, zi) is: 

{

𝒙𝒊 = 𝒙𝟎 + 𝒂𝒕
𝒚𝒊 = 𝒚𝟎 + 𝒃𝒕
𝒛𝒊 = 𝒛𝟎 + 𝒄𝒕

                                                                                   (4 − 8) 

We calculate the distance of point P to the center point of the entrance window point A, i.e., PA: 

𝑃𝐴 = √(𝑙 cos 𝛼 − 𝑥𝑖)2 +  (𝑙 𝑠𝑖𝑛 𝛼 − 𝑦𝑖)2 + 𝑧𝑖
2                      (4 − 9) 

The condition that determines if a particle is detected is: PA is less than the radius of the detector 𝒓. 
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3. Simulations  

3.1. Numerical phantoms 

3.1.1. Cube 

A homogeneous cube phantom was used to perform simple tests, for example to test the preservation of 

geometrical shapes and edges in the reconstructed images [1], and to study the effect of X-ray absorption 

[2].  For this, the cube phantom was designed with different sizes and compositions according to the 

needs. For example, two cubes were used: 

 Cube 1:  5×5×5 µm3
, as a thin sample, for which the effect of X-ray absorption is negligible; 

 Cube 2: 40×40×40 µm3, as a thick sample, for which the effect of X-ray absorption is not 

negligible. 

The composition of the cubes included phosphorus, because it is the most attenuated element in PIXE 

analysis for our application (lowest X-ray energy). According to the basic rules of Geant4, the 

construction of the phantom is implemented in the DetectorConstruction.cc/.hh codes, particularly, in 

the DetectorConstruction::Construct() method. 

3.1.2. C. elegans 

It is interesting to include C. elegans into Geant4 simulation for further use, because C. elegans is a 

widely used model in biology and especially for the research carried-out in the iRiBio team. Thus, we 

designed for the first time in Geant4 a phantom modelling the upper part of a C. elegans worm in our 

application. It was created using six ellipsoids to represent six specific regions (Figure 4 - 17):  

 The cuticle, i.e., the “skin” of the worm;  

 The body containing the intestine and two cell nuclei; 

 Two cell nuclei; 

 The intestine; 

 A Ti rich region inside the intestine. 
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Figure 4 - 17. Schematic view of the C. elegans phantom implemented in Geant4, showing the six 

ellipsoids used to model the different parts of the worm (left and bottom right).  

A slice (upper right) containing the cell nuclei and the Ti rich region was selected for PIXE-T 

simulations, as described in section 3.2.3.  

 

The shape, size, density and element content of the phantom were obtained from STIM-T and PIXE-T 

experiments from freeze-dried specimens [3, 4]. The construction of the phantom was the main subject 

of my internship at CENBG/LP2I Bordeaux in 2017 [1]. The geometrical parameters of the ellipsoids 

are listed in Table 4 - 1. 

 

Table 4 - 1. Geometrical parameters of the six ellipsoids used to model                                               

the shape of the C. elegans phantom.  

Region 
Ellipsoid 

number 

Semi-axis 

in x 

direction 

(µm) 

Semi-axis 

in y 

direction 

(µm) 

Semi-axis 

in z 

direction 

(µm) 

Position of the 

center (µm) 

Rotation 

around z axis 

(degree) 

Cuticle 1 20.6 21.4 188 (0; 0; 0) 0 

Body 2 18.6 19.0 187 (-0.39; 0; 0) 0 

Nucleus 1 3 1.95 3.23 4.32 (1.97; -7.09; 18.07) 0 

Nucleus 2 4 2.08 2.46 4.32 (8.27; -3.15; 18.07) 0 

Intestine 5 3.67 16.5 28.7 (1.25; 0.61; 0) -59 

Ti rich region 6 1.62 1.95 1.62 (6.25; 3.61; 18.07) 0 
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The composition of the different regions of the phantom is shown in Table 4 - 2 . The element content 

for P, S, Cl, K and Ti was obtained from PIXE-T experiments, giving the element mass density 

distribution in g/cm3. These values were then converted to mass percentage. For this, we used the 

material mass density derived from STIM-T experiments (last column of Table 4 - 2). The rest of the 

material was considered as (dry) biological material. Its composition C10H17O3N2 was derived from 

previous studies of cryofixed and lyophilized biological samples by RBS (Rutherford Backscattering 

Spectrometry) using classical (not tomographic) 2D ion beam analysis [5]. It should be noted that the 

complete composition of dehydrated C. elegans has not yet been determined experimentally. Although 

the experimental data may not be very precise, the aim of the study is not to determine the exact 

composition of C. elegans, but only to study the accuracy of the reconstruction process.  

 

Table 4 - 2. Element content of the six ellipsoids of the C. elegans phantom. The ellipsoids have a 

uniform mass density and composition (here expressed in percentage by mass, as defined in the 

Geant4 material composition).  

Region P S Cl K Ca Ti C10H17O3N2 
Total mass density  

(mg/cm3) 

Cuticle 0.47% 0.21% 0.05% 0.48%   98.79% 497 

Body 0.72%      99.28% 408 

Nucleus 1 0.57%    1.55%  97.88% 663 

Nucleus 2 0.61%    1.44%  97.95% 603 

Intestine  0.12% 0.02% 0.20%   99.66% 541 

Ti rich 

region 
 0.10% 0.02% 0.18%  0.05% 99.64% 751 

 

3.1.3. ICF target 

In the framework of my PhD project, a collaboration with Fudan University on the application of Geant4 to 

tomographic imaging of inertial confinement fusion (ICF) targets was planned, following the STIM-T and 

PIXE-T experiments performed at Fudan University [6, 7]. The ICF target is a small spherical shell, a few 

hundred micrometers in diameter, made of a polymer of uniform composition and mass density, doped 

with high Z elements, such as Ge. In general, the dopant’s distribution should be uniform as it is intended 

to avoid laser imprinting and limit hydrodynamic instabilities in ICF ignition. The objective of Fudan’s 

experiments is to quantify the Ge content in ICF targets and check its uniformity. Their results were 

obtained using a reconstruction program developed at Fudan University, based on Filtered Back 

Projection (FBP) algorithm in MATLAB. However, the correction implemented in this program to 

compensate for X-ray loss does not take into account the solid angle of the detector, which is assumed 
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as a point. This assumption requires having a small solid angle for the detection in experiments, which 

leads to an increase of collection time. The experimental duration is approximately 20 hours in total [6]. 

In this collaboration, one aim is to validate if the reconstruction methods developed at LP2I Bordeaux 

for biological samples, which are able to take into account a large detection solid angle, are suited to 

ICF targets. This would be an advantage, because it could significantly reduce the duration of 

experiments. At present, two reconstruction software packages, TomoRebuild [2], and JPIXET [8, 9], 

are able to take into account large solid angles in the reconstruction process. Their performances have 

been compared in previous studies on experimental data of biological specimens [4, 10]. The mass 

densities obtained by the two packages were found similar. However, this was only a rough comparison 

of one package relative to the other, due to the lack of reference data. The Geant4 simulations of 

tomography experiments allow us to perform more accurate tests. The main purpose of our study on the 

ICF target is to test the ability of the different reconstruction methods implemented in TomoRebuild and 

JPIXET to produce accurate quantitative images of ICF targets using a large solid angle.  

We designed a phantom of ICF target according to the samples analyzed at Fudan University [6]. The 

phantom is a spherical shell with outer radius 196 µm and thickness 25 µm. It is composed of a polymer 

of uniform composition (stoichiometric ratio C:H = 5:7) and mass density (1.08 g/cm3), doped with Ge 

(5% in mass). The mass percentage of each element is indicated in Table 4 - 3. 

 

Table 4 - 3. Composition of the phantom of ICF target. 

Element Mass percentage (%) 

C 85.0 

H 10.0 

Ge 5.0 

 

3.2. Scan parameters 

3.2.1. Problematic 

The number of incident protons is a crucial point as the simulations can last several days, especially the 

PIXE-T simulation. Indeed, PIXE-T requires much more incident protons than STIM-T because of the 

low X-ray production cross-sections. A PIXE-T experiment usually requires 108 to 109 protons for each 

beam position [11]. If the same conditions were applied in the simulation, it would be unrealistic in 

terms of duration. In order to minimize the simulation duration while maintaining a good quality of 

image, we reduced the number of protons to ~106 protons. In this case, to compensate for the reduction 

of generated X-rays, we took a very large solid angle (half apex angle of the detector) for the selection 

of the X-rays, as explained in section 2.4.3.  
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3.2.2. Cube 

3D STIM-T simulations were performed by scanning 64 or 128 slices, as in experiments. Due to the 

long duration of PIXE-T simulations, only one slice of interest was scanned in PIXE-T simulations. The 

typical scan parameters are showed in the Table 4 - 4. For STIM-T, we also performed simulation tests 

to study the effect of different numbers of protons on the values of reconstructed mass density (see 

section 5.1.1).  

 

Table 4 - 4. Scan parameters for the STIM-T and PIXE-T simulation of the cube. 

 STIM-T PIXE-T 

Proton energy (MeV) 1.5 1.5 

Nb of protons 100 106 

Nb of projections 100 100 

Nb of slices 64 1 (central slice) 

Nb of pixels 128 128 

Angular span 180° 180° 

Scan width (µm) 
9 for cube 1 9 for cube 1 

72 for cube 2 72 for cube 2 

Scan height (µm) 
9 for cube 1 N/A* 

72 for cube 2 N/A* 

*N/A: Not Applicable, because only one slice is scanned in PIXE-T simulation. 

3.2.3. C. elegans 

The scan parameters used for C. elegans are presented in the Table 4 - 5. 

 

Table 4 - 5. Scan parameters for STIM-T and PIXE-T simulations of C. elegans. 

 STIM-T PIXE-T 

Proton energy (MeV) 1.5 1.5 

Nb of protons 100 106 

Nb of projections 100 100 

Nb of slices 128 1 

Nb of pixels 128 128 

Angular span 180° 180° 

Scan width (µm) 76.5 76.5 

Scan height (µm) 201 N/A* 

*N/A: Not Applicable, because only one slice is scanned in PIXE-T simulation. 
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For PIXE-T simulations, only one slice was scanned, chosen in the region containing the cell nuclei and 

the Ti rich region (Figure 4 - 17). For STIM-T, we also performed simulation tests to study the effect of 

different numbers of protons on values of reconstructed mass density (section 5.1.3) as well as the 

reconstructed image quality (section 5.1.4).   

3.2.4. ICF target 

The scan parameters used for the ICF target are presented in Table 4 - 6, according to the experimental 

conditions at Fudan University [6]. 

 

Table 4 - 6. Scan parameters for STIM-T and PIXE-T simulations of the ICF target. 

 STIM-T PIXE-T 

Proton energy (MeV) 4 4 

Nb of protons 100 2×106 

Nb of projections 100 100 

Nb of slices 128 1 

Nb of pixels 128 128 

Angular span 180° 180° 

Scan width (µm) 500 500 

Scan height (µm) 500 N/A* 

*N/A: Not Applicable, because only one slice is scanned in PIXE-T simulation. 

3.3. Physics models and optimization of duration 

The physics models used in our simulations were chosen according to previous studies for steady beam 

PIXE analysis, based on the Geant4 TestEm5 example [12]:  

 G4EmLivermorePhysics electromagnetic physics class, as it takes into account atomic shells 

and is well suited for the simulation of X-ray emission processes in the proton energy range of 

a few MeV; 

 Bearden database for a better accuracy on the energy of emitted X-rays [13]. 

The maximal interaction step length was set to ensure at least 10 effective steps along the particle 

transportation. As already mentioned, in order to minimize computing time, the simulation code was 

designed for multithreading. In addition, a low energy production cut of 900 eV was applied for the 

generation of secondary particles including X-rays. Thus, the X-rays were not generated if their energy 

was below 900 eV. This threshold corresponds to the typical lowest energy limit of most X-ray detectors 

used in PIXE experiments. Indeed, X-ray absorption by the entrance window of the detector becomes 

too high for detecting X-ray at lower energies. It was also checked that, as expected, this energy cutoff 

did not affect the production of X-rays of interest, nor the residual energy of protons. This threshold was 
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shown to significantly reduce the simulation time [14]. For example, for C. elegans, under these 

conditions using a multicore computer with 100 threads, 2.7 GHz, 768 Gb RAM, it took about 1.3 days 

with the cutoff for a PIXE-T simulation of 100 projections×1 slice×128 pixels with 106 protons per shot, 

whereas it took about 11 days without the cutoff. In a similar way, the duration of the simulation was 

also reduced by a factor of ~10 for a STIM-T simulation of 100 projections×128 slice×128 pixels with 

100 protons per shot: about 43 min with the energy cutoff, compared to 7 h without [2].  

3.4. Parameters used for the selection of simulated data 

As explained in section 2.3.1, the detection of particles of interest is modelled by making a selection of 

simulation output data after finishing the simulation. In our case, the size of the phantoms is negligible 

compared to the size of the entrance window of the detector. So, it is relevant to use the approximate 

selection with momentum, as described in section 2.4.3. The parameters used for the selection are 

explained in section 2.4.3 and summarized in Table 4 - 7. 

 

Table 4 - 7. Selection parameters used for STIM-T and PIXE-T simulations. The selection with 

particle momentum is applied here. 

Simulation type 
Selection parameters 

(Detector geometry) 
Angle value 

STIM-T 
Angular position 𝜶 0° 

Half apex angle 𝜽 10.2° 

PIXE-T 
Angular position 𝜶 135° (and 315° in addition for C. elegans) 

Half apex angle 𝜽 70° 
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4. Reconstruction of tomographic images 

4.1. Reconstruction methods 

The tomographic images were reconstructed using the TomoRebuild program, developed at 

CENBG/LP2I Bordeaux. The reconstruction methods implemented in TomoRebuild are based on 

algorithms initially designed for medical imaging [10]. TomoRebuild provides NLXP and XA 

corrections for PIXE-T reconstruction, taking into account a large X-ray detection solid angle. The 

calculation of the corrections is based on the knowledge of the 3D distribution of mass density obtained 

from STIM-T. The STIM-T reconstruction assumes a global uniform composition in major chemical 

elements, which is suited to a wide variety of specimens such as biological samples, e.g., C. elegans, or 

ICF targets. This assumption allows STIM-T reconstruction to be performed, independently from PIXE-

T. Based on the 3D STIM-T image, the NLXP and XA corrections for each X-ray emitting element are 

then computed at each projection angle. They are stored in correction matrices that are incorporated 

during the iterative process of PIXE-T reconstruction. In this way, each chemical element of interest is 

reconstructed separately from one another: one image is produced for each analyzed element. 

TomoRebuild is developed in C++ with several reconstruction algorithms implemented. In our study, 

we used the following methods: 

 Filtered Back Projection (FBP), based on the exact analytical solution of the continuous 

description of the tomography problem. FBP is often preferred as a simple and fast method 

suited for not too noisy data, especially transmission tomography, i.e., in our case STIM-T data; 

 Maximum Likelihood Expectation Maximization (MLEM), an iterative method based on a 

discrete formulation of the tomography problem. MLEM is often used for PIXE-T as a robust 

algorithm even with noisy and/or incomplete data. The optimal iteration number can be 

determined by different methods of image analysis. In our study, we use Normalized Average 

Absolute Deviation (NAAD) and Normalized Root Mean Squared Deviation (NRMSD) 

calculations, as explained in section 4.2. 

The reconstruction time does not constitute a severe limitation. It takes 1 minute on a very basic PC 3.4 

GHz, 8 Go RAM to reconstruct a full 3D STIM-T image of 128×128×128 voxels using FBP, and 25 

minutes using MLEM. For PIXE-T, the implementation of NLXP and XA corrections in large solid 

angle requires using an iterative reconstruction method, i.e., MLEM in our case. The most time-

consuming step is the calculation of the XA correction matrix, because the large detection solid angle is 

modelled by finely discretizing the entrance window of the detector [2]. In these conditions, it takes 

about 2 minutes to reconstruct one PIXE-T slice of 128×128 voxels. 
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4.2. Reconstructed image analysis 

The reconstructed images presented here were displayed using the Amira graphic software package 

(https://www.fei.com/software/amira-3d-for-life-sciences), which is particularly suitable for 3D 

rendering, and the public domain software ImageJ, developed at the National Institutes of Health 

(https://imagej.nih.gov/ij). The quality of the reconstructed images was evaluated by comparison to the 

original phantom, considered as a reference, at two levels: global and local. 

The global discrepancy was assessed using two different calculations: the Normalized Average Absolute 

Deviation (NAAD) and the Normalized Root Mean Squared Deviation (NRMSD) [1], defined as follows:  

𝑁𝐴𝐴𝐷 =  
∑ |𝐼𝑟𝑒𝑓(𝑖) − 𝐼(𝑖)|𝑁−1

𝑖=0

∑ |𝐼𝑟𝑒𝑓(𝑖)|𝑁−1
𝑖=0

  

 

𝑁𝑅𝑀𝑆𝐷 = √
∑ (𝐼𝑟𝑒𝑓(𝑖) − 𝐼(𝑖))2𝑁−1

𝑖=0

∑ (𝐼𝑟𝑒𝑓(𝑖))2𝑁−1
𝑖=0

 

where: 

 N is the number of pixels, N = 128×128; 

 𝑖 is the pixel index going from 0 to N-1; 

 𝐼(𝑖) is the density value of pixel of the reconstructed image; 

 𝐼𝑟𝑒𝑓(𝑖) is the density value of pixel 𝑖 of the voxelized original phantom. The construction of the 

voxelized original phantom is described in section 4.3.  

NAAD and NRMSD calculations were used for two purposes: 

 The determination of the optimal number of iterations for PIXE-T reconstruction using MLEM, 

which was 32 iterations in our study [1]; 

 The determination of the optimal number of incident protons for STIM-T simulations, as 

presented in section 5.1.4. 

At the local level, we evaluated the quality of reconstruction by comparing the reconstructed densities 

to the reference values of the phantoms, in different regions of interest (ROI). In addition, line profiles 

were also studied for the cube phantom to study the edge sharpness, as presented in section 5.1.2. 

4.3. Construction of voxelized phantoms 

The comparison of the reconstructed images to the original phantom requires having voxelized 

phantoms with the same size and the same number of voxels, for example to calculate: 

 The NAAD and NRMSD values, as mentioned above; 

 The difference images, which are useful to reveal small differences between reconstructed and 

original images, as shown in section 5.2.8.  

https://www.fei.com/software/amira-3d-for-life-sciences
https://imagej.nih.gov/ij
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We explain here how we proceed to construct the voxelized phantom for the ICF target (Figure 4 - 18). 

In fact, two voxelized phantoms were designed:  

 The first one to compare with STIM-T reconstructed images; 

 The second one to compare with PIXE-T reconstructed images.  

The only difference between the two voxelized phantoms lies in the density values set at each voxel: 

 For STIM-T, we considered the mass density of the ICF target material, 1.08 g/cm3; 

 For PIXE-T, we considered the mass density of Ge, 0.054 g/cm3. 

The construction of voxelized phantoms was carried-out using Python scripts. The voxel size was 

defined by dividing the scan size (here 500 µm in both y and z directions) by the number of pixels of 

the scan. One difficulty is to handle the density distribution for the voxels at the border of the object, to 

make sure the density decreases gradually from the object to the vacuum background. Indeed, the object 

is a spherical shell, so its border is not parallel to the grid of voxels. Therefore, we first built a phantom 

of the same geometry, but with a resolution higher by a factor of 8, i.e., 1024×1024×1024 voxels. Then, 

the density of each voxel of the final 128×128×128 voxels phantom was obtained by taking the mean of 

the 8×8×8 neighboring voxels of the high-resolution phantom. The C. elegans voxelized phantom was 

obtained in the same way (Figure 4 - 18). 
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Figure 4 - 18. Voxelized phantoms of C. elegans (a) and the ICF target (c) for STIM-T image analysis. 

Extracted slices: slice of interest of C. elegans (b) as shown in Figure 4 - 17;                                 

central slice of ICF target (d). 
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5. Results  

5.1. STIM-T analysis 

5.1.1. Mass density of cube 

STIM-T simulations of 100 projections×64 slices×128 pixels were performed on the cube phantom of 

5 µm. The tomographic images were reconstructed using both FBP and MLEM methods (Figure 4 - 19). 

The image analysis was performed on the central slice of the cube (Figure 4 - 19 (a)). Non-physical 

negative density values were observed outside the cube by using FBP method (Figure 4 - 19 (b)), which 

are inherent to this reconstruction method. A low-density threshold may be used to remove this 

background. The resulting image (Figure 4 - 19 (c)) is then very similar to the image using MLEM 

(Figure 4 - 19 (d)), in which, the density values are intrinsically constrained to be positive.  

   

Figure 4 - 19. Reconstruction of the STIM-T simulated data for the cube phantom of 5 µm, using 1000 

protons per shot. The 3D image (a) was displayed using an isosurface value close to zero, 

corresponding to the boundary between the outer surface of the cube and surrounding vacuum. The 

central slice is displayed, as obtained by FBP without (b) and with (c) low density threshold, and by 

MLEM (d). For the slices, a linear grey scale was used. The ROI (red line) used for mean mass density 

calculation is displayed in (b). 
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The mean mass density was calculated in a ROI avoiding the sides of the cube (Figure 4 - 19 (b)), in 

order to discard partial volume effects that could alter the calculation (Table 4 - 8)). The relative 

difference (RD) was calculated as follows, taking the original phantom as a reference: 

𝑅𝐷 (%) = 100 ∗  
𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒
                   (4 − 10) 

The calculated densities were found in good agreement with the reference value. The RD were below 

2% for both 100 and 1000 protons per shot, using FBP or MLEM methods.  

 

Table 4 - 8. Mean mass density of the cube phantom of 5µm in the ROI displayed in Figure 4 - 19 (b), 

using FBP and MLEM methods. The STIM-T simulations results were obtained using 100 or 1000 

protons per shot. The given uncertainty corresponds to the standard deviation in the ROI.  

Reconstruction 

method 
 

100 protons 1000 protons 
Reference 

(mg/cm3) 
Mean mass 

density (mg/cm3) 

Relative 

difference (%) 

Mean mass 

density (mg/cm3) 

Relative 

difference (%) 

FBP  435 ± 42 1.1 435 ± 24 1.1 
440 

MLEM  438 ± 21 0.37 438 ± 15 0.41 

 

5.1.2. Line profiles for cube 

The quality of the images reconstructed using FBP and MLEM was also evaluated using line profiles 

across the cube (Figure 4 - 20). As mentioned in section 5.1.1, negative values were observed outside the 

phantom using FBP, whereas the densities were exactly at zero using MLEM. However, better definition 

of the edges (arrows in Figure 4 - 20) was given by FBP. The partial volume effects affected only one 

pixel at the border of the cube using FBP, while this transition region extended on ± 2 pixels for MLEM.   

 

Figure 4 - 20. Profile through the cube phantom (upper left image), comparing the reconstructed images 

using FBP and MLEM methods to the original Geant4 phantom (reference). The calculated mass density is 

displayed according to the position along the 128 pixels of the profile (from -4.5 to +4.5 µm). In this case, 

the reference density values are constant, at 440 mg/cm3 within the cube and 0 outside.    
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5.1.3. Mass density of C. elegans 

STIM-T simulations of 100 projections×128 slices×128 pixels were performed on the C. elegans 

phantom. The 3D distribution of mass density was reconstructed (Figure 4 - 21 (a)).  

 

Figure 4 - 21. The 3D distribution (a) obtained using FBP method. The color and transparency scale 

go from transparent dark red (lowest density) to opaque yellow (highest density). The slice of interest 

is displayed with the six ROI (b). 

 

We analyzed the slice of interest (Figure 4 - 17), which corresponds to the slice in PIXE-T simulation. 

Six rectangular ROI (including the background) avoiding the borders of the ellipsoids were defined. 

Table 4 - 9 shows the mean densities of C. elegans in the different ROI (the background is not considered) 

using FBP and MLEM methods. Very similar results were obtained for 100 and 1000 protons per shot, 

and are in agreement with the reference values. The RD are below 2% for all the ROI, using both FBP 

and MLEM methods. 
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Table 4 - 9. Mean mass density of C. elegans in the five ROI displayed in Figure 4 - 21 (b), using FBP 

and MLEM methods. The STIM-T simulations results were obtained using 100 or 1000 protons per 

shot. The given uncertainty corresponds to the standard deviation in the ROI. 

Reconstruction 

method 
ROI 

100 protons 1000 protons 
Reference 

(mg/cm3) 
Mean mass density 

(mg/cm3) 

Relative 

difference (%) 

Mean mass density 

(mg/cm3) 

Relative 

difference (%) 

FBP 

Body 411 ± 11 0.83 410.9 ± 4.7 0.73 408 

Nucleus 1 666 ± 11 0.43 666.0 ± 5.7 0.46 663 

Nucleus 2 604 ± 12 0.14 604.5 ± 6.0 0.26 603 

Intestine 544.5 ± 9.8 0.65 545.5 ± 4.1 0.83 541 

Ti region 758 ± 11 0.97 757.5 ± 6.5 0.86 751 

MLEM 

Body 414.3 ± 4.4 1.6 414.1 ± 1.9 1.5 408 

Nucleus 1 670.0 ± 8.6 1.1 670.3 ± 4.5 1.2 663 

Nucleus 2 600.3 ± 7.6 -0.45 600.1 ± 5.5 -0.48 603 

Intestine 548.0 ± 5.8 1.3 549.2 ± 2.8 1.6 541 

Ti region 757 ± 11 0.78 756.6 ± 0.21 0.75 751 

 

5.1.4. Optimal number of incident protons  

The results presented in Table 4 - 9 show that the mean mass density is close to the reference value for 

100 and 1000 protons, with very similar RD. However using 100 or 1000 protons does have a significant 

difference on the simulation duration. Thus, it is important to determine the optimal number of protons 

per shot, allowing minimizing the simulation duration whilst keeping a good accuracy in the 

reconstructed images. Figure 4 - 22 shows the FBP reconstructed slice obtained with different numbers 

of protons per shot. Obviously, the quality of image is improved as the number of protons increases.  
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Figure 4 - 22. Reconstructed STIM-T slice of C. elegans, using FBP method with ramp filter [15] 

obtained with different numbers of protons per shot (a-d) and slice from voxelized phantom (e). 

 

Quantitatively, the mean mass density values were compared with the reference values (Figure 4 - 23). 

The results were found in agreement with the reference whatever the ROI or the number of protons, with 

statistical fluctuations decreasing as the number of protons increases. 

 

(a) - 5 protons (b) - 20 protons (c) - 100 protons 

(d) - 1000 protons (e) - voxelized phantom  
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Figure 4 - 23. Mean mass density using FBP reconstruction in the different ROI (as shown in Figure 4 - 21 (b)) 

of the C. elegans phantom, obtained from STIM-T simulation with 5, 20, 100 and 1000 protons per shot, 

compared to the original Geant4 phantom (reference).  

The error bars correspond to the standard deviation.  

 

In order to evaluate the evolution of the image quality as a function of the number of protons, we 

calculated the global discrepancy between the reconstructed images and the original phantom, using 

NAAD and NRMSD, as explained in section 4.2. We plotted this global relative error as a function of 

the number of protons per shot (Figure 4 - 24). As expected, for both NAAD and NRMSD, the relative 

error decreases as the number of protons increases. However, the improvement becomes lesser for higher 

numbers of protons: for instance, it is conspicuous when going from 5 to 20 protons per shot, 

corresponding to a 46% decrease for NAAD, whereas there is very little improvement when going from 

100 to 1000 protons (with only 5% decrease). The NAAD parameter was eventually preferred for this 

quantification because it varies more quickly according to the number of protons. We decided to use 

100 protons as the optimal number of incident protons, which was also applied for the STIM-T 

simulations of ICF target. 
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Figure 4 - 24. NRSMD and NAAD evaluation of the relative error between the reconstructed FBP 

image (ramp filter) and the voxelized C. elegans phantom used as a reference. The horizontal scale 

representing the number of protons was interrupted between 100 and 1000 for clarity, as there is very 

little variation between these two points. 

5.1.5. Mass density of ICF target 

Based on the study in section 5.1.4, we also chose 100 protons per shot for the STIM-T simulation of ICF 

target. The simulation was composed of 100 projections×128 slices×128 pixels. 3D images were obtained 

using FBP and MLEM methods. The central slice corresponding to the scanned slice in PIXE-T simulation 

was analyzed (Figure 4 - 25).  
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Figure 4 - 25. Reconstruction of the 3D STIM-T image of the phantom (a); central slice obtained using 

FBP (b) and MLEM (c).The images are displayed here with no additional filter (except the Hann filter [15] 

used for FBP) nor threshold. 

 

As for C. elegans, we compared the reconstsructed mass density using FBP and MLEM methods with 

the reference phantom. For this, we defined four ROI inside the shell, to check whether the reconstructed 

mass density was uniform (Figure 4 - 26: ROI 1-4). We also defined two ROI in the background to 

verify whether the calculated mass density was close to 0 (Figure 4 - 26: ROI 5-6). The mean densities 

in each ROI are shown in the histogram in Figure 4 - 26. ROI 6 was not included in the histogram, 

because the calculated densities using both methods were very close to 0. Considering each 

reconstruction method, we observed there was no significant difference between the calculated mass 

density of ROI 1-4, thus, we considered the mean mass density of ROI 1-4 to compare the accuracy of 

the different reconstruction methods (Table 4 - 10). For the inner background, the densities were close 

to 0 (Figure 4 - 26: ROI 5). The uniformity was also observed for the shell region (Figure 4 - 26: ROI 

1-4). The calculated mean densities using both methods were in agreement with the reference, within an 

accuracy ≤ - 2.5%.  

 

 

(b) FBP  (c) MLEM  

1094 -27 1289 mg/cm3 0 

(a) 
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Figure 4 - 26. Six defined ROI, all of them have the same area of 64 pixels (top); Histogram (bottom) 

of STIM-T mass densities in ROI-1-5, obtained using different reconstruction methods, compared to 

the reference densities of the original phantom. The error bars correspond to the standard deviation. 

 

 

Table 4 - 10. Mean mass density calculated by different reconstruction methods from STIM-T 

simulation results. The mean mass density is the mean value of ROI 1-4. The indicated uncertainty 

only corresponds to the resulting standard deviation.  

 
Mean mass density 

(mg/cm3) 

Relative 

difference (%) 

FBP 1062 ± 12 -1.7 

MLEM 1057 ± 28 -2.2 

Reference value 1080  

 

5.2. PIXE-T analysis 

5.2.1. Mass density of phosphorus in cube 

As already explained, in our study phosphorus was the most attenuated element in PIXE analysis. For 

this reason, the quantification of phosphorus mass density was studied in cube phantoms with different 

thicknesses. The PIXE-T simulations were performed for the central slice of the cube phantoms of 5 µm 

and 40 µm respectively. The mean densities in the ROI (Figure 4 - 19 (b)) calculated using FBP and 

MLEM methods are given in Table 4 - 11. As expected, the results for the cube of 5 µm (thin target) 
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were in agreement with the reference value for both reconstruction methods, with an accuracy ≤ 3%. 

For the cube of 40 µm (thick target), as expected, the reconstructed mass density was underestimated 

because we did not take into account any correction in the reconstruction. The corrections on X-ray 

attenuation will be presented in sections 5.3.2 - 5.3.4.  

 

Table 4 - 11. Mean mass density of phosphorus, obtained from the reconstruction of PIXE-T 

simulation of the cubes of 5 µm and 40 µm, without taking into account X-ray signal attenuation in the 

reconstruction process. The ROI used for mean mass density calculation is shown in Figure 4 - 19 (b). 

Phantom 

type 

FBP MLEM 
Reference P 

mean mass 

density (mg/cm3) 
P mean mass 

density (mg/cm3) 

Relative 

difference (%) 

P mean mass 

density (mg/cm3) 

Relative 

difference (%) 

Cube  5 µm 430 ± 76 -2.4 434 ± 34 -1.5 440 

Cube 40 µm 19.0 ± 6.1 -36 19.5 ± 3.3 -35 29.5 

 

5.2.2. NLXP and XA corrections of PIXE-T images  

The NLXP and XA corrections implemented in TomoRebuild were developed by Hugo Jalenques, 

during his internship of last year of Master degree in computer science in 2020 [2], on the basis of a 

previous work [10]. The principle of these corrections will be briefly presented here. The NLXP and 

XA corrections are matrices of multiplicative factors that are included in the reconstruction process. 

They are both calculated prior to PIXE reconstruction using the 3D distribution of mass density obtained 

from STIM-T, assuming a global uniform composition in major chemical elements as explained in 

section 4.1.  

a) Calculation of correction matrix for NLXP  

The NLXP effect is due to the decrease of proton energy into the sample, leading to a variation of 

ionisation cross section. The NLXP correction is calculated along the path of the beam (Figure 4 - 12), 

so it requires the distribution of the mass density of the considered slice. More precisely, the X-ray 

production cross-section σ, for a given chemical element, is a function of the energy E of the incident 

proton at the position where the interaction occurs. Thus, the NLXP correction factor at voxel (𝑖, 𝑗) is 

given by the ratio of the cross section at energy 𝐸𝑖𝑗 at this voxel, divided by the cross section at the 

incident energy 𝐸0: 

𝑁𝐿𝑋𝑃(𝑖, 𝑗) =
𝜎(𝐸𝑖𝑗)

𝜎(𝐸0)
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b) Calculation of correction matrix for XA 

The XA effect occurs when the X-ray passes through the material from its emitting point to the detector 

(Figure 4 - 12). In order to model the large solid angle of the detector, the calculation of XA correction 

requires the knowledge of the 3D mass density distribution of the analyzed volume, which is obtained 

from STIM-T for the whole object, not only for one slice. In order to keep the calculation accurate even 

considering large solid angles, the detector is divided in N surface elements (Figure 4 - 27). For instance, 

the results presented in this thesis were obtained using 300 surface elements. The correction factor 𝑋𝐴𝑘 

is defined considering the X-ray trajectory 𝑑𝑘, from the emitting voxel (𝑖, 𝑗) to the impact point ek on 

the detector: 

𝑋𝐴𝑘 = 𝑒−µ 𝑑𝑘 

where: 

 𝑑𝑘 is the thickness through which, the X-ray passes, expressed in terms of areal density in g/cm2; 

 µ is the mass attenuation coefficient expressed in cm2/g; 

 The global 𝑋𝐴(𝑖, 𝑗) correction at voxel (i,j) is expressed by the mean value of factors 𝑋𝐴𝑘 on all surface 

elements: 

𝑋𝐴(𝑖, 𝑗) =
1

𝑁
∑  𝑋𝐴𝑘 =

𝑁−1

𝑘=0

1

𝑁
∑  𝑒−µ 𝑑𝑘

𝑁−1

𝑘=0

 

where N is the number of the surface elements. 

 

 

Figure 4 - 27. The areal density 𝑑𝑘 is calculated by integrating the mass density along the distance 

between the considered voxel (i,j) of the STIM-T slice and the surface element ek of the detector. 
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c) Final correction matrix 

The final correction at voxel (i,j) is the product of NLXP and XA factors. It is important to note that the 

correction matrix has to be calculated for each projection (each angle θ), in order to take into account 

the direction of the beam and of the detector, relatively to the object. An example of correction matrices 

(Figure 4 - 28) obtained for phosphorus in the cube phantom of 40 µm, which is homogeneous in density 

and composition, shows the effect of NLXP (Figure 4 - 28 (a)) and XA (Figure 4 - 28 (b)) for a specific 

(arbitrary) projection angle. In Figure 4 - 28 (a), the beam is horizontal, coming from the left hand side 

(arrows). Thus, the voxels of the phantom need to be corrected more and more when going deeper in 

the object (towards the right hand side), because the number of X-rays emitted from these voxels is 

lower and lower due to NLXP. Figure 4 - 28 (b) displays the effect of XA, when for instance the detector 

is placed at 135° (bottom left). The X-rays emitted from voxels far from the detector undergo a stronger 

attenuation in the object, so the XA correction is stronger in these regions (up right). The total correction 

matrix (Figure 4 - 28 (c)) results from the multiplication, voxel to voxel, of NLXP and XA matrices at 

each projection angle.    

These corrections were applied to the cube phantom of 40 µm, leading to an accuracy ≤ 1.1% for the 

calculated mass density of phosphorus, compared to the reference phantom [2]. 

 

 

Figure 4 - 28. Correction matrices obtained for phosphorus in the cube phantom of 40 µm, at projection 

17 (30.6°) arbitrarily taken as an example. Proton energy loss causes NLXP when going deeper in the 

sample (a); XA correction depends on the position of the emitting voxels according to the X-ray detector 

(b). The combination of NLXP and XA gives the final correction matrix (c). A linear grey scale was used to 

code correction values, from black (maximal correction) to white (1, i.e., no correction). 

5.2.3. Phosphorus and titanium densities for C. elegans 

PIXE-T simulations were performed for the slice of interest of the C. elegans phantom, as shown in 

Figure 4 - 17. In order to limit the simulation duration to a few days, we considered the following 

conditions: 
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 We used a large detection angle (70° half apex angle) as explained in section 2.4.3; 

 We artificially increased the chemical element content in the C. elegans phantom: the mass 

density of P, S, Cl, K, Ca was multiplied by a factor of 10 and the Ti content by a factor of 1000 

compared to the original values shown in Table 4 - 2; 

 Two X-ray detectors were considered, placed at “typical” (experimental) angles: the first one at 

135° from the incident beam, and the second one at 315°, as indicated in Table 4 - 7 [2]. 

The images of all elements of interest (P, S, Cl, K, Ca, Ti in Figure 4 - 29) were reconstructed taking 

into account NLXP and XA corrections.  

Table 4 - 12 summarizes the results under standard conditions obtained for the lightest (phosphorus, Z = 15) 

and heaviest (titanium, Z = 22) elements with and without taking into account the corrections. These elements 

were chosen for comparison purpose, because XA is expected to be highest for low Z elements (low X-ray 

energy) whereas NLXP is expected to be highest for high-Z elements. The RD obtained without taking into 

account the correction was very high, up to -38% for P. As expected for P, the main difference originates 

from XA: after correcting XA, the RD dropped to -12%. On the contrary, as expected for Ti, the 

underestimation of mass density mainly comes from NLXP: the RD dropped to -8.7% with NLXP 

correction. Taking into account both NLXP and XA corrections, a very good agreement was obtained 

between reconstructed and reference densities (RD = 3.7% for P and -2.9% for Ti). The sources of error 

in the reconstruction process include data reduction, MLEM reconstruction and calculation of NLXP 

and XA correction matrices. These results emphasize an important point: it is commonly believed that 

PIXE-T images of low Z elements (such as P) would be more affected by attenuation processes and, for 

this reason, would require a stronger correction than higher Z elements. We can notice, thanks to this 

example, that this argument is indeed relevant regarding XA. However, the underestimation due to 

NLXP may be of the same order of magnitude for higher Z elements (such as Ti), and the NLXP effect 

would lead to a huge discrepancy in the quantification of element content if it is not corrected.  
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Figure 4 - 29. Reconstructed mass density distributions of elements phosphorus, sulphur, chlorine, 

potassium, calcium and titanium in the C. elegans phantom, taking into account both NLXP and XA 

corrections. A linear grey scale was used to code mass density values in the slice, from black 

(density = 0) to white (maximal density).  
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Table 4 - 12. Mean phosphorus and titanium mass density values in the C. elegans phantom, obtained 

from simulations under standard conditions and reconstructed using MLEM method with and without 

taking into account the NLXP and XA corrections independently and together. The results were 

compared with the reference data. The considered ROI are “Body” for phosphorus and “Ti rich 

region” for titanium, as displayed in Figure 4 - 21 (b). 

 P mean  density 

(mg/cm3) 

Relative 

difference 

(%) 

Ti mean  density  

(mg/cm3) 

Relative 

difference (%) 

No correction 18.4 ± 1.8 -38 276 ± 22 -33 

NLXP correction only 21.5 ± 2.0 -28 374 ± 29 -8.7 

XA correction only 26.2 ± 2.4 -12 294 ± 24 -29 

Total correction 30.6 ± 2.7 3.7 398 ± 31 -2.9 

Reference value 29.5  409  

 

5.2.4. Validation of NXLP and XA corrections for C. elegans 

As explained in section 2.3.6, Geant4’s flexibility allows one to make simulations both under standard 

and non-standard conditions so that we can access four types of X-ray data (Table 4 - 13), which can be 

employed to study the effects of NLXP and XA corrections independently. As expected, we observed a 

significant improvement of the calculated mass density when the required correction was considered 

and applied. For example, in case 2, the NLXP effect was excluded in the simulation. So the XA 

correction was the only one required here. If the XA correction was not applied, the calculated density 

of phosphorus (the most sensitive to XA as explained in section 5.2.3) was, as expected, underestimated 

(RD -27%). The RD dropped to 4% with the XA correction. Moreover, in case 3, the XA effect was 

excluded in the simulation. So the NLXP correction was the only one required here. If the NLXP 

correction was not applied, the calculated density of titanium (the most sensitive to NLXP as explained 

in section 5.2.3) was, as expected, underestimated (RD -28%). The RD dropped to -1.9% with the NLXP 

correction. These results not only reflected the necessity but also the effectiveness of the NLXP and XA 

corrections taken independently or together.  
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Table 4 - 13. Mean phosphorus and titanium mass density values in the C. elegans phantom, obtained 

from four types of PIXE-T simulated data, reconstructed using MLEM method with and without taking 

into account independently and totally the NLXP and XA corrections, and compared with the 

reference data. The considered ROI are “Body” for phosphorus and “Ti rich region” for titanium, as 

displayed in Figure 4 - 21(b). The uncertainty indicated for each calculated average density 

corresponds to the standard deviation in the ROI. 

PIXE-T data type 
Correction 

implemented 

P mean mass density 

(mg/cm3) 

Relative 

difference (%) 

Ti  mean mass 

density (mg/cm3) 

Relative 

difference (%) 

Case 1: both 

NLXP and XA 

excluded 

No correction required 30.4 ± 1.8 2.9 405 ± 35 -1.1 

Case 2: NLXP 

excluded 

XA correction required 

and applied 
30.7 ± 2.3 4.0 401 ± 34 -2.1 

Test without XA 

correction 
21.6 ± 1.7 -27 377± 32 -8.0 

Case 3: XA 

excluded 

NLXP required and 

applied 
30.4 ± 3.4 3.1 402 ± 29 -1.9 

Test without NLXP 

correction 
26.1± 2.0 -12 297 ± 23 -28 

Case 4: NLXP and 

XA not excluded 

Both NLXP and XA 

required and applied 
30.6 ± 2.7 3.7 398 ± 31 -2.9 

Test without any 

correction 
18.4 ± 1.8 -38 276 ± 22 -33 

Reference value  29.5  409  

 

5.2.5. Mass density of chemical elements for C. elegans 

Mean mass density values were calculated from PIXE-T simulations under standard conditions, i.e., in similar 

conditions as experiments, considering the detection of X-rays going out of the C. elegans phantom. The mean 

mass density was obtained for P, S, Cl, K, Ca, Ti in the different ROI displayed in Figure 4 - 21 (b). Table 4 - 14 

summarizes the results with and without the required NLXP and XA corrections, compared to the reference values. 

The discrepancy between the mean mass density calculated in the different ROI went up to 51% without 

correction. This huge discrepancy was efficiently corrected by using the NLXP and XA correction 

implemented in TomoRebuild, leading to a satisfactory agreement between calculated densities and 

reference values, with RD ≤ 10%. The highest RD(s) occur in small (or thin) ROI, for instance the Ti 

rich region, particularly prone to partial volume effect, i.e., the density values in the ROI were affected 

by the contiguous regions. 
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Table 4 - 14. Mean mass density values obtained from the reconstructed PIXE-T images of P, S, Cl, K, 

Ca, Ti in the C. elegans phantom, with and without NLXP and XA corrections, compared to the 

reference values. The uncertainty indicated for each calculated average density represents the 

standard deviation in the ROI. 

Chemical 

element 

Region of 

interest 

No corrections NLXP & XA Reference 

mass density 

(mg/cm3) 

Mean mass density 

(mg/cm3) 

Relative 

difference (%) 

Mean mass density 

(mg/cm3) 

Relative 

difference (%) 

P 

Body 18.4±1.8 -38 30.6±2.7 3.7 29.5 

Nucleus 1 20.1±1.4 -47 38.2±2.6 1.9 37.5 

Nucleus 2 19.81±0.80 -47 36.2±1.5 -1.4 36.7 

S 

Intestine 3.11±0.75 -51 6.0±1.4 -5.5 6.33 

Region Ti 4.3±1.3 -46 8.3±2.4 5.3 7.88 

Cl 

Intestine 0.72±0.45 -42 1.24±0.76 2.1 1.22 

Region Ti 0.97±0.55 -40 1.70±0.95 5.3 1.61 

K 

Intestine 7.2±1.8 -33 11.6±2.8 7.7 10.8 

Region Ti 9.1±2.3 -33 14.8±3.5 10 13.4 

Ca 

Nucleus 1 73.1±7.1 -29 98.0±9.5 -4.6 103 

Nucleus 2 59.9±5.3 -32 80.3±6.8 -7.7 87.0 

Ti Region Ti 276±22 -33 398±31 -2.9 409 

 

5.2.6. Validation of NXLP and XA corrections for ICF target phantom 

In the previous sections, we have validated the effectiveness of the NLXP and XA corrections on the 

phantoms composed of biological material, e.g., C. elegans. In the framework of a collaboration with 

Fudan University, our aim was also to validate whether these corrections are suited to ICF targets. Thus, 

PIXE-T simulations under non-standard conditions were performed for the central slice of the ICF target 

phantom. Following an approach similar to that of C. elegans phantom, we obtained 4 types of PIXE-T 

data, as described in section 2.3.6. We compared them with the reference data to validate the NXLP and 

XA corrections independently and together (Table 4 - 15). As expected, NLXP correction is prominent 

compared to XA for Ge, which is a high Z element. In case 3, the XA effect was excluded in the 

simulation. So the NLXP correction was the only one required here. If the NLXP correction was not 



5. Results 

153  

 

applied, the calculated mass density of germanium was, as expected, underestimated (RD -39%). The 

RD dropped to -3.3% with the NLXP correction. Moreover, in case 4, corresponding to the standard 

conditions where both NLXP and XA corrections were required, the reconstructed mass density with 

both corrections was in a good agreement (RD -2.9%) with the reference value. These results validated 

the effectiveness of the TomoRebuild reconstruction using a large solid angle for the ICF target. 

 

Table 4 - 15. Ge mean mass density values obtained from four types of PIXE-T, with and without 

taking into account the NLXP and XA corrections, and compared with the reference data. The mean 

mass density is the mean mass value of ROI 1-4 in Figure 4 - 26. The indicated uncertainty 

corresponds to the standard deviation. 

PIXE-T data 

type 

Correction 

implemented 

Ge mean mass 

density (mg/cm3) 

Relative 

difference (%) 

Case 1: both 

NLXP and XA 

excluded 

No correction required 53.2 ± 2.9 -1.7 

Case 2: NLXP 

excluded 

XA correction required 

and applied 
53.4 ± 2.9 -1.3 

Test without XA 

correction 
52.1 ± 2.9 -3.7 

Case 3: XA 

excluded 

NLXP required and 

applied 
52.3 ± 3.4 -3.3 

Test without NLXP 

correction 
33.5 ± 3.7 -39 

Case 4: NLXP 

and XA not 

excluded 

Both NLXP and XA 

required and applied 
52.5 ± 3.4 -2.9 

Test without any 

correction 
32.9 ± 3.6 -40 

Reference value  54.0  

 

5.2.7. Comparison of reconstructed images for ICF target between 

TomoRebuild and JPIXET 

As mentioned in section 3.1.3, the main purpose of our study on the ICF target is to test the ability of 

the different reconstruction methods implemented in the TomoRebuild and JPIXET software packages 

to produce accurate quantitative images of ICF targets using a large solid angle for the collection of X-

rays. Thus, we performed a comparative study between these two codes [14].  
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For JPIXET, the reconstruction associates the information from STIM-T and PIXE-T at each iteration 

and for all elements together. The distributions of element content obtained from PIXE-T are used to 

calculate the stopping power and X-ray absorption of the material at each iteration. The element content 

(major and minor elements) is normalized at each iteration, so that the sum of all mass fractions is 1. In 

this way, JPIXET can be used for samples that are not homogeneous in composition. However, a special 

attention should be paid to the reliability of each element content, as an error occurring on a specific 

chemical element would propagate to the other elements as well. Here, of course, as there is only one 

element in the PIXE-T data (Ge), we do not have this concern. 

The PIXE-T reconstructed images of Ge mass density obtained by TomoRebuild (TR_MLEM) and 

JPIXET are displayed in Figure 4 - 30. As small reconstruction inaccuracies are not clearly visible 

directly in the reconstructed images, we calculated the difference images (Figure 4 - 31): 

Difference image = Reconstructed image - Reference image.  

 

 

Figure 4 - 30. Reconstructed PIXE-T images using TR_MLEM (a) and JPIXET (b). The images are 

displayed here with no additional filter nor threshold, so that they can be directly compared to the 

voxelized version of the original phantom, as shown in Figure 4 - 31. 

 

 

 

Figure 4 - 31. PIXE-T difference images obtained using TR_MLEM (a) and JPIXET (b), compared to the 

original phantom. The same linear color scale was used for the two images for comparison purpose. 

(a) TR_MLEM  (b) JPIXET  
mg/cm3 

86 

0 

mg/cm3 

131 

0 

(b) JPIXET - Reference (a) TR_MLEM - Reference 

77 

-34 

22 

mg/cm3 

0 



5. Results 

155  

 

Moreover, in order to perform a quantitative comparison, we calculated the Ge mass density in the 

different ROI (Figure 4 - 32). We observed there was no significant difference for Ge mass density in 

ROI 1-4, thus, we considered the mean mass density of ROI 1-4 for the comparison of the two 

reconstruction methods (Table 4 - 16). We observed that for the outer background, both TR_MLEM and 

JPIXET produced the expected density 0 (Figure 4 - 31). For the inner background, the density obtained 

by TR_MLEM was close to 0 (Figure 4 - 31 and Figure 4 - 32), while exactly 0 for JPIXET. For the 

shell region, TR_MLEM gave a more accurate calculated density (RD -2.9%) than JPIXET (RD 6.4%) 

(Table 4 - 16). Moreover, the density obtained by TR_MLEM was more uniform than JPIXET: the 

density fluctuations were found about 40% larger with JPIXET than for TR_MLEM (Figure 4 - 32 ROI 

1-4). However, the definition of borders was better with JPIXET. In summary, TomoRebuild produced 

more accurate mass density than JPIXET, compared to the original phantom used as a reference. 

However, a particular attention should be paid to the borders of the shell, which were better defined with 

JPIXET. 

 

 

Figure 4 - 32. Histogram of the Ge mass density in ROI 1-5 (displayed in Figure 4 - 26), obtained using 

different reconstruction methods, compared to the density of the original phantom. ROI 6 was not included 

because the calculated densities were very close to 0. The error bars correspond to the standard deviation. 

 

Table 4 - 16. Ge mass density in ROI 1-5, obtained using TR_MLEM and JPIXET methods, compared to 

the density of the original phantom. The indicated uncertainty corresponds to the standard deviation. 

 
Ge mean mass 

density (mg/cm3) 

Relative 

difference (%) 

TR_MLEM 52.5 ± 3.4 -2.9 

JPIXET 57.5 ± 4.8 6.4 

Reference value 54.0  
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6. Conclusion 

In this chapter, firstly we demonstrate the application of the Geant4 simulation toolkit as a benchmark 

for proton micro-tomography. Geant4 simulations produce simulated results that are completely 

independent of the reconstruction process, so the results can be used to check the accuracy of 

reconstruction methods. A main achievement is that the NLXP and XA corrections, implemented 

TomoRebuild for the compensation of X-ray attenuation, have been validated. This study took 

advantage of Geant4’s flexibility. Indeed, Geant4 allows one to have access to data that are impossible 

to obtain in experiments: i) X-rays at the position where they are emitted, for which the XA effect is 

excluded; ii) X-rays generated considering no proton energy loss, for which the production cross-section 

is constant, i.e., the NLXP effect is excluded.  

Secondly, our results also showed the ability of STIM-T and PIXE-T techniques to quantify accurately 

the mass density and element content in microscopic samples using the reconstruction methods in 

TomoRebuild: 

 For the cube of 5 µm as a thin sample, a good agreement with the original phantom was obtained, 

with an accuracy ≤ -2.5% for phosphorus mass density; 

 For the cube of 40 µm as a thick sample, the X-ray attenuation due to NLXP and XA was not 

negligible (~ 35%) and required relevant corrections. Taking into the NLXP and XA corrections, 

an accuracy ≤ 1.1% was obtained for the calculated mass density of phosphorus, compared to 

the reference phantom; 

 For the C. elegans phantom, a good agreement for phosphorus (the most sensitive to XA effect) 

and titanium (the most sensitive to NXLP effect) between reconstructed and reference mass 

densities was obtained taking into account the NLXP and XA corrections. An accuracy ≤ 4% 

for phosphorus and ≤ -3% for titanium mass density was obtained, whereas the discrepancy was 

-38% and -33% respectively for phosphorus and titanium. 

We also compared the performance of the two reconstruction software packages, TomoRebuild, and 

JPIXET, which are the only codes, at present, that are able to take into account large solid angles in the 

reconstruction process. This study was carried out for the quantification of germanium content in an ICF 

target. So far, the reconstruction of the ICF target had been performed using a program, which did not 

take into account the solid angle of the detector, assumed as a point [6, 7]. This assumption required 

having a small solid angle for the detection in experiments, which led to a long experimental duration 

(~20h). So using TomoRebuild or JPIXET would be an advantage, because it could significantly reduce 

the duration of experiments. An accuracy of germanium mass density ≤ -2.9% for TomoRebuild and ≤ 6.4% 

for JPIXET was obtained, taking into account the NLXP and XA corrections. However, JPIXET gave better 

definition for the borders of the phantom. So, this study validated the efficiency of the reconstruction 

using TomoRebuild and JPIXET in case of large solid angle. 
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The development of the stim_pixe_tomography application was performed in the frame of the 

international Geant4 collaboration, in agreement with the Advanced Examples working group. A public 

release of this application, as an advanced example of Geant4, is planned in June 2023. Although the 

first purpose of this advanced example is to simulate proton micro-tomography, it is worth pointing out 

that it would be suited to other applications. For example, it could be used to simulate experiments of 

“classical” (2D) STIM and PIXE imaging, to check their accuracy. Moreover, Geant4 already contains 

all physical processes for many types of particles, including ions and X-rays in a wide energy range. 

Thus, other particle sources can be directly used in our simulation code.  
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Chapter 5: Conclusions and perspectives 

In conclusion, this thesis firstly described in chapter 2 the implementation of the EPICS2017 database 

for Geant4 Livermore photon models. The models regarding four photon processes have been updated 

using EPICS2017 photon data, which are either directly read by the models, or used through a 

parameterization: 

 For the gamma conversion: the total cross-section data have been updated in format of tabulated 

points for G4LivermoreGammaConversionModel and G4LivermoreGammaConversion5DModel. 

The number of the updated cross-section points is increased (by a factor of about three) in order 

to be suited to linear interpolation; 

 For Compton effect: 

o The total cross-section data are updated for G4LivermoreComptonModel in format of 

tabulated points with more points (also by a factor of about three); 

o The parameterization for scattering function data is updated and improved with new 

fitting parameters. The scattering function is fitted in two regions regarding the 

momentum transfer (region 1 for low momentum transfer, and region 2 for high). The 

precision of the updated parameterization of scattering function, in terms of mean 

relative difference of fitted values compared to tabulated values on all elements (Z: 1-

100), is improved compared to Geant4 10.6, by a factor of roughly 1000 for region 1 

and 2.8 for region 2. 

 For the photoelectric effect: the total and subshell cross-section data are updated for 

G4LivermorePhotoElectricModel, according to the incident photon energy, which is separated 

in 4 consecutive regions: 

o In regions 1 and 2: the total cross-section is accessed in format of tabulated points; 

o In regions 3 and 4: the total and subshell cross-sections are parameterized. The 

precision of the parameterization is slightly improved by a factor of 1.9 for region 3 

and 1.3 for region 4. 

 For Rayleigh scattering:  

o The total cross-section is updated for G4LivermoreRayleighModel in format of 

tabulated points; 

o The parameterization of the form factor used for the calculation of the angular 

distribution of the scattered photon is updated. The precision of the parameterization is 

improved by a factor of 1.3.  

The implementation of updated photon models is validated through a comparative study with respect to 

the XCOM database. In this study, we calculate the mass attenuation coefficient for both total photon 
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interaction and each process, using Geant4 10.6 (implementing EPDL97) and the updated models based 

on EPICS2017. The results obtained from the simulations are found in good agreement with the XCOM 

data. As a result, the updated photon models have been available since the public release of Geant4 11.0 

in December 2021. However, if users wish to use the EPDL97 database in Livermore models for 

comparison purpose, a UI command “/process/em/LivermoreData argument”, where argument refers 

to either “livermore”, or “epics_2017”, allows one to choose EPDL97 or EPDL2017 for cross-section 

data.  

 

The implementation of EPICS2017 in Livermore models has been carried-out in the frame of two 

research groups of the Geant4 collaboration: the Electromagnetic Physics Working Group and Medical 

Simulation Benchmarking (G4-Med) group. It has been presented in four Geant4 Collaboration 

Meetings [C17-C4] and led to two publications in peer-reviewed journals [P1, P2] and one is currently 

in progress. [P6]. Moreover, we have recently updated the Livermore photon models (released in 2021) 

in response to the evolution of the requirements in terms of C++ code format recommended by the 

Electromagnetic Physics working group, for the new Geant4 version released in June 2023.  

 

Secondly in chapter 3, the thesis presented the modification of electron data (EEDL2017) in EPICS2017, 

compared to the previous version (EEDL91). Differences were only observed for ionisation and 

excitation cross-sections at low energy, due to the modifications of binding energies of outer subshells. 

The impact of those changes on Livermore ionisation model was studied by comparing the cross-section 

and stopping power obtained from EEDL2017 and those calculated from the existing Livermore model, 

based on EEDL91. A good agreement was found. As a result, we conclude that it is not necessary to 

update Livermore electron models with the EPICS2017 database.  

 

Lastly in chapter 4, the thesis showed the application of Livermore models for the simulation of proton 

micro-tomography imaging. More precisely, we designed a benchmark simulation to evaluate the 

accuracy of the reconstruction methods used to obtain the tomographic images. The first step of this 

development was to design numerical phantoms with density and composition derived from 

experimental data. Then, we simulated the STIM-T and PIXE-T experiments and obtained the simulated 

projections that were used as an input for the reconstruction of images. The obtained tomographic images were 

then compared with the original numerical phantom. In this way, we assessed the accuracy of the calculated 

density values and the effectiveness of the X-ray attenuation corrections implemented in the reconstruction 

codes. The validation of the corrections took advantage of Geant4’s flexibility, which allows one to have access 

to data that are impossible to obtain in experiments: i) X-rays at the position where they are emitted, for which 

the XA (X-ray absorption) effect is excluded; ii) X-rays generated considering no proton energy loss, for which 

                                                      
7 The reference number refers to the “Publications and Conferences” presented in the next section. 
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the production cross-section is constant, i.e., the NLXP (Non-linear X-ray production) effect is excluded. In this 

study, we also showed the ability of STIM-T and PIXE-T techniques to quantify accurately the mass density 

and element content in microscopic samples. For example, for the C. elegans phantom, an accuracy ≤ 4% for 

phosphorus and ≤ -3% for titanium mass density were obtained when the corrections were taken into account, 

whereas the discrepancy was -38% and -33% respectively when the corrections were not considered. In 

addition, our simulation application, named stim_pixe_tomography has been included as a Geant4 advanced 

example in the public release of Geant4 planned in June 2023. This example is the first one dedicated to 

micro-tomography simulations. Although it has been initially designed for STIM and PIXE tomography, it 

is also suited to “classical” (2D) STIM and PIXE imaging. Moreover, it is applicable to different types of 

incident particles, for instance ions, X-rays or electrons. This work has resulted in three publications in peer-

reviewed journals [P3-P5]. It was also presented as a poster at the ICNMTA 2022 international conference 

[C1] and in a Geant4 collaboration meeting [O5].  

 

I would like to explore now several perspectives relevant to this PhD, regarding future developments, 

both on Livermore models and proton micro-tomography. 

 

Perspectives for Livermore models 

For Livermore photon models, a first interesting perspective deals with Rayleigh scattering cross-section. 

As mentioned in chapter 2, we have roughly compared Rayleigh scattering cross-section of EPDL2017 

and EPDL97 with some of the experimental data for Z = 18. The results show that EPDL2017 values 

are much closer to experimental measurements than EPDL97. This comparison is not complete because 

it is out of the scope of this PhD project. However, it would be valuable to conduct a comprehensive 

review of the available experimental data and make a more systematic and precise comparison in future 

studies to validate the accuracy of EPDL2017 data. The second perspective that we would like to put 

forward for Livermore models concerns the calculation of cross-sections for materials. At present, the 

total cross-section of a material is calculated by a linear combination of the atomic cross-sections of 

each element according to the atomic fractions, since the EPICS2017 data are suited for cold, neutral, 

isolated atoms. However, for the purpose of improving the precision simulation, it would be interesting 

to incorporate new sets of cross-sections, based on experimental data or theoretical assumptions, that 

take into account diverse effects impacting cross-sections, such as density effect, molecular effect and 

for crystals for instance, binding effect. Such advancements have been achieved in other sub-packages. 

For example in the Geant4-DNA extension, water is already treated as a molecule. Another extension, 

MicroElec [1], is aimed to model the effect of ionising radiation in microelectronic components.  It 

describes more precisely the particle-matter interactions, for silicon and several other materials such as 

Cu, Ge and SiO2.  

We would like now to give an overview of the application of the updated Livermore photon models 

described in the present thesis. In fact, the Geant4 electromagnetic (EM) physics processes are employed 
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extensively in a wide range of simulation applications across various research fields, such as high energy 

and nuclear physics experiments, beam transport, medical physics, cosmic ray interactions and radiation 

effects in space. The Geant4 EM physics are built by Geant4 EM constructors and include many 

alternative physics models. Livermore models are obviously used in the G4EmLivermorePhysics, 

specifically dedicated to the interactions at low energy. However, they are also used by the Geant4 EM 

standard physics constructors, such as G4EmStandardPhysics, which is the default EM physics 

constructor and G4EmStandardPhysics_option4, which is considered the most accurate. In these 

standard physics constructors, Livermore models are used by default for photoelectric effect and 

Rayleigh scattering processes. This is also the case for Geant4-DNA physics constructors, such as 

G4EmDNAPhysics. Hence, the impact of updating these models is significant for the whole Geant4 

community. 

 

Perspectives for proton micro-tomography 

Regarding the advanced example stim_pixe_tomography, we initially designed it for the simulation proton 

micro-tomography experiments, more specifically STIM and PIXE micro-tomography. However, its 

applications are wider; I would like to point out some of them: 

 It is applicable to micro-tomography experiments using different particle sources, for instance 

electrons and (synchrotron-) X-rays;  

 It is also suited for “classical” (2D) imaging, for example in order to check the accuracy of 

quantitative images obtained with protons (STIM, PIXE), or any other particle source; 

 It is useful to optimize the duration of experiments. For instance, as described in chapter 4, it has 

been used to validate the reconstruction methods using a large solid angle, which enable the 

placement of the detector in close proximity to the samples during tomography experiments, 

resulting in substantial reduction in experiment duration. Similarly, the number of incident 

protons was optimized using this advanced example. It can also be used to optimize other 

experimental conditions, for example the optimal number of projections; 

 It is not limited to samples that are homogeneous in their global composition or composed 

mainly of light elements, such as biological samples or inertial confinement targets. Our 

simulation can handle any type of sample, as long as the relevant physics processes involve 

interactions at the atomic level. However, it is important to note that our simulation does not 

include molecular or crystal effects. 

The stim_pixe_tomography example will be used by the iRiBio team for future developments aiming at 

improving reconstruction algorithms. For example, it is planned to develop a new reconstruction 

algorithm based on artificial intelligence, in order to optimize the operational procedure of micro-

tomography experiments. The optimization consists in the simplification of the experimental set-up. At 

the moment, all experiments of proton micro-tomography in the world use a vertical rotation axis, on 

top of which the micro-object to be analyzed is fixed. A simpler approach is planned by performing 3D 
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tomography directly on the cell culture support. This approach necessitates the development of a new 

reconstruction algorithm tailored to the specific experimental conditions. The stim_pixe_tomography 

example will undoubtedly be used to check the accuracy of reconstructed images. 
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Appendices  

Appendix A: Atomic subshell designators 

Table A - 1: Atomic subshells in EPICS2017 are specified by prescribed floating point designators. 

Designator Subshell Designator Subshell Designator Subshell 

1 K (1s1/2) 21 N4 (4d3/2) 41 P1 (6s1/2) 

2 L (2) 22 N5 (4d5/2) 42 P23 (6p) 

3 L1 (2s1/2) 23 N67 (4f) 43 P2 (6p1/2) 

4 L23 (2p) 24 N6 (4f5/2) 44 P3 (6p3/2) 

5 L2 (2p1/2) 25 N7 (4f7/2) 45 P45 (6d) 

6 L3 (2p3/2) 26 O (5) 46 P4 (6d3/2) 

7 M (3) 27 O1 (5s1/2) 47 P5 (6d5/2) 

8 M1 (3s1/2) 28 O23 (5p) 48 P67 (6f) 

9 M23 (3p) 29 O2 (5p1/2) 49 P6 (6f5/2) 

10 M2 (3p1/2) 30 O3 (5p3/2) 50 P7 (6f7/2) 

11 M3 (3p3/2) 31 O45 (5d) 51 P89 (6g) 

12 M45 (3d) 32 O4 (5d3/2) 52 P8 (6g7/2) 

13 M4 (3d3/2) 33 O5 (5d5/2) 53 P9 (6g9/2) 

14 M5 (3d5/2) 34 O67 (5f) 54 P1011 (6h) 

15 N (4) 35 O6 (5f5/2) 55 P10 (6h9/2) 

16 N1 (4s1/2) 36 O7 (5f7/2) 56 P11 (6h11/2) 

17 N23 (4p) 37 O89 (5g) 57 Q (7) 

18 N2 (4p1/2) 38 O8 (5g7/2) 58 Q1 (7s1/2) 

19 N3 (4p3/2) 39 O9 (5g9/2) 59 Q23 (7p) 

20 N45 (4d) 40 P (6) 60 Q2 (7p1/2) 

    61 Q3 (7p3/2) 
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Appendix B: Simulation with constant proton energy 

 

Figure B - 1: Modification of G4Step.icc Geant4 source code, in order to turn off the proton energy 

loss process. The proton energy is re-set at its initial value (e.g., 1.5 MeV) after each interaction step.  

 

Initial code in G4Step.icc           Modified code in G4Step.icc (example at 1.5 MeV) 
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