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Abstract

As society evolves towards a green economy to face climate change, the com-
bustion community is expected to develop new technologies and design low emis-
sion combustors for the aviation and energy sectors. In that respect, hydrogen is
today a promising technical solution since it offers no direct CO2 production and
even when it is mixed with classical fossil fuels it helps the stabilization of leaner
and greener flames. However, the development of H2 combustion chamber is a
technological challenge raising multiple questions in terms of reliability, efficiency
and safety, especially for airplanes. When it comes to helicopter engines, there
exists no specific pollutant emission regulation as of now and, due to their low
power, helicopters are ideal testbed for new technologies. More specifically and
to illustrate this ideal development context, Safran Helicopter Engines (SHE) has
recently developed the Spinning Combustion Technology (SCT) gaining in engine
operability and lean blow-out (LBO) capabilities.

Due to its large potential in predicting complex reactive flows, Large Eddy
Simulation (LES) has proven useful to support this design challenge, whether
it is oriented toward a change in fuel (H2) or a change in combustor geometry
(SCT). However, since engine operability is a very fine phenomenon given its
multi-physics nature, large efforts and attention should be paid on the proper
modeling of the different physics coexisting in these systems. In this work, a full
assessment of high-fidelity LES models is proposed and organized in three parts.

First, main modeling challenges are addressed. As H2-enrichment and real
engine conditions yield reduced flame thickness and more stringent requirements
in terms of domain discretization, a Static Mesh Refinement (SMR) approach
is derived and validated on different configurations. In parallel and since real
flow prediction will depend on the applied thermal boundaries, Conjugate Heat
Transfer (CHT) simulations are proposed and validated on a partially premixed
swirled flame, the right dynamics being correctly predicted only with a correct
estimation of the heat transfer at the walls. Finally, the effect of variable transport
properties, typical of H2 mixture flows, on a swirled premixed flame is analyzed,
confirming that a proper description of the chemistry and transport properties
are needed when dealing with not-conventional fuel mixtures.

Second, the effects of H2-enrichment and elevated pressure (up to 5 bar) are
investigated for a swirled CH4 flame. Both drastic changes on the flame shape
and its dynamics are observed, eventually triggering thermoacoustic oscillations.

Third, the flame stabilization and the LBO dynamics in the SCT are specifi-
cally studied. CHT-LES is able to retrieve the experimentally observed dynamics
when decreasing the equivalence ratio and provides better results than typical adi-
abatic simulations. To finish, LES is used as an industrial tool to design a new
burner closer to real SCT engines.

By addressing these challenges, this work demonstrates the assessment of LES,
in a CHT context, for predicting engine operability when dealing with innovative
technologies and therefore highlights the central role of High Power Computing
(HPC) and high-fidelity LES in the transition towards a decarbonized future.
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Je tiens également à remercier les seniors du CERFACS Dr. Gabriel Staffle-
bach, Dr. Florent Duchaine et Dr. Jerome Dombard pour leurs conseils tech-
niques trés utiles liés au HPC et aux codes.
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Elles m’ont aidé dans toutes les démarches administratives avec beaucoup de
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Fabrice Fleury et Fred Blain. Ils ont toujours été disponibles et leur réponses
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Chapter 1

Introduction

Contents

1.1 Combustion: the past or the future? . . . . . . . . . . . . . . 2

1.2 Decarbonize Aviation: Hydrogen for net zero carbon emissions 6

1.3 Helicopter Engines’ Operability: the Spinning Combustion
Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Role of numerical simulations . . . . . . . . . . . . . . . . . . 15

1.5 Objectives and organization of the thesis . . . . . . . . . . . 18

1.6 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . 21

This chapter introduces the performed work, presenting the industrial and

research context in which it has been carried out. The relevance of combustion

is depicted together with the linked burning environmental issues. The latter

indeed push for a revolution in the combustion science and new technologies are

being developed or becoming of interest not only for research purposes but also for

industrial applications. On one side, hydrogen, also in combination with classical

fuels, is seen as a possible solution to reduce the carbon footprint of the energy

and aeronautical sectors. On the other side, Spinning Combustion Technology is

being developed as an industrial operative solution to increase the operability of

real helicopter engines. In this context, the role of numerical simulations in the

research analysis as well as in the industrial design phase of these new technologies

is presented while the objectives and organization of the thesis are detailed.
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1. INTRODUCTION

1.1 Combustion: the past or the future?

Combustion is a chemical reaction that involves the oxidation of a fuel by an

oxydant with the release of heat and electromagnetic radiation: it is usually

accompanied by the presence of a flame and high-temperature gases produced

by the chemical reactions. The use of the combustion process has been shaping

the history of human kind: from 1.5 million of years ago, when the control of

fire by the first men was a turning point in human cultural evolution, up to the

industrial revolution in the 18th century, when for the first time coal was used as

fuel to produce energy and mechanical power through steam engines.

Figure 1.1: Global primary energy consumption by source since the

industrial revolution [1, 2].

Since the industrial revolution, the global energy system has drastically changed

together with the evolution of technology and society, especially in the last cen-

tury after the second world war during the economic boom. This transformation

is evidenced in Fig. 1.1, presenting the global energy consumption from 1800 on-

wards. The latter is based on historical estimates using the substitution method

accounting from fuel inefficiency from Smil [2] and from data published in the

BP’s Statistical Review of World Energy [1]. Clearly, the global energy demand

has grown exponentially in the past two centuries. At the same time, a signifi-

cant change in the sources of energy can be observed: while before 1950, coal and

traditional biomass were the principal sources, afterward, oil and gas started to

supply the increase of energy demand. Only recently, renewable energy sources

2



1.1 Combustion: the past or the future?

a) b)

Figure 1.2: Global map presenting (a) the energy use per person and (b)

the share of primary energy from low-carbon sources across countries

in 2019 [1, 2].

have increased their relevance in the global scenario, with nuclear and hydropower

sources being the first to be developed.

However, the increase in global energy demand is not geographically dis-

tributed in a homogenous way. Figure 1.2(a) presents a global map showing

the per-capita energy use in 2019 [1, 2]. The per-capita map is more useful than

the total countries consumption since the latter shows differences across countries

that reflect the differences in population size more than differences in people cus-

toms. As expected, the most developed and rich countries are the largest energy

consumers reaching up to 100 MW, including for example United States, Canada

and rich nations in the Middle East: the average person in these countries has a

need of energy that is 100 times the one of the average person living in the poorest

countries. This vast difference in global consumption reveals that the habits and

customs of the most developed countries have been responsible for most of the

global energy demand increase in the last century.

Despite being the largest energy consumer, the most developed countries have

recently put their attention on burning environmental issues such as global warm-

ing, climate change and pollution. As a consequence, significant development of

low-carbon energy sources has been facilitated and encouraged. Figure 1.2(b)

presents the 2019 data about the share of primary energy from low-carbon sources

defined as the sum of nuclear and renewable sources: the latter comprise solar,

wind, hydropower, geothermal, wave as well as tidal and bioenergy while tradi-

tional biofuels are not included. The most low-carbon sources users are Iceland,

with up to 79% originating from hydropower and geothermal energy, Sweden and

Norway (up to 69% and 66% respectively), followed by France (49%) with a large

amount of nuclear energy. Developed countries such as United Kingdom and Ger-

many use up to 20% of low-carbon sources while Italy and United States stop at

around 16% [3]. On the contrary, developing countries and emerging economies,

3



1. INTRODUCTION

a) b)

Figure 1.3: Global (a) energy-related CO2 emissions and (b) change in

CO2 emissions by fuel in the period 1990-2021 [4].

such as India and South Africa produce lower amount of eco-friendly energy, fac-

ing at the same time social and economic issues arising with the evolution of

society.

Even if large efforts have been devoted to reduce the carbon footprint in the

last years, the global situation does not leave space to positive hope. Figure 1.3(a)

presents the global energy-related CO2 emissions in the period 1990-2021 as pub-

lished in the last Global Energy Review 2021 by the International Energy Agency

that aims at assessing the effects of economic recoveries on global energy demand

and CO2 emissions [4]. Clearly, CO2 emissions have been continuously increasing

in the last years, despite the larger use of low-carbon energy sources, reaching a

peak of 31.5 Gt in 2019 with an average concentration of 412.5 parts per million

in 2020, a value 50% larger than when the industrial revolution began. Two small

declines are visible in 2009 and 2020 as a consequence of the global financial crisis

and of the Covid-19 pandemic respectively. Despite that, global CO2 emissions

are forecast to rebound and continue to increase overwhelming the 2019 peak by

2022.

Figure 1.3(b) helps visualize the trend of change in CO2 emissions by fuel

in the same period. Clearly the strong increase of CO2 emissions in the early

2000’s was mainly due to coal combustion that however has been reduced in the

last years. At the same time, the negative trend in 2020 was mainly due to the

global lower demand of oil due to the pandemic. Briefly, CO2 emissions due to

combustion of coal, oil and gas are projected to continue increasing in the next

years while the current low-carbon energy sources development is not sufficient

to supply the increase in global energy demand.

Therefore, to achieve the ambitious goal of net zero carbon emissions by 2050

and to limit the rise in global temperatures to 1.5 ◦C, the gap between rhetoric

and actions must be cleared. The International Energy Agency recently proposed

a roadmap for the Global Energy Sector [5] in which it illustrates the fundamental

steps needed to reach net zero carbon. Figure 1.4 presents the key milestones in

4



1.1 Combustion: the past or the future?

Figure 1.4: Key milestones in the pathway to net zero carbon emis-

sions by 2050 as suggested by the International Energy Agency in his

Roadmap for the Global Energy Sector [4].

this ambitious pathway together with the projected Gt of CO2 emissions for the

different sectors: buildings, transport, industry, electricity and heat. In this plan,

starting from now, no new coal/oil/gas plants should be approved for electricity

production and around 1000 GW produced by solar and wind should be added

5



1. INTRODUCTION

annually. In this way, the overall net-zero emissions electricity would be achieved

in advanced economies in 2035, while by 2050 almost 70% of electricity generation

would be supplied by solar and wind sources. For industry, that accounts for

almost 10 Gt of CO2 emissions nowadays, most new clean technologies in heavy

production should have been demonstrated at scale by 2030: in this way, by

2050, more than 90% of heavy industrial production would be low-emissions. For

buildings, no new fossil fuel boilers should be sold starting in 2025. Likewise

most appliances and cooling systems sold by 2035 should be best in their class.

Last but not least, the transport sector that is responsible for around 8 Gt of

CO2 emissions, should be rapidly shaped by a large amount of electric cars and

heavy trucks while making enormous progresses in the aviation sector for which

the 50% of fuels used should be low-emissions by 2040.

To conclude, the pathway toward net zero carbon emissions should involve all

the energy sectors and requires large technology development and international

co-operation among different countries. In this context, while global consumption

of classical carbon fuels such as oil, coal and gas is supposed to be strongly

reduced in the next years, combustion of low-emission fuels would become a key

strategy to reduce carbon emissions, especially in the transport and industry

sectors. Therefore, combustion science, which has been shaping the history of

human kind in the past centuries, is now expected to drastically evolve in order

to give a green future to the next generations: would we be able to accept and

overcome this challenge?

1.2 Decarbonize Aviation: Hydrogen for net zero

carbon emissions

In the pathway toward net zero carbon emissions proposed by the International

Energy Agency, one of the key sector that should be drastically affected is the

transport that accounts for 8.5 Gt of CO2 emissions in 2019, before the Covid-19

pandemic. While electric cars are already on the market starting changing the

road transport sector, decarbonization of aviation still remains a major challenge

because of the need to rapidly develop new fuels and propulsion technologies that

usually have a time to market of decades. In 2019, the European Commission

published its Green Deal with the objective of net zero carbon emissions across

all sectors by 2050, including aviation. This specific objective and timing clearly

puts much more pressure than the target proposed by the Air Transport Action

Group (ATAG) that aimed at a 50 % reduction of CO2 emissions by 2050 with

respect to the 2005 levels.

6



1.2 Decarbonize Aviation: Hydrogen for net zero carbon emissions

Figure 1.5: Projection of CO2 emissions from the aviation sector as

forecasted by McKinsey & Company in 2020 [6].

Figure 1.5 presents the projection of CO2 emissions from the aviation sector as

forecasted by McKinsey & Company in 2020 in their fact-based study of hydrogen

technology, economics, and climate impact by 2050 that was sponsored by more

than 20 industrial partners [6]. Nowadays, aviation accounts for 3% of global

CO2 emissions. But pollution is not only about CO2: aeronautical engines also

emit NOx, water vapor and soot. While CO2 remains for 50-100 years at high

altitudes, NOx stays only for some weeks but enhance ozone and results to be

as dangerous as CO2 emissions. On the other side, water vapor is also a strong

greenhouse gas: its effects are weaker with respect to CO2 but, in combination

with soot, it causes also the formation of contrails and cirrus. Even if it is difficult

to compute the total effect of classical fuels aeronautical engines, it is possible

to estimate the impact on the climate in equivalent CO2 emissions based on the

concept of Global Warming Potential (GWP). This leads to a new estimation

of the aviation impact on climate change, accounting for up to 7% of the global

CO2 equivalent emissions, making its revolution a key strategy in the pathway

toward decarbonization. Indeed, if no action is pursued toward this direction,

aviation will account for more than 3 Gt of CO2 emissions by 2050 considering

a demand growth of 4% (but not the pandemic due to Covid-19). Even if the

efficiency improvements due to research and developments of current engines are

taken into account, a final projection of 2 Gt of CO2 is reached, that is twice the

7



1. INTRODUCTION

Figure 1.6: Comparison of new technologies and sustainable aviation

fuels [6].

current levels and an extremely high level with respect to the ATAG target or to

the zero net carbon emissions EU target.

Different fuels and technologies have been analyzed, as depicted in Fig. 1.6.

First sustainable aviation fuels (SAF) are considered. Biofuels (e.g. HEFA) are

produced from biomass, waste or crops/algae: these are the furthest developed

environmental-friendly fuels but have the main disadvantage of not strongly re-

ducing the CO2 emissions. The other alternative considered by the study is

Synfuel (i.e. synthetized fuel): electricity is used to first produce hydrogen and

to capture carbon, then combining the two into a kerosene-like fuel (power-to-

liquid). The main advantage of such an alternative is that it suits current aircraft

and fuel infrastructure while the principal drawback is the limited reduction of

non-CO2 effects. On the other side, hydrogen can be combusted as a fuel in an

engine or reacted in a fuel-cell powering electric motors, drastically reducing the

impact of aviation on climate. However, also in this case, a strong revolution of

the infrastructure is required and should be sustained by large efforts in research

and development. Note that green hydrogen is considered as the starting point of

both the last two fuels, namely it is supposed to be produced via electrolyze from

renewable energy1. At the same time, also battery-electric and hybrid-electric

1Note that in 2020 more than the 90% of hydrogen produced in Europe was ”gray”, that
is produced by fossil fuels. Therefore large efforts should be devoted to increase the amount of

8



1.2 Decarbonize Aviation: Hydrogen for net zero carbon emissions

Figure 1.7: Comparison of climate impact from H2 propulsion and syn-

fuel [6].

aircraft have been considered: even if battery technology has greatly improved in

the last decades, the main issue remains the low energy density (i.e. low power/kg

ratio) with respect to hydrocarbon fuels, making the battery-electric option to

be feasible only in the short-range segment.

Figure 1.7 presents the comparison of climate impact from H2 propulsion (fuel

cells and turbines) and synfuel in order to asses the change of in-flight emissions

for those new technologies. When it comes to synfuel, the in-flight CO2 emissions

is about the same amount of kerosene in the exhaust gas but depending on how

you count it results in a 0% decrease if carbon is captured from an industrial

process or -100% less CO2 if carbon is captured from direct air capture. On

the contrary, NOx emissions and water vapor are expected to remain largely

unchanged but, since synfuel comes with fewer aromatics, soot is less likely to

be produced therefore less contrails are formed. H2 combustion instead does

not release CO2 in flight. Moreover, it is likely that H2 will be burnt in leaner

conditions because it has a wider flammability limits and hence will have a lower

adiabatic flame temperature with a higher reaction rate and a faster mixing rate

as well as a lower residence resulting in a lower production of NOx if compared

to kerosene or synfuels. On the contrary, H2 produces 2.5 times more water

vapor compared to kerosene for the same energy content. The same happens for

hydrogen fuel cell, except that there is no emission of NOx in the reaction of

H2 and water vapor is assumed cooler which results in less contrails and cirrus

formation at high altitude. Therefore, aircraft using fuel cell systems are the best

option to reduce climate impact, immediately followed by H2 turbines.

green hydrogen produced.

9



1. INTRODUCTION

Figure 1.8: Projected feasibility and cost of a medium-range aircraft

powered by H2 turbines by McKinsey & Company in 2020 [6].

As a consequence, hydrogen fuel cells have been considered as the best option

for commuter and regional aircrafts up to the 1000 km range. However, for

medium ranges and high cruise speeds, the new heavier propulsions based on

fuel cells could not be feasible since they increase the aircraft’s energy and power

requirements with their correlated cooling requirements. Therefore, H2 turbines

have been considered as the best option for this range, as shown in Fig. 1.8. In

this design, fuselage would be extended by about 10 m to integrate the two liquid

H2 tanks behind and in front of the passenger cabin: main issues would be to

carry the weight of the hydrogen tanks over the long flight distance and safety

issues around reliable in-flight LH2 distribution from tank to engines. For these

reasons, the long-range segment would be more reasonably propelled by synfuels

instead of H2 turbines.

Finally, the research and innovation roadmap for decarbonizing aviation is

shown in Fig. 1.9. The process involves the development of technology funda-

mentals, the scaling-up of these technologies to mid-range aircraft and finally the

development of first prototypes of new aircraft concepts. Before developing full

aircraft systems and infrastructures, research should be carried out on different

aircraft components. First, effort should be put for developing lightweight and

safe LH2 tanks. Second, fuel cells should be improved in terms of system scaling

(i.e. increase power density, optimize cooling and weight) and in terms of reli-

ability of the components (i.e. extended lifetime). Finally, H2 turbines should

10



1.2 Decarbonize Aviation: Hydrogen for net zero carbon emissions

Figure 1.9: Research and Innovation roadmap for decarbonizing avia-

tion [6].

be developed, especially in terms of new design for H2 combustion chambers,

cryogenic compressors, control systems to regulate fuel flow to reduce NOx and

cooling system. To conclude, this study showed the enormous potential of hy-

drogen propulsion to reduce aviation’s climate impact, whether it is used in fuel

cells or H2 turbines directly1.

In the above pathway, the development of H2 combustion chamber is a major

technological challenge: hydrogen is an extremely light molecule, presents large

diffusivity and when it burns shows high adiabatic flame temperature and a flame

speed which is up to ten times larger than classical hydrocarbons, potentially en-

hancing the risks of premature failure of system components or explosions which

raise multiple questions in terms of reliability, efficiency and safety. Despite that

issue, when it is mixed with classical fossil fuels, hydrogen is expected to help the

stabilization of leaner and greener flames thanks to the larger flammability limits

and higher reactivity. Therefore, it has also the potential to improve the cur-

rent operating limits of lean combustors that have been already developed in the

past decades to reduce pollution and improve efficiency [7, 8]: these lean combus-

tors indeed usually present operability issues, such as thermoacoustic instabilities

1It is interesting to mention here that hydrogen could be also a relevant solution for storing
energy from renewables: it can be produced via electrolysis when energy supply is larger than
the demand, and it can be burnt in H2 turbines to get back electricity when energy demand is
higher than production.

11



1. INTRODUCTION

a) b)

Figure 1.10: Schematic diagram showing the operation of (a) a tur-

boshaft engine used in most helicopters and (b) a turbofan engine for

commercial aircraft applications.

[9, 10, 11, 12, 13], lean blow-off [14, 15] and extinctions [16, 17]. For these rea-

sons, large efforts are being devoted to the analysis of hydrogen combustion also

in combination with classical hydrocarbon fuels and different international re-

search projects have been funded by the European Union (such as ENABLEH2,

CLEANSKY, MAGISTER, ANNULIGHT) to understand more about lean com-

bustor operability and hydrogen injection effect, with the hope to achieve the

ambitious but incumbent net zero carbon target.

1.3 Helicopter Engines’ Operability: the Spin-

ning Combustion Technology

When it comes to helicopter engines, due to the reduced number of flying heli-

copters and their missions’ duration compared to aircrafts, there exists no specific

pollutant emission regulation. However helicopters are on the first line along the

pathway for zero net carbon emissions in aviation: thanks to their low power

needs and small size compared to most fixed wing aircraft, helicopters are the

ideal testbed and prototypes for new technologies, and lessons learned can be

successively extended to larger applications. Different solutions are being tested

and developed nowadays: from reducing the pollutant emissions of classical ther-

mal engines to hybrid-electric helicopters.

Most medium-high power helicopters rely on turboshaft engines, Fig. 1.10(a),

that are conceptually similar to turbofan (turbojet) engines implemented on most

commercial (military) aircraft, Fig. 1.10(b). The only main difference is the

presence of a free turbine that powers the helicopter blades through the shaft

and the gearbox. In the turboshaft, first, a multistage compressor slows down the

air and increases its pressure up to 15 times the atmospheric pressure. Second,

the combustion chamber is designed to inject the right amount of fuel and to
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Technology

a) b)

Figure 1.11: Airbus H160 equipped with the SCT Arrano engine devel-

oped by Safran Helicopter Engines and presenting 15% of reduced fuel

consumption.

promote an efficient combustion process. Then, the hot gases expand through a

first turbine that drives in this way the compressor and finally through a power

(free) turbine that extracts part of the flow energy and powers the shaft. A first

gearbox in the turboshaft allows for reduction of the free turbine speed (around

30’000 rpm) to approximately 5000 rpm. An additional gearbox then connects

the shaft to the helicopter blades for further reducing the rotational speed (to

some hundreds rpm) that otherwise would induce aerodynamic problems at the

blade tips (e.g. shocks). The operation of a turbojet engine is equivalent except

that there is no power turbine to drive the shaft and the flow is left to expand in a

convergent nozzle to increase its kinetic energy and push the plane forward thanks

to the law of action and reaction. In most commercial aircraft, a more complex

version of the turbojet is used, namely the turbofan. In this case, Fig. 1.10(b),

part of the incoming air is deviated and slightly compressed through a fan, driven

by a low pressure turbine, and is not used for providing hot gases. The remaining

part of the air passes instead through the core that is a turbojet engine. The

fan has been introduced some decades ago to reduce the fuel consumption for

the same thrust and hence the cost and the pollutant emissions of aircrafts. The

bypass ratio (BPR) of a turbofan engine (i.e. the ratio between the mass flow

rate passing through the fan to the one entering the core) is usually higher for

commercial aircrafts and lower (up to 0, i.e. turbojet) for military applications,

for which a tradeoff between fuel consumption and requirements of combats has

to be chosen.

Despite the use of a fan, the shaft or different number of turbines and com-

pressors, the core of all the aeronautical engines remains the combustion chamber

that is conceptually equal for all the configurations. Therefore, research and de-

velopment on helicopter engines can be easily extended to larger aeronautical

engines, especially for what regards the combustion process.
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Figure 1.12: (a) Comparison between conventional axial combustion and

spinning flame combustion concepts and (b) example of Lean Blow Off

test at Safran Helicopter Engines facility [18].

In this context, Airbus has recently certified its new H160, Fig. 1.11(b), which

is the cleaner and quieter helicopter of its class, initiating the pathway for a re-

duced carbon footprint in helicopter operations and achieving a 15% reduction in

fuel consumption. The core of this new helicopter is the Arrano engine produced

by Safran Helicopter Engines, Fig. 1.11(a), that is equipped with the recently

developed and patented Spinning Combustion Technology (SCT) [18]. From an

operational and construction point of view, SCT uses a lower number of injectors,

with savings in cost and weight larger than 40%. It also leads to savings in main-

tenance costs because the injectors are placed on the external crankcase of the

engine: time of maintenance and respective ground time are therefore reduced.

Figure 1.12(a) presents a comparison between a conventional axial combus-

tion and the spinning flame combustion concepts. The innovation point of this

technology is to introduce a strong azimuthal flow in the annular chamber that en-

hances flame-flame interactions so as to improve ignition and lean blow-off (LBO)

capabilities, Fig. 1.12(b), while also improving stability over a wide range of op-

erating conditions. Note that although swirling flows are typical nowadays in the

combustion community for single injectors and have been extensively studied in

the literature [19, 20], ”global” swirling flow is much less frequent when it comes

to aeronautical applications (e.g. Short Helical Combustor [21], CHAIRLIFT

combustor [22]) and clear needs of understanding appears since the physical phe-

nomena involved are multiple and complex combining fluid mechanics, acoustics,

combustion, heat transfer and nonlinear system dynamics. In this regard, several

open questions need to be answered: where does the enhanced thermoacoustic

stability comes from in SCT? How are LBO capabilities improved? Are we able

to correctly analyze and predict flame-wall interactions in these combustors and
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their effect on operability? How can we extend the operability of a lean combus-

tor? How can we use this know-how to improve classical lean combustors? Note

also that, current state of the art for helicopter engines involves the use of rich

burners instead of lean combustors technologies because of the stringent certifica-

tion requirements in terms of ignition and lean-blow off capabilities, leading to a

limited impact on pollutant emissions, in particular soots. Since SCT has shown

improved capabilities in these terms, Safran Helicopter Engines has the ambition

in the future to propose SCT for leaner combustors in order to find a tradeoff be-

tween lean blow off capabilities and emissions. SCT has been defined as the future

of aeronautical engines and a key step toward net zero carbon emissions: being

able to fully master this technology now means that associated industrial design

projects will gain significant maturity and years of progress prior to market.

1.4 Role of numerical simulations

Despite the climate change emergency, the development of low-emission gas tur-

bine combustors still remains a major design challenge for propulsion and land-

based power generation applications. Indeed, multiple numerical and experimen-

tal studies have been carried out, showing that lean combustors typically present

various and undesirable flame dynamics issues, such as thermoacoustic oscilla-

tions [11, 23, 24, 25] or lean blow-off (LBO) [14, 15, 26] that strongly affect

engines’ operability. If one tries to understand more about the flame dynamics in

engines, he/she will find huge practical problems since there is limited access to

measurements during engine operation. This makes the industrial design phase

and the academic analysis processes even more difficult.

To support this design challenge, different experimental test benches have

been built and operated in the past decades in order to analyze the combustion

process and understand more about these issues. On these test benches indeed,

different diagnostics are available to acquire data about reacting flows such as

OH-Planar Laser Induced Fluorescence, OH* chemiluminescence, Particle Image

Velocimetry or pressure recordings [27, 28, 29]. Coupled with such advanced

diagnostics, experiments have been fundamental in the past decades to design

lean combustors and understand the fundamental of the classical flame dynamics

issues. However, despite the increasing number of available diagnostics, usually

experimental data do not completely reveal the entire flow field variables in the

whole combustor and analysis of geometry effect can be long and expensive due

to the need of building new mechanical part each time. Therefore, together with

experiments, Computational Fluid Dynamics (CFD) has been used to better
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Modeled in RANS

Resolved in DNS

Resolved in LES Modeled in LES

Figure 1.13: Turbulent kinetic energy spectrum showing the resolved

and modeled scales for RANS, LES and DNS.

understand fluid mechanics since the 60s, when the simultaneous development of

numerical methods to discretize the Navier-Stokes equations and the improvement

of computational performances had place.

The Navier-Stokes equations are indeed a set of partial differential equation,

formulated by Claude Navier and George Stokes in the XIX century, that describe

the motion of a viscous fluid. Three different strategies are possible to approach

these equations in CFD methods, Fig. 1.13, based on the way the flow scales

of turbulent are resolved or modeled: Reynold’s Averaged Navier-Stokes Equa-

tions (RANS), Large Eddy Simulation (LES) and Direct Numerical Simulation

16



1.4 Role of numerical simulations

(DNS) [30, 31, 32].

In RANS, the Navier-Stokes equations are averaged in time, leading to steady

non-linear equations that describe the mean flow properties. As a consequence, no

information about the unsteady turbulent evolution of the flow can be predicted.

On top of that, due to the well-known closure problem in turbulence modeling

caused by the presence of non-linear terms arising when time averaging the equa-

tions, additional models should be introduced to account for the turbulent kinetic

energy cascade that involves the transfer of energy from large scales of motion

to the small scales. Figure 1.13 presents the turbulent kinetic energy spectrum

as a function of the characteristic length of the eddies: in RANS all the scales

of turbulence are modeled, from the largest ones up to the dissipation range. In

this context, also Unsteady formulation of the RANS equations (URANS) has

been proposed, providing good prediction of the transient flow evolution in time

when subject to time-dependent boundary conditions or transient phenomena.

However, also in this formulation, the turbulent energy cascade is modeled from

the inertial subrange to the dissipation one.

On the contrary, DNS solves the full Navier-Stokes equations and is able to

resolve all the scales of turbulence without the need of modeling them. The main

issue regarding this approach is the cost that makes it unfeasible for analyzing

complex flow or for industrial applications. Indeed, to resolve all the turbulence

scales, the spatial discretization of the computational domain should be as refined

as the Kolmogorov scale. The latter being proportional to the integral length scale

of the flow scale following Re9/4 (i.e. Reynolds number), it is evident that the

requirements in terms of spatial discretization become rapidly impractical as the

Reynolds number increases. This is typically the case of industrial applications,

for which unfeasible High Performance Computing (HPC) resources would be

needed for carrying out DNS. For this reason, DNS are typically used nowadays

for academic flow problems at low Reynolds number to get more insights about

flow turbulence.

LES is placed in the middle of the two above mentioned approaches. In

LES, the Navier-Stokes equations are spatially filtered, leading to additional non-

linear terms like in RANS. As opposed to RANS however, these terms refer only

to the small flow scales linked to turbulence dissipation and, according to the

Kolmogorov theory, they result to be statistically similar for all the type of flows

and hence can be more easily modeled through sub-stresses grid (SGS) models.

On the contrary, large turbulent scales that strongly depend on the flow problem

taken into consideration are correctly resolved by LES without any model. In

this way, LES is able to predict the unsteady evolution and the main turbulent
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activity of the flow, while modeling only the turbulent dissipation happening at

the smallest scales.

In the present work, LES are preferred over the cheaper options like RANS or

the unaffordable DNS since it gives a better accuracy over URANS while keeping

a modest computational cost compared to DNS. Indeed, the LES approach has

been mainly used in the combustion community for the analysis of practical flow

configurations because of its ability to accurately predict the interactions between

turbulent flow, spray and flame for stabilized flames [19, 33] or even pollutant

emissions [34, 35, 36, 37]. However, since the engine operability is a very fine

phenomenon given its multi-physics nature, large efforts and attention should be

paid on the proper modeling of the different physics coexisting in these systems.

Therefore, LES can be a strategic key to help design innovative lean combustors

but the assessment of its accuracy and results is a mandatory first step.

1.5 Objectives and organization of the thesis

From the presented social, academic and industrial context, it clearly appears

that the development of new low-carbon combustion technologies is a climate

emergency today and the LES approach can be useful to support this design

challenge, whether it is oriented toward a change in fuel (e.g. hydrogen) or a

change in combustor geometry (e.g. SCT). In this regard, a full assessment of

the high-fidelity LES approach and the proposed models is here proposed and

organized following three main key questions:

• Which developments and methods are needed for LES to support the design

challenge of low-carbon combustion technologies?

• Is it possible to analyze the effect of Hydrogen enrichment on classical

hydrocarbon flame dynamics?

• Can we study the Spinning Combustion Technology to get more insights on

the improved operability capabilities?

To completely address these key questions, this thesis is structured in three

main parts, according to the following organization:

1. Methods for reliable LES of novel combustion technologies: The

objective here is to individuate and overcome the main modeling challenges

that high-fidelity LES can encounter when simulating new low-carbon com-

bustion technologies. First, Chapter 2 describes the governing Navier-

Stokes equations and the numerical models used in LES. Then, a brief

18



1.5 Objectives and organization of the thesis

presentation of the main numerical challenges encountered is given, namely

the required tradeoff between discretization accuracy and simulations cost,

the modeling of heat transfer at the walls, and the development of accurate

chemical mechanisms and variable transport properties. Flame stabiliza-

tion location indeed cannot be predicted in new combustor technologies a

priori, generally leading to not-optimized hand-made meshes. On top of

that, hydrogen-enriched flames are characterized by reduced flame thick-

ness, leading to more stringent requirements in terms of domain discretiza-

tion. This issues are addressed in Chapter 3 where static mesh adaptation

criteria for reliable LES of reactive flows are derived: certain Quantity of

Interests (QOIs) are selected in order to flag the domain regions where im-

portant physics happens and where refinement is of interest. The developed

Static Mesh Refinement (SMR) strategy allows therefore to increase the

LES accuracy while keeping a reasonable simulation cost. To validate this

approach, the method is applied first to the VOLVO academic test bench

and then to the real engines-like PRECCINSTA test bench. Note that the

accuracy of LES also strongly depends on the boundary conditions used

and, in particular, the thermal boundary conditions that account for heat

transfer at the walls which can strongly affect the prediction of flame sta-

bilization and dynamics. This issue is addressed through Conjugate Heat

Transfer (CHT) simulations: the LES solver is coupled with a heat con-

duction solver that computes the temperature fields in the solid parts of

the combustors. Indeed, changing the combustor geometry or introducing

hydrogen enrichment (which has higher adiabatic flame temperature) can

modify the temperature fields at the combustor walls, leading to high tem-

perature spots and hence reducing the life-time of combustor components

due to increased thermal stress. The methodology used for CHT simula-

tions is described and validated on the PRECCINSTA test bench flame in

Chapter 4. In particular, it is shown how the PRECCINSTA test bench

is very sensible to how thermal boundary conditions are treated: the right

flame dynamics could be correctly predicted by LES only when the CHT ap-

proach is implemented, leading to a correct estimation of the heat transfer

at the walls. Finally, a proper description of the chemical mechanism and

the transport properties is required when dealing with not-conventional fuel

mixtures especially if H2 is present. The used mechanism is introduced in

Chapter 5, together with the issue of variable transport properties present

when a light-molecule like hydrogen is mixed with classical hydrocarbon

heavier molecules. In this case, the effect of variable transport properties
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on the flame stabilization is analyzed for the IMFT MIRADAS configura-

tion, confirming that a proper description of the chemistry and transport

properties is needed to provide LES results in good agreement with exper-

imental data.

2. Hydrogen enrichment: The objective of this second part of the thesis

is to physically investigate the effect of hydrogen enrichment on methane

flame stabilization and dynamics by use of LES. First, in Chapter 6, the

effect of hydrogen enrichment on the methane flame is analyzed both in

terms of flame stabilization, temperature fields at the combustor walls and

flame dynamics. In particular, a 50% in volume of hydrogen enrichment

is seen to be sufficient to drastically change the flame shape and to induce

strong thermoacoustic bi-modal oscillations that are correctly captured by

LES in the CHT context. Second, the effect of elevated pressure on a

hydrogen enriched flame is analyzed in Chapter 7. The HIPOT test bench

indeed can reach a pressure up to 5 bar, a condition much closer to real

aeronautical engines that operates at higher pressure with respect to the

atmospheric one. In this way, it is possible to get more insights about

how hydrogen enrichment modify the flame dynamics when more realistic

operating conditions are selected.

3. Spinning Combustion Technology: The objective of this third part

of the thesis is to get more insights on the recently developed Spinning

Combustion Technology and how it can provide improved operability capa-

bilities. To this scope, the annular test bench operated at the Norwegian

University of Science and Technology (NTNU) has been modified in order

to introduce a strong azimuthal flow component like-wise SCT real com-

bustors. The flame stabilization in this test bench is analyzed through LES

and compared with experiments in Chapter 8. Chapter 9 focuses on the

flame dynamics and presents a numerical and experimental study of the

Lean Blow-Out capabilities in this test bench. The LES simulations per-

formed in the CHT context allow to analyze not only the impact of the

flame dynamics on the temperature of the combustor parts but are also

useful to investigate the geometry effect on the LBO limits. Afterwards, a

more applied and industrial study is presented in Chapter 10: LES are used

as an industrial design tool to propose a new modification of the NTNU test

bench to have a closer correspondence with the real helicopter engines. This

new test bench is showed to be fully operational and to comply with vari-

ous industrial criteria used to design real combustors at Safran Helicopter
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Chapter 2

Large Eddy Simulation:

modeling and challenges
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This chapter aims at giving an overview of the Large Eddy Simulation ap-

proach. First, the governing Navier-Stokes equations in the LES formulation and

the physical assumptions made are briefly recalled. Then, the AVBP LES solver

is presented together with the available boundary conditions and the combustion

model. Finally, the main challenges regarding high-fidelity LES simulations of

reacting flows, especially when dealing with new combustion technologies, are

discussed.

2.1 Overview of the LES approach

The Naver-Stokes equations are briefly recalled in this section together with the

principal physical assumptions made.

2.1.1 Naver-Stokes equations

The compressible Navier-Stokes equations [38] describing the motion of a viscous

fluid read:
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CHALLENGES

∂ρ

∂t
+

∂(ρvj)

∂xj

= 0 (2.1)

∂(ρvi)

∂t
+

∂(ρvivj)

∂xj

= −
∂p

∂xi

+
∂τji
∂xj

+ ρ

N∑

k=1

Ykfk,i i, j = 1..Ndim (2.2)

∂(ρE)

∂t
+

∂(ρEvj)

∂xj

=
∂qi
∂xi

+
∂(σjivi)

∂xj

+ ρ

N∑

k=1

Ykfk,i(vi + Vk,i)

+ ω̇T + Q̇R + Q̇ext (2.3)

In addition, when dealing with multispecies mixtures, the set of transport

equations that describe the evolution of each species mass fractions Yk have to

be considered:

∂(ρYk)

∂t
+

∂(ρYkvj)

∂xj

= −
∂(ρYkVk,j)

∂xj

+ ω̇k k = 1..Ns (2.4)

Here, xj refers to the jth spatial coordinate axis, following Einstein’s summa-

tion convention, and t stands for time. Ndim is the physical spatial dimension

of the problem while Ns is the number of species considered in the gas mixture.

p, ρ, E and T are the pressure, density, total sensible energy and temperature

respectively. vi and Vk,i denote the instantaneous fluid velocity and the diffusion

velocities of species k in the ith direction. λ is the heat conduction coefficient,

ω̇T the heat release rate due to chemical reactions while τji the second-order,

symmetric viscous stress tensor. fk,i refers to the volume force acting in the ith

direction on species k. Q̇R and ˙Qext indicate the heat production and loss due to

radiation and external sources respectively.

The diffusion velocities
−→
Vk for the species k can be computed starting from

the following equations [39],

Xk
−→
V k = −

N∑

j=1

Dkj

−→
d j −DT

k (∇T/T ) (2.5)

where
−→
d j can be computed as

−→
d j = ∇Xj + (Xj − Yj)

∇p

p
+

ρ

p

Ns∑

k=1

YjYk

(−→
f k −

−→
f j

)
(2.6)

Xk denotes the mole fraction of species k while Dkj is the multicomponent

diffusion coefficient describing the diffusion of species k in a mixture of species

j (and viceversa, the matrix D being symmetric). The diffusion velocities are
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influenced by three contributions visible on the right hand side of Eq. 2.6, namely

gradients of species concentration, pressure gradients and volume forces. Species

diffusion due to the Soret effect (i.e. due to thermal gradients) is taken into

account by the last term in Eq. 2.5, where DT
k is the thermal diffusion coefficient.

2.1.2 Physical assumptions

The above NS equations can be simplified by enforcing some physical assumptions

as hereafter briefly recalled.

1. Newtonian fluid. Fluids are assumed to follow the Stokes’s constitutive

law of independence of viscosity from position. In this way, there is a direct

proportionality between the viscous stress tensor τ and the velocity gradient

∇u and the constant of proportionality is the flow dynamic viscosity µ.

Hence, considering that when the strain rates are zero the deformation law

must reduce to the hydrostatic pressure condition, the viscous stress tensor

component τi,j can thus be computed as

τi,j =

[(
µ′ −

2

3
µ

)
∂uk

∂xk

δij + µ

(
∂ui

∂xj

+
∂uj

∂xi

)]
. (2.7)

The coefficient µ′ is related to bulk fluid expansion but it is rarely encoun-

tered in practice [40], so

τi,j =

[(
−

2

3
µ

)
∂uk

∂xk

δij + µ

(
∂ui

∂xj

+
∂uj

∂xi

)]
. (2.8)

Viscosity is a function of temperature and pressure. For a given pressure,

a widely used approximation resulted from a kinetic theory by Sutherland

[41] can be used:

µ = µref

(
T

Tref

)3/2
Tref + S

T + S
, (2.9)

where µref is the dynamic viscosity at the temperature Tref and S is a

coefficient characteristic of the mixture.

2. Perfect gas. Mixtures are considered to be ideal gases for which molecules

are not subject to interparticle interactions. This assumption relies on the

fact that the considered mixtures are analyzed at low density conditions

since pressure is sufficiently low (maximum 5 bar in the present study) and
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temperature is far from the critical point [40]. Therefore, the fluid follows

the ideal gas equation of state

p = ρRT, (2.10)

where R is the gas constant of the considered mixture.

In addition, the specific heats at constant volume Cv and constant pressure

Cp of the mixture can be computed as

Cp =
N∑

k=1

CpkYk, (2.11)

Cv =
N∑

k=1

CvkYk, (2.12)

and are assumed to be functions of temperature only. Therefore internal

energy and enthalpy can be computed as

E =

∫ Tfin

Tref

Cv(T )dT −RTref , (2.13)

H =

∫ Tfin

Tref

Cp(T )dT , (2.14)

where Tref and Tfin are the reference and the final evaluation temperature

respectively.

3. Arrhenius model. The mean free times of reacting molecules are assumed to

be small if compared to the chemical time scales. This assumption allows

to compute the Maxwellian production rates from kinetic theory as follows

ω̇k =
M∑

j=1

ω̇kj = Wk

M∑

j=1

νkjQj, (2.15)

where ω̇kj is the rate of production of species k in reaction j. Wk is the

molecular weight of species k and Qj corresponds to the rate of the jth

reaction. The stoichiometric coefficient of species k in the jth reaction is

denoted by νkj.

The forward Kfj and the reverse reaction rate Krj coefficients can be defined

as

Kfj = AfjT
βj exp

(
−

Ej

RT

)
= AfjT

βj exp

(
−
Taj

T

)
, (2.16)
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where [Xk] is the molar concentration of species k.

In this way, the rate of reaction is computed as

Qj = Kfj

N∏

k=1

[Xk]ν
′
kj −Krj

N∏

k=1

[Xk]ν
′′
kj . (2.17)

4. Zero body forces and external heat sources. Body forces and external heat

sources are not considered in the present study.

5. Simplified transport properties. The Schmidt (Sc), the Prandtl (Pr) and

the Lewis (Le) numbers describe the transport properties of a species in a

mixture and define the ratio between thermal Dth, mass Dk and momentum

Dν diffusivities. In particular:

Sck =
ν

Dkm

=
Dν

Dk

, (2.18)

Pr =
µCp

λ
=

Dν

Dth

, (2.19)

Lek =
λ

ρCpDk

=
Dth

Dk

=
Sck
Pr

(2.20)

Sc and Le are generally assumed to be constant for each species in the flow

domain, leading to a constant Pr number for the mixture. This assumption

is reasonable in many classical flames, such as a premixed CH4-Air flame,

where the variation in Le is usually negligible [38]. This allows also for a

notable reduction of cost of the simulation since there is no need to compute

the diffusion coefficient matrix Dj,k[42] for each domain point. In addition,

for the CH4-Air flames, Soret and Dufour effects on the flame speed or

structure can be generally neglected [43]. On the contrary, when hydrogen

is considered also in combination with hydrocarbon fuels, more attention

should be paid at the transport property modeling since large variations

of Pr number and significant Soret/Dufour effects can be observed (see

Chapter 5). Note that, when considering the simplified transport property

assumption with zero body forces, one obtains an approximation that does

not ensure mass conservation as proposed by Hirschfelder and Curtiss [44]:

Xk
−→
V k = −Dkm∇Xk. (2.21)

To enforce mass conservation, a correction velocity V c
j is considered, hence

modifying the species transport equation:

(∂ρYk)

∂t
+

∂(ρYk(vj + V c
j ))

∂xj

=
∂

∂xj

(
ρDkm

Wk

W

∂Xj

∂xj

)
+ ω̇k. (2.22)
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2.1.3 LES governing equations

In LES, the full compressible Navier-Stokes equations described in Section 2.1.1

are spatially filtered using a Favre procedure [31, 32, 38]. This operation leads

on one side to the presence of filtered primitive flow quantities that are resolved

by the grid and that correspond to the large flow turbulent scales. On the other

side, quantities that correspond to the smallest flow turbulent scales cannot be

resolved and should be appropriately modeled. The governing equations in the

LES formulation read:

∂ρ̄

∂t
+

∂ (ρ̄ṽj)

∂xj

= 0 (2.23)

∂(ρ̄ṽi)

∂t
+

∂

∂xj

(ρ̄ṽiũj) = −
∂p̄

∂xi

+
∂τji
∂xj

+
∂τ tji
∂xj

+ ρ̄gi (2.24)

∂(ρ̄Ẽ)

∂t
+

∂

∂xj

(
ρ̄Ẽṽj

)
= −

∂qj
∂xj

−
∂qtj
∂xj

+
∂(σjivi)

∂xj

+ ρ̄

Ndim∑

d=1

(gdṽd) + ω̇T + Q̇r

(2.25)

∂(ρ̄Ỹk)

∂t
+

∂

∂xj

(
ρ̄Ỹkũj

)
= −

∂Jj,k
∂xj

−
∂J t

j,k

∂xj

+ ω̇k (2.26)

where (̃.) and (.) refer to Favre and Reynolds averaged quantities respectively.

2.1.4 Numerical assumptions and models

Some additional assumptions are required to formulate LES models that account

for unresolved quantities.

1. No turbulent correlation terms : The turbulent correlation terms present in

the viscous, heat diffusion and species diffusion terms are neglected. This is

assumption is justified in the high Reynold’s number limit [38] and is made

in most LES codes.

2. Boussinesq approximation: To develop turbulence models, the Boussinesq

approximation is generally used. It relies on the hypothesis that turbu-

lent flux follows similar functions and forms as molecular diffusion as well

as it abides by the assumption of local equilibrium and scale separation.

Though some experimental observation reported the limited validity of this

assumption [45], it is widely used in most LES.
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3. No unresolved quantity contribution to chemistry : Chemical source terms

depend only on the instantaneous filtered species mole fractions, tempera-

ture and pressure. Therefore, the heat release due to combustion ω̇T can

be expressed as function of the resolved, instantaneous, species produc-

tion rates (for a detailed discussion of the combustion model used see sec-

tion 2.2.3).

These assumptions allow simplifying the governing equations and obtain mod-

els for unresolved quantities:

• Filtered viscous flux. The filtered heat flux can be approximated as

qi = −λ
∂T

∂xi

+
N∑

k=1

Ji,khs,k, (2.27)

≈ −λ̄
∂T̃

∂xi

+
N∑

k=1

Ji,kh̃s,k, (2.28)

where hs,k is the sensible enthalpy of species k. The filtered species diffusive

flux reads

Ji,k = −ρ

(
Dk

Wk

W

∂Xk

∂xi

− YkV c
i

)
, (2.29)

≈ −ρ̄

(
D̄k

Wk

W

∂X̃k

∂xi

− ỸkṼ
c
i

)
. (2.30)

The laminar viscous stress tensor can be computed as

τij = 2µ

(
Sij −

1

3
δijSll

)
,

≈ 2µ̄

(
S̃ij −

1

3
δijS̃ll

)
.

(2.31)

Note that Sij denotes the symmetric part of the second order velocity gra-

dient tensor.

• Sub grid scale (SGS) turbulent flux and source terms. The SGS

stress tensor τ tji reads,

τij
t = −ρ̄ (ũiuj − ũiũj) . (2.32)

This term can be modeled following the Boussinesq assumption as,

τij
t = 2ρ̄νt

(
S̃ij −

1

3
δijS̃ll

)
. (2.33)
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Different models can be used for evaluating the turbulent viscosity coeffi-

cient νt: in the present study, the Sigma model [46] is used.

The SGS heat flux is given by

qi
t = ρ̄

(
ũiE − ũiẼ

)
, (2.34)

and is can be computed as

qi
t = −λt

∂T̃

∂xi

+
N∑

k=1

Ji,k
t
h̃s,k, (2.35)

where

λt =
µtCp

Prt
. (2.36)

While the turbulent viscosity µt can be estimated from the SGS model (in

this case the Sigma model), the determination of the turbulent Prandtl

number Prt is generally left to the user. The SGS species diffusion is given

by,

−→
Ji,k

t = ρ̄
(
ũiYk − ũiỸk

)
. (2.37)

It can be approximated as

Ji,k
t

= −ρ̄

(
Dt

k

Wk

W

∂X̃k

∂xi

− ỸkṼ
c,t
i

)
. (2.38)

At the same time, Dt
k denotes the turbulent species diffusion coefficient that

can be computed from the turbulent Schmidt number Sctk (specified by the

user) as

Dt
k =

νt
Sctk

. (2.39)

• Filtered source terms.

As already mentioned, turbulent source terms are considered to depend on

the instantaneous filtered quantities only. Therefore, the reaction rates can

be calculated as

Q| = Kfj

N∏

k=1

[
X̃k

]ν′
kj

− K̃rj

N∏

k=1

[
X̃k

]ν′′
kj

, (2.40)
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while the species production rates read,

˜̇ωk =
M∑

j=1

˜̇ωkj = Wk

M∑

j=1

νkjQj. (2.41)

At the same time, heat release rate due to combustion ω̇T can be computed

as

˜̇ωT =
N∑

k=1

∆h0
f,k
˜̇ωk, (2.42)

where h0
f,k is the enthalpy of formation of species k at temperature T0.

2.2 The AVBP LES solver

AVBP is a high-fidelity LES solver co-developed by CERFACS (cerfacs.fr/avbp)

and has been used in this work to carry out the numerical simulations. AVBP

is widely used for research purposes throughout Europe and the world (CIEMAT,

Spain; Technische Universität München, Germany; EM2C, France; CORIA, France;

Stanford University, USA; Sherbrooke University, Canada; von Karman Institute,

Belgium). The code is also used for various industrial applications, for aero-

nautical (Safran Group) and energy production (Siemens, Ansaldo, Alstom) gas

turbines as well as piston engines (Renault, PSA Peugeot Citroen) and furnaces

(Total, John Zink, Schlumberger). All developments and methods devised during

this work will be kept within the context of development of AVBP and thereby

benefit all the research entities using the code. AVBP solves the three-dimensional

Navier-Stokes equations for compressible two-phase and reactive flows on multi-

element unstructured grids. It relies on an explicit resolution of the equations

using the LES approach where the large structures are resolved and small scales

are modelled as recalled in section 2.1.3. The LES SGS models available in AVBP

are the Dynamic Smagorinsky, WALE, and the SIGMA models [46]. In order to

handle arbitrary grids, the data structure of AVBP employs a cell-vertex finite-

volume formalism. In addition, LES of turbulent flows and acoustics requires

low-dissipation schemes. The numerical method is therefore based on a Finite-

Element low-dissipation and the numerical integration of AVBP is based on a

centred scheme and uses a Taylor-Galerkin weighted residual central distribution

scheme, called TTGC, which is third-order in time and space [47, 48]. Turbulent

premixed combustion can be described by the well-known TFLES model [49].

The possibility to correctly reproduce acoustics and its coupling with the turbu-

lent combustion is the main reason that has driven the choice of selection of AVBP
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for the present study with respect to other valid alternatives as YALES2 [50] and

OpenFOAM [51]. The pure acoustic analysis has been be performed with the

Helmholtz solver AVSP developed at CERFACS. With respect to valid alter-

native as COMSOL Multiphysic [52], AVSP [53] has been selected to compute

thermoacoustic modes for its integration with the LES solver AVBP. For the same

reason, AVTP [54, 55] has been chosen to compute heat conduction in the solid.

In the following, first the development, validation and HPC performance of the

code are briefly discussed. Second, the available boundary conditions and the

combustion model are recalled.

2.2.1 Development, validation and HPC performance

The AVBP solver follows the continuous development strategy with 2 main re-

leases every year. The important development of the physical models done at

CERFACS is completed by academical studies carried out at the EM2C lab

of Ecole Central Paris (ECP) and at the Institut de Mécanique des Fluides de

Toulouse (IMFT). All major developments are documented and incorporated in

the final releases by senior researchers and tracked using a git repository. All

new releases are verified by a Quality Program Form (QPF) to account for any

possible modification in the behaviour of the solver. During the QPF, the new

release of the solver is validated on test cases for which DNS or analytical solu-

tions are available and results are also compared against previous versions of the

solver. The QPFs include a wide variety of tests such as 1D Euler Lagrange flame

to validate the evaporation and spray combustion models, turbulent channels to

validate sub-grid scale models or propagation of 1D acoustic waves to test the

gain and phase of the numerical schemes.

Recently, a series of numerical simulations have been performed by the au-

thor to further validate the AVBP solver with particular focus on the numerical

schemes dissipation and dispersion properties (hence, without a LES model).

These simulations were carried out for the Mini-Symposium on Verification and

Validation of Combustion DNS during the Seventeenth International Conference

on Numerical Combustion held in Aachen in May 2019. This mini-symposium

aimed at comparing and benchmarking different DNS codes, models, and meth-

ods available in the combustion community. For this purpose, the Taylor-Green

Vortex (TGV) setting [56] has been selected as a benchmark, both for nonreactive

and reactive flows for a total of four different setups. Initial velocity, temperature,

and composition fields were prescribed together with the domain dimensions, the
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suggested mesh resolution, the chemical scheme and the transport property mod-

eling (e.g. variable Prandtl number but constant Lewis) [57, 58].

a) b)

Figure 2.1: Mini-Symposium on Verification and Validation of Com-

bustion DNS codes in the Taylor-Green vortex benchmark. (a) Kinetic

energy evolution in time and (b) corresponding kinetic energy dissipa-

tion rate.

The AVBP solver has showed perfect agreement with the reference results

from the DINO code [58] and with most of the codes used in the combustion

community. For example, Fig. 2.1 presents the results for the 3D cold flow case.

The kinetic energy evolution in time in the domain is well captured by AVBP

together with the corresponding kinetic energy dissipation rate.

a) b) c) d)

Figure 2.2: Time evolution of isosurfaces of z-vorticity for the 3D cold

flow TGV benchmark predicted by AVBP. (a) Vortex roll-up at t/τref
= 5.46. (b) Coherent structure breakdown at t/τref = 8.0. (c) Onset of

turbulence t/τref = 12.11. (d) Decay at t/τref = 18.55.

AVBP is able to capture the correct time evolution of initial vortices: the time

evolution of isosurfaces of z-vorticity at different times is illustrated in Fig. 2.2.

After t/τref = 5.46 the vortices start to roll-up and a breakdown of the coherent

structures occurs at t/τref = 8.0. Then, the onset of turbulence is visible at

t/τref = 12.11 before the decay of turbulent activity due to dissipation at t/τref
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= 18.55. Results validate the AVBP code and further confirm the good behavior

of the numerical scheme used in terms of dissipation and dispersion properties.

a) b)

Figure 2.3: Strong scalability of the AVBP code in the (a) SKL and the

(b) KNL partitions of the Joliot-Curie machine operated by GENCI.

In addition to the extensive validation, an important advantage of the AVBP

code is its strong scalability which allows for carrying out the simulations on

a large number of CPU cores without affecting the performances. Indeed, the

AVBP code has been tested and optimized for a variety of computers and archi-

tectures, with results demonstrating an excellent scalability of the code for several

PRACE supercomputers and architectures up to 65k cores. Recently, the strong

scalability (Fig. 2.3) of the code has also been tested in the (a) SKL and the (b)

KNL partitions of the Joliot-Curie machine operated by GENCI. Tests have been

performed using a 150M cells mesh, representative of the largest mesh used in

this work (see Chapter 7). In both cases, results demonstrate a good scaling up

to 10000 cores, confirming the excellent HPC performance of the AVBP code.

2.2.2 Boundary conditions

The boundary conditions used in the present work are briefly summarized here-

after together with their numerical implementation in the LES solver.

• Mass flow inlets. From experimental data, the air and fuel mass flow rates

are known together with the fresh gas temperature. Therefore mass flow

inlet boundary conditions can be imposed by specifying the mass flow rates

ṁfuel, ṁair and the temperature. At the same time, to account for acoustics

at the boundaries, Navier-Stokes Characteristic Based boundary Conditions

(NSCBC) are used [30] and a reflection coefficient has to be imposed to

match the acoustic impedance.
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• No slip adiabatic walls. No-slip condition on the walls imposes a zero veloc-

ity at the walls. In case where heat transfer is expected not to be relevant

for certain surfaces, adiabaticity is imposed by enforcing a zero temperature

gradient normal to the walls.

• No slip walls with heat transfer. When heat transfer is expected to be

relevant, heat losses can be introduced as thermal boundary conditions

through the definition of a heat resistance and a reference temperature [59].

At the same time, this boundary condition can be used to couple the LES

code to the AVTP heat conduction code [54, 55] (see Chapter 4 for the

detailed discussion of this methodology).

• Outflow. Outflow conditions can be imposed based on the NSCBC the-

ory [30]. In this case, the outlet pressure is specified together with the

reflection coefficient for the acoustic impedance. Note that for thermoa-

coustic studies, the atmosphere is taken into account in the present work

to capture the experimental impedance at the outlet.

• Periodicity. When dealing with single-sector of annular burners, period-

icity is imposed at the section surface limits. This allows for a drastic

reduction of the simulations’ cost compared to full annular predictions es-

pecially whenever these are not expected to be crucial for achieving a good

simulation accuracy.

2.2.3 Combustion model

In LES of reactive industrial flows the flame is usually too thin to be resolved on

the numerical mesh without asking for non-feasible HPC resources. To solve this

issue, AVBP relies on the Thickened Flame LES (TFLES) model in which flames

are artificially thickened in order to be resolved on the numerical mesh, without

modifying their flame speeds [49, 60, 61, 62, 63, 64]. The thickening process is

done by multiplying the diffusion terms and dividing the reaction rates by a local

thickening factor F . Since a thickened flame is less sensitive to turbulence, an

efficiency function is introduced to compensate for the corresponding reduction

of the flame surface [49, 61]. Multiple expressions can be found in the literature

for an efficiency function Ξ∆ which corresponds to the SGS flame/turbulence

interaction model: Ξ∆ is expressed as the ratio between the total flame front

wrinkling, and its resolved part. The transport equations for the filtered species

mass fractions Ỹk and the conservation equation for the filtered total energy Ẽ

can be written as,
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∂ρ̄Ỹk

∂t
+

∂

∂xj

(
ρ̄ũjỸk

)
=

∂

∂xj

[(
Ξ∆F

µ

Sc,k

+ (1 − S)
µt

St
c,k

)
Wk∂X̃k

W∂xj

− ρ̄Ỹk

(
Ṽ c
j + Ṽ c,t

j

)]
+

Ξ∆

F
ω̇k

(
Ỹk, T̃

)
,

(2.43)

∂ρ̄Ẽ

∂t
+

∂

∂xj

(
ρ̄ũjẼ

)
=

−
∂

∂xj

[
ũiP̄ δij − ũiτ̄ij

]
+

∂
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[
Cp
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µ
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P t
r
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St
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W∂xj
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Ṽ c
j + Ṽ c,t

j

))
h̃s,k

]

+
Ξ∆ω̇T

(
Ỹk, T̃

)

F
,

(2.44)

where ρ is the density, u the velocity vector, Xk and Wk the mole fraction

and atomic weight of species k, Sck and Sctk the Schmidt and turbulent Schmidt

numbers, P the pressure field, Cp the mass heat capacity at constant pressure,

h̃s,k the sensible enthalpy of species k, τ̃ the filtered viscous stress tensor, Pr and

Prt the Prandtl and turbulent Prandtl numbers, and ω̇T the heat release rate.

The following relation for the correction diffusion velocities is used:

Ṽ c
i + Ṽ c,t

i =
N∑

k=1

(
Ξ∆F

µ

ρ̄Sc,k

+ (1 − S)
µt

ρ̄St
c,k

)
Wk∂X̃k

W∂xj

. (2.45)

Note that the local thickening factor F is applied only in the vicinity of the

flame front thanks to a sensor S which detects the presence of a reaction zone

based on the fuel breakdown reaction. The value of the thickening factor F

is chosen in order to have nF points in the flame thickness. The suitable nF

value can be identified based on one-dimensional premixed flame computations.

Generally 5 points are required to correctly solve for the flame in global reduced

chemistry, while when using ARC chemistry with heavier fuels (e.g. heptane,

dodecane) with lower diffusivities a nF of 8-10 is required [47]. Hence, if ∆x is

the characteristic mesh size and δT is the thermal flame thickness, the thickening

factor can be locally evaluated as

F (−→x , t) =
nF∆x(−→x )

δT (φ, T )
. (2.46)
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Note that the local applied thickening factor F varies both in space −→x and

time t since the characteristic mesh size ∆x is usually not uniform and varies

in space and the thermal flame thickness δT depends mainly on the equivalence

ratio φ and on the temperature T of the fresh gases which can vary as well both

in space and time.

2.3 Modeling challenges

The performed research activities aim to cope with a wide range of questions

raised when dealing with novel combustion systems from both a physical un-

derstanding and a numerical modeling point of view. Indeed, to extend the LES

approach to more complex bi-fuel configurations when enriching combustion with

hydrogen, also operated at elevated pressure, and when simulating novel spinning

combustion devices, multiple challenges need to be addressed:

• Multi-physics. The first challenge is linked to the multi-physics nature of

the phenomena present in these burners which involves combustion and

acoustics. Therefore, a compressible reactive solver with high-order low-

dissipative and low-dispersive numerical schemes has to be used to analyse

the thermoacoustic response of the flame. This choice strongly impacts the

cost of the simulations since a time step of the order of 10−8 - 10−9 s is

required for the temporal accuracy and stability of the needed numerical

schemes to abide to the Courant-Friedrichs-Lewy (CFL) requirement which

rules in compressible solvers.

• Chemical kinetics and transport properties. A new chemical kinetic scheme

has to be derived for describing bi-fuel flames. In addition, the particular

diffusion properties of hydrogen raises questions about the transport prop-

erties modeling. Moreover, for the analyses of SCT combustors, classical

globally reduced 2-step chemistry is not necessarily suitable since, despite

being computationally cheap, it does not provide accurate prediction of the

flame response to strain and extinction which are two fundamental points

in the analysis of engine operability (e.g. LBO capabilities) [47]. These

are however fundamental processes of spinning combustion devices and are

also important in flame-wall interactions. As a consequence, for the present

work, the use of more expensive but accurate Analytically Reduced Chem-

istry (ARC) [65] has been devised.
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• Thermal load impact. Even though the impact of the thermal boundary

conditions on the flame stabilization and dynamics is well known in the

literature, LES simulations are often performed with simple boundary con-

ditions at the walls where temperature is either imposed or adiabaticity is

assumed. When dealing with hydrogen, the thermal load on the combus-

tor components will be more intense since hydrogen flames tend to stabilize

closer to combustor walls. For SCT combustors, the thermal boundary state

can also play a major role in defining the flame quenching or stabilization

process close to the walls. To consider these effects and provide accurate

thermal boundary conditions, Conjugate Heat Transfer (CHT) simulations

have been performed by coupling the LES solver with the AVTP heat con-

duction solver [54, 55, 66]. Note that compared to the computationally

expensive fluid solver, the additional computational cost due to the solid

solver is not significant, justifying its use in this case. However, the total

computational cost will again increase due to the additional simulation time

needed to reach thermal equilibrium in the solid domain which can double

the effective cost of the initial simulation.

• Wall-flame interactions. For this specific physics which is clearly at play in

spinning combustors as experimentally observed in real engines, the classical

thickened-flame model is known to produce questionable results. Higher

mesh resolution is hence needed in order to resolve the flame interaction

with the walls, increasing the overall number of cells for such computation

and hence its cost.

• Acoustics and combustion dynamics: H2-enrichment modifies the combus-

tion dynamics and can trigger dangerous thermoacoustic oscillations [67,

68, 69]. High-fidelity simulations of H2-enriched flames experiencing ther-

moacoustic oscillations are however marginally investigated in the literature

even though they can reveal physical insights not otherwise observable with

experiments only. To fill this gap of knowledge, high-fidelity LES are used

in the present work to get more insights on the physical mechanisms driving

these instabilities. To this scope, low-dissipation numerical scheme and a

proper representation of the acoustic properties at the boundaries must be

used to guarantee the correct representation and propagation of the reso-

nant acoustic mode for the analysis of the thermoacoustic flame behaviour.

• Pressure effects. Real engines operate at elevated pressure but most of the

academic experiments are conducted at atmospheric pressure because of the
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less expensive and complex setup required. Currently, the HIPOT PREC-

CINSTA test bench is the only test rig capable of operating at elevated

pressure, with different hydrogen content and equipped with high quality

experimental diagnostics useful to validate the simulations and analyze the

pressure effect on the flame dynamics [67]. On the numerical side however,

this means that much thinner flame fronts are expected: more refined mesh

and HPC resources are needed to allow for flame resolution.

• HPC optimization: As opposed to DNS where all scales are resolved, LES

are susceptible to uncertainty due to the inherent modeling of the small

scales, hence underlining the importance of the mesh resolution. In a mesh-

converged wall-resolved LES, the numerical dissipation generated by the

numerical schemes would be with orders of magnitude smaller than the

one provided by the SGS model. However, this, in combination with all

the above-mentioned challenges, implies the generation of massive meshes

that are impractical to run. Therefore, in order to improve the mesh with-

out considerably increasing the cost of the simulation, local refinement is

needed. As a matter of fact, the use of a proper mesh adaptation strategy

can effectively produce the desired local mesh refinement to match the ve-

locity field and flame structure measured experimentally. However, Static

Mesh Refinement (SMR) of reactive LES are quasi inexistent in the com-

munity, the critical point being to define a Quantity of Interest that flags

the regions where important physics happens and where mesh refinement

is needed to increase the overall LES accuracy. In this context, a novel

mesh adaptation strategy for high-fidelity LES of reactive turbulent flows

has been proposed to optimize the HPC resources.

Among these challenges, three developments have been found to be the key-

stone for achieving good LES prediction of novel combustion systems and are

addressed in the following Chapters. First, in Chapter 3, a novel Static Mesh Re-

finement strategy for reliable LES of reactive flows is proposed and validated on

the VOLVO and the PRECCINSTA test benches [70]. Second, the CHT approach

and the effect of wall heat transfer modeling on the PRECCINSTA flame dynam-

ics are presented in Chapter 4 [59]. Finally, Chapter 5 presents the challenge

of dealing with bi-fuel flames from a chemical kinetics and transport properties

modeling point of view together with a successful application to the MIRADAS

flame [71].
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Static mesh refinement for

turbulent reacting flows
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The design challenge of reliable lean combustors needed to decrease pollutant

emissions has clearly progressed with the common use of experiments as well as

Large Eddy Simulation (LES). However, the accuracy of such numerical predic-

tions depends very often on the user’s experience to choose the most appropriate

flow modeling and, more importantly, the proper spatial discretization for a given

computational domain. The present Chapter focuses on the last issue and pro-

poses a static mesh refinement strategy based on flow physical quantities. To do

so, a combination of sensors based on the dissipation and production of kinetic

energy coupled to the flame-position probability is proposed to detect the regions

of interest where flow physics happens and grid adaptation is recommended for

good LES predictions. Thanks to such measures a local mesh resolution can be

achieved in these zones improving the LES overall accuracy while, eventually,

coarsening everywhere else in the domain to reduce the computational cost. The

proposed mesh refinement strategy is detailed and validated on two reacting-flow

problems: a fully premixed bluff-body stabilized flame, i.e. the VOLVO test case,

and a partially premixed swirled flame, i.e. the PRECCINSTA burner, which is

closer to industrial configurations. For both cases, comparisons of the results
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with experimental data underline the fact that the predictions of the flame sta-

bilization, and hence the computed velocity and temperature fields, are strongly

influenced by the mesh quality and significant improvement can be obtained by

applying the proposed strategy. Note that these results have been published in

Physics of Fluids [70].

3.1 State of the art

Few decades ago, Large Eddy Simulation (LES) had demonstrated its capability

in predicting complex flows at Reynolds numbers that could not be reached by

Direct Numerical Simulation (DNS), opening the opportunity of improving the

understanding of turbulence in simple geometries [32]. Nowadays, thanks to the

progress in computer technology and the significant advances in flow modeling

(e.g. SGS models [72, 73], near-wall models), LES has become a reference method

also for simulating flow physics in complex geometries, including swirling reacting

flows in combustors [74, 75, 76, 77]. In the aeronautical sector, together with

experiments, because of its ability to accurately predict the interactions between

turbulence, acoustic, spray and flame, the LES approach has been widely used [19,

33] to study unsteady combustion thermoacoustic instabilities [23, 24], lean blow-

off [14, 15], extinctions [16, 78] or even to address pollutant emissions [35, 36].

However, the accuracy of these predictions often relies on the user’s experience

in choosing the most appropriate flow modeling along with the proper spatial

discretization for a given computational domain. Sensitivity of the solution to

the mesh is in fact a well-known issue in Computational Fluid Dynamics (CFD)

both for non-reactive [79, 80, 81] and reactive flows [75, 82]. In the context of

Reynolds Averaged Navier-Stokes (RANS) prediction independence of the mesh

is often requested and homogenous mesh refinement is commonly applied but it is

also found to be computationally expensive and, therefore, not often practical [83].

To circumvent such a challenge, Adaptive Mesh Refinement (AMR) meth-

ods have been developed in an attempt to locally adapt a mesh. Two different

philosophies are at the basis of AMR: Static Mesh Refinement (SMR) and Dy-

namic Mesh Refinement (DMR). SMR is more suitable for quasi-steady problems.

It relies on computed flow statistics (e.g. mean field, RMS etc.) from which it is

possible to identify flow regions where refinement is of interest. In these zones,

h-refinement methods are usually applied subdividing the cells of a given mesh

isotropically or anisotropically [84, 85] until an optimised grid is obtained. On the

contrary, DMR is more appropriate for unsteady cases where flow statistics have

no specific physical meaning because the flow is in full transition: i.e. it evolves
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drastically in space and time (e.g. in explosion, ignition). This second strategy

relies on an ’on-the-fly’ evaluation of the important flow regions so that the spatial

discretization of the computational domain changes as the computation proceeds.

The optimized mesh can be obtained using p-refinement so that the order of dis-

cretization is locally increased avoiding changes in mesh topology. An alternative

is to use a r-refinement in which cells of a given mesh are redistributed within the

computational domain, clustering them in the zones of interest [86]. All of these

different AMR methods have been developed and successfully applied to RANS

for both non reactive flows [87, 88] or reactive cases [89]. Solution-based methods

have been proposed to adapt a given mesh with the objective of minimizing an

interpolation error, for example by taking the hessian matrix of a certain quan-

tity [84]. Adjoint-based techniques have also been used in some cases to estimate

errors sensitivity [90] and perform mesh adaptation [91, 92]. Both solution-based

and adjoint-based methods have been successfully applied to external flows [93]

as well as to turbo-machinery applications [94, 95, 96], like a high pressure tur-

bine cascade [97]. Combination of the two methods have also been proposed for

turbo-machinery applications [98] while focus on adjoint quantities such as total

pressure ratio, total temperature ratio and adiabatic efficiency has been recently

pointed out [99]. Finally dedicated methodologies to adapt a mesh focusing on

shock waves-boundary layer interactions also exist [100]. Applications to LES are

clearly more difficult and rare mainly due to the only recent maturity of such an

unsteady turbulence modeling approach [101].

For non-reactive turbulent flows, AMR for LES has been assessed on struc-

tured meshes making use for example of the multi-scale decomposition theory [102].

Following RANS, anisotropic mesh adaptation using an Hessian-based error in-

dicator considering small scale energy has also been recently proposed with the

idea of identifying the optimal spatial resolution by minimizing the solution sen-

sitivity [103]. The main limitation of these applications is linked to the use

of structured mesh which can hardly manage complex geometries, leaving the

method to be applicable only to turbulent channel flows or to flows on backward-

facing steps and only recently to swirling flows [104]. The simulation of complex

geometries indeed require unstructured grids. In this context, a double criterion

ensuring both correct discretization of the mean field and a sufficient LES qual-

ity to ensure enough explicit prediction of the turbulent scale motions [45] has

recently been proposed for iso-thermal flows in a complex meso-combustor [105].

Swirling flow have also been investigated [106]. In this case, the adopted AMR

strategy consisted in defining regions where a mesh refinement was to be applied
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making use of a sensor based on the dissipation rate of kinetic energy, achieving

an improvement on the prediction of the pressure losses through the swirlers.

For reactive flows, a grid sensitivity analysis has been recently obtained in the

DNS framework for a turbulent hydrogen jet flame using a structured grid [107].

However, and to the author’s knowledge, AMR of reactive LES is quasi inex-

istent even though literature does not lack of works where the impact of the

mesh on the accuracy of the numerical predictions is addressed. For example,

the VOLVO academic test-bench [108, 109, 110], in which a fully premixed flame

is stabilized behind a bluff-body, has been shown to be strongly sensitive to nu-

merics [111], chemical mechanisms [47], thermal radiation [112] and also mesh

refinement level [113], making this configuration very well suited for a first ap-

plication of LES AMR methods. A first application going in this direction was

proposed by Drennan et. al [114] with a structured grid. Following the experience

with Hessian-based AMR methods in RANS, cells were added in regions of large

flow shear and temperature gradients in an attempt to obtain a grid independent

LES prediction. Complementarily, systematic analysis of the solution mesh sen-

sitivity for turbulent reactive flows has been recently performed on the partially

premixed swirled flame in the well-known PRECCINSTA test bench [27]. Bénard

et al. [115] compared solutions obtained on different unstructured meshes with

increasing homogeneous refinement levels, evidencing how the flame stabilisation

and lift-off is impacted by the mesh quality. This last work however did not

propose an AMR strategy to efficiently refine the mesh in the required regions.

From the previous literature review it is evident that solution mesh sensitivity

of LES is a well-known issue, especially for turbulent reacting flows in complex

geometries. A direct consequence is that grid generation may become very time-

consuming, particularly if high-quality meshes are needed to minimize numerical

errors. Industrially, there is clearly a need of limiting this time-consuming process.

Likewise approaching a automated-mesh-generation strategy in which results do

not depend on the user’s experience (which is more likely to fail if dealing with

new lean combustor geometries, e.g. Spinning Combustion Technology [77]) can

only be the result of a well-established AMR strategy. From the academic point

of view, focus should lie on the accuracy of LES and solution mesh sensitivity

which may hide flow modeling issues. However, there is clearly a lack of AMR

strategies for LES of turbulent reactive flows in complex geometries [101].

This Chapter aims at filling this gap of knowledge by proposing a SMR

methodology so as to allow to refine a mesh and increase the accuracy of LES

prediction while reducing the solution sensitivity to the grid. The method is

based on three physical quantities (or Quantity of Interest, QOI [106]) computed
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from mean flow data, namely the dissipation rate of resolved kinetic energy, the

production rate of the resolved turbulent kinetic energy and the probability to

find the flame in a certain region. Once these fields are evaluated, it is possible

to define the Region of Interest (ROI) where important flow physics happens and

where higher mesh refinement level is required. To do so, QOIs are obtained and

time-averaged during the computation (i.e. according to the SMR approach).

They are provided to the MMG3D library [116] that refines the mesh in the ROI

thanks to a h-refinement method1. A new computation is then carried out on

the refined mesh and QOI are again averaged to re-apply the refinement proce-

dure if needed, following the idea of iterative refinement proposed by Daviller et

al. [106]. This strategy is applied and validated on the two previously mentioned

configurations: the VOLVO and PRECCINSTA test-rigs.

The Chapter is organized as follows. Criteria and strategy for the mesh refine-

ment are detailed in section 3.2. Results on the VOLVO test case are discussed

in section 3.3 followed by the PRECCINSTA flame in section 3.4.

3.2 Criteria for mesh refinement

The proposed mesh adaptation strategy relies on a Static Mesh Refinement

(SMR) procedure which aims at generalizing the original contribution proposed

by Daviller et al. [106] to complex turbulent reacting flows. The idea behind this

procedure is that the criteria at the basis of the mesh refinement should represent

the important physics of the problem [117]. This can be done by selecting certain

Quantity of Interests (QOIs) which flag the flow regions where physics happens

and potentially require mesh refinement. Once a proper QOI is selected, the SMR

procedure is applied (Fig. 3.1). Note that the approach is iterative: (1) LES pre-

diction is produced on an arbitrary initial mesh to compute average fields for a

given QOI. (2) Starting from the QOI field, a metric field is computed containing

the information on the desired local mesh refinement (or coarsening). (3) LES is

performed on the new mesh, resulting in a novel evaluation of the QOIs. Such

steps can then be repeated until the LES accuracy is deemed satisfactory.

The use of a SMR method in place of a DMR one gives the possibility to

look at the quasi-steady flow statistics and that can also provide information

not only about the physics happening, for example by looking at the rms values

which describe the dynamics of the system, but also about the mesh quality as

1Note that, when it comes to computational cost, one advantage of SMR with respect to
DMR is the less complex handling of parallel computing strategies. DMR necessarily requires
a check of load balancing among CPUs according to new mesh size and element distribution
across partitions which may affect the calculation speed. This is not the case for SMR.
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LES simulation on an initial arbitrary mesh

Compute averaged QOI fields

step 0

Compute metric based on QOI fields

Adapt the mesh using metric

n steps Satisfactory

accuracy?

Yes Final

result

LES simulation on the new mesh

Compute new averaged QOI fields

No

Figure 3.1: Generalized scheme of Static Mesh Refinement procedure.

well as indicate if further refinement is required, for example by looking at SGS

model output. To tackle turbulent reactive flows and define proper QOI’s, the

retained strategy divides the complexity of the problem into two distinct parts:

the aerodynamics and the flame. The justification of this choice is twofold. First,

from a practical point of view, what typically happens in reactive computations is

that preliminary validations are conducted on corresponding non-reactive cases,

so that aerodynamics should be first correctly captured. Second, from a physical

point of view, it is evident that if aerodynamics is not well predicted, the flame

cannot be correctly predicted since flame stabilization and dynamics are primarily

driven by aerodynamics.

3.2.1 Aerodynamics criteria

To point out the physical mechanisms that generate pressure losses in swirlers,

Daviller et al. [106] proposed to look at the conservation equation for kinetic

energy Ec = 1/2ρuiui which for constant-density flows [118] reads:

∂Ec

∂t︸︷︷︸
1

+
∂

∂xj

(ujPt)

︸ ︷︷ ︸
2

=
∂ (τijui)

∂xj︸ ︷︷ ︸
3

− τij
∂ui

∂xj︸ ︷︷ ︸
4

. (3.1)

In Eq. (3.1) terms (1), (2), (3) and (4) correspond to the temporal variation

of the kinetic energy, the mechanical energy flux (i.e. advection of total pressure
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Pt), the viscous diffusion and the viscous dissipation respectively. The viscous

dissipation term (4) Φ controls the losses of total pressure Pt and hence the swirler

pressure losses:

Φ = τij
∂ui

∂xj

=
µ

2

(
∂ui

∂xj

+
∂uj

∂xi

)2

. (3.2)

Φ plays also an important role in turbulence theory since it corresponds to

the fluid friction irreversibilities and controls the dissipation rate of the small

scales [119]. Indeed, if considering a steady flow subject to no external force, it

is possible to integrate Eq. (3.1) over the computational domain to express the

pressure losses directly as a function of the integral of the volumetric dissipation

rate:

Qv∆Pt =

∫

flow domain

Φ dV (3.3)

where the first term represents the product of the volume flow rate Qv and the

pressure loss between inlet and outlet sections ∆Pt. From Eq. (3.3) it is evident

that to correctly predict the pressure loss across a swirler, LES should properly

capture the dissipation rate. Φ could then be used to construct the first QOI.

However, while the equations above are exact for DNS, LES only solves for filtered

velocity ũi as recalled in Chapter 2 [30, 31]. This results in two contributions

when evaluating the total resolved kinetic energy transport equation namely the

laminar viscosity µ and the turbulent viscosity µt which takes into account the

SGS model. Following these considerations, Daviller et al. proposed the definition

of the metric LIKE constructed starting from the adimentionalized time-average

dissipation rate QOI field (Φ⋆):

Φ̃ = (µ + µt)

(
∂ũi

∂xj

+
∂ũj

∂xi

)2

, (3.4)

Φ⋆ =

[
1 −

(
Φ̃ − Φ̃min

Φ̃max − Φ̃min

)]α
, Φ⋆ ∈ [0 : 1], (3.5)

LIKE = Φ⋆(1 − ǫ) + ǫ. (3.6)

In Eq. (3.5) α is a smoothing parameter while ǫ in Eq. (3.6) allows limiting the

new cell volume (∆) which is reduced up to ǫ∆ if Φ̄ = Φ̄max. This is fundamental

to avoid drastically reducing the time-step in explicit compressible LES codes

subject to CFL condition. Note also that this formulation does not take into

account dilatation dissipation due to compressibility effects [120] but it can be

considered as a first order approximation for compressible flows.
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While the LIKE criterion has been showed to be well suited to improve flow

pressure loss predictions (more details in Ref. [106]), in order to completely char-

acterise a turbulent flow in LES including the turbulent activity, the adequate

unsteady velocity field should also be properly captured. Recalling the Reynolds

decomposition to differentiate mean velocity ui from its fluctuation u′i, performing

the Favre and time averaged of Eq. (3.1), it is possible to obtain a balance equa-

tion for the mean specific kinetic energy K = 1
2
(ui)

2 and the turbulent specific

kinetic energy k = 1
2
(ui
′)2 for constant-density flows reads:

DK

Dt︸︷︷︸
1

= u′iu
′

j

∂ui

∂xj︸ ︷︷ ︸
2

− ν
∂ui

∂xj

∂ui

∂xj︸ ︷︷ ︸
3

+
∂

∂xl

[
ν
∂K

∂xl

−
p

ρ
ul − uiu′iu

′

l

]

︸ ︷︷ ︸
4

, (3.7)

Dk

Dt︸︷︷︸
1

= −u′iu
′

j

∂ui

∂xj︸ ︷︷ ︸
2

− ν
∂u′i
∂xj

∂u′i
∂xj︸ ︷︷ ︸

3

+
∂

∂xl

[
−
p′u′l
ρ

+ 2νu′is
′

il −
1

2
u′iu
′

iu
′

l

]

︸ ︷︷ ︸
4

. (3.8)

The terms (1) in Eqs. (3.7), (3.8) correspond to the temporal variation of mean

specific kinetic energy K and turbulent specific kinetic energy k, respectively.

Terms (4) relate to the flux of mechanical energy. These terms disappear in the

integral formulation over the fluid domain if the flow is subject to no power of

external viscous forces. Terms (3) are the dissipation of the mean kinetic energy

(Φm) and of the turbulent kinetic energy (Φt), respectively, their sum being Φ.

Note that the contribution of Φm and Φt to the temporal evolution of mean

and turbulent kinetic energies is always negative meaning that they drain energy

from the fluid and they dissipate the mechanical energy into heat. With the

exception of the sign, terms (2) in Eqs. (3.7), (3.8) are equal and refer to the

production of turbulent kinetic energy (Pk). The Pk contribution can be either

positive or negative, meaning that it represents a transfer of energy from the

mean kinetic energy to the turbulent one and vice-versa. Adding Eqs. (3.7), (3.8)

the conservation equation for the total specific kinetic energy averaged in time

is obtained Kc = 1
2
(ui)

2 = 1
2
(ui)

2 + 1
2
(ui
′)2 = K + k. In such a case, terms

(2) cancel each other and the dissipation of total kinetic energy (formulated in

Eq. (3.4) for LES) used in the previously defined LIKE criterion (Eq. (3.6)) is

retrieved. These considerations highlight a possible limitation on the use of LIKE

to capture the full dynamics of a turbulent flow, i.e., while the evolution of the

total kinetic energy is well captured by LIKE, the same cannot be said for its

distribution between mean and turbulent kinetic energy. The dynamics of the

flow is therefore not guarantied unless the absolute level of Φ is known which is

not the case in LES due to modelling.
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To address this issue, it is interesting to look at the three different fields Φm,

Φt and Pk in the filtered LES formulation. These can then be used as QOI

to identify the flow regions where the variation of turbulent and mean kinetic

energy is maximum. Note that density is taken into account to be coherent with

Eq. (3.4).

Φ̃m = (µ + µt)
∂ũi

∂xj

∂ũi

∂xj

, (3.9)

P̃k = −ρũ′iũ
′

j

∂ũi

∂xj

, (3.10)

Φ̃t = (µ + µt)
∂ũ′i
∂xj

∂ũ′i
∂xj

. (3.11)

A constructed field Φm,t,p is hereby proposed as a combination of these three

QOI:

Φm,t,p = β
Φ̃m −

(
Φ̃m

)
min(

Φ̃m

)
max

−
(

Φ̃m

)
min︸ ︷︷ ︸

1

+γ
| P̃k | +Φ̃t −

(
| P̃k | +Φ̃t

)
min(

| P̃k | +Φ̃t

)
max

−
(
| P̃k | +Φ̃t

)
min︸ ︷︷ ︸

2

. (3.12)

Term (1) in Eq. (3.12) corresponds to the non-dimensional dissipation rate of

mean kinetic energy Φ̃m, while the term (2) is the non-dimensional sum of the

absolute production | P̃k | and the dissipation rate of turbulent kinetic energy Φ̃t.

While the first term looks for regions where variations of mean kinetic energy are

more important, the second one underlines regions where variations in turbulent

kinetic energy are large. To balance the two contributions, the coefficients β and

γ are here introduced. To choose their values, after the first refinement iteration

in which they can be equal to 1, it is possible to look at the convergence rate of

the mean (β) and the turbulent (γ) kinetic energies in the flow field with respect

to the previous refinement iteration. Once the field Φm,t,p is defined, it is possible

to limit its variation in [ǫ : 1] following the same procedure as in Eqs. (3.5), (3.6).

Note that, in the limits of the following applications (see section 3.3 and

section 3.4), | P̃k | and Φ̃t happen with very similar intensity in the same regions

of the domain, meaning that when energy is driven from the mean flow to the

turbulent activity (P̃k) it is also like to be dissipated (Φ̃t). Therefore, the general

procedure can be further simplified by canceling out the P̃k term from eq. 3.12,

since P̃k and Φ̃t give similar information in terms of QOI. The metric ends up in

being a balance between Φ̃m and Φ̃t thanks to the the parameters β and γ. The

same role is played by α in eq 3.5: when increasing α one increases the importance
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given to smaller dissipation values (i.e. typically Φ̃t) with respect to large values

(i.e. typically Φ̃m) and it is equivalent to increase γ with respect to β. Therefore

it is useful to look at the different fields in order to correctly control the metric

construction, giving for example a physical meaning and a proper value to α in

the LIKE criterion or fixing the β and γ in the generalized procedure.

3.2.2 Flame criterion

Flames are usually too thin to be fully-resolved in numerical simulations. A

combustion model is thus usually used to overcome this limitation. While multiple

models could be found in the literature (see Ref. [121] for an exhaustive review)

this work will deal with the Thickened Flame model (TFLES) in which flames are

artificially thickened to be resolved on the mesh, without modifying their flame

speeds [49, 60, 61, 62, 63, 64] (see Chapter 2 for more details). The thickening

process is done by multiplying diffusion terms and dividing reaction rates by a

local thickening factor F . In case of a turbulent flame, since a thickened reactive

layer is less sensitive to turbulence, an efficiency function Ξ∆ is introduced to

compensate for the corresponding reduction of flame surface [49, 61].

The value of the thickening factor F is chosen in order to guarantee nF

points (usually between 5-8 depending on the complexity of the chemical de-

scription [47]) in the flame thermal thickness (δT ) and can be locally evaluated

as:

F (−→x , t) =
nF∆x(−→x )

δT (φ, T )
, (3.13)

where ∆xis the characteristic mesh size. Note that the local applied thickening

factor F varies both in space −→x and time t since ∆x is usually not uniform

and varies in space and the thermal flame thickness δT depends mainly on the

equivalence ratio φ and on the temperature T of the fresh gases which can vary

as well both in space and time.

Following these definitions, to build a proper flame refinement criterion two

data are needed: the time-averaged flame position and the local mesh size. The

first can be easily computed using a flame sensor S. This sensor is equal to unity

in the region where the flame is present and is zero elsewhere. It is straightforward

to understand that the time-averaged field S represents the local probability of

finding a flame. Note that it is possible to define a threshold value (Slimit) to

flag the domain regions where the probability to find the flame is at least Slimit.

For example, the iso-contour at Slimit = 0.1 splits the domain in two region:

one where Slimit > 0.1 and the probability to find the flame is more then 10%
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Figure 3.2: Example of S and F fields. Flame has different position in

the two instants t1 and t2 and different instantaneous F . It is evident

how S corresponds to the probability to locally find the flame and F
under-estimate the local thickening required.

and should be taken into consideration for mesh refinement, the other where

Slimit < 0.1 and the probability to find the flame is less then 10% and one can

decide to avoid refining in this region.

In the regions detected by this sensor, a target flame resolution Ftarget can

then be defined. By comparing this value with the time-averaged thickening

F , according to Eq. (3.13), the information on the characteristic mesh size is

retrieved. However, F may locally underestimate the thickening needed for the

calculation. This is explained hereafter with the help of the schematic shown in

Fig.3.2: (1) combustion being an unsteady process, the flame may not always

be locally present in a specific region. (2) Local variations of equivalence ratio

(e.g. in partially premixed flames) may furthermore induce variations in flame

thickness and hence in instantaneous locally applied F . To take into account

these local variation of F , an effective thickening field Feff can be reconstructed

from the time-averaged field F and its standard deviation Fσ: Feff = F + Fσ. 1

Once the field Feff is computed and a suitable Ftarget chosen, it is possible to

build the Flame Effective Thickening (FET) metric as follows:

FET =

{
Ftarget

Feff
if S ≥ Slimit and Ftarget ≤ Feff

1 elsewhere,
(3.14)

where Slimit is a threshold value on the flame sensor. The refined mesh is

then obtained by multiplying each cell characteristic size ∆x by the FET metric

achieving the desired resolution (i.e. desired thickening F ) in the region where

the probability to find the flame is higher or equal to Slimit. Using the FET

metric, it is also straightforward to compute an a priori (i.e. before refinement)

1It is worth notice that if F can be described by a Gaussian distribution, Feff statistically
does not underestimate the local maximum thickening F for the 84.15% of the time, which is
considered to be a reasonable condition.
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estimation of the required number of cells of the refined mesh (Nrefined) as a

function of Ftarget and Slimit:

Nrefined =
Ncoarse∑

i

(
∆x refined

∆x coarse

)3

i

=
Ncoarse∑

i

(
1

FET

)3

i

. (3.15)

Note also that this approach can be easily extended to cover other sub-grid

combustion models. In fact, the flame sensor S, and hence the flame probability

S, can always be defined independently from the sub-grid combustion model used.

For example, starting from the heat release rate field q̇ one can choose to set S = 1

in the region where q̇ is larger than a certain threshold value. Equivalently an iso-

C (i.e. progress variable) or iso-Z (i.e. mixture fraction) values can be introduced

in place of S (any combustion marker would work). In this way the reactive ROI

can be defined following the same procedure. The only difference stays in the

refinement level which cannot be chosen on the base of the thickening factor F

for other specific turbulent combustion models. However, it is straightforward to

select the refinement level in order to have the desired mesh size with respect to

the characteristic length of the problem, for example the thermal flame thickness

δT .

The refined mesh is obtained by multiplying each cell characteristic size ∆x

by the FET metric. As a results, the metric leads to a mesh with the desired

resolution (i.e. desired thickening F ) in the region where the probability to find

the flame is higher or equal to Slimit. The statistical approach here proposed

allows to have a resolution higher then the desired one for most of the time (i.e.

84.15% in the Gaussian distribution scenario) and avoids asking for too high

resolution which is effectively needed just for small part of the time. Indeed, if

one takes directly the Fmax (instead of Feff ) value into consideration, the real

resolution of the refined mesh will be always higher than the desired one, leading

to a heavy mesh and high computational cost. For this reason and for the good

behaviour confirmed in the applications, Feff is considered to be a reasonable

reference to build the FET metric. From an industrial point of view, the choice of

this criterion is very promising since the user can either ask for a certain resolution

in the flame region (i.e. defining Ftarget) either asks for the maximum possible

resolution with a certain mesh cells number. For example, it is straightforward

to compute a priori (i.e. before refinement) the resulting number of cells of the

refined mesh (Nrefined) as a function of Ftarget:
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Figure 3.3: Scheme of the two mesh adaptation procedures: optimiza-

tion of existing reference mesh and building of optimal mesh from initial

arbitrary one.

3.2.3 Refinement procedure

The two previously defined QOI’s for aerodynamics and flame are now combined

following the two procedures schematized in Fig. 3.3 to either build an optimal

mesh or optimize an existing one (to avoid waste of computational resources).

The optimization of an existing reference mesh which already has satisfactory

accuracy with respect to experimental data is based on the observation that hand-

made meshes usually overestimate the needed number of cells in regions where no

relevant physics happens. For example, when dealing with reactive flows, common

practice is to refine in the region where flame is expected to be according to user’s

experience and, to be sure that the flame is well-resolved, this generally brings

to an over-estimation of the ROI. The procedure to optimize an existing mesh

is straightforward: first LES is computed on the reference mesh to evaluate the

QOI’s Φ̃m, Φ̃t, P̃k and S. Then it is possible to identify the ROI by defining

limits on the QOI: for example Φ̃mlimit = 0.01 ∗ Φ̃mmax, Φ̃tlimit = 0.01 ∗ Φ̃tmax

and P̃klimit = 0.01∗ P̃kmax to identify the ROI where most of mean kinetic energy

dissipation and production or dissipation of turbulent kinetic energy happen while

a Slimit = 0.01 defines the ROI where there is a large probability to find the flame.
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The ROI can be defined as the union of these regions, as follows,

ROI =
(

Φ̃m ≥ Φ̃mlimit

)
∪
(

Φ̃t ≥ Φ̃tlimit

)

∪
(
| P̃k | ≥| P̃k |limit

)
∪
(
S ≥ Slimit

)
.

(3.16)

A uniform metric D (larger than 1) can be then defined in the rest of the domain

to derefine the mesh. LES is performed on the new mesh reiterating the described

procedure if needed.

The building of an optimal mesh starting from an arbitrary initial mesh fol-

lows the initial step of computing the QOI’s. At this point, due to the possible

additional difficulty of a totally wrong initial solution, a check on the accuracy

of the aerodynamics prediction is needed. If accuracy is not satisfactory, based

on an analysis of the fields Φ̃m, Φ̃t, P̃k it is possible to decide to use the LIKE

metric with proper α parameter or Φ∗m,t,p metric if Φ̃t, P̃k happen in different

regions of the domain. The refinement step brings to a new mesh on which LES

can be computed and accuracy of the aerodynamic field checked until it becomes

satisfactory. At this point, if the flame prediction is not accurate, the FET metric

can be evaluated and used to refine the mesh in the flame region. The iterative

refinement procedure finally leads to an optimum mesh with the desired solution

accuracy. In the following both proposed strategies are first applied and vali-

dated on the academic VOLVO test case (section 3.3). The methodology is then

applied to the PRECCINSTA rig (section 3.4) showing that the method can be

successfully applied to more complex configurations.

3.3 A fully premixed bluff-body stabilized flame:

the VOLVO test case

Well-known as a benchmark for turbulent reacting simulations [111, 122, 123],

the VOLVO combustor [108, 109, 110] consists in a 3D propane-air turbulent

premixed flame burning in a straight rectangular cross-section channel (0.12 m

× 0.24 m). A bluff-body flame-holder is used to stabilize the flame. Fresh gas

conditions are T = 288 K and P = 101325 Pa. The computational domain

shown in Fig. 3.4 has the exact longitudinal and transverse dimensions as the

original burner. LES are performed using the AVBP solver developed by CER-

FACS [124]. It solves the fully compressible Navier-Stokes multispecies equations

on unstructured grids (Chapter 2). The flow is integrated using the fully com-

pressible explicit Lax-Wendroff (LW) convection scheme [125] (second order in
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Figure 3.4: Overview of the computational domain. The flame is repre-

sented through an iso-contour of progress variable c = 0.5 (orange line).

Measurements were made on seven longitudinal (x1, x2, x3, x4, x
′
4, x
′
5 and

x5) and one (z) transverse locations.

time and space). Inlet and outlet boundary conditions are treated with Navier-

Stokes Characteristic Boundary Conditions (NSCBC) [30]. These two boundary

conditions are modeled as non-reflecting sections to avoid exciting a particular

acoustic mode. At the inlet, gaseous propane is premixed with air at an equiv-

alence ratio equal to 0.65 and injected at an inlet bulk velocity U0 = 17.3 m/s.

Turbulence is injected at the inlet using the method of Guezennec et al. [126]

to recover the turbulence intensity measurements [108]. As the wall temperature

is not provided in the experiments [108], the walls are modeled as adiabatic no-

slip walls. The TFLES model with the Charlette model [61] and a coefficient

βCh = 0.5 is used.

3.3.1 Results and discussion

Validation of the proposed methodology is hereafter detailed for the optimization

of an existing mesh (section 3.3.1.1) and afterward to look for an optimal mesh

(section 3.3.1.2).
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Figure 3.5: Overview of the reference mesh (68M) used by Rochette

et al.[47]. The flame is represented through an averaged field of heat

release rate q̇. The averaged thickening factor field F is also shown. The

white iso-contour delimits the recirculation zone (Ux = 0 m/s).

3.3.1.1 Optimizing an existing mesh

The previously proposed strategy (Fig. 3.3) is at first assessed. To do so, the

previous calculations of this flame using the same solver performed by Rochette

et al. [47] is used as a reference. Figure 3.5 reports the averaged field of heat

release rate q̇ and the thickening factor F fields predicted by Rochette et al. [47]

superimposed on the computational grid. With this grid the flame is anchored

to the flame-holder between the recirculation zone and the high sheared fresh gas

region. It is wrinkled by the eddies generated by the bluff-body and burns until

the end of the combustion chamber. The grid consists of 68 million tetrahedral

elements for which the mesh has been manually refined in shear and combustion

regions achieving a ∆x = 500 µm just downstream of the flame-holder. This

results in a near wall region of the flame holder dimensionless wall distances of

y+ = 25, versus y+ = 80 near the combustor walls. It is possible to notice that

the mesh exhibits clusters of cells where no important physics occurs. Following

the strategy, the ROI are identified using the previously described QOIs.

Regions of large mean and turbulent kinetic energy dissipation rate are re-

spectively identified by Φ̃ (Eq. (3.4)) and Φ̃m (Eq. (3.9)) as presented in Fig. 3.6.

The Φ̃ field activates in shear regions just downstream of the flame-holder as well

as at the boundary of the recirculation zone and in the boundary-layer nearby

the walls. The Φ̃m field well detects the dissipation of mean kinetic energy that

happens in the wall boundary-layers and in the shear region downstream of the

bluff-body. The magnitude of these two fields is comparable, confirming that

most of the kinetic energy dissipation acts on the mean form in the shear-region

downstream the bluff-body. The gray and the white iso-contours correspond to
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Figure 3.6: QOI fields of Φ̃ and Φ̃m for case 68M. The grey and the

white iso-contour delimit the ROI where most of the kinetic energy

dissipation happen with the values of Φ̃ = 0.01 Φ̃max and Φ̃m = 0.01

Φ̃mmax respectively. Note that log scale is used.

Φ̃ = 0.01 Φ̃max and Φ̃m = 0.01 Φ̃mmax and identify the ROI where most of the

dissipation happens.

The QOI fields of P̃k (Eq. 3.10) and Φ̃t (Eq. 3.11) are compared in Fig. 3.7.

The gray and the white iso-contours correspond to | P̃k | = 0.01 | P̃k |max and

Φ̃t = 0.01 Φ̃tmax and identify the regions where large production and dissipation

rates of turbulent kinetic energy happen, respectively. Production is negative

in the region upstream the bluff-body’s corner where the flow axially accelerates

and turbulent kinetic energy is converted into mean kinetic energy, reducing the

turbulence activity in the flame region. In the downstream shear-layer production

is positive, indicating that turbulence and eddies are produced by the bluff-body.

In the latter, Φ̃t is also activated and its intensity reduces moving downstream as

turbulence is no more produced and dissipated. Analysis of the QOI magnitudes

suggest that Φ̃t is much lower than P̃k and Φ̃m. Therefore, when it is added to

Φ̃m, the resulting Φ̃ field is very similar to the Φ̃m. This explains why, when an α

value of 1 in the LIKE criterion is imposed, the mesh is refined just in the region

where Φ̃m is present. On the contrary, if a large α value is used, more effort is

concentrated to smaller Φ̃ values which correspond to regions where Φ̃t is present.

Note also that regions of large positive P̃k and large Φ̃t largely correspond (i.e.

shear-layer downstream the bluff-body and middle region) since when turbulence

is produced its dissipation also increases. On one side, the analysis of these fields

suggest that, for the present case, taking into consideration a Φ̃ = 0.01 Φ̃max

defines a sufficiently large ROI that includes regions where large dissipation of

mean and turbulent kinetic energy happen (Φ̃m and Φ̃t). On the other side, while

56



3.3 A fully premixed bluff-body stabilized flame: the VOLVO test

case

Figure 3.7: QOI fields of P̃k and Φ̃t for case 68M. The gray and the

white iso-contours correspond to | P̃k | = 0.01 | P̃k |max and Φ̃t = 0.01

Φ̃tmax and identify the regions where large production and dissipation

rates of turbulent kinetic energy happen respectively. Note that log

scale is used only for Φ̃t field.

the region where P̃k is negative is well captured by the Φ̃ = 0.01 Φ̃max iso-contour,

in the region where production is negative no dissipation happens and it must be

taken into account by defining a ROI delimited by the | P̃k | = 0.01 | P̃k |max for

example. In the present case the union of the regions delimited by Φ̃ and | P̃k |

are able to identify a ROI where most of the aerodynamics activity happens.

For the reactive part, the time-averaged flame sensor S is shown in Fig 3.8.

The bluff-body region exhibits a S equal to unity suggesting an attached flame.

Moving downstream, S is more spread indicating oscillations of the reactive layer

due to interaction with the eddies generated by the bluff-body. A value of S =

0.5 is sufficient in this case to flag the ROI (i.e., where the probability to find

the flame is higher than 50% ). Finally, the bottom part of Fig. 3.8 shows the

number of QOI’s which are locally activated simultaneously. The zone where no

QOI is active will be coarsened (by an iso-factor D of 2), whereas the remaining

mesh will be untouched. Observing the entire ROI, the only zone where all three

QOIs are activated locates in the shear-layer region after the bluff body where

large aerodynamics activity and flame are both present. Otherwise only one QOI

seems at once underlining the importance of using all three quantities of interests

to capture all the physics of the problem.

The resulting optimised mesh shown in Fig. 3.9 consists of 45M cells, i.e., 33%

lighter with respect to the reference one 1. As expected the mesh is finer in the

1Note that for all meshes generated in this work, the minimum cell sized is kept the same as
the reference mesh in order to obtain a computational cost directly proportional to the number
of elements (without modifying the time-step due to CFL condition).
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Figure 3.8: QOI field of S for case 68M and number of matching criteria

delimiting a ROI. The white iso-contour correspond to S = 0.5

Figure 3.9: Overview of the 45M optimized mesh obtained by coarsen-

ing regions where no important physics occurs. The flame is represented

through an averaged field of heat release rate q̇. Time-averaged thick-

ening factor field F is also shown. The white iso-contour delimits the

recirculation zone (Ux = 0 m/s).

shear and flame regions and coarser in fresh and burnt gas zones.

The time-averaged heat release rate q̇ and thickening factor field F for the

optimized mesh case (45M) can be compared to the reference mesh of Fig. 3.5.

The heat release rate fields are very similar, while looking at F , it is possible

to observe an increase of the thickening factor along the axial direction with

respect to the reference mesh. This behaviour is linked to the increasing cell

sizes. Such maximum thickening values are not pathological for the simulation,

but obviously the bigger are the cell sizes, the lower the accuracy of the LES in

predicting flame-turbulence interaction.

A second possible exercise could be to further refine this 45M elements mesh

up to the same cost as the one of the reference mesh (i.e., ≃ 68M), to verify if
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Figure 3.10: QOI fields of flame probability S and the effective thicken-

ing Feff for case 45M. The white iso-contour correspond to S = 0.3

better results can be obtained. Since the aerodynamic field is now well-captured,

the FET criterion is hereby used. The flame probability S and the effective

thickening field F eff for the optimized 45M mesh are presented in Fig. 3.10. The

ROI where the probability to find the flame is higher than 30% can then be easily

flagged by the line where S=0.3 (white iso-contour), top part of Fig. 3.10. The

field F eff can then be used to build the FET metric as explained in section 3.2.2.

However, in the present application, the idea is to improve the reference mesh

without overcoming a fixed computational cost. To do so, Ftarget is fixed following

Eq. (3.15) in order to have very similar number of cells as in the reference mesh.

In that case, the a priori evaluation of cells number leads to Ftarget ≈ 40 and to

a refined mesh with 67M of cells which is comparable to the reference mesh. The

resulting mesh (67M) in shown in Fig. 3.11. It has the same cost as the reference

mesh but with a better resolution in the ROI. As expected the mesh is finer at

the end of the burner in combustion regions.

The time-averaged heat release rate q̇ and thickening factor field F for the

refined mesh case (67M) are superimposed to the grid in Fig. 3.11. The averaged

flame and the recirculation zone (white iso-contour) downstream the bluff-body

are very similar to the 45M and 68M cases. However, it is evident that F is much

more homogeneous, especially in the region far downstream as expected and the

instantaneous applied thickening F is statistically always lower than Ftarget.

A comparison of the three aerodynamic predicted fields and the experiments

is finally presented to further validate the refinement procedure in Fig. 3.12. The

axial profiles of the mean axial velocity component are reported in Fig. 3.12(a).

It is evident how the reference mesh and the optimized 45M mesh give very

similar results, confirming that the ROI where important physics happen are well
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Figure 3.11: Overview of the 67M optimized mesh obtained by refin-

ing in high thickening regions using the FET criterion. The flame is

represented through a time-averaged field of heat release rate q̇. The

time-averaged thickening factor field F is also shown. The white iso-

contour delimits the recirculation zone (Ux = 0 m/s).

identified by the proposed procedure. The 67M mesh instead shows improved

results in the prediction of the recirculation zone and also in the acceleration of

the burnt gases, which is a direct result of the increased resolution in the last

part of the combustion chamber. The mean normalized axial velocity component

is well captured in all cases, as showed by the transverse profiles at different

measurement planes in Fig. 3.12(b), confirming that the optimized 45M mesh

does not worsen the LES prediction of the reference mesh. Same conclusions can

be deduced by looking at transverse profiles of normalized RMS of the axial and

transverse velocity fluctuations from x1 to x5 shown in Fig. 3.12(c-d), respectively.

The optimized 45M mesh gives the same solution accuracy as the reference case

and the refined mesh (67M) shows closer results to the experimental data, for

example in the prediction of low turbulence activity (low Urms values) far from

the axis.

From this analysis, it is evident that the selected QOI’s are able to flag impor-

tant flow regions that determine the LES accuracy, both in terms of aerodynamics

and reaction zone. Following the optmization procedure, it is possible to speed up

the calculation while having the same accuracy of the reference mesh. Another

step of refinement can then improve results accuracy without overwhelming the

cost of the reference mesh. A comparison of these results with the arc − ttgc

solution [47] shows that it is possible to reach the same accuracy with a 2step

chemistry and the Lax Wendroff scheme (which are must cheaper) when using

an optimized mesh that follows a mesh refinement procedure based on physical

QOI, like the one proposed.
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Figure 3.12: Comparison between experimental velocity profiles and

LES for the 45M, 67M and 68M (reference) cases. (a) Mean axial ve-

locity evolution along the central axis. (b) Transverse profiles at mea-

surement planes x1- x5 of the mean normalized axial velocity, (c) the

normalized RMS axial velocity component and (d) the normalized RMS

transverse velocity component.
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Figure 3.13: Overview of the initial 10M coarse mesh obtained by coars-

ening by a factor of two everywhere in the domain the reference mesh.

The flame is represented through an averaged field of heat release rate q̇.
Thickening factor field F is also shown. The white iso-contour delimits

the recirculation zone (Ux = 0 m/s).

Figure 3.14: QOI fields of Φ̃ and Φ̃m for case 10M. Note that log scale

is used.

3.3.1.2 Building an optimum mesh

The second refinement strategy proposed in Fig. 3.3 is now discussed. It consists

in building an optimum mesh from an arbitrarily (coarse) one which in this case

is the 10M mesh shown in Fig. 3.13 together with the predicted time-averaged

heat release rate q̇ and thickening fieldF . Due to a poor mesh resolution, the

flame shape is totally wrong compared to the reference case: the flame is short

and burns inside of the wake of the flame-holder and the recirculation zone (white

iso-contour) is too long. The objective is thus to converge to a correct solution

starting from a wrong one through the mesh refinement strategy.

Following the mesh refinement procedure, all QOI’s are computed on the
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Figure 3.15: QOI fields of P̃k and Φ̃t for case 10M. Note that log scale

is used only for Φ̃t field.

coarse mesh. Total dissipation rate of kinetic energy Φ̃ and its mean part Φ̃m

are presented in Fig. 3.14. The field structure already observed on the reference

mesh (Fig. 3.6) is recovered also on the coarse mesh with the only difference

being the magnitude of dissipation which is (as expected) higher with the coarse

mesh. As a result, dissipation of mean kinetic energy happens mainly at the wall

boundary-layer and in the shear-layer of the bluff-body.

Dissipation rate of turbulent kinetic energy Φ̃t is presented in Fig. 3.15 to-

gether with the production rate P̃k. As on the reference mesh, Φ̃t is large in the

wake of the bluff-body and P̃k exhibits a negative (red) region at the flame-holder

corner (where turbulent kinetic energy is transferred to the mean field) and a pos-

itive (blue) region in the shear-layer (where mean kinetic energy is transferred to

turbulence).

From the aerodynamics QOI fields, the LIKE criterion (Eq. (3.6)) is at first

used to build a refinement metric. As a results from the comparison between

the different QOI’s, a value of α of 1 is selected, together with a ǫ of 0.5 to

avoid refining too much in small regions. The resulting mesh of 17M did not

provide satisfactory accuracy in the aerodynamic field prediction (results not

shown) and the same procedure is applied again resulting in the 29M mesh shown

in Fig. 3.16. A correct prediction of the flame shape which now extends once

again until the end of the combustion chamber is achieved as it is possible to

observe from the averaged heat release rate q̇ and thickening factor field F . This

indicates that the refinement of the shear-layer achieved with the aerodynamic

QOI’s increases the accuracy of the prediction of the velocity gradients in these

regions allowing the presence of the flame as in the experiments. Nevertheless,

the maximum thickening factor obtained with this 29M mesh is still too high if
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Figure 3.16: Overview of the 29M mesh obtained after the aerodynamics

second refinement step using LIKE criterion. Time-averaged heat re-

lease rate q̇ and thickening factor field F are superimposed to the grid.

The white iso-contour delimits the recirculation zone (Ux = 0 m/s).

Figure 3.17: QOI fields of flame probability S and the effective thicken-

ing Feff for case 29M. The white iso-contour correspond to S = 0.1.

compared to the reference case especially at the end of the burner. This may

cause an incorrect estimation of the flame-turbulence interaction especially if the

characteristic length of turbulence across the computational domain is changing

due to turbulence production/dissipation [47].

As before, to improve the resolution in the flame region, the FET flame crite-

rion is used. QOI fields of flame probability S and the effective thickening Feff

are showed in Fig. 3.17 and used to build the FET criterion.

The a priori estimation of the number of cells (Eq. (3.15)) is then used to

chose F target and Slimit. The obtained curves are showed in Fig. 3.18. With the

objective to achieve the same cost as the previously discussed optimized 45M

mesh, a F target of 15 and a Slimitof 0.1 are selected. Note that for low values of

Slimit the cells number do not change significantly because the region where F eff
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Figure 3.18: A priori computation of the refined mesh cells number for

case 29M ad a function of F target and the Slimit.

Figure 3.19: Overview of the 46M mesh obtained after the combustion

refinement step mesh by using the FET criteria (F target = 15, Slimit = 0.1).
Averaged heat release rate q̇ and thickening factor field F are superim-

posed to the grid. The white iso-contour delimits the recirculation zone

(Ux = 0 m/s).

is large (i.e. where refinement is of interest) corresponds to a region where S is

large (see Fig. 3.17) and it is always identified if Slimit is sufficiently small.

The resulting 46M mesh is shown in Fig. 3.19, together with the averaged

heat release rate q̇ and thickening factor field F . Comparison with the 29M mesh

(Fig. 3.16) shows a large improvement in the resolution of the flame in the last

part of the domain, visible as a much more homogeneous and small thickening

factor F .

The improvement of the LES accuracy thanks to the refinement procedure

is clearly visible if comparing the data against the LES using the 10M (coarse),

29M (only aerodynamic refinement), 46M (optimum mesh) and 68M (reference)

meshes in Fig 3.20 and Fig 3.21. Axial profiles of the mean axial velocity compo-
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Figure 3.20: Comparison between experimental data and LES for the

10M, 29M, 46M and 68M (reference) cases. (a) Mean axial velocity

evolution along the central axis. Transverse profiles at measurement

planes x1- x5 of the (b) mean normalized axial velocity. Transverse

profiles of (c) normalized mean temperature at measurement planes x4,
x′4 and x′5.
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Figure 3.21: Comparison between experimental data and LES for the

10M, 29M, 46M and 68M (reference) cases. Transverse profiles at mea-

surement planes x1- x5 of the (a) normalized RMS of axial velocity com-

ponent and (b) the normalized RMS of transverse velocity component.

(c) Transverse profiles of normalized RMS temperature at measurement

planes x2, x4 and x5.
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nent are presented in Fig 3.20(a). The accuracy of the axial velocity prediction

increases with the refinement steps. Starting from an incorrect solution where

the recirculation zone length is over-predicted and the burnt gas acceleration is

under-predicted (cf. case 10M), the method is able to recover both the correct

mean aerodynamic and reactive fields and provides as accurate results as the ref-

erence case with a much lighter mesh. The mesh refinement quality is valid for

the entire extension of the computational domain and not only at the center line

of the burner as observed in Fig 3.20(b) where the transverse profiles of the mean

normalized axial velocity are reported. Another key feature concerns the turbu-

lent behaviour of the flow. Obviously, the 10M mesh is not able to accurately

predict the turbulence activity. Figure 3.21(a-b) reports the transverse profiles of

normalized RMS of the axial and transverse velocity from x1 to x5 respectively.

The refinement process is able to recover the turbulent activity of the flow as

well as for the mean aerodynamic field. Also note that the refinement quality

is homogeneous since the axial and transverse turbulent fluctuations are evenly

accurate. In addition to the velocity results, the averaged transverse temperature

profiles presented in Fig. 3.20(c) confirm the good prediction of the mean reactive

flow. Note that the correct profiles are only recovered at the ultimate refinement

step, i.e using the flame criterion, while the aerodynamic refinement shows good

accuracy just downstream the bluff-body. Finally, Fig. 3.21(c) shows the normal-

ized RMS transverse temperature profiles. The flame/turbulence interaction is

also well predicted with the optimum mesh, i.e., the one where the FET criterion

is used. Therefore, the proposed mesh refinement procedure has been success-

fully applied and validated on the academic VOLVO test case. Following this

methodology, it is possible to flag and refine in the ROI where important physics

happen and to converge toward the correct flow prediction even if starting from

an arbitrary wrong solution. The proposed procedure based on physical QOI is

able in fact to increase the LES accuracy of turbulent reactive flows prediction

while increasing their efficiency by keeping low the simulation cost with respect

to a classical hand-made mesh.

3.4 A partially premixed swirled flame: the PREC-

CINSTA test bench

The proposed mesh refinement strategy is here applied to the gas turbine model

combustor PRECCINSTA, a well-known gas turbine model combustor derived

from an industrial design by Safran Helicopter Engines and operated by DLR [27].
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Figure 3.22: Schematic of the experimental test bench: injector with

combustion chamber and photo of the flame (a) [27]. Computational

domain used in LES (b). Note that in LES the atmosphere is taken into

account and the inlet fuel geometry is simplified to the 12 small tubes

without the fuel plenum.

a) b)

A schematic of the experimental test bench is shown in Fig. 3.22(a) [27], present-

ing the injector with the combustion chamber together with an image of the flame.

Dry air is fed at ambient temperature trough the plenum and a swirl motion is

imposed before the combustion chamber thanks to 12 radial swirler vanes. The

test bench is a partially (i.e. technically) premixed case, since the fuel gas (CH4)

is injected into the air stream through small holes within the radial swirler. The

high momentum ensures good mixing before entering the combustion chamber

even if local equivalence ratio variations have been reported in the literature [27].

The combustion chamber has a 85 mm large squared section and it is delimited

by large quartz windows of thickness 1.5 mm which allow for optical access for

diagnostics. Finally the hot gases exit through a cone-shaped exhaust pipe.

This configuration has been widely described and studied both experimen-

tally [27, 127, 128, 129] and also numerically [74, 75, 115, 130, 131, 132, 133,

134, 135, 136, 137]. Most of the studies refer to the two regimes experimentally

observed by Meier et al. [27]: for a global equivalence ratio of φ = 0.7 ( thermal

power Pth = 25 kW) an unstable flame with a thermoacoustic limit cycle at 290

Hz is detected while, for a global equivalence ratio of φ = 0.83 ( Pth = 30kW ) a

quiet and stable flame is obtained. The thermoacoustic behavior of the flame has

been numerically analyzed via compressible LES by Franzelli et al. [130] who also

analyzed the impact of detailed chemistry on the LES accuracy [131]. A fully-
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compressible LES-pdf approach, originally developed by Gao and O’Brien [138],

comprising the Eulerian stochastic fields methods has been proposed by Frien-

drich et al. [132, 137] to detect the thermo-acoustic instability. A mesh refinement

study has been only recently proposed by Bénard et al. [115]. The latter focuses

on the stable case φ = 0.83 and analyses via incompressible LES the effect on the

flame structure of 4 homogeneously refined meshes ranging from 1.7 M cells (the

coarsest mesh) to 110M and 877 M cells (the most refined ones), which leads to

a Fmax of 5.7 and 3.3, respectively. Following the choice of Bénard et al. [115]

in this section the proposed mesh refinement strategy is applied to the stable

flame, avoiding additional complexities due to thermoacoustic oscillations. Note

that the method is perfectly suitable for applications to unstable flames if the

defined QOI are time-averaged for longer times if compared to thermoacoustic

oscillations.

The good quality and the extensive amount of experimental data available

for the selected operating case in addition to its industrial-like design makes the

PRECCINSTA test bench very suitable for the application of the proposed mesh

refinement strategy. In particular, for what regards the aerodynamic field, mea-

surements of the three velocity components were performed in one vertical plane

along radial profiles at the heights h = 1.5, 2.5, 5, 15, 25 and 35 mm from the

backplane using Laser Doppler velocimetry [27]. The uncertainty of the velocity

measurements is typically 1.5–2% for the mean value and 2–2.5% for the RMS

value. To check the accuracy of flame prediction, Laser Raman scattering ex-

perimental data [27] are available providing quantitative measurements of major

species (CH4, O2, N2, CO, CO2, H2O and H2) and temperature in the vertical

xy plane at different sections downstream the backplane (h = 6, 10, 15, 20, 30,

40, 60 and 80 mm). The systematic and statistical uncertainties are less than

4% and 2.5% respectively for temperature and less than 5% and 7% respectively

for all species, except for CO and H2 for which the statistical uncertainty is be-

tween 20% and 50%. In addition, PLIF of OH radicals was applied to visualize

the flame structures together with line-of-sight integration of OH* chemilumines-

cence, which represents a qualitative indicator for the heat release rate for lean

premixed flames.

LES are performed considering the computational domain shown in Fig. 3.22(b)

and using the same numerical method as for the VOLVO test case (section3.3).

Thermal boundary conditions are imposed by fixing a reference temperature Tref

and a suitable thermal resistance. At the bluff-body and at the backplane, ther-

mal resistances are imposed based on experimental work by Yin et al. [129] that

provided the surface temperature for operating conditions of thermal power Pth
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Figure 3.23: (a) Overview of the 3M coarse mesh. The characteris-

tic mesh size ∆x of 1.2 mm corresponds to the coarse mesh resolution

proposed by Bénard et al [115]. The flame is represented through an

averaged field of heat release rate q̇. (b) Experimental normalized time-

averaged OH PLIF image [27].

a)

b)

= 20KW and equivalence ratio φ = 0.7. The latter condition has been simulated

in AVBP and the thermal resistances have been tuned to match the experimen-

tal thermal profiles (Chapter 4), assuming that the thermal resistance does not

change while changing operating conditions (while surface temperature of course

does). The same procedure has been applied for the chamber walls, based on the

flow thermal profiles measured by Meier et al. [27]. The others walls are assumed

to be adiabatic since no heat transfer is expected and no-slip conditions are im-

posed for all the walls. Since the current approach does not take into account the

experimentally observed pre-heating of the flow in the plenum, a temperature of

the flow of 320K is imposed at the inlet as generally proposed in the literature

and also as Tref for the walls thermal boundary conditions. The flame is modeled

with the Thickened Flame model (TFLES), as in the VOLVO test case. In order

to better take into account the local equivalence ratio variation due to the par-

tially premixed case, the CH4-Air chemistry is described by an ARC mechanism

comprising 20 species, 166 reactions, and 9 quasi-steady state species derived

from the GRI-Mech 3.0 and validated by Laera et al. [71].

3.4.1 Results and discussion

The starting mesh is shown in Fig. 3.23. It is composed by 2.8M of cells and

it is homogeneously refined in the combustion chamber and in the swirler zone
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Figure 3.24: QOI fields of Φ̃ and Φ̃m for 3M coarse mesh. Note that log

scale is used.

with a characteristic mesh size ∆x of 1.2 mm which corresponds to the coarse

mesh resolution proposed by Bénard et al. [115]. Note that the small tubes for

technically premixed fuel injection are discretized with 8 cells in the diameter (i.e.

0.125 mm of characteristic size), corresponding to the smallest cells in the domain

and to the largest CFL number. To avoid decreasing too much the timestep ∆t

of the compressible LES code, no mesh refinement is allowed in this region of the

domain, assuming that a sufficient resolution for computing the jet penetration in

the air flow is achieved with the current mesh size. The averaged heat release rate

q̇ is superimposed to the mesh in Fig. 3.23(a). Due to a poor mesh resolution,

the flame shape is totally wrong compared to the experimental time-averaged

OH PLIF image (b): the flame has an M-shape, as opposed to the experimental

data which show a clear V-shape, with the flame attached to the bluff-body and

detached from the backplane. The wrong shape prediction is due to double effect

induced by the low resolution. On one side the velocity field prediction is not

accurate enough and, on the other side, the flame has an artificial thickness which

is of the order of the bluff-body tip diameter: therefore the flame cannot stabilize

close to the bluff-body tip since the two flames branches typical of a V-shape

touch each other and merge in a M-flame. Temperature boundary condition does

not impact the flame shape transition since increasing the Tref of the bluff body

does not lead to a V-shape flame.

As shown in the VOLVO test case, starting from this initial arbitrary mesh and

solution, an optimum mesh with improved accuracy can be obtained by following

the proposed mesh refinement strategy (section 3.3.1.2). First, aerodynamics
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Figure 3.25: QOI fields of P̃k and Φ̃t for 3M coarse mesh. Note that log

scale is used only for Φ̃t field.

QOI are computed. Total dissipation rate of kinetic energy Φ̃ and its mean part

Φ̃m are presented in Fig. 3.24. Φ̃m happens mainly in the small tubes and at

the bluff body and swirler walls. Important dissipation is present also at the jet

shear-layer. Φ̃ field is as expected very close in terms of magnitude and structure

to its mean part, the only difference being the region at the bluff-body tip and in

the jet core which correspond to region of dissipation of turbulent kinetic energy

Φ̃t. The latter is presented in Fig. 3.25 together with the production P̃k. Φ̃t

is large in the wake of the bluff-body and P̃k exhibits a negative (red) region

at the bluff-body tip (where turbulent kinetic energy is transferred to the mean

field) and a positive (blue) region in the shear-layer (where mean kinetic energy

is transferred to turbulent one).

From the comparison between the different QOI’s, a value of α of 5 is selected

in order to flag regions of dissipation and production of turbulent kinetic energy

which cannot be identified with a lower α parameter, due to the different order of

magnitude of the different QOI’s. Also in this case, a ǫ parameter of 0.5 is used

to avoid over-refining in small regions.

Fig. 3.26 shows the mesh obtained after two refinement steps using aerody-

namics Φ̃ field as QOI. An intermediate mesh of 5M is obtained after one iter-

ation which, however, was not sufficient to guarantee a satisfactory accuracy in

the aerodynamic field prediction. The achieved 10M mesh exhibits smaller cells

and hence higher accuracy near the swirler and the bluff-body walls and also in

the jet shear-layer and jet-core where most of the aerodynamics activity happens.
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Figure 3.26: Overview of the 10M mesh. The flame is represented

through an averaged field of heat release rate q̇.

Figure 3.27: QOI fields of flame probability S and the effective thicken-

ing Feff for case 10M. The white iso-contour corresponds to S = 0.1.

The resulting averaged heat release rate q̇ corresponds to a correct V-shape

flame, confirming that the refinement of the mesh in the shear-layer with the

aerodynamic QOI is able to increase the accuracy of aerodynamics field prediction

and to recover the correct flame shape. The LES prediction of the velocity field is

in very good agreement with the experimental data (see Fig. 3.29 and Fig. 3.30).

However, in order to improve the resolution in the flame region, the FET flame

criterion is used to refine the 10M mesh in the reactive region. QOI fields of flame

probability S and the effective thickening Feff are shown in in Fig. 3.27 and used

to build the FET criterion.

The white iso-contour corresponds to an Slimit of 0.1 that delimits the flame

region where the FET criterion is applied. As there is no special target in terms

of mesh cells number, the F target is chosen in order to directly compare with the

resolution of Bénard et al. [115]. The higher resolution achieved in their analysis

bring to a Fmax applied of 5.7 and 3.3 with 110M and 877 M cells respectively.
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Figure 3.28: Overview of the 22M mesh. The flame is represented

through an averaged field of heat release rate q̇. The F target of 5.7 assures

same resolution in the flame region as in the 110 M cells mesh by Bénard

et al [115].

By using the FET criterion with a F target of 3.3 and 5.7 will bring to meshes of

≈22 M and ≈100 M cells respectively, following the a-priori calculation. For the

present analysis, an F target of 5.7 is selected in order to have the same resolution of

the NAD3 mesh [115]. The resulting mesh is showed in Fig. 3.28 and is composed

by 22M of cells, underlying how it is possible to efficiently build high resolution

meshes by using a mesh refinement strategy based on physical QOI.

The final mesh shows very good agreement with the experimental data, both

in terms of velocity field and flame prediction. In particular, profiles of veloc-

ity components at different measurement planes for the 3M, 5M, 10M and 22M

meshes are showed in Fig. 3.29 and Fig. 3.30. Mean axial velocity Fig. 3.29(a)

is wrongly predicted only by the coarse case (3M), which predicts a shorter re-

circulation zone. Some differences between LES and experiments remain visible

at h = 15 and 25 mm downstream the backplane, suggesting that the opening

angle is slightly under-predicted, and can be explained by taking into considera-

tion the uncertainty of the experimental data. The corresponding RMS instead

in Fig. 3.30(a) are over-estimated also by the 5M case, while the 10M and the

22M case are in good agreement with the experimental data. For what regards

the mean radial velocity Fig. 3.29(b) and tangential velocity Fig. 3.29(c) again

the coarsest mesh is the only one that does not provide very accurate results,

indicating the first step of aerodynamic mesh refinement (i.e. 5M mesh) is able

to improve the mean aerodynamic flow prediction. On the contrary, by looking

at the radial velocity Fig. 3.30(b) and tangential velocity RMS Fig. 3.30(c), it

is evident that the 5M case over-estimates the turbulent activity and that a sec-

ond refinement step (i.e. 10M mesh) is mandatory to recover the experimental

behavior.

The accuracy of flame prediction can be inferred from Fig. 3.31 and Fig. 3.32

where the profiles of temperature and selected species at different measurement
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Figure 3.29: Profiles of mean velocity components at measurement

planes at h = 1.5, 2.5, 5, 15, 25 mm downstream the backplane for the

3M, 5M, 10M and 22M cases. (a) Axial, (b) radial and (c) tangential

velocity.
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Figure 3.30: Profiles of RMS velocity components at measurement

planes at h = 1.5, 2.5, 5, 15, 25 mm downstream the backplane for the

3M, 5M, 10M and 22M cases. (a) Axial, (b) radial and (c) tangential

velocity.

77



3. STATIC MESH REFINEMENT FOR TURBULENT REACTING

FLOWS

400 2000 500 2000 700 2000 800 2000 1100 2000

T [K]

−40

−20

0

20

40

r
[m

m
]

EXP

3M

5M

10M

22M

0.0 1.0e-01 0.0 1.0e-01 0.0 1.0e-01 0.0 1.0e-01 0.01.0e-01

YH2O [-]

−40

−20

0

20

40

r
[m

m
]

EXP

3M

5M

10M

22M

0.0 1.3e-02 0.0 1.8e-02 0.0 2.3e-02 0.0 2.1e-02 0.0 1.8e-02

YCO [-]

−40

−20

0

20

40

r
[m

m
]

EXP

3M

5M

10M

22M

a)

b)

c)

Figure 3.31: Profiles of mean temperature and selected species at mea-

surement planes at h = 6, 10, 15, 20 and 30 mm downstream the back-

plane for the 3M, 5M, 10M and 22M cases. (a) Temperature, (b) H2O

mass fraction, (c) CO mass fraction.
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Figure 3.32: Profiles of RMS temperature and selected species at mea-

surement planes at h = 6, 10, 15, 20 and 30 mm downstream the back-

plane for the 3M, 5M, 10M and 22M cases. (a) Temperature, (b) H2O

mass fraction, (c) CO mass fraction.
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Figure 3.33: Iso-surfaces of q̇ = 10% q̇max colored by thickening field

F (on the left) and temperature field T (on the right) for the 3M (a),

5M (b), 10M (c) and 22M (d) meshes. For the 3M case, an iso-surface

of pressure at 101 kPa (colored by temperature field) evidences the

Processing Vortex Core (PVC) present when the flame has an M-shape.

For the 22M case, instantaneous iso-surface of CH4 mass fraction equal

to 0.08 colored by temperature field.

planes are shown for the 3M, 5M, 10M and 22M meshes. Mean temperature

profiles Fig. 3.31(a) show good accuracy of the 10M and 22M meshes with exper-

imental data, only marginal agreement of the 5M case and wrong prediction of the

3M case since the predicted flame shape is wrong. Some differences between LES

and experiments remain visible also in this case at h = 15 and 25 mm downstream

the backplane and can be explained by taking into consideration the uncertainty

of the experimental data and the tuning procedure of the imposed thermal bound-

ary conditions at the chamber walls. The RMS Fig. 3.32(a) are perfectly recovered

by the refined meshes, confirming that two steps of aerodynamic refinement are

needed for good prediction of aerodynamic activity. Selected species are H2O

and CO (but the same trend apply to the others). Mean Fig. 3.31(b) and RMS

Fig. 3.32(b) of H2O mass fraction show good agreement of the refined meshes

(10M and 22M). Mean Fig. 3.31(c) and RMS Fig. 3.32(c) of CO mass fraction

instead show that the 10M mesh is not able to correctly predict the minimum of

mean value and activity along the axis while the 22M mesh is able to correctly

recover the experimental data. This shows that when considering weak species

(note the magnitude of mass fraction) the mesh resolution in the flame can play

an important role for the LES accuracy prediction.

Finally, in Fig. 3.33 the instantaneous flames computed on the 3M (a), 5M

(b), 10M (c) and 22M (d) meshes are presented. The flames are identified by

iso-surfaces of q̇ = 10% q̇max colored by the instantaneous thickening field F (on

the left) and the temperature field T (on the right). The difference of predicted

flame-shape and length for the different mesh resolution is evident. The coarse
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3M mesh (a) predicts an M-shape flame that does not touch the bluff-body tip

and that is very close to the chamber backplane. The applied thickening is in

the order of 16, bringing to an artificial flame thickness which is comparable to

the bluff-body tip. As a consequence, the flame is detached and a large-scale

hydrodynamics structure (the Precessing Vortex Core) can be detected by an

iso-surface of low pressure [19, 139]. The PVC spiral structure is often detected

in the PRECCINSTA burner when the flame has an M-shape while when a V-

shape is present no PVC is detected [140, 141]. In experiments, depending on

the operating conditions (i.e. thermal power Pth and equivalence ratio φ) the

flame can either assume an attached V-shape with no PVC, a detached M-shape

with PVC or a bi-stable behavior alternating intermittently between V- and M-

shape. In the current operating conditions, the flame has a V-shape: it is therefore

interesting to notice that the predicted M-shape is due to the poor mesh resolution

and that the PVC is fictitious. The correct flame shape is recovered just after

the first step of aerodynamic refinement with the 5M mesh (Fig. 3.33(b)), with

the suppression of the PVC. The applied thickening factor is now halved in the

region where mesh refinement has been applied, bringing to a lower artificial

flame thickness. As the mesh refinement procedure goes on, the new 10M mesh

Fig. 3.33(c) exhibits lower applied thickening and more accurate flame-turbulence

interaction and turbulent activity prediction. The final step of the 22M mesh

(Fig. 3.33(d)) shows that the instantaneous thickening is lower than the Ftarget

= 5.7 except for the small portion of the flame near the backplane where the

flame goes only for less than the 10% of the time (i.e. Slimit = 0.1). Finally,

the resulting mesh exhibits a much more homogeneous applied thickening, and

hence resolution in the flame, confirming that the method takes into account

possible local variation in equivalence ratio due to the technical injection (see

the instantaneous iso-surface of CH4 mass fraction in (Fig. 3.33(d)). Note that

an effect of the mesh resolution on the flame lift-off is visible. In particular,

as observed in literature [115], an increase of the mesh resolution brings to an

increase of the flame lift-off from the backplane, due to the improved prediction

of flame response to stretch when an improved-resolution mesh is used.

3.5 Conclusions

In this Chapter, a new static mesh refinement strategy based on physical Quan-

tities of Interest (QOI) has been proposed in LES of turbulent reactive flows. To

define the regions of interest (ROI) where relevant flow physics happens, different

QOI’s have been defined for the aerodynamic field and for the flame. Analysis of
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the balance equation for the mean and the turbulent kinetic energies have shown

that the dissipation rate of the mean and the turbulent kinetic energy together

with the production of turbulent kinetic energy have to be taken into account

to correctly capture the flow activity. In addition, from the reactive flow point

of view, a criterion based on the flame-position probability and on the effective

applied thickening has been defined to obtain the desired mesh resolution in the

flame region. At first, this mesh refinement strategy has been successfully applied

and validated on the VOLVO test case: an academic fully premixed bluff-body

stabilized flame. The method was able to correctly define the ROI where impor-

tant physics happen: it was possible to locally refine the mesh in this region to

improve the LES prediction accuracy or, alternatively, to fix the mesh size in this

region and coarsen everywhere else in the domain to reduce the mesh size and

hence the computation cost while keeping the same LES accuracy of a reference

mesh. By comparing the results with the experimental data, it was evident that

the prediction of the flame stabilization, and hence the computed velocity and

temperature fields, are strongly influenced by the mesh quality that can be sig-

nificantly improved by applying the proposed mesh refinement strategy. On the

starting mesh, the flame was short and burnt inside the wake of the flame-holder

and a long recirculation zone was predicted. The final mesh instead predicted

a long flame which burned for the whole combustion chamber downstream the

bluff-body, as in the experiments. Second, the method has been applied to a

partially premixed swirler flame which is closer to the real industrial configura-

tions, the PRECCINSTA test bench. Also in this case, it was possible to obtain

a predicted V-shape flame in very good agreement with the experimental data

starting from a wrong predicted M-shape flame. The key point of the proposed

method relies in its versatility: in both the test cases the strategy was able to

lead to a correct solution in very good agreement with the experiments starting

from a totally wrong initial solution. Therefore, the proposed mesh refinement

strategy is found to be able to identify the relevant physics of turbulent reacting

flows that are essential for the overall LES accuracy.
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The objective of this Chapter is to present the Conjugate Heat Transfer ap-

proach and to analyze the effect of wall heat transfer on the PRECCINSTA

swirled flame dynamics. As a matter of facts, in LES, although rarely addressed

systematically, it is known that thermal boundary conditions control the heat

transfer between the flow and the combustor walls and that they play a major

role in the accuracy of numerical simulations. This Chapter therefore presents a

study on the impact of thermal wall boundary conditions for the PRECCINSTA

test bench, operated by the German Space Agency (DLR). Two approaches are

tested: Heat Resistances Tuning (HRT), where a local resistance is tuned using

experimental temperature data, and full Conjugate Heat Transfer (CHT), where

the chamber wall-temperature is solved and coupled to the flow computation.

Results reveal that the HRT method captures the mean flame correctly but the

predicted flame becomes unstable and responds to a thermoacoustic oscillation

which is not observed experimentally. On the contrary, using CHT, the flame is

correctly predicted and stable as in the experiments. Finally, to understand the

differences between the HRT and the CHT simulations, Dynamic Mode Decom-

position (DMD) analysis is performed showing that the correct response of the
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flame branches to the pressure oscillations is recovered only in the CHT simu-

lations for which thermoacoustically stable operations are retrieved. Note that

these results have been published in Combustion and Flame [59].

4.1 Introduction

Despite the vaste use of Large Eddy Simulation (LES) to investigate flow physics

in complex geometries such as swirling reacting flows often present in gas-turbine

combustors [74, 75, 76, 77], such simulations are often performed with simple

boundary conditions on walls, where temperature is either imposed or adiabatic-

ity is assumed, although these thermal boundary conditions control the heat

transfer between the flow and the combustor walls [66]. The chemical reactions

inside the combustion chamber are furthermore strongly dependent on the tem-

perature field so that wall boundary conditions can affect the flame shape [142],

its stabilization [143] to the point where it can even extinguish the flame (e.g.

when it interacts with walls [144, 145]). Thermoacoustic instabilities are also

highly impacted by temperature boundary conditions: a change in the temper-

ature field modifies the laminar flame speed [146] and the local speed of sound,

impacting the frequency of the acoustic resonant modes [147, 148] as well as the

response of the flame to acoustic oscillations, usually described by the Flame

Transfer Function (FTF) [149].

Multiple experimental and numerical studies have focused on the impact of

heat transfer on flame stabilization and dynamics. A detailed experimental anal-

ysis of the influence of heat losses on the flame shape was proposed by Guiberti et

al. [142], who underlined the important role played by the temperature boundary

conditions in the flame stabilization. Mejia et al. [150] experimentally investi-

gated the impact of the wall-temperature on a laminar flame stabilized on a slot

burner. Thermoacoustically stable or unstable configurations have been recorded

depending on the temperature of the burner at the flame anchoring point which

altered the flame foot dynamics. Indeed, as suggested by Kedia et al. [151],

flame-wall interaction can be crucial in closing the feedback loop between heat

release rate and velocity oscillations. The importance of the temperature field

near the flame anchoring region has also been underlined by Hong et al. [152],

who investigated the dynamic instability characteristics of a turbulent premixed

flame in a backward-facing step combustor and showed that the wall thermal

conductivity influenced the flame speed near the flame holder, leading to a dis-

tinct dynamic behavior of the flame for each flame holder material. For example,

replacing the stainless steel flame holder with one made of ceramics inhibited
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the onset of combustion instability. Similarly, Cuquel et al. [153] investigated

the effect of unsteady heat losses between the flame base and burner rim on the

FTF. Improved expressions for the FTF of conical flames submitted to velocity

disturbances were obtained by including a model for the motion of the flame

base due to the unsteady heat losses. An important effect of heat transfer has

been observed for turbulent flames too. Lohrmann et al. [154] investigated the

influence of the preheat temperature on the FTF of a turbulent swirl-stabilized

premixed flame. By increasing the preheat temperature, the delay of the flame

response decreased due to an increase in the turbulent flame speed that shifted

the main reaction zone to an upstream location. The influence of the transient

combustor wall-temperature on the thermoacoustic oscillations of turbulent pre-

mixed flames has been investigated by Heydarlaki et al. [155]. They showed that

the probability of occurrence of large amplitude oscillations was dependent on

the initial wall-temperature, confirming the strong non-linearity of the problem.

Different studies have tackled the Conjugate Heat Transfer (CHT) problem

with numerical simulations to handle the heat transfer at the walls. Berger et

al. [156] performed direct numerical simulations (DNS) of a bluff-body stabilized

flame both with fluid only predictions and in a Conjugate Heat Transfer (CHT)

context. It turned out that the flame stabilization depended not only on the

solid material but also on the initial solution, highlighting that the nonlinear

CHT problem can exhibit multiple solutions. The strong effect of heat transfer

in bluff-body stabilized flames has also been underlined recently by Fureby [112].

Taking ,gas thermal-radiation and wall Conjugate Heat Transfer into account,

LES predictions were in better agreement with experimental data in terms of

mean velocity, temperature and CO mass-fraction profiles. The heat loss effects

on the stabilization of a lean swirl-stabilized flame close to blow-off conditions was

analyzed by Massey et al. [157], showing that the lift-off height is influenced by the

wall heat transfer modelling. DNS was used to perform a sensitivity analysis of

transfer functions of laminar flames [146], proving that the inlet air temperature

affects both gas velocity and flame speed whereas the combustor wall-temperature

determines the lift-off distance of the flame and controls the FTF delay. The

same concept was underlined by Kaess et al. [158], who investigated the effect of

the thermal wall boundary condition on the FTF of a laminar premixed flame

trough LES. Their results showed that the flame anchoring position and the

FTF were significantly altered when changing the adiabatic boundary condition

to an isothermal boundary condition. In an experimental and numerical work,

Chatelier et al. [159] showed that one of the main issues that should be taken

into account in numerical simulations to capture the thermoacoustic response of
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a swirled flame is the enthalpy defect impact on the flame structure due to heat

losses.

This brief literature review confirms that wall heat transfer effects modify

flame stabilization and flame dynamics. Nevertheless, while in experiments this

requires a careful attention to the combustor initial conditions to avoid wall-

temperature effect and obtain reproducible data, in Computational Fluid Dy-

namics (CFD) a correct assessment of the wall modelling is required to achieve

reliable numerical predictions. If available, measured temperatures can be used

as boundary conditions for simulations. However, in most configurations wall-

temperature data are difficult to determine and they can change for each oper-

ating condition. In many cases, they are just not available. As a consequence,

most CFD simulations either neglect heat-transfer effects, considering the com-

bustor walls as adiabatic (e.g., see Ref. [76]) or an arbitrary wall-temperature field

is imposed [115, 160, 161]. Both approaches still can capture the correct ther-

moacoustic behaviour as demonstrated in bluff-body stabilized flames [162, 163],

lean-premixed swirl flames [76, 161], annular combustion chamber [164] or even

rocket combustors [165]. However, these simplistic wall conditions fail when the

instability-driving mechanisms are impacted by the unsteady heat-transfer to the

walls, and recent studies have underlined how Conjugate Heat Transfer (CHT)

can improve the prediction of thermoacustic instabilities. Shahi et al. [166] per-

formed numerical simulations of a centerbody stabilized flame both with adia-

batic/isothermal boundary wall conditions and with CHT to conclude that the

use of the latter led to significant accuracy improvements in the prediction of

the characteristics of the combustion instability. For a swirled-flame combustor,

Kraus et al. [66] discussed the potential of CHT simulations to improve LES ac-

curacy for the prediction of combustion instabilities in terms of frequency and

amplitude of the oscillations due to the strong preheating of the gases in the

combustor plenum.

In general, it is possible to classify the approach toward heat-transfer in four

categories of increasing complexity, based on the thermal boundary conditions

imposed at the walls [66]:

1. Adiabatic walls: in most recent LES the walls are considered as adiabatic

and heat transfer is neglected [76, 162, 163, 164].

2. Imposed wall-temperature: when experimental data includes wall tempera-

tures, it is possible to fix the temperature directly through Dirichlet bound-

ary conditions [167, 168].
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3. Imposed local thermal resistance: the local heat flux Φq can be computed

from a reference temperature Tref , the temperature of the fluid at the wall

Tf provided by the simulation and a suitable thermal resistance R which

takes into account the conduction through the solid [24, 71] and the external

convection and radiation [77]: Φq = (Tf − Tref )/R.

4. Conjugate Heat Transfer (CHT): the LES solver can be coupled with a code

that solves for heat conduction in the solid parts of the combustor: the wall

heat conduction and the unsteady flow solvers run in parallel and exchange

values of wall-temperatures and heat flux at the boundaries [112, 166, 169].

Among the different gas turbine model combustors, the PRECCINSTA test

bench (already presented in Chapter 3) is one of the most well-known in the com-

bustion community. To the author’s knowledge an analysis of the heat transfer

impact on the thermoacoustic behavior of this test rig has never been performed.

The analysis of the thermoacoustic oscillation performed via compressible LES

by Roux et al. [74] and Franzelli et al. [130] were conducted for adiabatic walls,

achieving good prediction of the oscillation mode but marginal agreement for

the frequency of oscillation. More studies have focused on the impact of detailed

chemistry [131], sub-grid scale closure for premixed turbulent combustion [75] and

combustion TFLES model with a dynamic wrinkling formulation [136]. The first

study that introduced heat losses at the walls in the PRECCINSTA test rig was

conducted by Bénard et al. [115] in the context of a mesh sensitivity analysis in

the stable flame regime. To do so the authors imposed a numerically-tuned tem-

perature profile at the combustor walls and backplane to match the experimental

fluid temperature profiles [27], but the centerbody on which the flame stabilizes

was kept adiabatic. A similar approach has been recently used also by Fredrich

et al. [132, 137], who proposed to detect the thermoacoustic instability with a

fully-compressible LES-pdf approach. To take into account the heat losses, they

fixed the chamber walls at a guessed temperature of 1400 K and the backplane

at 700K, following the experimental data of Yin et al. [129]. However, using the

same experimental data for the centerbody, they claimed that prescribing a wall-

temperature of 700 K caused the flame to consistently lift off and fully detach

from the nozzle and therefore assumed an adiabatic condition. It is important to

note that the experiments conducted by Yin et al. [129] refer to different operating

conditions with respect to the one simulated by Fredrich et al. [132, 137], poten-

tially explaining the lift-off of the flame. In all these studies, since a pre-heating

of the gases before entering the combustion chamber was experimentally observed

to reach values between 320 K and 380 K, although not precisely measured [27],
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the temperature of the fresh gases has been set to 320 K instead of the ambient

temperature. To conclude, the lack of a clear and systematic analysis of the heat

losses in this test rig can be due to two main factors: (a) the lack of experimental

data of wall-temperatures (some measurements at the backplane and centerbody

tip have been recently performed by Yin et al. [129] but in operating conditions

different from the ones of Meier et al. [27]) and (b) the satisfactory agreement of

LES predictions with adiabatic boundary conditions.

This Chapter addresses this issue by performing a systematic study of the

impact of heat transfer in the PRECCINSTA test bench. Note that a new test

campaign was conducted at DLR where the test rig was operated in different

operating conditions with respect to the data available in the literature [27, 129].

In the following, the experimental setup, the observed flame shape and ther-

moacoustic behavior are first presented together with the numerical setup and

the AVBP LES solver, section 4.2. Results are discussed in section 4.3. First,

the Heat Resistance Tuning (HRT) approach for the thermal boundary condition

determination using experimental measurements is presented in section 4.3.1.

Second, since with the HRT approach the predicted flame becomes unstable and

responds to a thermoacoustic oscillation that is not observed experimentally, a

Conjugate Heat Transfer (CHT) simulation is discussed in section 4.3.2 after hav-

ing presented the heat conduction AVTP solver. Finally, the instability-driving

mechanism is physically investigated to understand the differences between the

HRT approach and the CHT predictions in section 4.3.3.

4.2 Experimental and numerical setup

A schematic of the PRECCINSTA experimental test bench [27] (see also Chap-

ter 3) is presented in Fig. 4.1(a) showing the injector and the combustion chamber,

together with the experimental normalized time-averaged Line-of-sight (LOS)

OH* chemiluminescence image.

The test rig has been recently been operated at different operating conditions

to analyze the effects on flame dynamics. In this work, an experimentally stable

condition is computed for a global equivalence ratio of φ = 0.8 (ṁair = 4.29

g/s and ṁCH4 = 0.2 g/s) and a thermal power of Pth = 10 kW at atmospheric

conditions. Measurements of the three velocity components were performed in

one vertical plane along the radial direction using Stereoscopic Particle Image

Velocimetry (sPIV). Planar Laser-Induced Fluorescence (PLIF) measurements of

OH radicals are used to visualize the flame structures together with line-of-sight
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85 mm

Fuel

Air

Figure 4.1: (a) Schematic of the experimental test bench: injector with

combustion chamber and normalized time-averaged Line-Of-Sight (LOS)

OH⋆ chemiluminescence indicating the flame; (b) Experimental normal-

ized time-averaged OH-PLIF image. The arrows are tangential to the

experimental time-averaged velocity field in the plane −→v//, their length

and color indicating the velocity magnitude.

a) b)

integration of OH* chemiluminescence, which represents a qualitative indicator

for the heat release rate for lean premixed flames [170].

The experimental normalized time-averaged OH-PLIF image on a vertical

plane is presented in Fig. 4.1(b) together with the experimental time-averaged

velocity field in the plane, −→v//, indicated by the arrows which are tangential to the

velocity vector and colored by its magnitude. A classical swirled flow structure

of the velocity field can be observed. A strong Central Recirculation Zone (CRZ)

downstream of the centerbody helps the flame stabilization by bringing back the

hot burnt gases toward the flame root and weaker Outer Recirculation Zones

(ORZs) are also present. Starting from the injector exit, the intense jet flow

exiting from the swirler prevents flame anchoring: the flame is stabilized in the

low-velocity region near the end of the CRZ close to the centerbody (note the

metallic tip visible in the image) and it develops further downstream in a V-

shape reaching the chamber walls at around 50 mm from the backplane where it

quenches due to wall heat losses. A weaker signal is observed in the ORZs with

respect to the primary zone close to the centerbody, indicating that the flame is

not always present in these regions (as expected in a V-shape flame).
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a) b)

Figure 4.2: (a) Experimental pressure recorded at the combustion cham-

ber backplane with a zoom on a part of the signal and (b) the signal

spectrum obtained via Fast Fourier Transform (FFT).

Figure 4.2 reports (a) the pressure recorded experimentally at the combustion

chamber backplane and (b) its spectrum computed using a Fast Fourier Trans-

form (FFT) algorithm. Two weak modes appear at 260 Hz and 480 Hz: these

frequencies match the first two acoustic modes of the system (see section. 4.3.3).

The weak amplitude of the two pressure peaks (smaller than 10 Pa) indicates

that no thermoacoustic activity takes place for these operating conditions.

The LES domain is shown in Fig. 4.3 with an overview of the unstructured

grid: the outside atmosphere is taken into account to have the right impedance

at the outlet of the combustion chamber and the inlet fuel geometry is simplified

into 12 small tubes (colored in red) without the fuel plenum. In Fig. 4.3, an

instantaneous isocontour of CH4 is colored in blue to help visualize the techni-

cal fuel injection in the swirled flow. LES are performed using the AVBP code

(Chapter 2). The SIGMA turbulent closure is used for the sub-grid stresses

[46] and the TTGC scheme (third order in time and space) is used for the dis-

cretization of the convective terms [48]. Inlet and outlet boundary conditions are

treated with the Navier-Stokes Characteristic Boundary Conditions (NSCBC)

formalism [30] with a relaxation factor of Kair = 50 s−1 and Kfuel = 5 × 105

s−1 imposed on the air and fuel inlets, respectively. All walls are treated as no-

slip. Two of the four treatments listed in the introduction are compared. At

first, a simplified HRT approach is proposed (see section 4.3.1). Results will be

compared with predictions from a more reliable, but also more computationally

demanding, fully coupled Conjugate Heat Transfer case (see section 4.3.2). Both

cases are performed using the same computational grid of 20.3M tetrahedral el-

ements which was optimized applying static mesh refinement criteria [70]. The

final grid uses a mesh size in the flame zone just downstream of the centerbody
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Figure 4.3: Computational domain used in LES with an overview of the

mesh and the used coordinate system. Note that in LES the atmosphere

is taken into account and the inlet fuel geometry is simplified to the 12

small tubes (colored in red) without the fuel plenum. The instantaneous

isocontour of CH4 (colored in blue) helps visualize the technical fuel

injection in the swirled flow.

of ∆x = 300µm, assuring an almost unity y+ value at the centerbody tip and

y+ ∼ 3 at the chamber and backplane walls, hence allowing the use of a wall

resolved LES approach. A proper mesh resolution at the walls is of fundamental

importance to correctly estimate the thermal fluid boundary layer and hence the

convective heat transfer at the walls. The dynamic formulation of the thickening

flame model (DTFLES) [64] is used to resolve the flame. The model is coupled to

the Charlette efficiency function [61] used with the standard coefficient βCh = 0.5

to retrieve flame-turbulence interaction. CH4-Air chemistry is described through

an Analytically Reduced Chemistry (ARC) mechanism consisting of 20 trans-

ported species, 166 reactions, and 9 quasi-steady state species, derived from the

detailed GRI-Mech 3.0 scheme [171] and already validated for the PRECCINSTA

flame [70]. More details about this scheme are provided in the supplementary ma-

terials of Ref. [71]. The thermal radiation from the hot gases is taken into account

by the LES solver with the Optically Thin Assumption (OTA) [172] for the most

radiating species CH4, CO, CO2, and H2O
1: gases are supposed to be optically

thin and re-absorption is neglected while the Planck mean-absorption coefficients

1Note that the Optically Thin Assumption is a first approximation to take into account
radiation from hot gases. More accurate models are considered out of the scope of the present
work and could be indeed taken into account for future next steps.
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are provided for each species as polynomial functions of temperature [173].

4.3 Results and discussion

LES results obtained with the HRT (section 4.3.1) and CHT approaches (sec-

tion 4.3.2) are first compared, illustrating the impact of the wall boundary con-

ditions for the current configuration. Then, the instability-driving mechanisms

are investigated to understand the differences between the two approaches (sec-

tion 4.3.3).

4.3.1 Heat Resistance Tuning (HRT) approach

The first approach consists of imposing a heat flux (Φq) at each point of the

wall. The wall heat flux Φq is defined as Φq = (Tf − Tref )/R where Tref is a

reference temperature (usually the air temperature in the room or the external

wall-temperature), Tf is the temperature of the fluid at the wall and R is a

thermal resistance. While it is generally easy to set the reference temperature

Tref , defining a correct value for the resistance R is not straightforward and

depends on the heat transfer at the combustion walls.

If the experimental temperature on the external side of the chamber walls

(Twall,ext) is available (see Fig. 4.4) and, therefore, chosen as Tref in the calcu-

lation of Φq, the thermal resistance is fixed by the solid Rcond which takes into

account heat conduction inside the chamber walls [24, 71]. In general, however,

experimental data of wall-temperatures is not available (or incomplete). In these

cases, a possible solution is to consider the ambient temperature as reference

Tref but doing so an additional thermal resistance should be added to Rcond to

take into account the external heat losses due to natural (or forced) convection

(Rconv). Expressions of this resistance can be found in the literature as cor-

relations of the Nusselt number based on geometrical dimensions, Prandtl and

Rayleigh (Reynolds) number for natural (forced) convection [174, 175]1.

In PRECCINSTA, experimental temperatures were measured by Yin et al. [129],

who provided the surface temperature of the backplane and the centerbody tip

for an operating condition with a thermal power Pth = 20KW and an equivalence

ratio φ = 0.7 (in the following referred to as case P20CB where the subscripts

stands for centerbody) which is different from the operating condition selected

1In the same manner, a thermal resistance that accounts for radiation Rrad can be consid-
ered to act in parallel to the convection. Similarly to an electric circuit, an equivalent resistance

can be defined as Req = Rcond +
1

1/Rconv + 1/Rrad

. See Appendix A for a more detailed dis-

cussion.
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Figure 4.4: Schematic showing the different heat losses mechanisms at

the combustor chamber walls and respective thermal resistances.

for the current study (in the following referred to as case P10). The other tem-

perature measurements available refer to flow temperature profiles measured by

Meier et al. [27] for operating conditions with a thermal power Pth = 30KW and

equivalence ratio φ = 0.83 (in the following referred to as case P30W where the

subscripts stands for walls). The operating conditions and experimental data

available are summarized in Table 4.1.

Case Pth φ Exp. data Ref.

P20CB 20KW 0.7 Tbackplane, Tcenterbody Yin et al. [129]
P30W 30KW 0.83 Tf Meier et al. [27]
P10 10kW 0.8 - Present study

Table 4.1: Summary of the operating conditions considered in the HRT

approach.

Even if this was done in previous publications, due to the thermal power dif-

ferences, none of these measurements can be directly used for Tref in the present

study since wall surface temperatures cannot be considered independent of the

global thermal load. On the contrary, thermal resistances are an intrinsic prop-
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a) b)

EXP LES

Figure 4.5: (a) Comparison of experimental instantaneous normalized

OH-PLIF signal and instantaneous predicted heat release rate q̇. Green

and red lines indicate experimental data location at the backplane and

centerbody tip respectively. (b) Comparison of experimental and LES

profiles of mean temperature at the combustion chamber backplane and

centerbody tip after tuning of the heat resistances. Condition P20CB:

Pth = 20KW and φ = 0.7 [129].

erty of the system (determined by the rig geometry, wall material properties and,

if present, cooling systems) and, as a first approximation, can be assumed not

to change significantly while changing operating conditions1. The fact that mea-

surements of wall-temperature at few regimes can be used to determine local wall

heat resistances, valid for all regimes, is the basis of the Heat Resistance Tun-

ing (HRT) approach used here: case P20CB is simulated first and the thermal

resistances of the backplane and centerbody are tuned to match the surface tem-

perature measurements. The same exercise is then re-proposed for case P30W

retrieving the optimized resistance for the chamber walls. Before the iterative

tuning procedure, the initial guess of the thermal resistances has been set for

each surface as an equivalent resistance Req computed following the depicted

methodology and making use of standard correlations. More information can be

found in Appendix A. In both simulations, other walls are assumed to be adia-

batic since no relevant heat transfer is expected. Note that to take into account

the experimentally observed pre-heating of the flow in the plenum, the inlet tem-

perature of the flow (and hence also Tref ) is imposed to 320K as proposed by

Franzelli et al. [130].

The outcome of the HRT procedure for case P20CB is presented in Fig. 4.5.

For this particular condition, the flame experimentally showed intermittent tran-

sitions between V- and M-shapes with an effect on the surface temperature of

1Of course thermal resistances are also dependent on the surface temperature since the latter
affects the solid thermal conductivity, the radiation and the convection but these effects can be
assumed to be negligible as a first approximation for small variations of surface temperature.
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the backplane and centerbody. In our case, LES predicts a V-shape, as seen in

Fig. 4.5(a) which compares the experimental instantaneous normalized OH-PLIF

signal with the instantaneous predicted heat release rate q̇. The LES flame is

attached to the centerbody and detached from the backplane, with a weaker heat

release rate in the ORZ, as in the experiments. The HRT procedure is performed

using the measured surface temperature for the V-shape flame. The outcome of

HRT is presented in Fig. 4.5(b) showing the comparison of experimental and pre-

dicted profiles of mean temperature at the backplane and at the centerbody tip.

The final values of the thermal resistances Rbackplane = 4.3 × 10−3 m2K/W and

Rcenterbody = 7.5 × 10−3 m2K/W allow LES to reproduce the measured thermal

state at the walls. The temperature of the centerbody tip reaches 600 K and

the backplane wall 650 K in LES while experimental measurements are 580 to

610 K and 630 to 670 K for the centerbody tip and chamber backplane, respec-

tively. The simulation (Fig. 4.5(b)) predicts a locally higher temperature at ±

17 mm with respect to the experiments. This difference highlights a limitation

of the HRT approach: in reality the solid conductivity (which is notably higher

with respect to the fluid one) transfers more efficiently the heat from the hot

spots to the colder regions thanks to transversal diffusion resulting in a more

uniform temperature in the solid (i.e. typically the Biot number1 is much lower

than unity [66, 176]). However, this feature cannot be correctly reproduced by

the HRT approach which assigns a single thermal resistance value for the whole

surface2.

Once thermal resistances for backplane and centerbody have been fixed, case

P30W is simulated to tune the thermal resistance at the combustion chamber

walls. Bénard et al. [115] conducted a similar tuning on the same case to find the

temperature profile to be imposed at walls with a Dirichlet boundary condition.

However, it is worth re-affirming that imposing a fixed temperature field is not

appropriate in reactive LES for two reasons and that HRT is more powerful.

First, temperature is an output of the simulation and its profile on the wall should

depend on the evolution of the flow field and flame shape during the simulations.

If a fixed temperature profile is rigidly imposed, the model will not be able to

correctly capture temperature wall variations due to eventual interactions of the

flame with the wall. Furthermore, since the wall surface temperature is case

1Bi = hL/λ where h is the convective heat transfer coefficient, L the characteristic length
and λ the thermal wall conductivity. In the current operating conditions, the convective heat
transfer at the backplane is low due to low velocity (∼ 2 m/s) in the ORZ, making the conduction
heat transfer more efficient.

2Although imposing a spatial distribution of thermal resistances for each surface is possible,
it is in practice difficult to validate due to the marginal amount of experimental data available
and it is therefore out of the scope of the present work.
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a)

b)

x = 6 mm 10 15 20 30

Figure 4.6: Comparison of experimental and predicted profiles of (a)

mean and (b) RMS temperature at measurement planes at x = 6, 10,

15, 20 and 30 mm downstream of the combustion chamber backplane

for tuning the thermal boundary conditions at the chamber walls. Con-

dition P30W : Pth = 30KW and φ = 0.83. [27]

dependent, the procedure proposed by Bénard et al. [115] cannot be used for

other operating conditions. The HRT strategy, relying on thermal resistances, is

more general.

Results are presented in Fig. 4.6, which shows experimental and predicted

profiles of (a) mean and (b) RMS temperature at different measurement planes

downstream of the chamber backplane with the resulting value of Rwalls = 7×10−2

m2K/W. The LES temperature field is in good agreement with the experimen-

tal one. A small difference between LES and experiments is visible at the last

profile (h = 30 mm) downstream of the backplane: the mean temperature field

shows that the flame angle is slightly underestimated in this case and a lower

temperature RMS peak is predicted. These differences can be explained by ex-

perimental uncertainties and by the fact that the tuning procedure does not rely

in this case on a measured surface temperature (as in case P20CB) but on the

flow temperature, which adds further uncertainties.

The comparison between experimental time-averaged normalized OH-PLIF
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EXP LES

Figure 4.7: Comparison of experimental time-averaged normalized OH-

PLIF signal and time and angle-averaged predicted OH mass fraction

YOH . Case P30W : Pth = 30KW and φ = 0.83 [27].

signal and time as well as angle-averaged LES predicted OH mass fraction YOH

in case P30W is presented in Fig. 4.7. A correct V-shape flame is predicted by LES

and global good agreement is achieved in terms of flame length and angle. The

ORZs present weaker OH signal and the flame lift-off from chamber backplane is

captured. The HRT also predicts a well-attached flame at the centerbody thanks

to the correct heat resistance used for the centerbody walls (also tuned from

case P20CB). Generally speaking, this result confirms the relevance of the HRT

approach for variable operating conditions: predicted wall-temperatures vary as

the regime changes. The centerbody tip temperature reaches a value of around

900 K for case P30W , notably higher than the one measured in condition P20CB

of 600 K (which has a lower equivalence ratio φ = 0.7 and a lower thermal power

compared to case P30W ). This may explain why Fredrich et al. [132, 137] did

not observe an attached flame at the centerbody by prescribing the same wall-

temperature as in case P20CB of Yin et al. [129].

The HRT approach is then applied to case P10, which is the final objective

of the present study. The mean LOS predicted heat release rate q̇ is compared
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EXP LES

Figure 4.8: Validation of the LES simulations with HRT approach for

case P10. Comparison of experimental normalized time-averaged LOS

OH* chemiluminescence image with LOS of predicted heat release rate

q̇.

with the experimental normalized time-averaged LOS OH* chemiluminescence in

Fig. 4.8. LES captures the mean flame angle while the flame length is slightly

underestimated. A global satisfactory agreement is achieved in terms of flame

shape with the HRT approach, the only main difference being the region of heat

release rate in the CRZ which is not observed in experiments.

Even though the mean flame is reasonably captured using the HRT method,

the limits of this approach become visible when the flame dynamics are consid-

ered. Indeed, differences with the experiment can be noticed for heat release

rate fluctuations and pressure oscillations predicted at the combustion chamber

backplane shown in Fig. 4.9(a): unlike experimental recordings of Fig. 4.2, high

amplitude pressure oscillations of p′num ≃ 800 Pa (to be compared with exper-

imental ones of p′exp ≃ 200 Pa) are predicted by LES. Furthermore, the phase

difference between the unsteady pressure (black line) and heat release rate (red

line) oscillations is within the π/2 limit, satisfying the well-known Rayleigh crite-

rion [177]. This hypothesis is further confirmed by the spectrum of the two signals

shown in Fig. 4.9(b): differently from the experimental observations (Fig. 4.2(b)),
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a) b)

Figure 4.9: (a) Pressure and heat release rate fluctuations predicted

at the combustion chamber backplane using the HRT approach. The

phase difference between the unsteady pressure and heat release rate

oscillations is less than π/2, satisfying the Rayleigh criterion. (b) Signals

spectra via FFT, showing that heat release rate fluctuations correspond

to a peak at 224 Hz, while pressure spectrum shows also a second peak

at 480 Hz.

a strong peak almost one order of magnitude higher than in the experiments is

observed in both heat release rate (red line) and pressure (black line) spectra at

224 Hz, indicating that the instability is fed by a flame/acoustics coupling. A

second peak is also present in the pressure spectrum at 480 Hz.

To understand the dynamics of this numerically-predicted thermoacoustic os-

cillation, Fig. 4.10 shows the phase-locked instantaneous fields of axial velocity

(left) and CH4 mass fraction (right) with the heat release rate fields q̇ for four dif-

ferent phases of the heat release rate oscillating cycle at 224 Hz. Figures 4.10(a-c)

correspond to the minimum (ϕ = 0) and maximum (ϕ = π) of the heat release

rate in the cycle, respectively. The other two phases shown in Figs. 4.10(b-d)

refer to instants at ϕ = ±π/2 respectively. In all images, the black isocontours

refer to temperature levels of 750 and 1500 K whereas the white isocontour refers

to the CH4 global mass fraction level corresponding to φ = 0.8. When the heat

release rate is minimum in Fig. 4.10(a) (that corresponds to a minimum in the

plenum pressure), the axial velocity in the swirler is low, with a strong CRZ down-

stream of the centerbody. The CH4 jets are injected in a low velocity air stream

and are not significantly forced toward the centerbody walls. After ϕ = π/2

(Fig. 4.10(b)), the CRZ is still present in the chamber and the velocity in the

swirler is still low: CH4 accumulates in the swirler and pockets of higher φ are

visible close to the centerbody. At the same time the flame gets longer because

the equivalence ratio φ before the flame is now lower than the global value (i.e.

the white isocontours are far from the flame front). At ϕ = π (Fig. 4.10(c)), when
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a) b) c) d)

Figure 4.10: Phase-locked instantaneous fields of axial velocity (left) and

CH4 mass fraction (right) with superimposed the heat release rate field q̇
for four different phases of the oscillating cycle. (a) and (c) correspond

to the minimum and the maximum of heat release rate in the cycle,

respectively. Black isocontour refer to temperature levels of 750 and

1500 K while white isocontour refer to the CH4 global mass fraction

level.

heat release rate and plenum pressure are maximum, the velocity in the swirler is

high and starts to push the CH4 jet downstream. At the same time the previous

injected fuel-rich pocket has reached the flame front, which gets shorter and burns

at the maximum of the heat release rate. Finally, at ϕ = −π/2 (Fig. 4.10(d)),

the velocity in the swirler is at its maximum, causing the fuel jet to be strongly

pushed toward the centerbody.

This thermoacoustic feedback loop resembles the one effectively present in the

experiments conducted by Meier et al. [27] for φ = 0.7 and Pth = 25 kW and

is explained by the mechanism described by Franzelli et al. [130] using LES: the

velocity field in the swirler follows the plenum pressure and oscillates, causing rich

gas pockets to be periodically pushed into the chamber and producing fluctuations

of the heat release rate. The fuel enters the swirl channel as a jet-in-crossflow

and, depending on the momentum flux ratio, may impinge on the walls. This

flapping of the fuel jet is less evident if compared to their LES but still noticeable.

However, differently from the experiments of Meier et al. [27], this mechanism is

not triggered experimentally for the studied case P10 and possible causes for its

appearance are investigated hereafter.

One possible reason explaining why LES seems unstable is acoustic damp-

ing [178]. In the absence of additional passive damping such as Helmholtz res-

onators, the main contributor to damping is the losses of acoustic energy at the

boundaries of the system [11, 179]. In LES, inlet and outlet boundary conditions

are treated with the classical Navier-Stokes Characteristic Boundary Conditions

(NSCBC) formalism [30]. According to the NSCBC theory [30, 180], the inlet and

outlet reflection coefficients R are functions of the frequency and of the relaxation
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a) b)

c) d)

Figure 4.11: Effect of the acoustic impedance of the air and fuel lines.

Predicted fluctuations of (a) heat release rate, (b) pressure signal at the

combustion chamber backplane, (c) air mass flow rate and (d) fuel mass

flow rate.

coefficient K used [181] to avoid that mean values drift away from their target

values. At the outlet, including the atmosphere in the computational domain

assures the correct representation of the acoustic impedance at the exit of the

combustion chamber. A systematic analysis of the effect on the thermoacoustic

oscillation amplitude of only the relaxation coefficients imposed at the air and

fuel inlet lines was conducted. These K coefficients control the ”stiffness” of the

air and fuel lines which are unknown and may explain LES/EXP discrepancies.

Figure 4.11 shows the fluctuations of (a) heat release rate, (b) pressure signal at

the chamber backplane, (c) air mass flow rate and (d) fuel mass flow rate for dif-

ferent values of K. For a given value of Kair = 50 s−1 (soft air line), two different

Kfuel = 5 × 103 s−1 (soft fuel line) and Kfuel = 5 × 105 s−1 (stiffer fuel line) are

tested (continuous and dashed lines in Fig. 4.11). No difference can be detected

between these two cases for heat release rate, pressure or air mass flow rate. On

the contrary, a higher impact can be observed when Kair is increased to 5 × 103

s−1 making the air line stiffer keeping Kfuel = 5 × 103 s−1 constant (continuous
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line with rectangular marks in Fig. 4.11). The amplitude of (a) heat release rate

and (b) pressure oscillations increase while the frequency slightly increases to 244

Hz. The oscillation of the air mass flow rate (c) is instead lower if compared to

the cases at Kair = 50 s−1 since with a higher relaxation coefficient the boundary

tends more rapidly to the mean target value (u → ū) with an acoustic behaviour

closer to a velocity node (u′ = 0). In this configuration, fuel mass flow rate

oscillations (Fig. 4.11(d)) slightly increase (0.01 g/s, i.e., 5% of the mean value)

with a negligible impact on the instability amplitude. With a further reduction of

Kfuel no significant change has been observed while a mean value drift occurred

(not shown). As a final test, an almost anechoic condition is imposed at the inlet

further reducing Kair to 5 s−1: in this case, the amplitude and the frequency of

oscillations for both heat release rate and pressure are unaffected by changes of

K (dashed line with circular marks in Fig. 4.11).

These observations show that for case P10, the impedance of the fuel line

(controlled by Kfuel) has no relevant impact on the predicted thermoacoustic

oscillations1. This could be explained by the small fuel tube sections compared

to the swirler dimensions that create acoustic reflections due to the cross sec-

tion change [182]. A higher impact is observed when changing the air inlet line

impedance (controlled by Kair). Nevertheless a stabilization of the observed ther-

moacoustic mode was never reached even when an almost anechoic boundary is

imposed. An underestimation of the acoustic damping is therefore not responsi-

ble for the thermoacoustic oscillations observed in the simulations with the HRT

approach. Even if HRT reproduces the mean flame shape reasonably, it fails to

characterize its unsteady dynamics.

4.3.2 Conjugate Heat Transfer (CHT) approach

To remove uncertainties on the heat transfer between the fluid and the solid, CHT

simulations are performed by coupling the LES solver with the AVTP code [54, 55]

which solves for heat conduction in the walls of the chamber using the energy

conservation equation,

ρsCs
∂T (xi, t)

∂t
= −

∂Φq,i

∂xi

, (4.1)

1Franzelli et al. [130] predicted in the pulsating flame of Meier et al. [27] an oscillating
frequency of 390 Hz which was higher than the experimental value of 290 Hz. This discrepancy
was attributed to the acoustic impedance of the fuel line which was arbitrarily imposed in LES.
The present analysis would suggest instead (for different operating conditions and hence pres-
sure oscillations levels) that the impedance of the fuel line has no impact on the thermoacoustic
instability and that the higher predicted frequency of oscillation was due to the adiabatic walls
(i.e. higher sound speed) and to the Kair coefficient which has an impact on the frequency.
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where ρs and Cs are the solid density and heat capacity respectively, T is the

solid temperature and Φq,i is the conduction heat flux described by Fourier’s law,

Φq,i = −λs
∂T

∂xi

, (4.2)

and is controlled by the heat conductivity of the solid λs. AVTP takes into

account local changes of λs and Cs due to the different materials of the rig (e.g.

inconel, quartz, etc) and to the local temperature.

AVTP is coupled with the LES solver AVBP through a Parallel Coupling

Strategy (PCS) in which both solvers run together and exchange information at

each coupling iteration by using the CWIPI library [183]. In the AVBP/AVTP

case, the LES solver uses the solid surface temperature Ts as boundary conditions

at the walls computed by AVTP while the latter uses the heat flux Φq computed by

AVBP. The time step at which the two codes advance are different: in AVBP, the

time step δt is limited by the Courant-Friedrichs-Lewy (CFL) condition, which

for a typical resolution of the fluid mesh brings to a time step δtf of the order of

10−8 s. In AVTP, the time step is controlled by the Fourier number and leads to

a time step δts of the order of 10−5 s. It is possible to synchronize the two solvers

by changing the number of iterations that each of them performs in between two

consecutive coupling iterations (i.e. at the information exchange time). Note also

that the characteristic time of the flow τf (i.e. the flow-through time) is typically

much smaller than the characteristic time of the heat transfer in the solid τs.

The first can be computed as τf = ρV/ṁ where ρ is the mean flow density, V

is the volume of the combustion chamber and ṁ is the mass flow rate and τf is

typically of the order of milliseconds. The characteristic time of the heat transfer

in the solid τs [176] can be computed as τs = VsρsCs/hS where S is the surface

area, Vs and ρs are the volume and the density of the solid and h is the heat

transfer coefficient: hence τs is of the order of 1 - 10 s. The difference between

τs and τf would lead to very long CPU time for the flow solver if the two solvers

are synchronized in time. To speed up the convergence toward a solid steady

state temperature, the two solvers can be de-syncronized in time by increasing

the number of iterations performed by AVTP with respect to AVBP between two

consecutive coupling iterations. This methodology is equivalent to decreasing the

heat capacity of the solid and, hence, the characteristic time of the heat transfer

in the solid τs. Once a steady state is reached (i.e. statistical convergence), the

two solvers can be re-synchronized in time and the correct solid heat capacity

recovered.
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Figure 4.12: Computational domain used in CHT simulations with

overview of the solid (blue) and fluid (black) meshes with thermal

boundary conditions for the AVTP code. Assumed thermal conduc-

tivity λs for quartz (blue), inconel (purple) and stainless steel (orange)

is also indicated.

The computational domain used in CHT AVBP-AVTP simulations is pre-

sented in Fig. 4.12 where the solid mesh is blue and the fluid black. The solid

parts have been discretized using 16M tetrahedral cells and a resolution of at least

5 points through the chamber walls. A second-order Galerkin diffusion scheme is

applied for spatial discretization and an implicit first-order Euler scheme is used

for time integration. While the heat fluxes at the solid boundaries in contact with

the fluid are determined from the LES solutions, thermal boundary conditions

must be fixed for the solid surfaces that are not in contact with the fluid domain

(e.g. external chamber walls, external plenum walls). To do so, the required

heat exchange coefficients at the boundaries have been determined through cor-

relations for natural convection on the external side of the chamber and plenum

walls. Moreover, Fredrich et al. [132] showed that heat losses incurred through ra-

diation can be important. Therefore, to take into account thermal radiation, it is

possible to compute an equivalent heat transfer coefficient for the external cham-

ber walls starting from the Stefan-Boltzmann law q̇rad = ǫσT 4. This procedure

yields higher heat transfer coefficients (i.e. h = 100 W/(m2K) with a ǫquartz = 0.8

for chamber walls and h = 15 W/(m2K) for plenum walls) if compared to only

convection [66] and are reported in Fig. 4.12. This approach neglects the inter-

nal wall radiation towards the hot gases, but can be considered as a first order
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a) b)

Figure 4.13: (a) Pressure and heat release rate fluctuations predicted at

the combustion chamber backplane. From an unstable phase in which

pressure and heat release rate oscillations were almost in phase, satis-

fying the Rayleigh criterion, a stable condition is recovered with CHT

simulations. (b) Spectra of the stable part of the signals, showing that

the heat release rate peak at 224 Hz is no more present.

approximation for taking into account radiation heat losses.

The time evolution of the heat release rate and pressure oscillations predicted

at the combustion chamber backplane after the thermal convergence is presented

in Fig. 4.13(a). From the unstable phase predicted with the simplified approach in

which pressure and heat release rate oscillations were almost in phase satisfying

the Rayleigh criterion, a stable condition is recovered when CHT simulations

are started. The pressure fluctuations amplitude is of the order of 200 Pa and

corresponds to the level observed experimentally (see Fig. 4.2). Moreover, heat

release rate fluctuations seem no more correlated with pressure fluctuations. The

spectra computed via Fast-Fourier Transform (FFT) of the stable part of the

two signals (i.e., t ≥ 0.83 s ) are presented in Fig. 4.13(b) and confirm this

observation. No 224 Hz peak appears confirming that the experimentally observed

stable condition is recovered. The pressure signal spectrum also shows only a weak

480 Hz peak that does not correlate with heat-release rate fluctuations.

The instantaneous field of solid temperature as computed by AVTP is shown in

Fig. 4.14(a) together with an instantaneous iso-contour of predicted heat-release

rate q̇ at 10% of maximum value. The temperature of the chamber walls on

the internal side reaches a maximum value of around 1350 K at 40 mm from

the backplane where the flame is very close to the walls. The temperature goes

down when proceeding toward the backplane where the flame is only sporadically

present. The backplane has a temperature of around 600K, very similar to the

one measured by Yin et al. [129] in case P20CB. The Biot number being much
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a) b)

Figure 4.14: (a) Instantaneous field of solid temperature and iso-contour

of heat-release rate q̇ at 10% of maximum value; (b) cut-plane showing

the time-averaged temperature T and heat release rate q̇ predicted by

CHT simulations. The added red iso-contour line corresponds to a tem-

perature of 450 K, showing the pre-heating of the fresh gases by the

solid walls. A zoom showing the temperature field with a different col-

orbar helps visualize the pre-heating of the gases and the temperature

gradient in the solid. The fluid domain is delimited by a white line to

visualize the separation between solid and fluid parts.

lower than 1, the temperature at the backplane is more uniform than the one pre-

dicted, for example, with the HRT approach in case P20CB (see Fig. 4.5(a)). The

predicted temperature at the centerbody tip instead is notably higher than the

one measured in condition P20CB reaching a value of 800 K: even if the thermal

power of case P20CB is higher with respect to case P10, the equivalence ratio φ

is also higher in the latter case and yields a higher adiabatic flame temperature.

The flame has a V-shape, with a flame-root well attached to the centerbody tip.

Figure 4.14(b) shows the time-averaged temperature T and heat-release rate q̇ in

a cut plane with a zoom showing the temperature gradient in the solid and the

pre-heating of the gases. The fluid domain is delimited by a white line. The flow

reaches 1800 K in the CRZ and downstream of the flame tip where burnt gases

are present while the ORZs show lower temperature. The red iso-contour visible

close to the centerbody corresponds to a temperature of 450 K and shows the

pre-heating of the fresh gases due to the warmed-up solid which is visible also

close to the fuel injection tubes. This is an important feature captured by the

CHT simulations, since, as discussed, in previous studies a fresh gas temperature

of 320 K has been usually considered, while in this case we observe a pre-heating

temperature which is closer to 400 K (starting from a Tinlet=293K). Note that

the temperature profile of the fresh gases is not homogeneous but reaches higher

values close to the walls. The time-average of the predicted heat-release rate q̇

confirms the V-shape of the flame and shows that the chamber walls are notably

hotter in the region where the flame tips reach the walls. No flame is predicted
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a) b)

EXP LES EXP LES

Figure 4.15: Validation of CHT simulations: (a) Comparison of exper-

imental normalized time-averaged Line of Sight (LOS) OH⋆ chemilumi-

nescence image with LOS predicted heat release rate q̇; (b) Comparison

of experimental normalized time-averaged OH-PLIF signal with pre-

dicted OH mass fraction YOH . The arrows are tangential to the experi-

mental and numerical time-averaged velocity field in the plane −→v//. Their

length and color indicate the velocity magnitude.

in the CRZ while in the ORZ weaker heat release rate can be noticed.

Finally, the CHT simulations are compared to experimental data in Fig. 4.15.

Experimental normalized time-averaged LOS OH* chemiluminescence image (which

is a qualitative indicator for the heat release rate for lean premixed flames) and

LOS field of predicted heat release rate q̇ are shown in Fig. 4.15(a). The length

and flame angle are retrieved by the CHT simulations and a better agreement is

achieved with respect to the simplified approach (see Fig. 4.8). LES is also able

to predict the high region of heat release rate in the top central part of the flame

while low intensity is predicted in the CRZ, just downstream of the centerbody.

The flame tip shape is correctly predicted together with the distance from the

external chamber walls. Figure 4.15(b) presents the comparison of the experi-

mental normalized time-averaged OH-PLIF signal with the predicted OH mass

fraction YOH . CHT simulations agree with the experimental data, both in terms

of flame length and angle. The flame tip reaches a height of 50 mm from the

backplane while low OH mass fraction intensity is predicted in the ORZ. As in

experiments, LES predicts no OH mass fraction YOH in the high velocity region

of the swirled flow. Experimental and numerical time-averaged velocity field in

the plane −→v// are indicated by arrows that are tangential to the velocity vector

and whose length and color indicate the velocity magnitude. Both in LES and

experiments, a high velocity region (i.e. white arrows) is predicted at the exit of

the swirler. A CRZ is also visible together with the ORZ where the velocity in

the plane is very weak.

A more quantitative validation of the CHT simulations can be assessed by
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 4.16: Profiles of Mean (a) axial velocity, (b) radial velocity and

(c) tangential velocity at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for the CHT

simulations in comparison to experiments.
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a)

b)

c)
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Figure 4.17: Profiles of RMS (a) axial velocity, (b) radial velocity and

(c) tangential velocity at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for the CHT

simulations in comparison to experiments.

109



4. CONJUGATE HEAT TRANSFER: IMPACT OF WALL HEAT

TRANSFER ON A SWIRLED FLAME DYNAMICS

comparing the experimentally measured mean and rms profiles of velocity compo-

nents at different measurement planes downstream of the backplane with the pre-

dicted profiles: LES captures the mean axial velocity component (Fig. 4.16(a)),

both in terms of magnitude and opening of the swirled flow. The magnitude of

the CRZ is slightly underestimated at h = 15 mm and 20 mm from the chamber

backplane but a good match is retrieved at h = 30 mm. RMS oscillations are

instead slightly over-estimated (Fig. 4.17(a)). This mismatch may be explained

by uncertainties of the experimental values and the small absolute magnitude

of the RMS. Mean and rms of both radial and tangential velocity are captured

by LES as shown in Fig. 4.16(b-c) and Fig. 4.17(b-c), respectively. The poorer

match for tangential velocity profiles may be due to PIV measurement uncertain-

ties for which errors in the out-of-plane direction (in this case, the tangential) are

typically higher than for the in-plane velocity components. [184].

4.3.3 Heat transfer impact on thermoacoustic driving mech-

anisms

The previous sections have shown that the correct stable thermoacoustic behavior

of the flame was predicted only with CHT simulations and not with HRT. We

analyze now the impact of heat transfer on the instability-driving mechanisms

starting with acoustic modes structures.

Figure 4.18(a) shows the relative mean temperature difference between the

CHT and the HRT simulations in the middle plane of the combustor with the

white iso-contours indicating zero values. The combustion chamber has a slightly

lower mean temperature in CHT while the ORZs present significantly lower tem-

perature (dark blue zones). On the contrary, a strong pre-heating is observed in

the swirler and close to the centerbody walls (red zones). At the same time, the

flow in the plenum is slightly warmed while the flow at the air inlet is cooler since

in CHT Tinlet is fixed at the ambient temperature (293K). This highlights the

main differences between the HRT and the CHT approaches: the HRT method

is not able to capture the detailed temperature variation at the walls since it also

depends on the heat re-distribution due to conduction in the transverse direc-

tion 1. Likewise, the unsteady heat transfer between the flow and the solid is a

function of the relative flame position with respect to the walls which in turn is

dependent on the non-homogeneous and unsteady preheating of the gases.2

1Note also that the HRT method is valid only when local 1D conduction can be assumed
which is valid only in case of low thickness walls, which is not the case of the burner centerbody
for example.

2Note that even in the unrealistic scenario in which a local tuning of R were possible, HRT
would however miss the non-homogeneous preheating of the gases. More generally, the HRT
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a) b) c)

Figure 4.18: (a) Relative mean temperature difference between the

CHT and the HRT approaches on the middle plane of the combustor

with white iso-contours corresponding to zero values. Predicted time-

averaged sound speed c field in (b) HRT-LES and (c) CHT-LES.

The corresponding time-averaged sound speed c are compared in Figs. 4.18(b-

c): a globally lower sound speed value is achieved with CHT in the chamber with

the most significant differences observed in the ORZs are probably due to the fact

that the flame does not oscillate anymore and no heat release rate happens in

these regions. Finally, another difference can be noted along the chamber walls:

for HRT, the zones where the flame tips reach the wall are very hot, while for

CHT, the temperature field, and hence the sound speed, close to the chamber

walls are more homogeneous due to the heat conduction in the solid.

The two mean fields shown in Fig.4.18(b-c) are used to compute the first

two acoustic modes of the system using the Helmholtz solver AVSP [53] giving

comparable results in terms of both modes frequency and shapes. The first mode

is predicted at a frequency of 257 Hz. Modulus and phase data (Fig. 4.19(a-b))

suggest that this 257 Hz mode is the 1/4 wave (or bulk) mode of the system: the

amplitude of the pressure oscillation | p′ | is larger in the plenum (Fig. 4.19(a))

and the chamber as well as the plenum oscillate in phase (Fig. 4.19(b)). The

approach cannot reproduce all the situations in which the solid provides energy to the gases
(e.g. bluff-body, plenum): since the reference temperature in HRT is fixed at 293 K it is always
the gas that provides energy to the solid. Changing Tref locally means introducing additional
unknowns while also losing the possibility to apply tuned values of R for all different operating
conditions.
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a) b) c) d)

Figure 4.19: Acoustic modes computed with the Helmholtz solver. Both

modelling approaches result in similar modes. (a) Amplitude and (b)

phase of the first acoustic (plenum) mode at 257 Hz. (c) Amplitude and

(d) phase of the second acoustic (chamber) mode at 480 Hz.

limit cycle frequency predicted by the HRT method is 224 Hz, close to the 1/4

wave mode frequency, suggesting that the flame with HRT boundary conditions

couples with this first mode (see Fig. 4.9). The amplitude and phase of the second

acoustic mode at 480 Hz are shown in Fig. 4.19(c) and Fig. 4.19(d), respectively.

It corresponds to a 3/4 wave mode: a pressure antinode is found in the combustion

chamber and the two volumes of the system (chamber and plenum) oscillate in

phase opposition. Traces of this mode are also visible in the LES simulations

(Fig. 4.9 and Fig. 4.13) matches this frequency. The flame does not couple with

this mode during the limit cycle predicted by the HRT approach. Note also

that the frequencies of the predicted acoustic modes match the two small peaks

observable in the experimental pressure signal (Fig. 4.2). This analysis confirms

that heat transfer does not change the system acoustics significantly.

The flame response was also investigated using Dynamic Mode Decomposi-

tion [185] (DMD) to reconstruct the oscillating modes of the system and ex-

tract the response of pressure, velocity components, heat release rate and equiv-

alence ratio at the limit cycle frequency of 224 Hz [186]. The DMD input is

400 instantaneous 3D LES fields. Once the DMD mode has been computed

at the frequency of interest, it is possible to investigate the coherent spatial
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a) b) c)

x = 0 mm

20

40
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Figure 4.20: Cut-plane showing the Dynamic Mode Decomposition

(DMD) at 224 Hz. Normalized real part of the Rayleigh index for-

mulation in frequency domain Re(R̂I) and normalized equivalence ratio

- pressure fluctuations correlation index Tφ,p for (a) the unstable flame

predicted by LES with HRT approach, (b) the transient stabilization

phase when switching to CHT and (c) the stable flame predicted by

CHT.

features of each variable by comparing its phase with respect to a reference

variable, in the present study pressure. If one selects the heat release rate as

the variable of interest and computes the phase difference with respect to the

pressure DMD mode, a three-dimensional Rayleigh index field is retrieved as

Re(R̂I) = Tq,p = |p̂||q̂| cos (ϕq − ϕp) [187, 188]. An equivalence ratio - pressure

fluctuations correlation index can be defined as Tφ,p = |p̂||φ̂| cos (ϕφ − ϕp) indi-

cating whether fluctuations of equivalence ratio φ are contributing positively or

negatively to pressure oscillations and hence to thermoacoustic instability.

The normalized real part of the Rayleigh index Re(R̂I) and the normalized

equivalence ratio - pressure fluctuations correlation index Tφ,p for the unstable

flame predicted by LES with the HRT approach are presented in Fig. 4.20(a).

As expected, the Rayleigh index Re(R̂I) presents large zones (colored in red) in

which the flame oscillates in phase and drive pressure fluctuations. This mainly

happens at the flame root near the centerbody and at the flame branches (10 mm

< x < 40 mm). On the contrary, downstream of the centerbody, negative values

(colored in blue) of Rayleigh index Re(R̂I) are visible: when the flame detaches

from the centerbody (Fig. 4.10(d)) it damps pressure oscillations. The flame tips

(for x > 40 mm) also show slight negative values of Re(R̂I). The instability

is supported by equivalence ratio fluctuations as underlined by the equivalence

ratio - pressure fluctuations correlation index Tφ,p: regions just upstream of the

flame root (near the centerbody) show a positive (colored in green) correlation

index Tφ,p, indicating that the equivalence ratio fluctuations are in phase with

the acoustic oscillations. These equivalence ratio oscillations are supported by the
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flapping of the jet: since the first acoustic mode is a 1/4 wave mode (Fig. 4.19)

where chamber and plenum oscillate in phase, it is straightforward to visualize the

rich gas pocket periodically released in the combustion chamber corresponding to

the green regions upstream the flame root at x = 0 mm. At the beginning, the

correlation index Tφ,p is green at the fuel tube exits: when pressure is increasing,

the equivalence ratio is increasing in this region too (i.e. CH4 is accumulated).

Moving further downstream, when fuel pockets are convected to the middle of

the centerbody, half a thermoacoustic cycle has passed and pressure is decreasing:

therefore, these regions are flagged in purple (i.e. negative contributions) since

when the pockets reach this zone locally increasing the equivalence ratio, pressure

is decreasing. Finally, after one thermoacoustic cycle, the fuel pockets reach

the flame-root and their contribution is again positive. This analysis confirms

that rich gas pockets being periodically pushed into the chamber are feeding the

thermoacoustic oscillation.

A different situation results from the DMD analysis when switching from the

HRT to the CHT approach (i.e. for t < 0.8 s in Fig. 4.13(a)). The normalized

real part of the Rayleigh index Re(R̂I) and the normalized equivalence ratio -

pressure fluctuations correlation index Tφ,p computed during this transient phase

are showed in Fig. 4.20(b). The flapping of the fuel jet is still present and the

rich gas pocket periodically released in the combustion chamber can be identified

by the green spots of Tφ,p. The Re(R̂I) at the flame root resembles the one of the

HRT unstable flame (Fig. 4.20(a)): the heat release rate fluctuations in this region

are in phase with the pressure oscillations still present in this transition phase.

Contrarily, the flame branches (10 mm < x < 40 mm) show lower positive values

of Re(R̂I) and a less coherent spatial distribution with respect to the unstable

HRT flame (Fig. 4.20(a)). The flame tips (x > 40 mm) present marked zones of

negative Re(R̂I), indicating that these regions are contributing negatively to the

thermoacoustic oscillations.

Finally, the normalized real part of the Rayleigh index Re(R̂I) and the nor-

malized equivalence ratio - pressure fluctuations correlation index Tφ,p for the

CHT stable flame are presented in Fig. 4.20(c). As expected in a thermoacousti-

cally stable condition, the Rayleigh index Re(R̂I) and the correlation index Tφ,p

fields do not show any coherent spatial distribution at the selected frequency.

The three Rayleigh index Re(R̂I) maps shown in Fig. 4.20 can also be inte-

grated over the combustor cross section Sc to obtain the one-dimensional mean
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Figure 4.21: Mean axial distributions of normalized mean heat release

rate 〈q̇〉 and DMD Rayleigh index 〈Re(R̂I)〉 for HRT (black) and CHT

(gray) approaches. The Rayleigh index 〈Re(R̂I)〉 during the transient

stabilization process (red) when switching to CHT is also showed.

axial distributions:

〈Re(R̂I)〉(x) =
1

Sc

∫∫

Sc

Re(R̂I)(x, y, z)dydz. (4.3)

A similar treatment is performed for the two mean heat release rate (〈q̇〉)

fields predicted with HRT (Fig. 4.8) and CHT (Fig. 4.15(a)).

The axial evolution of these quantities normalized with respect to their re-

spective maximum value are plotted in Fig. 4.21. As already discussed, the flame

with HRT is more compact with the peak of mean heat release rate at x = 27 mm

(black line with circular mark). A more elongated distribution is instead observed

with CHT (gray line with circular mark) where 〈q̇〉 peaks further downstream at

x = 35 mm. The axial distributions of 〈Re(R̂I)〉 are consistent with Fig. 4.20.

In the HRT case (black line) a significant positive contribution is present at the

flame root (x < 10 mm) while the largest positive contribution is related to the

central part of the flame branches (20 mm < x < 35 mm) just downstream of

the maximum peak of 〈q̇〉. The flame tips (x > 40 mm) show instead a signifi-

cant negative contribution that is not sufficient to stabilize the flame. The axial

distribution of the Rayleigh index 〈Re(R̂I)〉 for CHT is almost zero as expected
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for a thermoacoustically stable case (gray line). It is also interesting to plot the

Rayleigh index 〈Re(R̂I)〉 axial distribution during the transient stabilization pro-

cess when switching to CHT (red line). While the 〈Re(R̂I)〉 field at the flame

root (x < 10 mm) is similar to the one of the HRT unstable flame (black curve),

flame branches show a lower positive contribution (10 mm < x < 40 mm) and

flame tips (x > 40 mm) show larger negative values: when switching to CHT

simulations, the stabilization process starts at the flame branches and tips that

are in contact with the combustion chamber walls. The instability-driving regions

at the central part of the flame branches become less pronounced and the flame

tips negative contributions to the thermoaoustic oscillation are enhanced, hence

promoting the flame stabilization. The main difference in the heat transfer at the

chamber walls between HRT and CHT is the rapid distribution of heat from hot

regions where the flame reaches the walls: the latter can be predicted only by

CHT simulations in which heat conduction through the solid is correctly taken

into account.

4.4 Conclusions

In this Chapter, the impact of wall heat transfer treatments on the numerical

prediction of the thermoacoustic behavior of the PRECCINSTA test bench was

studied. First, a simplified approach (HRT) to specify thermal boundary condi-

tion based on the prescription of the thermal resistances tuned from experimental

measurements is proposed. This approach provides satisfactory global agreement

with experimental data in terms of mean flame shape but nonphysical unsteady

dynamics: the LES flame exhibits a thermoacoustic oscillation which is not ob-

served experimentally. This oscillation can not be suppressed by changing the

acoustic impedance of the air or fuel inlets. However, going to full Conjugate Heat

Transfer (CHT) simulations, the flame becomes stable, confirming the strong im-

pact of heat transfer on the predictions of the present configuration.

No relevant difference between HRT and CHT cases is observed when com-

paring the sound speed fields or the system acoustic modes obtained with a

Helmholtz solver: the acoustic properties of the system are captured correctly

with both approaches. Dynamic Mode Decomposition (DMD) reveals that the

instabilities of the HRT LES are coupled to a flapping motion of the fuel jets:

the flame responds to these perturbations in phase with the acoustic pressure

sustaining the thermoacoustic modes. On the contrary, for CHT simulations, the

dynamics of the flame branches is slightly but sufficiently altered to modify the

flame response, leading to the stabilization of the system.
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To conclude, the correct prediction of wall heat transfer appears important to

capture the experimental thermoacoustic behaviour of the PRECCINSTA com-

bustor. More generally, this confirms that high fidelity can be achieved for com-

bustion LES solvers only when precise boundary conditions are used not only

for the inflow and outflow acoustic impedances but also for the wall thermal

boundary conditions.
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Chapter 5

Hydrogen flames: chemistry and

transport property
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This Chapter focuses on the chemistry and the problem of modeling transport

property when dealing with hydrogen enriched flames. To this scope, LES of a

lean turbulent CH4/Air premixed flame enriched with a pilot hydrogen injection

are performed. An Analytically Reduced Chemistry (ARC) mechanism is used

to achieve a detailed description of CH4/Air-H2 chemistry. First, a validation of

this kinetic scheme against the detailed GRI-3.0 mechanism is presented consid-

ering both simplified and complex transport properties. When hydrogen is added

to the mixture, large variations of the mixture Prandtl and of the N2 Schmidt

numbers are observed depending on the local species concentration, features that

are missed by simplified models. LES is then applied to study the structure and

stabilization mechanisms of a hydrogen swirled enriched flame by using different

transport modeling strategies. First, a lean (φ=0.8) fully premixed CH4/Air case

is considered and results are found to validate the LES approach. In agreement

with experiments, a classical V-shape flame is stabilized in the low-velocity zone

near the flame holder and created by the central recirculation zone (CRZ). Then,

hydrogen enrichment is achieved injecting 2% of the CH4 thermal power. Both

premixed and diffusion flames are present in this case, impacting flame stabiliza-

tion and angle. Indeed, at the flame root the main premixed flame is found to be

stabilized on a diffusive flame kernel created by the injected hydrogen reacting
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with the oxygen in excess of the premixed stream. Moreover, the H2 consumed

with the remaining oxygen in burnt gases leads to the formation of a second

flame branch inside the CRZ which is responsible of an increase of the flame

angle. Given the high concentration of hydrogen, an impact of the molecular

transport models is observed in this case on the flame lift-off height highlighting

the importance of using complex transport properties in any LES involving hy-

drogen combustion. Note that these results have been published in Proceedings

of the Combustion Institute [71].

5.1 Literature review

The combination of hydrogen with standard carbon-based fuels is nowadays

considered as one of the most promising technical solution for clean combus-

tion [189]. Indeed, lean flame stabilisation is enhanced by the hydrogen high

flame speeds [190] and its wide flammability range [191]. Furthermore, hydrogen

offers no emissions of HC, CO or CO2 [192].

For these reasons, multiple numerical and experimental studies have been

carried out to study the impact of hydrogen addition on methane/air flames. Ex-

periments and Direct Numerical Simulations (DNS) on laminar flame speeds [193,

194, 195, 196], lean and anomalous blow-off [197, 198], stabilization mechanisms

and instabilities [199] have been performed for laminar flames. DNS of flame

vortex interactions has been performed by Bougrine et al., showing that hydro-

gen admixture enhances the flame wrinkling and consumption speed [200]. More

realistic swirled configurations have been also investigated. Schefer et al. [201] ex-

perimentally studied the impact of hydrogen on flame stability and blowout maps

for a lean premixed swirl-stabilized flame showing that the addition of a moderate

amount of hydrogen to the methane/air mixture increased the peak OH concen-

tration with a significant change in the flame structure which is shorter and more

robust. A non-premixed unconfined configuration was investigated by Cozzi and

Coghe [202]. Fuel mixtures containing a variable volumetric fraction of CH4 and

H2 are injected in a swirling air flow. Again with hydrogen addiction a shorter and

narrowed blue flame located closer to the burner head was observed. The impact

of H2 on emissions was also extensively studied. As an example, a decrease of

NOx level, if compared with a corresponding diffusion flame under same operat-

ing conditions, was observed for a fuel-lean confined swirl-stabilized methane-air

flame by Kim et al. [203]. Recently, the impact of hydrogen enrichment on the

shape of a confined swirled flames was experimentally investigated by Guiberti et

al. [142] and Shanbhogue et al. [204]. In both studies, the probability of stabilizing
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Figure 5.1: (a) Schematic of the MIRADAS experimental rig. (b) Nu-

merical setup with details of the computational grid at the flame root.

a M-flame increases with the H2 concentration in the combustible mixture. From

a numerical point of view, the appeal of high-fidelity LES (e.g., see Ref. [205]) is

increasing for these studies given their higher accurate prediction capabilities at

a reasonable cost if compared to cheaper Unsteady Reynolds Averaged Simula-

tions (URANS) and unaffordable DNS. Refs. [206, 207] reports some examples of

studies on academic configurations and, very recently, the methodology was also

extended to a full-scale gas turbine combustor [208]. In all these previous studies

hydrogen is always considered fully premixed with the fuel mixture. Fewer are

the investigations of direct H2 injection in the combustion chamber. Indeed, in

this case the pure H2 flame will behave as a classical pilot flame typical of land-

based gas turbines or aeroengines [189] opening new questions on the resulted

flame structure and stabilization mechanisms.

The present Chapter aims to fill the observed gap of knowledge by performing

experiments and high-fidelity LES of the impact of H2 injection on flame structure

and stabilization of a confined lean swirling flame. For this specific objective,

simulations are performed coupling the LES solver AVBP with an Analytically

Reduced Chemistry (ARC) scheme for CH4/Air-H2 chemistry. The impact of

considering simplified or complex transport properties is also discussed. This is a

topic well developed for classical single-fuel systems, but less investigated in case

of bi-fuel configurations [209]. With respect to a classical lean CH4/Air premixed

swirled flame, simulations reveal that both premixed and diffusion flames are

present when hydrogen is injected, impacting flame stabilization mechanisms and

angle.
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5.2 Experimental setup and Numerical model

The numerical simulations proposed in this work refer to the experimental ac-

tivities performed in the MIRADAS combustor developed at IMFT laboratory,

CNRS (Toulouse, France) [210]. Figure 5.1(a) reports a sketch of the combustor.

A methane/air mixture is well premixed before entering the upstream longitu-

dinal plenum. After being pushed through a radial swirler consisting of eight

channels of section area radius of r = 2.25 mm oriented at 15◦ with respect to

the swirl axis, the mixture enters the 100 mm long quartz flame tube through

an annular gap of inner and outer diameters equal to 6 and 12 mm, respectively.

Hydrogen is conveyed directly in the chamber through a 4 mm pilot line passing

along the entire axis of the plenum. At the inlet of the combustion chamber, the

two fuel lines are separated only by a thin annular lip of 1 mm (Fig. 5.1(a)). Two

operating points are studied in this work. First, a perfectly premixed methane/air

mixture with an equivalence ratio of φ = 0.8 and thermal power of Pth = 3.96

kW is considered (case REF). Then, in case PH2 flame is enriched through

the pilot line injecting a mass flow of hydrogen corresponding to the 2% of the

CH4 thermal power of case REF. More details of the two operating conditions

are summarized in Tab. 5.1. For PH2, the methane mass flow rate is slightly

changed in order to keep constant the total thermal power. Note that this specific

variation is so small that no significant change in the global equivalence ratio is

achieved. For both cases, in the annular premix passage a well established tur-

bulent flow reaches a Reynolds number of Repre,Dh
≃ 7000 using the equivalent

hydraulic diameter Dh = 6 mm of the annular channel. The hydrogen flow is

always laminar and ReH2 ≃ 25.

Case Main Pilot Global
ṁAir (g/s) ṁCH4 (g/s) ṁH2 (g/s) φ

REF 1.693 7.912e-2 - 0.8
PH2 1.693 7.754e-2 6.597e-4 ≃ 0.8

Table 5.1: Different mass flow rates of air, methane and hydrogen and

respective global equivalence ratios for the two operating conditions.

The domain used for the LES (Fig. 5.1(b)) has been discretized using an

unstructured mesh which has been refined until a grid-independent solution is

obtained. The final computational grid consists of approx. 23M tetrahedral

elements. Note that to correctly capture the flame stabilization mechanisms, the

grid is designed with a refinement of ∆x ≃ 80 µm assuring approximately twelve

points in the separation zone between the two fuel lines and in the finest region

121



5. HYDROGEN FLAMES: CHEMISTRY AND TRANSPORT

PROPERTY

positioned at the flame root (zoom box in Fig. 5.1(b)). Another refinement region

with ∆x ≃ 300 − 350 µm is located further downstream. Turbulent combustion

is modeled using the classical dynamic TFLES model, which imposes a flame

thickening everywhere a reactive zone is detected by a flame sensor [37]. Note that

with this specific modeling formalism, once a target flame resolution is prescribed

(i.e. 5 points in the flame front are specified for the present LES), the dynamic

formulation of TFLES does not impose a constant level of thickening everywhere.

Indeed, the model thickens the flame at the level that is required to reach the

target resolution considering the local mesh size and laminar flame thickness (i.e.

∆l ≃ 550 µm in the present case). As a consequence, a thickening factor equals to

unity is applied in the zones where the flame is already sufficiently resolved. This

is typically what is happening in the proximity of the lip region of the present LES.

Simulations are performed using AVBP with the classical numerical setup detailed

in Chapter 2. Inlets and outlets are treated with the Navier-Stokes Characteristic

Boundary Conditions [30] imposing the mass flow rates (Tab. 5.1), and ambient

pressure, respectively. For both operating conditions, a measured temperature of

Tbkpl = 450 K and Tlip = 720 K is fixed, respectively, at the chamber backplane

and separator lip. Combustion chamber wall heat losses are taken into account

imposing a temperature profile measured with a movable thermocouple from the

external side of the flame tube and a thermal resistance of Rw,cc = 9e-4 m2K/W

computed assuming a conduction coefficient λ = 2.17 W/mK for the 2 mm thick

quartz wall.

5.3 Chemistry and Transport properties

The CH4/Air-H2 chemistry is described by an ARC mechanism comprising 20

species, 166 reactions, and 9 quasi-steady state species derived from GRI-3.0 using

ARCANE [211]1. To validate the kinetic schemes, Cantera (www.cantera.org)

calculations of a 1D-counterflow diffusion flame of H2 against equilibrium prod-

uct from lean CH4/Air combustion is presented in Fig. 5.2. The detailed GRI-3.0

scheme with multicomponent transport and Soret effect [212] is then compared to

the reduced ARC mechanisms using both simplified and mixture average trans-

port properties models. The latter model is the standard approach for complex

transport. An alternative often present in LES codes is the simplified approach

which consists in determining the viscosity from the Sutherland’s law and deduc-

ing the mixture heat conductivity using a constant Prandtl number while each

1A complete description of the ARC mechanisms can be found in the Supplementary Ma-
terial of Ref. [71]
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(a)

(c)

(b)

(d)

Figure 5.2: (a-b) Comparison between flame structures computed with

Cantera using GRI-3.0 mechanism including multicomponent transport

and Soret effect (dotted lines), the ARC scheme with a mixture trans-

port model (dark line) and simplified transport model (light line), for

a counterflow diffusion flame of H2 against the equilibrium burnt gases

from lean (φ = 0.8) CH4/Air premixed combustion. Normalized profiles

of (a) mass fraction of selected species, (b) temperature and heat release

rate. (c) Profiles of the transport properties. Computation inputs are:

p = 1 bar, injection temperature of T i
H2

= 570 K and exhaust gas tem-

perature T i
g = 1800 K. (d) Isolines of the Prandtl number and contour

map of N2 Schmidt number in ternary mixture of H2, CH4 and N2 as a

function of composition.

species diffusivity relies on a constant Schmidt number. Note that the diffusive

flame addressed here is expected to be roughly representative of the H2 combus-

tion process of the final target configuration. The heat release profiles obtained

with the three mechanisms present two reaction peaks, a primary peak in the rich

side of the flame, very close to H2 injection point and the second one, much larger,

in the stoichiometric region of the flame. Normalized species, temperature and

heat release profiles comparison show perfect agreement between GRI-3.0 scheme

and the ARC scheme with complex transport while showing only satisfactory

agreement with a simplified transport model, Fig. 5.2(a-b). Figure 5.2(c) shows

the Prandtl (Pr) and Schmidt (Sc) numbers of selected species present in the
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1D-counterflow diffusion flame confirming the variability present in this problem.

Finally, the N2 Sc and the mixture Prandtl number in a ternary mixture of N2,

H2 and CH4 are reported in Fig. 5.2(d). It is noted that the GRI-3.0 scheme

and the ARC scheme with complex transport predict a Pr number dropping from

0.7 to 0.43 in the region just before the heat release peak, i.e., a region where

H2 and N2 form a binary mixture of almost equal molar fraction. This leads to

higher thermal conductivity and hence to a lower temperature peak in the flame

if compared to constant transport property case. By looking at the isolines of

the Prandtl number in Fig. 5.2(d), it can be noticed as Pr is a strong function

of the H2 molar fraction and assumes its minimum values when H2 is present in

a binary mixture with N2
1 with almost equal molar fractions. Focusing on the

Schmidt number, both the 1D-counterflow diffusion flame of Fig. 5.2(c) and the

ternary mixture of Fig. 5.2(d) show a variation of the N2 Schmidt number from

2 when it diffuses in H2 to only, 0.7 when it diffuses in other gases. Variations

of the Schmidt numbers of other species, even if present, do not influence com-

bustion since they are rapidly consumed (e.g. O2, CH4). Reduced diffusion of

N2 in H2 due to the increase of Sc, will decrease the local H2 molar fraction and

the resulted flame will be shifted toward the H2 side. Vice-versa, when simplified

transport is used, N2 will diffuse more in the H2 side leading to a flame more

shifted towards the oxidant side as shown in Fig. 5.2(b). Relaying on these re-

sults, variable Pr and N2 Sc number functions of the molar fraction XCH4 , XN2

and XH2 are implemented in AVBP and used for the following simulations. These

allow to match the complex transport model perfectly for such flames. Complete

expression of these functions are reported in Appendix B.

5.4 Results and discussion

Before discussing the reactive simulations, LES time averaged contours of axial

Ux, radial Ur and tangential Uθ velocities in cold flow are shown in Fig. 5.3(a-c),

respectively. The imposed swirl motion is not sufficient to achieve a complete

vortex-breakdown: at the exit of the annular channel, a large radial component

pushes the jet towards the chamber axis (Fig. 5.3(b)). As a consequence, the sys-

tem features a central recirculation zone (CRZ) that is not completely developed

as highlighted by the Ux=0 isoline (thick black line) in Fig. 5.3 (a). A good match

1It should be also noticed that similar results would have been achieved with a mixture of
H2 with other heavy components such as O2. However, in the present configuration, oxygen
is immediately burned so its concentration is extremely low in the zones where hydrogen is
present. For this reason, N2 is considered in Fig. 5.2(d).
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Figure 5.3: Time and angle average contours of axial Ux (a), radial Ur (b)

and tangential Uθ (c) velocity components. Black lines indicate negative

values, while positive velocities are in white. The thick black isoline in

the axial velocity map is Ux = 0.

with experimental results is obtained for global quantities such as the swirl num-

ber computed at the entrance of the combustion chamber (SLES = 0.35 against

a geometrical value of Sth = 0.3) and injector head loss (∆p,LES= 480 Pa against

measured ∆p,exp= 550 Pa) confirming the accuracy of the proposed simulations.

5.4.1 REF case

First, the reactive case REF, i.e., with no injected hydrogen (Tab. 5.1), is dis-

cussed. Experimental flame shape obtained taking the line-of-sight (LOS) inte-

gration of the CH* chemiluminescence intensity signal (Fig. 5.4(a)) is compared

with the LOS of the predicted heat release rate (Fig. 5.4(b)). Both maps are

reported normalized with respect to their respective maximum value. The pre-

dicted global flame shape is in agreement with experiment. No flame is predicted

in the corner recirculation zones (CRZ) proving the appropriateness of the as-

sumed thermal boundary conditions. A good match is also found in terms of

lift-off distance and flame angle, whereas LES slightly overestimates the flame

total extension.The well-established V-shape of the flame is also clearly visible in

Fig. 5.4(c) reporting time and angle average contours of heat release rate. Axial

velocity contours are shown in Fig 5.4(d). Comparing with the corresponding
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Figure 5.4: Comparison between the normalized line-of-sight (LOS) in-

tegration of measured CH* chemiluminescence intensity ĨCH∗ (a) and

the normalized LOS integration of the heat release rate ˜̇q from LES (b).

Time and angle average contours of heat release rate with q̇ = 40, 100, 200
MW/m3 isolines (c). Time and angle average contours of axial velocity

Ux (d). Black contours indicate negative values, while positive velocities

are in white. Thick black line refers to Ux = 0.

map for the cold flow, Fig. 5.3(a), a proper vortex-breakdown with the formation

of a complete and extended CRZ is achieved with combustion.

Zooming now at the flame root allows to discuss the flame stabilization mech-

anisms. An isoline at the 10% of the maximum of the mean heat release rate

(red line) is plotted in Fig. 5.5 (a) over the axial velocity map. The swirled

flame is stabilized inside the low velocity zone full of hot gases created by the

CRZ on top of the separation lip. Plotting the same heat release rate level over

the iso-contours of temperature in Fig. 5.5(b) underlines the fact that the flame

stabilization happens along a temperature value of ≃ 1300 K, which is close to

the activation temperature of the reaction leading to the production of CH3 from

methane. Indeed, this specie is found to concentrate within the flame isoline,

Fig. 5.5(c), proving that it is a good indicator of the position of the flame root.

Since no hydrogen is injected, very low XH2 is obtained for this case (not

shown), therefore the impact of the transport model is accordingly negligible.
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Figure 5.5: Zoom on the flame root. Isoline of heat release rate (red

line) at q̇ = 40 MW/m3 (10% of heat release maximum value) plotted

over the contours of axial velocity Ux m/s (a), temperature K (b), mass

fraction of CH3 (c). In the velocity map black curves indicate negative

values, while positive velocities are in white. The thick black line is Ux

= 0.

5.4.2 PH2 case

As soon as H2 is injected from the pilot channel, the flame structure changes. Fo-

cusing on the measurements Fig. 5.6(a), comparing with the REF case, Fig. 5.4(a),

a more intense zone is observed at the flame root and all along the outer side of

the flame facing the CRZ. In agreement with the experiments, LES show high

heat release rate in similar areas, Fig. 5.6(b). Nevertheless, some differences

are observable. A mismatch of approx. 1 mm is indeed noted in the flame lift-off

height. This may be due to the lip temperature which was measured in the exper-

iments and imposed in the LES. Time and angle average contours of heat release

rate reported in Fig. 5.6(c) give more insight on the flame structure. Again, if

compared to case REF, higher mean values of heat release rate are obtained.

The isoline of the 10% of the heat release rate maximum value (obtained for q̇ =

200 MW/m3) shows a flame shape similar to the REF case, Fig. 5.4(c). On the

contrary, a flame branch in the CRZ is well detectable by the isoline at q̇ = 40

MW/m3, i.e, the same level used to indicate the flame in case REF. The central

region is therefore hotter, with temperature that reaches 2000 K. A wider flame

angle is then achieved, in line with experimental observations.

Looking at mass fractions of OH, HO2 and CH3 in the flame root region,

high concentration of OH, Fig. 5.7(a), are found within the isoline at q̇ = 40
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Figure 5.6: Comparison between the normalized line-of-sight integration

of measured CH* chemiluminescence intensity ĨCH∗ (a) and the normal-

ized LOS integration of the heat release rate ˜̇q from LES (b). Time and

angle average contours of heat release rate (c) and temperature T (d)

with isolines (white lines) of q̇ = 40, 200 MW/m3.

MW/m3 suggesting that the injected H2 is responsible for the heat release in

this zone. Similarly, the presence of high concentration of HO2 just above the

splitter indicates that part of hydrogen is also immediately consumed in that

region when a sufficient concentration of H2 and O2 is reached, Fig. 5.7(b). The

high concentration of CH3, Fig. 5.7(c), instead, indicates that the anchoring point

of the CH4 premixed flame is lifted off with respect to case REF. This specie is

completely enclosed by the higher q̇ = 200 MW/m3 isoline confirming that, also

for this case, CH4 oxidation drives the mean heat release.

To better understand the interaction between hydrogen and the premix mix-

ture, two Takeno flame indices (FI) [213] have been computed. To do so, variables

are conditioned by the consumption rates of H2 and CH4, respectively, and then

weighted by the magnitude of these variables to underline the regions in which

heat release is more relevant:

FIFuel = ω̇Fuel
∇O2 · ∇Fuel

∇O2 · ∇Fuel

∣∣∣∣
ω̇Fuel<0

(5.1)

Results in the flame root region are reported in Fig. 5.8. While the Takeno

index of CH4 is all positive, indicating that, as expected, it burns in premixed
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Figure 5.7: Time average mass fractions of OH, HO2 and CH3 at the

flame root with isolines of heat release rate (red lines) at q̇ = 40 and

200 MW/m3.

mode, Fig. 5.8(a), the FI of H2 detects that hydrogen is consumed in both pre-

mixed and diffusive regimes, Fig. 5.8(b). A large diffusive zone generated by the

reaction of H2 with residual O2 in the burned gases is found in the CRZ, con-

firming the hydrogen nature of this second branch of the flame. At the flame

root, a premixed region is predicted detached from the splitter and is believed to

be generated by H2 diffusion from the high concentration zone to the CH4/Air

stream. More interestingly, a second diffusive zone is predicted starting form

the splitter wall until the premixed zone. This flame is obviously responsible of

the HO2 concentration previously discussed, Fig. 5.7(b), and has a direct role

in the stabilization mechanisms of the flame. Indeed, plotting the two heat re-

lease isolines over the axial velocity field Fig. 5.8(c), it is possible to notice that

differently from case REF, the hydrogen diffusive flame stabilizes in the low ve-

locity region. This diffusive kernel appears to support the premixed CH4 flame

that is anchored more downstream in a higher positive velocity region. Observing

now the temperature profile, black lines in Fig. 5.8(a-b), it is noted that hydrogen

oxidation happens in a low temperature zone. The extension of the lower flamma-

bility limit temperature is a well-known property of H2 that is characterized by

reactions at very low activation energy (such as the one correlated to the HO2

production) [214]. On the contrary, stabilization of the CH4/Air flames happens

at the same temperature value of the REF case. (T≃ 1300 K). This shows that

the spatial position of the high heat release zone depends on the axial location
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Figure 5.8: Zoom on the flame root. Computed dimensional Takeno

index of CH4 (a), dimensional Takeno index of H2 (b) with isolines of

temperature (black lines) at T= 700,1300 and 2000 K and heat release

rate (red lines) at q̇ = 40 and 200 MW/m3. (c) Contours of axial velocity

Ux with isolines of heat release rate (red). Isolevels of negative velocity

values are reported in black, while positive velocities are in white. The

thick black line is Ux = 0.

of these isolines which is highly impacted by the Prandtl number of the mixture

and the N2 Schmidt number as discussed in section 5.3.

Indeed, focusing then on the transport properties, Fig. 5.9(a-b) shows, re-

spectively, the Pr and the N2 Sc contours variation in the region in which the

H2 (white lines) molar fraction is relevant. To highlight this result in Fig. 5.9(c),

an instantaneous snapshot of H2 mass concentration of the current simulation

(right) is compared with an equivalent instant with simplified transport prop-

erties (left). In both images, isolines of the temperature field are also reported

(black lines). With complex transport properties, Fig 5.9(c-right), it is noted

that the concentration of H2 moves upstream since N2 diffuses less from the up-

per region (i.e. higher Schmidt number). Different diffusion of H2, together with

the higher thermal conductivity, i.e., lower Prandtl number, has a strong impact

on the temperature field, making the hotter region following the movement of H2

concentration downward. Simplified transport properties, Fig. 5.9(c-left), fails to

correctly reproduce this mechanism, resulting in a less diffuse temperature field.

As a consequence, the low-intense hydrogen reaction zone is more stretched and

the CH4 oxidation is pushed downstream resulting in a lifted flame.
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Figure 5.9: Zoom on the flame root. Instantaneous snapshot of Prandtl

number (a) and N2 Schmidt number (b) with isolines of heat release

rate values (red lines) at q̇ = 40 and 700 W/m3 and H2 molar fraction

(white lines) at XH2 = 0.1, 0.3, 0.5 and 0.7. (c) Comparison between

simplified (left) and complex (right) transport properties computations

on an instantaneous snapshot. Mass fraction of H2 (log scale) is shown

together with isolines of heat release rate (red lines) at q̇ = 40 and 700

MW/m3 and temperature (black lines) at T = 700, 1300 and 2000 K.

5.5 Conclusions

In this Chapter, the impact of non-premixed hydrogen addition on the flame

shape and stabilization mechanisms of a swirled methane/air flame is proposed

by a numerical analysis. In agreement with experiments, H2 injection is found

to have a marginal impact on the general flame shape, leading only to a more

intense zone at the flame root and all along the outer side of the flame facing the

CRZ. On the contrary, both premixed and diffusion flames were discovered by the

LES when hydrogen is injected impacting the flame stabilization and its angle.

Indeed, at the flame root the main premixed flame is found to be stabilized on a

diffusive flame kernel created by the injected hydrogen reacting with the oxygen in

excess of the lean premixed stream. Given the high concentration of H2 in these

regions, LES predictions are found to be influenced by the adopted transport

models highlighting the importance of using complex transport properties in any

LES involving hydrogen combustion.
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Part II

Hydrogen enrichment: a partially

premixed lean swirled flame
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Chapter 6

Impact on flame structure and

combustion dynamics
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In this Chapter, Large Eddy Simulation (LES) are performed associated to

Conjugate Heat Transfer (CHT) to analyze the impact of H2-enrichment on the

flame structure and combustion dynamics of a lean partially-premixed turbulent

CH4 swirling flame. Experimentally, the gas turbine model combustor is operated

at atmospheric pressure with H2 vol. fraction up to 50%. Numerically, to achieve

a detailed description of the CH4-H2 / Air chemistry an Analytically Reduced

Chemistry (ARC) mechanism is derived and validated for different H2 enrichment

levels. LES results are then compared and validated with experimental time-

resolved stereo PIV, OH* chemiluminescence, OH-PLIF imaging and acoustic

pressure measurements. When the pure CH4 case is considered, and up to 20%

of H2 enrichment, no thermoacoustic oscillation is observed both experimentally

and numerically. However the flame length reduces due to the corresponding in-

crease in laminar flame speed and the heat release rate distribution becomes more

compact when hydrogen is injected. At 50% of H2, bi-modal thermoacoustic os-

cillations are observed experimentally and these are correctly predicted via LES.

The flame responds to both the 1/4 wave mode of the plenum at low frequency

and more significantly to a higher frequency mode of the combustion chamber.

The differences between the pure CH4 as well as low H2-enriched stable cases and

the 50% H2-enriched unstable flame are analyzed to get more insights in to the

instability driving mechanism. The coupling of LES with a heat transfer solver
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in a Conjugate Heat Transfer (CHT) context reveals that H2-enrichment leads

to higher localized temperature at the centerbody tip, indicating the potential

impact on the life-cycle of real combustors. Finally, Dynamic Mode Decompo-

sition analysis performed on experimental OH-PLIF images and LES 3D fields

allows to investigate the feeding mechanism of the thermoacoustic oscillations.

Both the two modes oscillations are supported by variations in equivalence ratio

linked to rich gas pockets periodically released into the chamber. In addition,

the higher frequency chamber mode is also fed by vortices periodically detaching

from the backplane and the centerbody walls causing a strong wrinkling of the

flame front. Note that part of these results have been published in Combustion

and Flame [25].

6.1 Introduction

Hydrogen is rapidly becoming one of the most relevant topic of discussion in the

combustion community [215, 216, 217]. Due to their low carbon emissions [189,

218, 219], aeronautical and power generation industries are considering hydrogen

and hydrogen-rich gases (e.g. syngas) as a solution to reduce their impact on

the environment and to comply with the stringent European Union regulations

on pollutants emissions. Another appealing strategy for achieving a rapid decar-

bonization is to implement H2 in existing or modified gas turbines [210]. However,

the different chemical properties of H2 with respect to classical hydrocarbon fu-

els must be taken into account when considering this type of applications. The

high reactivity of hydrogen and its wide flammability range [191] together with

the high flame speed [190] can indeed contribute to enhancing the flame stabi-

lization at lower equivalence ratio but at the same time increasing the risk of

flashback [220, 221]. Moreover, the higher adiabatic flame temperature implies

that the combustor walls are subjected to a larger localized thermal load and

the acoustic modes of the combustion chamber can change due to the different

sound speed field. The latter, together with the different flame stabilization, may

change also the thermoacoustic behavior of a combustor [67, 68, 69]. Thermoa-

coustic instabilities are indeed one of the main design challenges when dealing

with the development of lean combustors and low emission combustion tech-

nologies [11, 222]. In this context, research is needed to analyze the impact of

hydrogen enrichment on the flame stabilization as well as its dynamics.

For laminar flames, multiple numerical and experimental studies have been

carried out to analyze the impact of H2-enrichment on CH4/air flames. Analyses
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of laminar flames speeds [193, 194, 196], lean blow-off and extinction [197, 198],

stabilization mechanisms and instabilities [199] have been performed.

Emissions variations due to H2-enrichment have also been extensively studied.

Ghoniem et al. [223] analyzed lean premixed combustion flames stabilized behind

a backward-facing step and observed that hydrogen addition was capable to im-

prove the flame stability while NOx concentration was higher in the products as

the overall burning temperature raised. However, hydrogen addition is able to ex-

tend the flammability limit, hence globally achieving lower NOx. The same effect

was observed by Kim et al. [203] for a lean confined swirl-stabilized methane-

air flame: a decrease of NOx level was present if compared to a corresponding

diffusion flame under the same operating conditions.

The impact of hydrogen on flame shape and heat release rate distribution

in more complex swirled-stabilized flames has been investigated [224, 225, 226,

227]. Schefer et al. [201] experimentally studied the H2 impact on flame stability

and blowout for a lean premixed swirl-stabilized flame showing that hydrogen

addition to the methane/air mixture increased the peak OH concentration and

led to a significant change in the flame structure that became shorter and more

robust. A similar hydrogen addition effect was observed by Cozzi et al. [202] in a

non-premixed unconfined configuration featuring a swirling flow: a shorter flame

stabilized closer to the burner was obtained when hydrogen was enriching the

flame. Flame stabilization has been analyzed recently by Guiberti et al. [142] and

Shanbhogue et al. [204], showing that the probability of stabilizing the confined

swirled M-flame is increasing with the H2 concentration in the fuel mixture.

Many experimental studies have focused on the effect of hydrogen addition

on flame dynamics and thermoacoustics instabilities. Schimek et al. [228] and

Emadi et al. [229] showed that hydrogen can change the flame shape and subse-

quently alter the phase and amplitude of heat release oscillations in acoustically

forced flames and therefore the corresponding Flame Transfer Function (FTF).

Davis et al. [222] observed that hydrogen addition can modify also self-sustained

oscillations by promoting the interaction between local heat release and vortices

in the flow field due to the reduced flame size compared to the pure methane

case allowing the vortices to travel downstream toward the flame front. Different

studies have also analyzed that variation in hydrogen content can cause a shift in

acoustic modes of combustors [230, 231, 232, 233] and believed to be linked, for

partially premixed flames, to changes in laminar flame speed, sound speed field

and convective time [222, 231, 234]. Despite the large number of studies devoted

to the H2-effect on self-sustained thermoacoustic oscillations, limited conclusive
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explanations of the contradictory phenomena can be found in the literature. Al-

lison et al. [231] for example observed that hydrogen addition resulted in a lower

oscillation amplitude in a gas turbine combustor, while Zhang et al. [226] showed

that, at various pressure conditions, hydrogen can trigger thermoacoustic insta-

bilities at different operating conditions in line with the observations made by

Shanbhogue et al. [204]. Recently, Zhang and Ratner [235] examined the effect

of hydrogen addition on a lean premixed low swirl flame in a variable-length

combustor. They confirmed that H2-enrichment can trigger instabilities and shift

the primary acoustic oscillation from low to relatively high-frequency when high

hydrogen content is injected. More recently, a technically premixed natural gas

turbine model combustor was operated at elevated pressure (up to 5 bar) with

different hydrogen enrichment levels by Chterev and Boxx [67], presenting the

impact on the flame shape, precessing vortex core (PVC) and thermoacoustic

frequency and amplitude. H2 enrichment increased in that case the phase de-

lay between the pressure and heat release by decreasing the flame length while

simultaneously increasing the sound speed in the combustor. Lately, Kang and

Kim [236] demonstrated that lean-premixed and ultra-compact pure hydrogen

flames can trigger high-frequency instabilities while the system was observed to

remain completely stable in the low frequency range.

Fewer numerical works investigated the effect of H2 enrichment on combustion

dynamics. Nam and Yo [237] for example showed that adding hydrogen could

inhibit a thermoacoustic instability. In fact, more efforts have been devoted

numerically to the understanding of flame properties. Direct Numerical Sim-

ulations (DNS) have been performed to investigate the process of spontaneous

ignition of hydrogen flames at laminar, turbulent, adiabatic and non-adiabatic

conditions [238]. Examples of studies on academic configurations can be found in

Refs. [206, 207]. Only very recently, has the methodology been extended to a full-

scale gas turbine combustor [71, 208] thanks to the use of Large Eddy Simulation

(LES) whose appeal for combustion applications [19, 23, 24, 77] has been recently

increasing given its higher accurate prediction capabilities at a reasonable cost if

compared to cheaper but less accurate Unsteady Reynolds Averaged Simulations

(URANS) and the unaffordable DNS. Laera et al. [71] analyzed the case of a

direct H2 injection in the combustion chamber through a pilot lance typical of

land-based gas turbines or aeroengines [189], opening new questions on the re-

sulted flame structure, stabilization mechanisms and highlighting the importance

of transport property modeling when dealing with hydrogen, a well-known issue

for classical single-fuel systems [209].
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The accuracy of such numerical predictions whenever applied to real configu-

rations has been shown to be influenced by the exact reproduction of the thermal

boundary conditions. It indeed controls the heat transfer between the flow and

the combustor walls which affects the flame stabilization and dynamics [59, 66].

Despite these well-known effects, most numerical simulations either neglect heat-

transfer effects imposing adiabaticity [76] or an arbitrary wall temperature field

is imposed [115, 161]. This is due to the fact that experimental temperature

data is usually not available and that many numerical studies reported satis-

factory agreement with experiments even without considering heat-transfer in

different configurations like bluff-body stabilized flames [162, 163], lean-premixed

swirl flames [76, 161], annular combustion chamber [164] or even rocket combus-

tors [165]. Nevertheless, recent studies have demonstrated that Conjugate Heat

Transfer (CHT) simulations can improve the prediction of flame stabilization and

thermoacustic instabilities [59, 66, 112, 166]. When hydrogen combustion is in-

volved, the impact of the imposed thermal boundary conditions is expected to

be even stronger, since H2-enriched flames are shorter and tend to stabilize closer

to the chamber walls due to the increased laminar flame speed which inevitably

increase the thermal load on the combustor components.

Among the different test benches operated for investigation of thermoacoustic

oscillations, the PRECCINSTA test rig (Chapters 3 and 4) has been recently

operated with different H2-enrichment levels to analyze its effect on the flame

dynamics and the flame stabilization process. Datta et al. [239] showed that H2

addition allows the flame to stabilize in the region near the centerbody when for

the pure CH4 case, the flame is lifted experiencing a PVC. Kushwaha et al. [240]

proposed a schematic study to classify the different dynamical states present in

the combustor: chaotic oscillations, intermittency and limit cycles have been

observed for different levels of hydrogen enrichment and thermal powers.

In this context, despite the large potential of LES in the understanding of

the H2-enrichment impact on combustion dynamics, the limited number of recent

numerical works devoted to this topic does not allow for obtaining concluding

explanations of the hydrogen effect. This work aims therefore at filling this gap

of knowledge by performing LES to analyze the impact of H2-enrichment on the

onset of self-sustained thermoacoustic oscillations in the lean partially-premixed

turbulent swirling PRECCINSTA flame. Note that the test bench was operated

in different operating conditions if compared to the data available in the litera-

ture [27, 129] allowing for different levels of H2-enrichment reaching up to 50%

in volume. In the present study, to take into account heat-transfer and analyze

thermal load effects due to the different hydrogen contents, CHT simulations are
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Figure 6.1: (a) Schematic of the experimental test bench: injector with

combustion chamber and normalized time-averaged line-of-sight (LOS)

OH* chemiluminescence for the pure CH4 flame. (b) Computational

domain used in LES with overview of the fluid mesh. Note that in

LES the atmosphere is taken into account and the inlet fuel geometry

is simplified to the 12 small tubes (colored in blue) without the fuel

plenum. The instantaneous isocontour of CH4 (colored in red) helps

visualize the technical injection of the fuel in the swirled flow.
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performed as discussed in Chapter 4. In the following, the experimental and the

numerical setup are first presented in section 6.2 while a detailed description of

the Analytically Reduced Chemistry (ARC) mechanism reduced for describing

the CH4-H2/Air combustion is left to the Appendix C. Results are discussed in

section 6.3. First, the experimental data and the numerical predictions of the 0%

H2 stable flame are briefly recalled in section 6.3.1 (see Chapter 4). The 20% H2

flame is presented in section 6.3.2, showing the impact of hydrogen enrichment on

the flame length and the thermal load on the combustor components. The impact

of hydrogen addition is more evident in the 50% H2 flame that becomes clearly

unstable and experiences bi-modal thermoacoustic oscillations (section 6.3.3). Fi-

nally, computed acoustic modes and Dynamic Mode Decomposition analyses are

used to get more insights on the instability driving mechanisms in an attempt

to identify the triggering mechanism of the thermoacoustic oscillations when a

sufficiently high hydrogen content is injected (section 6.3.4).

6.2 Operating conditions and numerical setup

The PRECCINSTA experimental test rig [27] is presented in Fig. 6.1 (a) illus-

trating the injector, the combustion chamber and the experimental normalized
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time-averaged Line-of-sight (LOS) OH* chemiluminescence image for the refer-

ence pure CH4 flame (presented in Chapter 4).

A new test campaign featuring different operating conditions compared to

the data available in the literature was performed. To analyze the H2-enrichment

effect on the flame stabilization and flame dynamics, different hydrogen content

reaching values up to 50% in volume have been injected as premixed with the

CH4 stream. In this work, first the experimentally stable condition with 0% H2

(in the following referred to as case A) is considered for a global equivalence

ratio of φ = 0.8 and a thermal power of Pth = 10kW [59]. Second, 20% in fuel

volume of H2 is injected while keeping the thermal power Pth constant as well as

a constant global equivalence ratio φ (case B). Finally, case C corresponding to

a H2 content of 50% in volume for a constant Pth and φ is analyzed. Note that

this last case experienced significant thermoacoustic oscillations. All operating

conditions considered are summarized in Table 6.1.

Case H2 [% fuel vol.] ṁair [g/s] ṁCH4 [g/s] ṁH2 [g/s] φ Pth

A 0% 4.29 0.2 - 0.8 10KW
B 20% 4.23 0.186 0.006 0.8 10KW
C 50% 4.12 0.154 0.019 0.8 10kW

Table 6.1: Summary of the operating conditions considered in the

present work.

The test rig is equipped with different diagnostics. Using Stereoscopic Particle

Image Velocimetry (sPIV), measurements of the three velocity components were

performed in one vertical plane along the radial direction. Planar Laser-Induced

Fluorescence (PLIF) measurements of OH radicals were also performed to visu-

alize the flame structure together with line-of-sight integration of OH* chemilu-

minescence that provides a qualitative indicator of the local heat release rate for

lean premixed flames [170]. Experimental data were acquired synchronously with

acoustic pressure measurements in the combustion chamber and in the plenum

to analyze the thermoacoustic oscillations.

Figure 6.1 (b) presents the computational domain used by LES with an

overview of the unstructured mesh. The outside atmosphere is taken into ac-

count to impose the right impedance at the outlet of the combustion chamber

and the inlet fuel geometry is simplified into 12 small tubes (colored in blue) with-

out the fuel plenum: to help visualize the technical fuel injection in the swirled

flow, an instantaneous isocontour of CH4 is colored in red. LES are performed

using the AVBP code with the classical numerical modeling (Chapter 2).
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The LES computational grid consists of 76M tetrahedral cells that was refined

in the flame region applying static mesh adaptation criteria [70]. The final mesh

has a characteristic size in the flame zone just downstream of the centerbody

tip of ∆x = 200 µm assuring a y+ value lower than unity at the centerbody

tip and y+ ∼ 3 at the chamber and backplane walls, hence allowing the use of a

wall resolved LES approach and a reasonable estimation of the thermal boundary

layer.

The CH4-H2/Air chemistry is described through an Analytically Reduced

Chemistry (ARC) mechanism consisting of 18 transported species, 144 reactions,

and 12 quasi-steady state species, derived from the detailed PoliMi scheme [241]

using ARCANE [65]. The kinetic scheme has been validated through Cantera

( www.cantera.org ) calculations of a 1D-premixed and 1D-counterflow flames

against experimental data and detailed schemes. A complete description of the

ARC mechanism and its validation are reported in Appendix C1.

H2-enrichment reduces the flame thickness making it difficult to resolve the

flame front on the computational grid while requiring reasonable HPC resources.

To artificially thicken the flame and be able to resolve the flame front, the dy-

namic formulation of the thickening flame model (DTFLES) [64] is used. The

thickening process is done by multiplying the diffusion terms and dividing the

reaction rates by a local thickening factor F which depends on the local mesh

size and the flame thickness. In turbulent cases, since a thickened reactive layer

is less sensitive to turbulence, an efficiency function Ξ∆ is introduced to com-

pensate for the corresponding reduction of flame surface [61]. In this work, the

DTFLES model is coupled to the Charlette efficiency function [62] used with the

dynamic wrinkling formulation for the local on-the-fly estimation of the model

parameter βCh
2. The choice of the dynamic formulation with respect to the com-

putationally less expensive non-dynamic approach (where βCh is usually fixed at

1Note that, for this Chapter and for Chapter 7, the transport properties modeling presented
in Chapter 5 is not employed. As a matter of fact, in the PRECCINSTA cases, H2 and CH4

are well premixed, leading to small variation of Prandtl and Schmidt numbers as opposed to
Chapter 5 where a pure hydrogen pilot injection is considered. Moreover, the flow is not laminar
here and transport properties are set by turbulent Prandtl and Schmidt numbers. In addition,
the flame in the PRECCINSTA burner is stabilized further downstream with respect to the
mixing region, hence the small variation of transport properties is not expected to significantly
impact the flame stabilization as opposed to the MIRADAS case.

2Note that the ”relaxation” sensor is used to dynamically thicken the flame when dealing
with ARC mechanism [242]. The latter identifies the highly reacting inner flame region by
looking at the fuel source term intensity with respect to a reference value from one-dimensional
premixed flame. A filtering-like operation is then used to broaden the sensor and enclose the
region of relevant heat release rate and strong gradients across the flame front. Note also
that, when it comes to the dynamic efficiency model, the progress variable, which is needed to
evaluate βCh, is estimated in this work from the temperature field.
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Figure 6.2: Computational domain used in CHT simulations with

overview of the solid (red) and fluid (black) meshes with thermal bound-

ary conditions for the AVTP heat-conduction solver. Assumed thermal

conductivities λs for quartz (blue), inconel (purple) and stainless steel

(orange) are also indicated.

0.5) is suggested from the work performed by Volpiani et al. [136]. They com-

pared the two formulations in the PRECCINSTA test bench flames experienced

by Meier et al. [27] and observed that while βCh was 0.5 for the stable flame, it

was strongly oscillating around 0.8 for the pulsating flame, concluding that the

self-excited mode of the pulsating flame was correctly predicted only with the

dynamic formalism.

Inlet and outlet boundary conditions are treated with the Navier-Stokes Char-

acteristic Boundary Conditions (NSCBC) [30] with a relaxation factor of Kair =

50 s−1 and Kfuel = 5 × 105 s−1 imposed on the air and fuel inlets, respectively [59].

All walls are treated as no-slip. To take into account wall heat-transfer, CHT sim-

ulations are performed (Chapter 4).

The computational domain used in CHT simulations is shown in Fig. 6.2 where

the solid mesh is indicated in red and the fluid in black. The solid parts have

been discretized using 16M tetrahedral elements and a resolution of at least 5

points across the thin chamber walls. An implicit first-order Euler scheme is used

for time integration and a second-order Galerkin diffusion scheme is applied for

spatial discretization. While heat fluxes at the solid boundaries in contact with

the fluid are determined from the LES flow, thermal boundary conditions must

be indicated for the surfaces of the solid not in contact with the fluid domain (e.g.

external chamber walls, external plenum walls). Following the methodology of
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Figure 6.3: (a) Experimental pressure fluctuations recorded in the

plenum (blue) and at the combustion chamber backplane (black) with

a zoom on a part of the signal and (b) the signals spectra obtained via

Fast Fourier Transform (FFT). Case A: 0% H2 [59].

Chapter 4, the required heat exchange coefficients at these boundaries have been

determined for the external side of the chamber and plenum walls (reported in

Fig. 6.2). Finally, the thermal radiation from the hot gases is taken into account

by the AVBP LES solver with the Optically Thin Assumption (OTA) [172] for

the most radiating species CH4, CO, CO2, and H2O: gases are supposed to be

optically thin and re-absorption is neglected while the Planck mean-absorption

coefficients are provided for each species as polynomial functions of tempera-

ture [173].

6.3 Results and discussion

Numerical and experimental results for case A (section 6.3.1), case B (section 6.3.2)

and case C (section 6.3.3) are hereafter presented, illustrating the impact of the

H2-enrichment on the flame stabilization and the flame dynamics for the current

configuration. Then, analysis of the instability mechanisms is performed to get

more insights on the H2-enriched flame (section 6.3.4).

6.3.1 Case A: pure CH4 flame

CHT simulations of case A have been mostly presented in Chapter 4. In the

following the main results are briefly recalled for the sake of comparison to the

H2-enriched cases.

Figure 6.3 presents (a) the experimental pressure fluctuations recorded in the

plenum (blue) and at the combustion chamber backplane (black) along with (b)

their power spectra computed using a Fast Fourier Transform (FFT) algorithm.
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a) b)

Figure 6.4: (a) LES predicted fluctuations of pressure in the plenum

(blue) and at the combustion chamber backplane (black) and heat re-

lease rate (red). (b) Signals spectra obtained via Fast Fourier Transform

(FFT). Case A: 0% H2 [59].

As seen, the pressure signal has an amplitude of 400 Pa in the plenum, while

the amplitude in the combustion chamber is close to 200 Pa. Two weak modes

appear at 260 Hz and 480 Hz: the weak amplitude of the two peaks (smaller than

10 Pa in the chamber) indicates that no thermoacoustic activity takes place for

this operating condition.

The time evolution of the heat release rate (red) and pressure oscillations

predicted via LES in the plenum (blue) and at the combustion chamber backplane

(black) are presented in Fig. 6.3 (a). The pressure fluctuation amplitude in the

chamber and in the plenum is of the order of 200 Pa and corresponds to the level

experimentally observed (Fig. 6.3). Heat release rate fluctuations are again seen

not to be correlated with pressure fluctuations. The power spectra computed

via Fast-Fourier Transform (FFT) are presented in Fig. 6.3 (b) and confirm this

observation.

CHT simulations are compared to experimental data in Fig. 6.5. Experimen-

tal normalized time-averaged LOS OH* chemiluminescence image (which is a

qualitative indicator for the heat release rate for lean premixed flames) and LOS

field of the numerically predicted heat release rate q̇ are presented in Fig. 6.5 (a)

and prove LES to retrieve the correct flame length and angle. High region of heat

release rate is predicted in the top central part of the flame while low intensity is

predicted in the Central Recirculation Zone (CRZ), just downstream of the cen-

terbody. The flame tip shape and the distance from the external chamber walls

are also retrieved. Comparison of the experimental normalized time-averaged

OH-PLIF signal with the predicted OH mass fraction is shown in Fig. 6.5 (b).

The flame has a V-shape, with a flame-root well attached to the centerbody tip.
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EXP LES EXP LES

Figure 6.5: Validation of CHT simulations. (a) Comparison of exper-

imental normalized time-averaged Line of Sight (LOS) OH* chemilu-

minescence image with LOS predicted heat release rate q̇. (b) Com-

parison of experimental normalized time-averaged OH-PLIF signal with

predicted OH mass fraction YOH . The arrows are tangential to the ex-

perimental and numerical time-averaged velocity field in the plane −→v//.
Their length and color indicate the velocity magnitude. Case A: 0%
H2 [59].

The flame tip reaches a height of 50 mm from the backplane and low OH in-

tensity is predicted in the Outer Recirculation Zones (ORZs). Experimental and

numerical time-averaged velocity field in the plane −→v// are indicated by arrows

that are tangential to the velocity vector and whose length and color indicate the

velocity magnitude. Both in experiments and LES, a high velocity region (i.e.

white arrows) is present at the swirler exit. The CRZ is clearly indicated by the

downward velocity vectors while in the ORZ the velocity component in the plane

remains very weak (for a more quantitative comparison see Ref. [59]).

The instantaneous solid temperature is shown in Fig. 6.6 (a) with an instan-

taneous iso-contour of predicted heat-release rate q̇ at 10% of q̇max. The tempera-

ture of the chamber walls on the internal side reaches a maximum value of around

1300 K at 70 mm from the backplane where the flame is close to the walls. The

temperature goes down when proceeding toward the backplane where the flame

is only sporadically present. The backplane has a temperature of around 570 K

while the centerbody tip is close to 850 K. Figure 6.6 (b) shows the time-averaged

temperature T and heat-release rate q̇ in a cut plane, the fluid domain being de-

limited by a white line. The flow reaches 1800 K in the CRZ and downstream of

the flame tip where burnt gases are present while ORZs present lower tempera-

ture. The red iso-contour corresponds to a temperature of 450 K and shows the

pre-heating of the fresh gases due to the heated solid.
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a) b)

Figure 6.6: (a) Instantaneous field of solid temperature with iso-contour

of heat-release rate q̇ at 10% of maximum value. (b) Cut-plane showing

the time-averaged temperature T and heat release rate q̇ predicted by

CHT simulations. Red iso-contour corresponds to temperature of 450

K, showing the pre-heating of the fresh gases due to the warmed-up

solid. The fluid domain is delimited by a white line to visualize the

separation between solid and the fluid parts. Case A: 0%. H2 [59].

6.3.2 Case B : 20% H2 enrichment

Figure 6.7 (a) presents the experimental pressure fluctuations recorded in the

plenum (blue) and at the combustion chamber backplane (black) as well as the

volume-integrated OH* chemiluminescence signal (red) that is an indicator of the

experimental volume-integrated heat release rate. The pressure signal presents

the same fluctuations levels than case A, having an amplitude of 400 Pa in the

plenum, while the amplitude in the combustion chamber is close to 200 Pa. The

fluctuations of the volume-integrated OH* chemiluminescence signal (red) ap-

pears not to be correlated to the pressure fluctuations, suggesting that thermoa-

coustic oscillations are not present in this case. Three small peaks appear in the

signal spectra, computed using a Fast Fourier Transform (FFT) algorithm and

presented in Figure 6.7 (b). The weak amplitude of the peaks (smaller than 10

Pa in the chamber signal) confirms that no thermoacoustic activity takes place

for this operating condition.

The corresponding numerically-predicted time evolution of the heat release

rate (red) and pressure oscillations in the plenum (blue) and at the combustion

chamber backplane (black) are presented in Fig. 6.8 (a). The pressure fluctua-

tion amplitude in the chamber and in the plenum is of the order of 400 Pa and

corresponds to the level observed experimentally (Fig. 6.7). Heat release rate

fluctuations are not correlated with pressure fluctuations. The power spectra

computed via Fast-Fourier Transform (FFT) are presented in Fig. 6.8 (b) and
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Figure 6.7: (a) Experimental fluctuations of recorded pressure in the

plenum (blue) and at the combustion chamber backplane (black) and

of the volume-integrated OH* chemiluminescence signal (red). (b) The

signals spectra obtained via Fast Fourier Transform (FFT). Case B : 20%
H2.

confirm this observation. A stronger peak is predicted for the chamber pressure

at 430 Hz but it is not correlated with heat release rate fluctuations, leading to

the conclusion that the 20% H2-enrichment does not lead to main differences in

the flame dynamics if compared to the pure CH4 case.

H2-enrichment produces however some noticeable differences in the flame

shape and stabilization. Figure 6.9 (a) presents the comparison of experimen-

tal normalized time-averaged Line of Sight (LOS) OH* chemiluminescence image

with LOS predicted heat release rate q̇. The flame presents a clear V-shape and

appears to be sensibly shorter if compared to the pure CH4 case, Fig. 6.5(a).

The flame is relatively more distant from the combustion chamber and presents

a higher signal region in the central part while no flame is observed downstream

the centerbody tip. For both cases, LES are able to correctly retrieve the right

flame shape, providing a very good agreement in terms of flame angle and length.

Figure 6.9 (b) presents a more quantitative comparison of experimental normal-

ized time-averaged OH-PLIF signal with LES predicted OH mass fraction on a

vertical plane. The flame has clearly a V-shape with the higher OH concentration

close to the centerbody tip. Low OH concentration is present in the ORZs and in

the CRZ just downstream the centerbody tip. Also, for this case, LES correctly

predicts the flame shape and angle. If compared to the reference pure CH4 flame,

Fig. 6.5(b), OH field is more concentrated with weaker experimental signal and

lower predicted mass fraction in the CRZ. However, the 20% H2-enrichment does

not modify the peak value of the predicted OH mass fraction that remains very

similar to the reference flame. Also in this case, no OH signal is observed in

the high velocity region at the injector exit, as indicated by the arrows that are
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a) b)

Figure 6.8: (a) Predicted fluctuations of pressure in the plenum (blue)

and at the combustion chamber backplane (black) and heat release rate

(red). (b) Signals spectra obtained via Fast Fourier Transform (FFT).

Case B : 20% H2.

tangential to the experimental and numerical time-averaged velocity field in the

plane −→v// and whose length and color indicate the velocity magnitude.

A more quantitative comparison of the experimental and the LES velocity

field is provided by Fig. 6.10 and Fig. 6.11. Figure 6.10 presents the profiles

of mean (a) axial, (b) radial and (c) tangential velocity components at different

measurement planes downstream of the combustion chamber backplane for LES

in comparison to sPIV experimental data. LES is able to correctly predict the

velocity field that corresponds to a classical swirled-flow with a vortex break-

down due to combustion. The axial velocity (a) indeed shows an extended CRZ,

indicated by the negative velocity along the axis. The (b) radial and (c) tangen-

tial velocity components are also well predicted by LES and show a progressive

reduction in the maximum amplitude as proceeding downstream. At the same

time, Figure 6.11 presents the profiles of rms for the (a) axial, (b) radial and

(c) tangential velocity components. Considering the low velocity magnitude (see

the scale), LES turns out to be in satisfactory agreement with the experimental

values. A slight overestimation of the peaks is visible on the three components

and it is probably due on one side to the longer LES averaging-time1 needed to

reach statistical convergence of the rms small values and on the other side to the

experimental uncertainties. The latter hypothesis is further confirmed by notic-

ing that the most significant discrepancy between LES and experiments happens

for the tangential component of velocity: this poorer match is not unexpected as

in sPIV it is well established that measurement uncertainty in the out-of-plane

1Note that in the present work, a simulation time of 100 ms is considered for flow field
statistics and post-processing.
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Figure 6.9: Validation of CHT simulations. (a) Comparison of exper-

imental normalized time-averaged Line of Sight (LOS) OH* chemilu-

minescence image with LOS predicted heat release rate q̇. (b) Com-

parison of experimental normalized time-averaged OH-PLIF signal with

predicted OH mass fraction. The arrows are tangential to the experi-

mental and numerical time-averaged velocity field in the plane −→v//. Their

length and color indicate the velocity magnitude. Case B : 20% H2.

direction (in this case, the tangential) is typically higher than for the in-plane

components of velocity [184].

The differences between the 20% H2-enrichment flame and the pure CH4 flame

can be further analyzed by looking at Fig. 6.12 that presents the CHT predictions

of the instantaneous solid temperature with an iso-contour of heat-release rate q̇

at 10% of maximum value. The temperature of the chamber walls on the internal

side reaches a maximum value of around 1250K, which is slightly lower than the

pure CH4 flame, Fig. 6.6 (a), probably due to the larger distance between the

flame tip and the chamber walls. The backplane instead presents a temperature

close to 580 K, very similar to the reference flame. On the contrary, the cen-

terbody tip presents a much larger temperature, close to 1000 K, probably due

to the different flame stabilization. Indeed, the iso-contour of heat-release rate q̇

shows that the flame is stabilized sensibly closer to the centerbody and slightly

more upstream, probably due to the higher laminar flame speed and the larger

resistance to strain of the 20% H2-enriched flame if compared to the pure CH4

case. At the same time, the flame is shorter with a reduced lift-off distance from

the backplane in the ORZs. Figure 6.12 (b) shows the predicted time-averaged

temperature T and heat-release rate q̇ in a vertical plane. The fluid domain is

delimited by a white line. The flow reaches the maximum temperature in the

CRZ and downstream of the flame tip where burnt gases are present while ORZs

present lower temperature. Compared to the pure CH4 flame, Fig. 6.6(b), the

adiabatic flame temperature is only slightly higher, leading to a quite similar

fluid temperature T . The red iso-contour, which corresponds to a temperature
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Figure 6.10: Profiles of mean (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case B : 20% H2.
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Figure 6.11: Profiles of RMS (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case B : 20% H2.
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Figure 6.12: (a) Instantaneous field of solid temperature with iso-

contour of heat-release rate q̇ at 10% of maximum value. (b) Cut-plane

showing the time-averaged temperature T and heat release rate q̇ pre-

dicted by CHT simulations. Red iso-contour corresponds to tempera-

ture of 450 K, showing the pre-heating of the fresh gases due to the

warmed-up solid. The fluid domain is delimited by a white line to vi-

sualize the separation between solid and the fluid parts. Case B : 20%
H2.

of 450 K, shows that the pre-heating of the fresh gases due to the warmed-up

solid is similar to the pure methane case but it is shifted upstream near the cen-

terbody walls since the centerbody tip has larger temperature. Hence, the 20%

H2-enrichment leads to a globally similar temperature field with respect to the

pure methane flame but to a remarkable larger temperature at the centerbody

tip that then affects the flame stabilization and the pre-heating of the gases.

6.3.3 Case C : 50% H2-enrichment

The flame dynamics significantly changes when 50% of H2 enriches the fuel mix-

ture. Figure 6.13 (a) presents the experimental pressure fluctuations recorded in

the plenum (blue) and at the combustion chamber backplane (black) with the

fluctuations of the volume-integrated OH* chemiluminescence signal (red) that is

an indicator of the experimental volume-integrated heat release rate. The pres-

sure oscillations are notably higher than for the low H2-enriched and the pure

CH4 flames, reaching an amplitude of 1000 Pa and 600 Pa for the plenum and

chamber probes respectively. A zoom of the signals shows that the heat release

rate fluctuation seems correlated to the pressure fluctuations, with a phase dif-

ference within the π/2 limit, satisfying the well-known Rayleigh criterion [177]

and hence indicating the presence of a thermoacoustic activity. This hypothesis

is confirmed by looking at Fig. 6.13 (b) that presents the power spectra of the

151



6. IMPACT ON FLAME STRUCTURE AND COMBUSTION

DYNAMICS

a) b)

Figure 6.13: (a) Experimental fluctuations of recorded pressure in the

plenum (blue) and at the combustion chamber backplane (black) and

of the volume-integrated OH* chemiluminescence signal (red). A zoom

on a part of the signals helps visualize the correlation between the OH*

chemiluminescence signal fluctuations and the pressure oscillations. (b)

Signals spectra obtained via Fast Fourier Transform (FFT). Case C : 50%
H2.

full signals computed using a Fast Fourier Transform (FFT) algorithm. Both the

pressure spectra and the volume-integrated OH* chemiluminescence spectrum

show two strong peaks at 280 Hz and 470 Hz. The second mode appears to be

significantly larger with respect to the first one, reaching an amplitude of around

200 Pa and 130 Pa for the plenum and chamber probes respectively. The same

peaks are present in the volume-integrated OH* chemiluminescence spectrum,

showing that the flame responds to the two modes, hence suggesting the presence

of bi-modal oscillation.

The presence of two modes both in the pressure signals and in the volume-

integrated heat release rate underlines the complexity of the analyzed system. In

a recent experimental work performed by Kushwaha et. al. [240], the PRECCIN-

STA test bench was operated at different thermal powers Pth, equivalence ratios φ

and H2-enrichment levels and a first classification of the experimentally observed

flame dynamical states was proposed. The authors focused on the Pth = 20kW

cases and classified four different flame dynamics: period-1 limit cycle oscillations

(P1-LCO), period-2 LCO (P2-LCO), chaotic oscillations (CO) and intermittency

(I). In both P1-LCO and P2-LCO unstable cases, the heat release rate fluctua-

tions were responding to a single frequency f1 oscillation. Although P1-LCO the

chamber pressure was presenting a single peak, for the case P2-LCO state, the

pressure spectrum was presenting two peaks for which f2/f1 ≈ 2 and f1 = 283 Hz.

The state of intermittency [243], instead, was characterized by the occurrence of

epochs of low amplitude aperiodic oscillations amidst bursts of large-amplitude
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Figure 6.14: Experimental pressure fluctuations recorded in the plenum

(blue) and at the combustion chamber backplane (black) with fluctua-

tions of the volume-integrated OH* chemiluminescence signal (red) for

(a) prevalent first mode (PM1) and (b) prevalent second mode (PM2)

dynamics. Signals spectra obtained via Fast Fourier Transform (FFT)

for (c) PM1 and (d) PM2. Three-dimensional phase space representa-

tion of the pressure fluctuations recorded at the combustion chamber

for (e) PM1 and (f) PM2. Case C : 50% H2.
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periodic oscillations interspersed in an apparently random manner. This type of

oscillations has been reported in many turbulent thermoacoustic systems previ-

ously studied [244]. Case C here analyzed would be classified (but not showed)

by Kushwaha et. al. [240] as intermittent. Our analysis would suggest instead

a more complex dynamics for this case if compared to the Pth = 20 kW cases

effectively analyzed by Kushwaha et. al..

Indeed, the flame of the present case is observed to respond to two modes

at 280 Hz and 470 Hz as pointed out in the volume-integrated OH* chemilu-

minescence spectrum of Fig. 6.13 (b), a condition which was never observed by

Kushwaha et. al. [240]. However, these two peaks are present also in the cham-

ber pressure spectrum, making it similar to a P2-LCO dynamical state, despite

the fact that f2 is not an harmonic of f1. Intermittency is nonetheless visible

when looking at the relative importance of the two modes: while the flame cou-

ples mainly with the second mode for the major part of the experimental signal,

there are epochs where the first mode becomes prevalent and the second mode is

weaker both in the heat release rate and pressure oscillations. To better explain

this mechanism and perform a more detailed analysis of the flame dynamics, the

experimental signals have been divided into two parts and analyzed separately

in Fig. 6.14. The temporal evolution of the pressure fluctuations recorded in the

plenum (blue) and in the combustion chamber (black) together with the fluctu-

ations of volume-integrated OH* chemiluminescence signal (red) are showed in

Fig. 6.14 (a) and Fig. 6.14 (b) for the prevalent first mode (PM1) and the preva-

lent second mode (PM2) dynamics respectively. As visible in Fig. 6.14 (a), in

some epochs the flame couples mainly with the first mode showing a PM1 dy-

namics: a strong peak is visible at 280 Hz in the signals spectra in Fig. 6.14 (c).

The plenum pressure, the chamber pressure and the heat release rate oscillate

almost in phase at 280 Hz, while a second weaker peak is visible for the chamber

pressure at 470 Hz but the heat release rate does not respond to this mode, lead-

ing to a limit cycle oscillation that has been extensively observed and analyzed

in the PRECCINSTA test bench for pure CH4 flames (see for example Meier et

al. [27] and Franzelli et al. [130]). However, the three-dimensional phase space

representation of the pressure fluctuation recorded at the combustion chamber

for the PM1 dynamics and presented in Fig. 6.14 (e) shows that the oscillations

amplitude is not constant during the PM1 dynamics, indicating that this con-

dition is not self-sustained for long time. A different situation can be observed

during the PM2 dynamics, Fig. 6.14(b): the plenum pressure (blue), the cham-

ber pressure (black) and the global heat release rate (red) clearly show bi-modal

oscillations. The heat release rate oscillates with a phase difference less then π/2
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Figure 6.15: (a) LES predicted fluctuations of pressure in the plenum

(blue) and at the combustion chamber backplane (black) and heat re-

lease rate (red). (b) Signals spectra obtained via Fast Fourier Transform

(FFT). Case C : 50% H2.

with respect to the chamber pressure, satisfying the Reyleigh criterion, but the

chamber pressure fluctuates in opposition of phase with respect to the plenum

pressure. The signal spectra presented in Fig. 6.14 (d) confirms these observa-

tions and show that the prevalent mode is the one at 470 Hz while a weaker peak

is visible for the heat release rate and for the plenum pressure at 280 Hz. The fact

that f2 is not an harmonic of f1 leads to a volume-integrated OH* chemilumi-

nescence signal that oscillate with a non-repeatable pattern and exhibits strong

peaks followed by lower peaks due to the combination of the two modes. More-

over, the three-dimensional phase space representation of the pressure fluctuation

recorded at the combustion chamber for the PM2 dynamics presented in Fig. 6.14

(f) shows how the pressure amplitude is much more constant than for the PM1

dynamics, suggesting that this is the ”natural” state of the system: indeed this

is the dynamics that is prevalent for the major part of the experimental signals.

Therefore, case C can be classified as a P2-BMO (two peaks in pressure signals

and heat release rate) in which the relative importance of the two modes varies

intermittently with the second mode being statistically prevalent (PM2) on the

first one (PM1), as observed in Fig. 6.13.

The system dynamics being quite complex, it is legitimate to ask whether

CHT LES simulations are able to correctly predict the flame dynamics. The

numerically-predicted fluctuations of pressure in the plenum (blue) and at the

combustion chamber backplane (black) and heat release rate (red) are presented

in Fig. 6.15 (a). Pressure oscillations are notably higher than cases A and B

and reach an amplitude of 1500 Pa, in line with the experimental trend. Note

that the LES slight overestimation of the pressure levels is a typical outcome
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Figure 6.16: Validation of CHT simulations. (a) Comparison of exper-

imental normalized time-averaged Line of Sight (LOS) OH* chemilu-

minescence image with LOS predicted heat release rate q̇. (b) Com-

parison of experimental normalized time-averaged OH-PLIF signal with

predicted OH mass fraction YOH . The arrows are tangential to the ex-

perimental and numerical time-averaged velocity field in the plane −→v//.
Their length and color indicate the velocity magnitude. Case C : 50%
H2.

when simulating thermoacoustic oscillations since experimentally there can be

damping due to losses of acoustic energy at the boundaries of the system that

cannot be fully reproduced by LES. For example, vibration of the combustion

chamber walls may reduce the oscillation amplitudes [11, 179]. Plenum pressure

(blue) fluctuates in opposition of phase with the chamber pressure (black), while

the heat release rate (red) oscillates in phase with the chamber pressure, satisfying

the Rayleigh criterion and indicating the presence of self-sustained thermoacoustic

oscillations. The amplitude of the oscillations are not constant through time for

both the pressure signal and the heat release rate, suggesting the presence of

a multi modal oscillation. As it happens in experiments, also in LES the heat

release rate shows peaks of different amplitude according to the combination of the

different modes. The signal spectra obtained via Fast Fourier Transform (FFT)

are presented in Fig. 6.15 (b) and confirm the presence of bi-modal self-sustained

oscillations. In particular, two peaks are visible both in the pressure signals and

in the heat release rate. The first weak peak is at 310 Hz and is satisfactory

close to the experimental value (i.e. 280 Hz), while the second one, which is

much stronger, matches the experimental frequency of 470 Hz. Therefore, LES

is correctly able to retrieve the prevalent second mode (PM2) dynamics with the

heat release rate that correctly responds to both the two modes, as evidenced by

the signal spectrum.

Validation of the numerically-predicted flame shape can be performed by

looking at Fig. 6.16 (a) presenting a comparison of the experimental normal-

156



6.3 Results and discussion

ized time-averaged Line of Sight (LOS) OH* chemiluminescence image with the

LOS integration of predicted heat release rate q̇. The flame appears to be dras-

tically shorter and much more compact with respect to the pure CH4 and the

20% H2-enriched flames due to the increase in laminar flame speed due to larger

hydrogen enrichment (see Appendix C on the chemical scheme reduction for a

more detailed discussion). The flame therefore does not reach anymore the lat-

eral chamber walls and stabilizes much upstream. LES is able to correctly predict

the flame shape while the predicted flame length is slightly underestimated. A

more detailed comparison is performed in Fig. 6.16 (b), showing the experimen-

tal normalized time-averaged OH-PLIF signal and the numerically-predicted OH

mass fraction YOH . In both experiments and LES, the OH field is less extended

compared to cases A and B but its reduction in length is less evident if com-

pared to the decrease in flame length visible from the heat release rate field. For

example, the OH field almost reaches the lateral chamber walls while the heat

release rate is much more compact. At the same time, the peak value of the

OH mass fraction is more than double with respect to the other cases and the

higher value is reached just downstream the centerbody tip. Some OH is visible

also in the ORZs indicating that, as opposed to cases A and B, some reactions

happen also in these regions leading to a reduced flame lift-off distance from

the backplane. The corresponding acceleration of the flow due to combustion is

visible from the arrows that are tangential to the experimental and numerical

time-averaged velocity field in the plane −→v//. Their length and color indicate the

velocity magnitude and show that no OH signal is observed in the high velocity

region just downstream the centerbody tip.

A more quantitative validation of the velocity field can be performed by com-

paring the LES profiles of mean (a) axial, (b) radial and (c) tangential velocity

components with the experimental data at different measurement planes down-

stream of the combustion chamber backplane in Fig. 6.17. The axial velocity

component, Fig. 6.17(a), shows an extended CRZ whose magnitude is well cap-

tured by LES. The latter is able to predict the correct opening of the jet (i.e.

flame angle) as already observed from the flame shape validation. The radial

velocity, Fig. 6.17 (b), and the tangential velocity, Fig. 6.17(c), components LES

profiles present satisfactory agreement with the experimental data, in terms of jet

opening and magnitude. RMS profiles of (a) axial, (b) radial and (c) tangential

velocity components at different measurement planes are presented in Fig. 6.18.

Also in this case, LES results are in satisfactory agreement with experimental

data. The LES slight overestimation of the rms velocity components can be

attributed to the uncertainty of the experimental data (see the small absolute
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 6.17: Profiles of mean (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case C : 50% H2.
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a)

b)

c)

x = 6 mm 10 15 20 30

.5 .5 .5 .5

.5 .5 .5

.5 .5 .5 .5

Figure 6.18: Profiles of RMS (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case C : 50% H2.
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a) b)

Figure 6.19: (a) Instantaneous field of solid temperature with iso-

contour of heat-release rate q̇ at 10% of maximum value. (b) Cut-plane

showing the time-averaged temperature T and heat release rate q̇ pre-

dicted by CHT simulations. Red iso-contour corresponds to tempera-

ture of 450 K, showing the pre-heating of the fresh gases due to the

warmed-up solid. The fluid domain is delimited by a white line to vi-

sualize the separation between solid and the fluid parts. Case C : 50%
H2.

magnitude of the rms), to the possibly larger averaging time needed to reach

full statistical convergence and to the slightly larger pressure levels oscillations

predicted by LES.

Results of the CHT simulations are presented in Fig. 6.19. The instanta-

neous field of solid temperature with iso-contour of heat-release rate q̇ at 10%

of maximum value is presented in Fig. 6.19 (a). The combustion chamber walls

and the backplane have a temperature similar to the low hydrogen-enriched and

to the pure methane flames. Major differences are visible at the centerbody tip

that reaches a temperature of around 1200 K, much higher than the other two

cases. The flame clearly gets shorter with a reduced lift-off distance from the

backplane. In addition, the stabilization point of the flame gets more upstream

during the thermoacoustic oscillations, explaining the warmer temperature of the

centerbody tip. Figure 6.19 (b) presents the predicted time-averaged tempera-

ture T and heat release rate q̇ on a cut-plane. Being the flame length reduced,

the combustion chamber results to be sooner filled by hot burnt gases while also

the ORZs get warmer. The red iso-contour corresponds to temperature of 450

K and shows how the pre-heating of the fresh gases happens more upstream due

to the higher warmed-up centerbody. The time-averaged heat release rate field

q̇ presents a blurry flame root near the centerbody tip, indicating that the flame

stabilization point moves in time during the thermoacoustic oscillations.
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Figure 6.20: Comparison of normalized axial distributions of time-

averaged heat release rate 〈q̇〉 for cases A, B and C.

6.3.4 H2-enrichment impact on the instability driving mech-

anisms

Once the three flames have been presented via experimental data and CHT simu-

lations, it is possible to further analyze the impact of H2-enrichment on the flame

stabilization and dynamics. First, to obtain a more quantitative comparison be-

tween the three flames in terms of shape and stabilization, the time-averaged heat

release rate can be integrated over the combustor cross section Sc to obtain the

one-dimensional mean axial distribution 〈q̇〉:

〈q̇〉(x) =
1

Sc

∫∫

Sc

q̇(x, y, z)dydz. (6.1)

The normalized axial distributions of time-averaged heat release rate 〈q̇〉 for

cases A, B and C are presented in Fig. 6.20. The pure methane flame (case A)
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x
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a) b)

c) d)

Figure 6.21: Comparison of CHT-predicted solid temperature for flames

A, B and C. (a) Schematic of the test bench with location of the pro-

files. Temperature profiles (b) along the internal side of the combustion

chamber walls, (c) through the centerbody and (d) at the backplane.

presents the most spread out axial distribution, with a maximum heat release

rate at around 35 mm from the backplane and a weak heat release rate at the

centerbody tip axial location (i.e. 0 mm). When 20% H2-enrichment is considered

(case B), the mean axial distribution changes: the flame becomes slightly shorter

and it is shifted upstream, presenting a higher maximum of heat release rate

around 25 mm downstream of the backplane. The flame root stabilization point

does not largely differ from the pure methane case in terms of location but presents

increased values of heat release rate more upstream. The 50% H2-enriched case

instead shows significant differences in the axial distribution of mean heat release

rate. The latter has a notably higher maximum, located around 14 mm from the

backplane, and the flame is more compact and shifted upstream. At the same

time, the mean stabilization location of the flame root is shifted also up to 10

mm from the backplane in the upstream direction. Hence, the axial distribution

of mean heat release rate is slightly different for flames A and B but drastically

changes for flame C when hydrogen enrichment is sufficiently high to produce

significant changes in the flame properties (e.g. laminar flame speed).
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Clearly, the various mean heat release distributions lead to differences in the

solid temperatures. To have a better quantification, a comparison of the CHT-

predicted solid temperature for flames A, B and C is presented in Fig. 6.21.

The schematic of the test bench, Fig. 6.21(a), helps visualize the location of

the profiles. The temperature profiles along the internal side of the combustion

chamber walls, Figure 6.21(b), are very similar for the three flames, except for

the peak at 40 mm from the backplane where case A exhibits slightly larger

values than the hydrogen cases, probably due to the longer flame that reaches

the chamber walls. On the contrary, the temperature field at the centerbody,

Figure 6.21(c), differs significantly for the three cases. Being the heat release rate

distribution more compact and stabilized upstream at higher levels of hydrogen

enrichment, flame C exhibits larger centerbody tip temperature than cases A

and B. Note that in case B the centerbody tip temperature is notably higher

than the pure methane flame even if the mean heat release rate axial distribution

is not so different, suggesting that the solid temperature is more sensitive to

low levels of hydrogen enrichment than the mean heat release rate distribution.

Finally, the temperature profiles at the chamber backplane, Figure 6.21(d), show

a similar trend due to the reduction of the flame lift-off distance when increasing

the hydrogen content. However, the absolute temperature differences remain

quite modest, leaving to the solid temperature at the centerbody tip the main

difference between the three analyzed cases.

In the literature, as underlined in the introduction, hydrogen enrichment leads

to higher flame temperature and more compact flames that in turns may cause

not only larger localized thermal load, as observed in the CHT results, but also

to differences in the mean sound speed field, affecting the thermoacoustic modes

of the combustor [67, 68, 69]. The computed time-averaged sound speed c are

therefore compared in Fig. 6.22 for flames (a) A, (b) B and (c) C. A globally lower

sound speed value is achieved for cases A and B than flame C. As expected,

the slight difference in temperature fields for cases A and B lead to marginal

differences in the sound speed field. The 50%-enriched case instead presents

more evident differences, especially near the centerbody and in the ORZs, due to

the higher adiabatic flame temperature, to its shorter length and to the reduced

lift-off distance from the backplane. However, except for this localized differences,

the mean global sound speed in the combustion chamber is quite similar for all the

three flames, indicating that for the thermal power Pth considered, the hydrogen

enrichment levels used are not sufficiently high to bring large differences in the

sound speed fields and hence in the system acoustic modes.
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a) b) c)

Figure 6.22: LES-predicted time-averaged sound speed field c for cases

(a) A, (b) B and (c) C.

To confirm this hypothesis, the mean temperature fields have been used to

compute the acoustic modes of the system using the AVSP Helmholtz solver [53],

showing no significant differences in the frequencies of the first modes for the

three cases1. While flames A and B have the first three acoustic modes at a

frequency of 275, 482 and 581 Hz, flame C shows slightly higher frequencies at

280 Hz, 486 HZ and 583 Hz, confirming the marginal impact of the 50% hydrogen

enrichment on the acoustic modes of the system.

The acoustic modes for flame C are presented in Fig. 6.23. The first mode

is predicted at a frequency of 280 Hz. Modulus and phase data, Fig. 6.23(a-b),

suggest that this 280 Hz mode is the 1/4 wave (or bulk) mode of the system:

the amplitude of the pressure oscillation |p′| is larger in the plenum, Fig. 6.23(a),

and both the chamber and the plenum oscillate in phase, Fig. 6.23(b). The

thermoacoustic oscillations experimentally observed for flame C for the prevalent

first mode (PM1) dynamics, Fig. 6.14(a), at a frequency of 280 Hz correspond to

the frequency of the 1/4 wave mode, suggesting that the flame couples with this

first mode during the PM1 dynamics: also experimentally the plenum and the

chamber oscillate in phase, with the plenum oscillation amplitude being larger

1Note that, in the Helmholtz solver, a velocity node has been imposed for the air and fuel
inlets, while a pressure node has been imposed at the combustion chamber outlet as acoustic
boundary conditions.
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a) b) c) d) e) f)

Figure 6.23: Acoustic modes computed with the Helmholtz solver for

flame C. (a) Amplitude and (b) phase of the first acoustic (plenum)

mode at 280 Hz. (c) Amplitude and (d) phase of the second acoustic

(chamber) mode at 486 Hz. (e) Amplitude and (f) phase of the third

acoustic mode at 583 Hz.

than the chamber one, as in the first acoustic mode. Note that this first acoustic

mode is the one that is generally excited when dealing with unstable pure methane

flames during limit cycle oscillations in the PRECCINSTA test bench, as for

example in the work from Meier et al. [27] and Franzelli et al. [130].

The amplitude and phase of the second acoustic mode at 486 Hz are shown in

Fig. 6.14 (c) and Fig. 6.14 (d), respectively. It corresponds to a 3/4 wave (cham-

ber) mode: a pressure antinode is found in the combustion chamber and both

the two volumes of the system (i.e. combustion chamber and plenum) oscillate

in phase opposition. Flame C couples with this second mode during the preva-

lent second mode (PM2) dynamics, Fig. 6.14(b), at an experimental frequency of

470 Hz, slightly lower than the computed frequency of the second acoustic mode.

Note that both experimentally and numerically the plenum pressure oscillates

almost in opposition of phase with respect to the combustion chamber pressure:

amplitude of the chamber oscillations are however not-constant and lower than

the plenum ones due to the combination of the second mode with the first acous-

tic mode oscillations at 280 Hz, Fig. 6.14(b). To the author’s knowledge, the

coupling of the flame with this second mode has never been observed in this

test bench when dealing with classical pure methane flames and it is therefore a

unique characteristic of the hydrogen enriched flame.

The amplitude and phase of the third acoustic mode at 586 Hz are presented

in Fig. 6.14 (e) and Fig. 6.14 (f), respectively. Plenum and chamber pressures

oscillate in opposition of phase, while the higher oscillation amplitude happen in

the combustion chamber. Traces of this mode are visible also in experiments and
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LES during the PM1 dynamics, Fig. 6.14(a), but the flame does not couple with

this mode.

Having understood that the PM2 dynamics, characteristic of the hydrogen-

enriched flame, is due to the coupling of the flame with the first two acoustic

modes of the system, it is now interesting to further analyze the flame dynamics

during the thermoacoustic oscillations. To do so, Fig. 6.24 presents the phase-

locked instantaneous fields of experimental normalized time-averaged OH-PLIF

signal (up) in comparison to LES-predicted OH mass YOH (down) during the

thermoacoustic oscillations. The signals being a combination of two modes, the

amplitude of oscillation is not constant and depends on the interference between

the two modes in time, giving rise to a series of large and small peaks in the

pressure and heat release rate signals. To analyze the PM2 dynamics, five equiv-

alent instants for experiments and LES are considered as depicted in Fig. 6.14

(b) and Fig. 6.15 (a), respectively. Instants (a) and (e) correspond to two large

consecutive peaks in the volume-integrated OH* chemiluminescence signal (up)

and the predicted heat release rate. Instant (b) and (d) correspond to two min-

ima while instant (c) corresponds to a small intermediate peak of the signals. At

the beginning, when the heat release rate reaches a large maximum, Fig. 6.24(a),

the flame is quite elongated and LES correctly captures the flame front wrinkling

due to turbulence or the increase of the flame surface observed experimentally.

LES shows that the flame roots are stabilized quite upstream at the centerbody

walls while the flame branches are distant and almost vertical at the base (i.e.

parallel to the axial direction) as in the experiments. After the large burst of heat

release rate, the signal reaches a minimum, Fig. 6.24(b), when the flame surface

clearly reduces both in experiment and LES: the flame is much shorter and the

tips are closer to the backplane. The flame roots are stabilized downstream just

at the centerbody tip and are much closer than instant (a), showing a concave

curvature indicating that the flame is moving downstream. This movement of

the flame root upstream and downstream has been analyzed in some unstable

pure methane cases, such as Franzelli et al. [130], and it was showed to be linked

to rich-fuel gas pockets periodically released in the combustion chamber at the

frequency of the system first acoustic mode. At instant (c), a small peak of the

heat release rate is now reached: the flame surface clearly increases and the flame

gets longer but the flame wrinkling appears to be less significant than the large

peak of heat release rate of instant (a). The flame roots are again stabilized

upstream and almost vertical while being much closer if compared to instant (a).

A new minimum is reached at instant (d). The flame length has not changed

significantly but the flame roots are moving upstream, as showed by the convex
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curvature. Finally, instant (e) shows the flame at a large peak of heat release

rate. Equivalently to instant (a), the flame length and surface are maximum

with a significant wrinkling of the flame front due to turbulence. A strong OH

signal is present both in experiments and in LES just above the right corner of

the backplane. If one looks more carefully, the same strong signal pocket can be

seen also at instants (a) and (c), suggesting the presence of vortical structures

periodically detached from the backplane and causing the flame roll-up. With

the limits of choosing equivalent instants in non-constant amplitude oscillations,

LES is found to be able to correctly predict the flame dynamics in comparison

with experiments, providing also insights on the flame roots stabilization that are

not visible with experimental OH-PLIF diagnostics only.

Flame dynamics is further investigated in Fig. 6.25, presenting instantaneous

LES-predicted fields of hydrogen mass fraction YH2 (left) and flow vorticity nor-

mal to the plane ω⊥ with superimposed the heat release rate q̇ during the ther-

moacoustic oscillations. The same five instants depicted in Fig. 6.15 (a) and

discussed in Fig. 6.24 are considered. At instant (a), the flame is clearly elon-

gated and the flame roots are vertical and stabilized upstream at the centerbody

walls. The flow vorticity shows a strong activity along the flame branch, explain-

ing the flame front wrinkling, and also a strong structure (in purple) just above

the backplane right corner. The vortices appear to detach from the centerbody

tip and from the backplane corner, affecting the flame front. At the same time,

the hydrogen mass fraction field presents a non uniform distribution with the flow

near the centerbody more rich in hydrogen than the flame tips. The successive

minimum of heat release rate at instant (b) is characterized by a much shorter

flame, as already observed from the OH-PLIF signal. The hydrogen field is more

homogeneous just upstream the flame front, suggesting that the homogeneous re-

gion visible upstream of the flame root at instant (a) was convected downstream.

The flame tips being much closer to the backplane, the vortical structure at the

backplane right corner is strongly interacting with the flame front. Also since the

flame roots are stabilized further downstream they are subject to the region of

large flow vorticity starting at the centerbody tip. Note also that after the swirler

the fuel jet is not deviated, indicating low velocity at this instant of the thermoa-

coustic oscillations. When a successive small peak of heat release rate is reached

at instant (c), the flame is again elongated and the flame roots are stabilized

upstream. However, the vortex at the backplane right corner is less important

while the flow vorticity is wrinkling the flame front near to the centerbody tip.

The hydrogen pocket near the flame front has further moved downstream, leav-

ing the flame roots facing a relatively poor hydrogen region (dark blue at the left
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f1 = 280 Hz f2 = 470 Hz

a) b) c) d)

EXP LES EXP LES

Figure 6.26: Cut-plane showing the Dynamic Mode Decomposition

(DMD) at (a-b) the first (280 Hz) and (c-d) the second (470 Hz) acous-

tic modes frequencies during the PM2 flame dynamics. Comparison

of normalized real part of the experimental OH-PLIF signal and the

LES-predicted OH mass fraction in frequency domain Re(ŶOH). Case C.

backplane corner). At the fuel injection tube, the deviation of the fuel jet is now

evident due to the pressure oscillations in the swirler: rich fuel gas pockets are

periodically released into the test chamber. The minimum of heat release rate

at instant (d) presents a shorter flame if compared to instant (c) with the flame

roots stabilized more downstream. Two vortical structures are clearly visible at

the right backplane corner (in purple) and close to the centerbody tip (in green)

but the large flame length avoids strong interactions with the vortex detaching

from the backplane. On the left, the hydrogen-rich pocket is convected further

downstream and reaches now the flame tip. A new maximum is reached at in-

stant (e): flame wrinkling is more evident and the two vortical structures from

the centerbody tip and the backplane have reached the flame front, increasing the

flame surface and the heat release rate. To resume, the present analysis suggests

that the flame dynamics is characterized by four periodic phenomena: the change

in flame length and flame surface, the stabilization point of the flame roots that

moves upstream/downstream along the centerbody walls, the flapping of the jet

fuel causing rich gas pockets to be released in the combustion chamber and fi-

nally the vortical structures detaching from the centerbody tip and the backplane

interacting with the flame front yielding wrinkling and flame roll-up.

To perform a more accurate flame dynamics analysis and have a more quan-
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titative comparison between experiments and LES, the flame response is also

investigated using Dynamic Mode Decomposition [185] (DMD). DMD allows to

reconstruct the oscillating modes of the system and extract the response of the

variables of interest at a certain frequency [186]. For the present study, since

the 50% H2-enriched case presents bi-modal thermoacoustic oscillations, the fre-

quencies of interest are selected at the first (280 Hz)1 and at the second (470 Hz)

acoustic modes of the system. To compare the flame dynamics at the frequen-

cies of interest both in experiments and LES, experimental OH-PLIF signal and

LES-predicted OH mass fraction are selected as variables of interest for the DMD

analysis2. DMD input for the experimental data is 1000 OH-PLIF images while,

for the simulations, the input is 2300 instantaneous 3D LES fields. Once the

DMD is obtained, it is possible to compare and investigate the coherent spatial

features. Figure 6.26 presents a cut-plane showing the Dynamic Mode Decompo-

sition (DMD) at (a-b) the first and (c-d) the second acoustic modes frequencies

during the PM2 flame dynamics. In both cases, the normalized real part for the

experimental OH-PLIF signal is compared to the predicted OH mass fraction in

the frequency domain Re(ŶOH). The spatial distributions of the OH signal at

the system first and second acoustic modes for both LES and experiments show

coherent regions, indicating the presence of a OH signal response to the ther-

moacoustic oscillation at these frequencies of interest, a result that was expected

since the OH mass fraction is strictly linked to the flame front position. For the

first mode, Fig. 6.26 (a-b), the two largest red coherent regions correspond both

in experiments (a) and in LES (b) to the zones just downstream the backplane

corner and at the centerbody tip where the OH variation is significant. On the

contrary, the region at the swirler exit shows a marked blue color, indicating

strong OH variation in opposition of phase with respect to the two red regions

just mentioned. This blue region extends, both in LES and in experiments, for

all the flame branches up to the flame tips. At the same time, the DMD at the

second acoustic mode frequency (Fig. 6.26 (c-d) presents the same two relevant

red coherent regions corresponding, both in experiments (c) and in LES (d), to

the zones just downstream the backplane corner and to the centerbody tip but,

for this mode, the amplitude OH variation appear to be of the same order of

magnitude for these two regions. On the contrary, the two most significant blue

coherent regions are visible just downstream the red zones, namely at the flame

1Note that, since numerically the oscillations at the first mode correspond to a frequency
slightly higher (i.e. 310 Hz), clearly the latter is used for extracting the DMD from LES data.

2Note that, complementarily, DMD analysis could be performed on OH* chemiluminescence
images compared to heat release rate. Here OH is preferred as it provides directly information
on the plane.
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tips and at the center of the flame branches. The extremely good match be-

tween DMD spatial distribution of experimental OH-PLIF signal and LES OH

mass fraction gives further confidence to the correct reproduction of the flame

dynamics by LES. Besides the simulations validation, DMD mode of the OH sig-

nals can provide useful information about the flame oscillation mode. Results

indicate that the two red regions correspond to the zones of high flow vorticity

periodically observed in LES (see Fig. 6.25 and to the corresponding high levels

of OH signals observed both in experiments and LES (see Fig. 6.24).

It is important here to stress the modeling efforts put in LES in order to

achieve the correct flame dynamics prediction. In particular, four factors have

been determined to be essential for achieving a high-fidelity LES:

• CHT context: hydrogen enrichment can significantly modify the thermal

boundary conditions and the flame dynamics in the PRECCINSTA test rig

has been showed to strongly depend on the heat transfer at the walls [59].

Not correctly modeling the heat transfer would bring to a mismatch in the

predicted flame dynamics.

• Dynamic efficiency model: a dynamic formulation is needed to take into

account variations in flow vorticity and flame wrinkling during the ther-

moacoustic oscillation [136]. In particular, when the periodically detaching

vortices interact with the flame front, the dynamic model predicts higher

flame wrinkling and hence heat release rate. Not considering the effect of

flow vorticity would lead to an unsatisfactory description of the flame-vortex

interaction in the LES context.

• Mesh resolution: a proper discretization of the computational domain is

needed when dealing with H2-enriched flame due to the lower flame thick-

ness1. Moreover, in this specific case, due to the strong importance of the

flow vorticity during the thermoacoustic oscillation, a lower mesh resolution

would result in a less accurate prediction of the flow turbulent activity [70].

• Chemical scheme: an ARC scheme has been seen to be of fundamental

importance to correctly capture the flame dynamics, providing better results

if compared to simplified two-step chemistry.

1Note that the SMR approach presented in Chapter 3 is able to account for mesh require-
ments driven by thermoacoustic oscillations. The refinement region is defined indeed from the
probability to find the flame in a certain region and the latter takes into account cases in which
the flame shape and stabilization change in time due for example to thermoacoustic oscillations.
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a) b) c)

f1 = 280 Hz

d) e)

Lconv

f)

f2 = 470 Hz

Figure 6.27: Cut-plane showing the Dynamic Mode Decomposition

(DMD) at 280 Hz (top) and 470 Hz (bottom). (a-d) Normalized real

part of the Rayleigh index formulation in frequency domain Re(R̂I). (b-

e) Normalized flow vorticity - pressure fluctuations correlation index

Tω⊥,p. (c-f) Normalized H2 mass fraction - pressure fluctuations correla-

tion index TYH2
,p. Case C.
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Once the LES has been validated, to confirm the strong relation between

the 50% H2-enriched flame dynamics and the vortical structures detaching from

the centerbody walls and backplane, DMD of the LES data for pressure (p),

heat release rate (q̇), flow vorticity normal to the plane (ω⊥), OH mass frac-

tion (YOH) and H2 mass fraction (YH2) are obtained. Thanks to these DMD

modes, the coherent spatial features of each variable are accessible and can

be compared in terms of phase relative to a reference variable (here pressure).

If the heat release rate q̇ is selected and the phase difference relative to the

pressure DMD mode is computed, a three-dimensional Rayleigh index can be

obtained using Re(R̂I) = Tq,p = |p̂||q̂| cos (ϕq − ϕp) [187, 188]. In the same

manner, a vorticity - pressure fluctuations correlation index can be defined as

Tω⊥,p = |p̂||ω̂⊥| cos (ϕω⊥
− ϕp) and a H2 mass fraction - pressure fluctuation cor-

relation index follows TYH2
,p = |p̂|| ˆYH2 | cos

(
ϕYH2

− ϕp

)
indicating whether fluctu-

ations of flow vorticity ω⊥ and of H2 mass fraction YH2 respectively are contribut-

ing positively or negatively to pressure oscillations and hence to thermoacoustic

instability. Figure 6.27 presents (a-d) the DMD modes of normalized real part of

the Rayleigh index formulation in frequency domain Re(R̂I), (b-e) the normalized

flow vorticity - pressure fluctuations correlation index Tω⊥,p and (c-f) the normal-

ized H2 mass fraction - pressure fluctuations correlation index TYH2
,p for the first

(top) and the second (bottom) system acoustic modes frequencies. The spatial

distribution of the Rayleigh index Re(R̂I) presents coherent structures for both

the first, Fig. 6.27(a), and the second modes, Fig. 6.27(d), as expected during self-

sustained thermoacoustic oscillation. For the first mode, Fig. 6.27(a), the flame

root at the centerbody walls, together with the flame tips and middle branch, are

positively contributing to the oscillation (i.e. red zones) since heat release rate

variation happen in phase with pressure oscillation (i.e. positive Rayleigh index).

On the contrary, the parts of the flame at the centerbody tip and the region

just downstream of the backplane corner are damping the oscillation at this first

acoustic frequency. For the second mode instead, Fig. 6.27(d), these are exactly

the two regions that are positively contributing to the oscillation (i.e. red zones),

namely at the centerbody tip and just downstream the backplane corner (which

is the strongest one) where a significant periodical fluctuation of OH signal has

been observed both experimentally and in LES, Fig. 6.26. This means that the

flame root and the external branches close to the backplane produce heat release

rate oscillation in phase with pressure, hence sustaining the thermoacoustic os-

cillation at this second acoustic mode frequency. On the contrary, the parts of

the flame that are negatively contributing to the instability are the flame tips

and the flame root when it reaches an upstream position (i.e. blue regions). The
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pressure oscillation is therefore enhanced when the the flame root is stabilized at

the centerbody tip and the flame external branches burn close to the backplane

corners. The different behaviour at the two frequencies modes therefore indicate

that different flame parts respond to the two modes. When the flame root is

stabilized upstream, heat relase rate oscillation enhances pressure oscillation at

the first mode. On the contrary, when the flame root is stabilized just at the

centerbody tip and the flame burns just downstream the backplane corner, i.e.

red regions in Fig. 6.27(d), heat release rate oscillation enhances the second mode

pressure fluctuations.

The analysis of the spatial distribution of the flow vorticity - pressure in-

dex Tω⊥,p confirms the strong relation between the vortical structures and the

thermoacoustic oscillations, Fig. 6.27(b-e), at the system second acoustic mode.

Indeed, while at the first acoustic mode, the spatial distribution of Tω⊥,p appears

to be not consistent, for the second mode frequency, a coherent distribution can

be noticed. In particular, the two purple regions at the centerbody walls and

downstream the backplane show that flow vorticity is varying in phase with pres-

sure, positively contributing to the pressure oscillations thanks to the increase

of heat release rate (and OH signal) due to an increase in flame front wrinkling.

Note that the small blue region just at the backplane corner indicates that flow

vorticity increases (i.e. the vortex is detached from the backplane) when the pres-

sure is decreasing: afterward the vortex is convected downstream and interacts in

the purple region with the flame front, contributing positively to the instability.

Indeed, the vortex characteristic convection time can be easily estimated from

the mean velocity (≈ 13 m/s) and from the distance between the backplane and

the point of highest vorticity (≈ 14 mm, see black arrow), giving a value of 1.07

ms, that is half the period of the second acoustic mode at 470 Hz. Note that the

point of highest vorticity corresponds to the peak of mean heat release rate axial

distribution (see Fig. 6.20): hydrogen is therefore responsible for reducing the

length of the flame hence enhancing the interaction between the flame branches

and the vortices periodically detaching form the backplane. On the contrary, the

vortices at the centerbody walls detach when the pressure is already increasing

(i.e. there are not blue regions near the walls) but suddenly interact with the

flame roots that are stabilized at the centerbody.

Finally, Fig. 6.27 (c-f) present the H2 mass fraction - pressure fluctuation

correlation index TYH2
,p. A coherent spatial distribution is observed for both the

modes, indicating that the periodical fuel flapping of the jet produce H2 mass

fraction oscillation that enhance both the first and the second acoustic modes.

Rich-fuel gas pockets are periodically released in the combustion chamber. For the
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first mode, positive contribution (red) region is located at the centerbody walls,

just upstream the position of the flame root when it is stabilized upstream. For

the second mode, the main region of positive (red) contribution is at the flame

root while, more downstream, the blue region indicates low levels of hydrogen

mass fraction when pressure is increasing (see for example Fig. 6.25 (c) where the

maximum of pressure corresponds to a rich fuel region near the flame roots and

to a fuel leaner region at the flame tips). Moreover, the spatial structure of TYH2
,p

at the backplane corner suggests that rich fuel gas pockets are convected down-

stream by the vortices detaching from the backplane corner when the pressure

is decreasing (blue region just at the corner) and afterward positively contribute

to the pressure oscillation (red region downstream). Therefore, results confirm

that the PM2 flame dynamics is driven by both vortical structures periodically

detaching at the system second acoustic mode from the centerbody walls and

the backplane corner and, in addition, by fuel mass fraction variations that are

linked to both the first and the second acoustic mode oscillations. To conclude,

hydrogen addition is found to be able to promote the interaction between the

flame front and the vortices thanks to reduction in the flame length if compared

to the pure methane and the low H2-enriched cases [222] (see Fig. 6.20, therefore

explaining why the system second acoustic mode is excited only when a 50%

hydrogen enrichment is considered.

6.4 Conclusions

The impact of H2-enrichment on flame stabilization and combustion dynamics

of a CH4 lean partially-premixed turbulent swirling flame is studied both exper-

imentally and by LES.

To do so, the well-known PRECCINSTA test bench is operated at different

levels of hydrogen enrichement while acquiring synchronized OH-PLIF imaging,

sPIV velocity fields data, LOS OH* chemiluminescence images and pressure sig-

nal recordings. Numerically, LES simulations in the Conjugate Heat Transfer

(CHT) context are performed for three flames operating with different hydrogen

enrichment levels: the pure methane flame A, the 20% H2-enriched flame B and

the 50% H2-enriched flame C. LES results are first validated against experimental

data in terms of predicted velocity fields, heat release rate distribution, OH mass

fraction and pressure signals in the combustion chamber and in the plenum, all

quantities providing satisfactory agreement.

Hydrogen addition results in modifications of both the flame stabilization and

its dynamics. The 20% H2-enriched flame B presents a more compact heat release
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rate distribution with respect to the pure methane flame A: the flame is slightly

shorter due to the increase in laminar flame speed while the higher adiabatic

flame temperature together with the more upstream flame root stabilization lead

to a notably higher centerbody tip temperature. However, both flames A and B

present no relevant thermoacoustic oscillation and show relatively low pressure

and heat release rate oscillations. On the contrary, when considering the 50%

H2-enriched case C, the flame has a notably more compact heat release rate

distribution and a shorter length due to the significant increase in laminar flame

speed. CHT results show that, while the chamber walls and the backplane surface

temperatures are only marginally affected, the centerbody tip reaches a notably

larger temperature if compared to flames A and B. At the same time, the flame

dynamics drastically changes: significant thermoacoustic oscillation is observed

both experimentally and numerically. The flame couples both with the system

first and the second acoustic modes, showing bi-modal thermoacoustic oscillation.

The relative importance of the pressure and heat release rate oscillations at the

first or at the second acoustic mode frequencies changes in time but generally

the oscillations at the second acoustic mode frequency are consistently higher

compared to the ones at the first acoustic mode, defining a prevalent second

mode (PM2) flame dynamics.

Differences in flow temperatures for the three flames do not lead to significant

enough changes in the mean sound speed fields to justify relevant changes in the

system acoustic modes, as confirmed by Helmholtz solver calculations. Therefore,

the coupling of the flame with the acoustic modes is due to the change in the heat

release rate distribution when a sufficiently large amount of hydrogen is injected.

Prediction of the flame dynamics of case C are further analyzed by compar-

ing phase-locked equivalent instantaneous experimental OH-PLIF images to LES-

predicted OH mass fraction. Four periodic phenomena are identified throughout

the bi-modal oscillation: the change in flame length and flame surface, the sta-

bilization point of the flame root that moves upstream/downstream along the

centerbody walls, the flapping of the jet fuel causing rich gas pockets to be re-

leased in the combustion chamber and finally the vortical structures detaching

from the centerbody tip and the backplane that then interact with the flame

front leading to strong wrinkling and flame roll-up. Dynamic Mode Decomposi-

tion (DMD) analysis of both OH-PLIF images and LES 3D fields at the system

first and second acoustic modes confirm the presence of these phenomena: vorti-

cal structures are periodically detached at the system second acoustic mode from

the backplane corner and the centerbody walls causing the flame front wrinkling

and hence an increase in heat release rate that in turns positively contribute to
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the thermoacoustic oscillation, especially at the backplane corner. In addition, a

non-homogenous fuel distribution caused by the periodic fuel jet flapping leads to

in-phase oscillation of heat release rate at both the first and the second acoustic

modes.

To conclude, near 50% H2-enrichment of the PRECCINSTA partially-premixed

methane swirling flame strongly affects the flame shape and length, its stabiliza-

tion and the resulting combustion dynamics, producing bi-modal thermoacoustic

oscillation. Reduction in flame length is found to be a key element in the exci-

tation mechanism of the higher frequency chamber mode, since it enhances the

flame interactions with the vortices periodically detaching from the backplane.

For all considered H2-enrichment cases, LES proved to be able to successfully

predict the complex flame dynamics in the CHT context, providing interesting

insights about the hydrogen addition impact on the test rig components temper-

ature.
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Elevated pressure effect

Contents

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

7.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . 185

7.3 LES setup and modeling challenges . . . . . . . . . . . . . . 186

7.4 Hydrogen effect at atmospheric pressure . . . . . . . . . . . . 191

7.5 Elevated pressure effect . . . . . . . . . . . . . . . . . . . . . 204

7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

This Chapter analyses the pressure and hydrogen enrichment effects on the

stabilization and combustion dynamics of a partially-premixed swirled-stabilized

flame operated at 1, 3 and 5 bar, with H2 enriched mixtures up to 40% by vol-

ume. Large Eddy Simulation (LES) is performed to analyze flame stabilization

and dynamics for all cases. Since both turbulence and chemical time scales are sig-

nificantly affected by pressure, it is a challenge for LES to compute such changes.

The thickened flame (TFLES) model is used here with a Static Mesh Refinement

(SMR) strategy to describe flame turbulence interactions to ensure that all flames

are resolved similarly at 1, 3 and 5 bar. This requires to significantly increase

the mesh size. An Analytically Reduced Chemistry (ARC) scheme is employed to

describe CH4-H2/Air chemistry. LES is validated against experimental multi-kHz

repetition-rate OH* chemiluminescence, OH Planar Laser Induced Fluorescence

(PLIF), stereoscopic Particle Image Velocimetry (sPIV) and pressure recordings,

all predictions providing satisfactory agreement. The dynamics of the different

flames it then addressed. First, the impact of hydrogen at atmospheric pressure is

investigated. While the reference natural gas flame (1 bar, 0% H2) presents a lifted

M-shape with a strong Precessing Vortex Core (PVC), 40% H2-enrichment modi-

fies the flame which becomes an attached V-shape, with a weakened PVC and the
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triggering of a thermoacoustic oscillation at the system first acoustic mode. Sec-

ond, the impact of mean pressure is analyzed by fixing the H2-enrichment while

increasing the mean pressure to 3 and then 5 bar. As the pressure increases,

the flame becomes more compact and the chemical as well as the turbulent time

scales change, potentially affecting the flame/turbulence interaction. For these

points, the thermoacoustic oscillation at the first system acoustic mode rapidly

disappears and stable conditions are recovered. Note that these results are being

considered for publication in Combustion and Flame [245].

7.1 Introduction

As society evolves towards a green economy to face the global climate change,

the combustion community is expected to develop new technologies and design

low emissions combustors for the aviation and energy sectors. Such design still

remains a challenge because lean combustion systems which is the path for low

pollutant emissions are more prone to different flame dynamics issues, such as

thermoacoustic instabilities [23, 24], lean blow-off [14, 15] and extinctions [16].

In the past decades, both experiments and Large Eddy Simulation (LES) have

been widely used to support this research process. As the experiments are of fun-

damental importance to characterize combustion systems and validate numerical

simulations, LES has demonstrated its large potential in predicting reactive flows

in complex industrial configurations [19, 23, 24, 77]. In particular, the under-

standing of combustion instabilities has clearly progressed through the analysis

of flames in academic experiments that allow also for developing and validat-

ing theoretical models. However, when it comes to real engines, the situation

is more complex and introduce new physics that is difficult to study in labora-

tories. Academic combustors are indeed usually scaled down in terms of power

density and pressure with respect to real engines, this potentially affecting the

appearance of combustion instabilities due to the impact of elevated pressure on

the flame shape and stabilization process [147]. Pressure can indeed change the

flame oscillation amplitude and phase [246] as well as the interaction between

the flame and the vortices, potentially affecting the flame response to acoustic

perturbation [247]. Being combustion instabilities in real engines already a com-

plex topic in its own, considering the addition of hydrogen (or hydrogen-rich

gases) in existing gas turbines as a solution to decarbonize aviation and energy

sectors is way more challenging [210, 215, 216, 217]. If compared to classical

hydrocarbon fuels, hydrogen presents indeed much higher reactivity and a wider

flammability range [191] as well as higher flame speeds [190]. These peculiar

180



7.1 Introduction

chemical properties yield different flame shapes and stabilization process while

potentially inducing flame dynamics issues such as flashback [220, 221] as well as

thermoacoustic instabilities [11, 25, 67, 68, 69]. Therefore, both elevated pressure

and hydrogen enrichment, which is likely to be present in the future generation

of lean combustors, can modify the flame and both must be taken into account

when dealing with these new combustion technologies. In this context, different

studies involving complex experimental measurements and numerical simulations

are available in the literature for which a brief review is hereafter proposed.

Experimentally, to get closer to the power density and Reynolds number of

real engines, combustors must be operated at elevated pressure with preheated

fresh gases. These experiments are generally complex from a technical point of

view and, therefore, there are not many facilities available worldwide in which one

can study high pressure combustion in complex geometries. Slabaugh et. al [248]

underlined the various challenges that must be overcome in the development of

an optically accessible and high-power combustion test rig, the main challenge

being the resolution of all the spatial and temporal scales that characterize the

turbulent reacting flow. The latter depends indeed both on the chemical reactions

(which in turns depend on temperature, density and mass fraction gradients) and

on the turbulent scales of the flow (which are linked to the turbulent Reynolds

number). In high power density facilities, since the turbulence Reynolds number

increases, the range of scales is wider, hence demanding for much higher spatial

and temporal resolutions in terms of diagnostics. On top of that, usually the

signal to noise ratio is largely lower if compared to atmospheric burners due

to laser sheet absorption effects, as observed by Boxx et al. [249] although they

demonstrated the feasibility of performing high-speed Particle Image Velocimetry

(PIV) and OH Planar Laser Induced Fluorescence (OH-PLIF) measurements at

5 bar. Soon after, Slabaugh et al. [250] applied laser diagnostics for PIV/OH-

PLIF measurements on a liquid-fueled combustor at 14 bar, observing strong

refractive index variation across the flame causing lower resolution of the resulting

PIV images. In this wake, some experimental studies have been performed on

spray combustion at elevated pressure. Dhanuka et al. [29] obtained an accurate

visualization of the interaction between the flame and the aerodynamic flow field

at 4.5 bar but they did not observe significant effect of pressure on the flame

structure. On the contrary, in the work of Malbois et al. [251] who analyzed a

lean-premixed aero-engine injection system up to 13.8 bar using liquid kerosene,

the flame, studied with CH* chemiluminescence measurements, presented a V-

shape or a tulip shape based on the operating condition. Overall, a more compact

structure was obtained as pressure increased. Other works studied the flame
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shape and fuel drop size, such as Hicks et al. [252] in a high pressure combustor

up to 13 bar on 3x3 array of swirled liquid fuel injectors. Equivalently, Orain et

al. [253] studied different innovative injection systems at pressure higher than 10

bar. More recently, Chterev et al. [28] analyzed the interaction between a liquid

fuel, the aerodynamic field and the flame front in a combustor up to 5 bar.

When it comes to combustion instabilities in high power density combustors,

only few studies have been performed. For example, Kheirkhah et al. [254] exper-

imentally investigated the dynamics of thermoacoustics oscillation in an aeronau-

tical gas turbine model combustor fueled with liquid Jet A fuel at a pressure of 10

bar. The HIPOT burner, an elevated pressure version of the well-known PREC-

CINSTA gas turbine model combustor [27], has recently been characterized by

Slabaugh et al. [255] at elevated thermal power density using simultaneous OH*

chemiluminescence, sPIV and OH-PLIF. In this specific work, they observed the

occurrence of hydrodynamic instabilities such as Helical Vortices (HV) in the

shear layers and a Precessing Vortex Core (PVC) in the Central Recirculation

Zone (CRZ) [139, 256, 257]. These hydrodynamic structures are seen able to

affect the velocity field evolution in the CRZ [141, 258, 259, 260], the flame sta-

bilization by rolling up and distorting the flame front [261, 262] as well as the

heat release by changing the flame surface area [141, 258, 259, 260]. The fact that

this type of interaction between the PVC and the flame (usually present in the

atmospheric PRECCINSTA rig [259, 260, 261]) was also observed at high density

power when considering low equivalence ratio conditions opened new questions

on the effect of pressure on the combustion dynamics. More recently, Zhang et

al. [258] confirmed the key importance of the PVC in the support of thermoa-

coustic oscillations even at elevated pressure despite very different hydrodynamic

time-scales if compared to the equivalent atmospheric configuration.

Numerically, LES has been widely applied to turbulent reacting flows in real

gas-turbine combustors at elevated power density, focusing on flame stabiliza-

tion, dynamics and even pollutant emissions [19]. Already more than one decade

ago, Moin et al. [263] and Boudier et al. [82, 264] assessed the predictive ca-

pability of a low-Mach-number and a compressible LES code, respectively, on a

complex reacting flow in a combustor operated at high pressure, achieving good

agreement with experimental data. Soon after, Schmitt et al. [265] analyzed in

detail the combustion instability in a realistic gas turbine combustion chamber

while identifying also the mechanism at the base of the thermoacoustic oscilla-

tion performing a first prediction of the nitric oxide emissions levels. In the same

wake, and decade later, Jaravel et al. [37] used high-fidelity LES coupled with an

Analytically Reduced Chemistry (ARC) to predict pollutant formation in a real
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engine configuration, showing that mixing and strain are playing a significant

role. More recently, Legros et al. [266] conducted an experimental and numerical

study of a lean premixed liquid injection system designed for helicopter engines

with a pressure ranging from 4 to 18 bar, focusing on the impact of the fuel

droplet distribution on the flame structure.

When it comes to hydrogen enrichment, many experimental and numerical

works have been performed to analyze the effect of hydrogen addition on CH4/air

flames (see also Chapters 5 and 6). Starting with laminar flames, hydrogen is

known to increase the mixture laminar flame speed [193, 194, 196], while extend-

ing the lean blow-off and extinction limits [197, 198] and potentially changing

flame dynamics [199]. A direct consequence of these observations is that hy-

drogen also modifies the flame shape and the heat release rate distribution in

more complex swirled-stabilized flames [224, 225, 226, 227]. When considering

H2-enrichment in such configurations, the flame becomes shorter and more ro-

bust [201, 202] with a clear increase of peak OH concentration and a change in

the flame structure [25, 201] as well as flame stabilization process. For example,

Guiberti et al. [142] and Shanbhogue et al. [204] showed that a high H2 concen-

tration can increase the probability of stabilizing confined swirled M-flames. On

top of that, hydrodynamic instabilities, such as PVC and HV, have been reported

as sensitive to hydrogen enrichment [67] since they are susceptible to the density

field non-homogeneities [141, 267].

Recently, Beita et al. [268] presented a review of the hydrogen enrichment

impact on combustion instabilities for gas turbine applications. Hydrogen can

affect the gain and phase of the Flame Transfer Function (FTF) [269, 270, 271]

as well as self-sustained thermoacoustic instabilities by causing for example a shift

in the system acoustic modes [230, 232, 233, 235, 272] or a change in the flame

shape [67, 204, 226, 234, 273, 274, 275, 276]. In some cases, a reduction of the

thermoacoustic oscillation has been observed both experimentally [210, 237, 277]

and numerically [237]. Contrarily, Kang and Kim [236] showed that compact pure

hydrogen flames can excite high-frequency instabilities while keeping the system

stable in the low frequency range. A similar behavior was observed numerically by

Moëll et al. [208] who showed how hydrogen increased the oscillation amplitude of

high-frequency modes while damping low frequency instabilities. Also Zhang and

Ratner [235] demonstrated that H2 addition on a lean premixed swirled flame

can trigger instabilities and shift the primary acoustic oscillation from low to

high-frequency oscillations. Experimentally and very recently, the PRECCINSTA

combustor has been fueled with different H2-enrichment levels to study the impact

on the flame stabilization and dynamics at atmospheric pressure [239, 240]. LES
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of this configuration has been also performed using Conjugate Heat Transfer

context and showing that hydrogen enrichment produces more compact flames,

increases the thermal load on the combustor walls and causes the onset of a

bi-modal thermoacoustic oscillation [25] (Chapter 6).

While elevated power density and hydrogen enrichment configurations have

been widely investigated in the literature as briefly presented previously, only few

experimental works analyzed the effect of hydrogen addition in combustors op-

erated at high pressure. Recently, Zhang et al. [226] operated a low swirl burner

with different bulk velocities, hydrogen enrichment, equivalence ratios and pres-

sure up to 3 bar. Experiments showed that hydrogen can trigger thermoacoustic

instabilities and that pressure is linked to changes in the flame front curvature

and local flame surface. In parallel, the HIPOT PRECCINSTA burner was op-

erated by Chterev and Boxx [67] at elevated pressure (up to 5 bar) with different

hydrogen enrichment levels, presenting the impact on the flame shape, PVC and

thermoacoustic frequency as well as its amplitude. H2 enrichment in that cases in-

creases the phase delay between the oscillating pressure field and the heat release

by decreasing the flame length while simultaneously increasing the sound speed

in the combustor. Indlekofer et al. [273] then operated an annular combustion

chamber at intermediate pressures (up to 3.3 bar) with CH4-H2 blends for which

different azimuthal thermoacoustic instabilities appeared. Here again pressure is

shown to mainly affect the flame height and intensity during the high-amplitude

instabilities, while only marginally affecting the low-amplitude ones. The same

rig was subsequently operated by Ahn et al. [278] to investigate the effect of

equivalence ratio variation on the flame transient thermoacoustic response.

To the best of the author’s knowledge, there is still no specific numerical

work investigating the effects of both pressure and hydrogen enrichment on the

flame stabilization and its dynamics. This Chapter aims at filling this gap by

proposing LES of the PRECCINSTA HIPOT burner enriched with hydrogen (up

to 40% by vol.) and operated at elevated pressure (up to 5 bar). Sections 7.2

and 7.3 describe the experimental and numerical setup, respectively, underlining

the modeling challenges of predicting high power density flows. The impact of

hydrogen enrichment at atmospheric pressure is discussed in section 7.4. Finally,

the effect of elevated pressure while keeping the same H2-enrichment level is

investigated in section 7.5. As pressure increases, flames get more compact, the

thermoacoustic oscillation disappears and the chemical as well as the turbulent

time scales significantly change affecting the flame/turbulence interaction.
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Figure 7.1: (a) Picture and (b) schematic of the experimental test bench

showing the injector with the combustion chamber. Region of Interest

for experimental diagnostics is also indicated [67].

a) b)

Case P [bar] H2 [% fuel vol.] ṁair [g/s] ṁCH4 [g/s] ṁH2 [g/s] Tinlet [K] φ Pth

REF 1.05 0% 17.6 0.74 - 608 0.71 37KW
P1H40 1.05 40% 17.2 0.62 0.05 590 0.71 37KW
P3H40 3.05 40% 53.7 1.85 0.15 636 0.71 111KW
P5H40 5.02 40% 89.5 3.08 0.26 642 0.71 185kW

Table 7.1: Summary of the operating conditions considered in the

present work.

7.2 Experimental setup

The High Pressure Optical test rig (HIPOT) burner, an elevated pressure ver-

sion of the well-known PRECCINSTA gas turbine model combustor operated

by DLR [27], is presented in Fig. 7.1 that illustrates (a) a picture and (b) the

schematic of the combustion chamber [67, 255, 258]. In this setup, dry pre-heated

air is fed through the plenum and 12 radial swirler vanes impose a swirling motion

to the flow before entering the combustion chamber. Hydrogen-enriched natural

gas1 is injected into the air stream through 12 small holes of 1 mm in diameter

located within the radial swirler in a ”technically premixed” mode. The com-

bustion chamber has a square section of 80 x 80 mm2, a total length of 200 mm

and quartz windows to allow optical access for diagnostics. Note that the inner

test section quartz windows are back-face air-cooled like the combustion chamber

backplane and centerbody. At the end of the combustion chamber, hot gases pass

through a cone-shaped exhaust pipe of 18 mm in diameter to end in the ”turning

module” whose pressure is controlled by a water-cooled throttle valve. The rig

is equipped with several synchronous experimental diagnostic techniques. The

three velocity components in the axial-radial plane of the combustion chamber

are measured through a Stereoscopic Particle Image Velocimetry (sPIV) tech-

1Natural gas composition was 93% CH4, 4% C2H6, 1.5% N2, 1% CO2, and 0.5% heavy
hydrocarbons. Note that in LES, CH4 is considered as fuel.
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nique. Planar Laser-Induced Fluorescence (PLIF) measurements of OH radicals

are also performed to visualize the flame as well as Line-of-Sight (LOS) integra-

tion of OH* chemiluminescence that is then used as a qualitative indicator of the

heat release rate for lean premixed flames [170]. Pressure is also recorded in the

plenum, in the combustion chamber and in the turning module to characterize

the flame thermoacoustic response. Measurements of the solid temperature at

the centerbody and at the turning module are acquired through thermocouples

embedded 5.5 and 2 mm below the surface, respectively. Heat transfer at the

combustion chamber walls and at the backplane is estimated from the cooling

mass flow rate and the corresponding increase in temperature of the cooling-air.

Cooling-air is injected into the turning module after having cooled the combustion

chamber quartz walls.

This configuration of the PRECCINSTA burner has been recently character-

ized by Slabaugh et al. [255] and further analyzed by Zhang et al. [258] at elevated

thermal power density. Chterev and Boxx [67] were the first to operate the rig

with different levels of hydrogen enrichment to investigate the effect of pressure

and hydrogen on the flame dynamics. The operating conditions considered for

a global equivalence ratio of φ = 0.71 and a thermal power of Pth = 37,kW/bar

are summarized in Tab. 7.1. Case REF refers to the condition without hydrogen

admixture at atmospheric pressure. Cases P1H40, P3H40 and P5H40 refer to

flames enriched by 40% of hydrogen (by volume) at 1, 3 and 5 bar, respectively.

7.3 LES setup and modeling challenges

Figure 7.2 presents the computational domain used for LES with an overview of

the unstructured mesh used for Case REF. The full-length air plenum and the

turning module are covered by the simulations. Pressure is directly imposed at

the end of the small transverse tube in the turning module to mimic the throttle

valve. The inlet fuel geometry is meshed using 12 small tubes (shown in red)

without the fuel plenum: to help visualize the partially-premixed fuel injection in

the swirler, an instantaneous isocontour of CH4 is also shown in red. The AVBP

LES code (cerfacs.fr/avbp7x/index.php) is used to solve the compressible Navier-

Stokes multi-species equations (Chapter 2). The TTGC scheme (third order in

time and space) is used to discretize the convective terms [48] while the SIGMA

turbulent closure is employed for the LES sub-grid model [46]. In such industrial

configurations, flames are usually too thin to be resolved on the numerical grid

without asking for unfeasible High Performance Computing (HPC) resources. A

solution is then to use the dynamic formulation of the thickening flame model
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Outlet

x

y Turning module

Combution

chamber

Plenum

Air inlet

Figure 7.2: LES computational domain (23M cells) for Case REF. The

full-length air plenum and the turning module are taken into account.

Pressure is imposed at the outlet to mimic the throttle valve. The twelve

fuel injectors are included in the mesh: an instantaneous isocontour

of CH4 (in red) helps visualize the ”technical” injection of fuel. An

instantaneous field of heat release rate for Case REF is also shown in

blue in an horizontal plane.

(DTFLES) [64], for which the reactive layer is artificially thickened by reducing

the diffusive terms. Since a thickened flame is less sensitive to turbulence, an

efficiency function Ξ∆ is introduced to account for the corresponding reduction

of flame surface [61]. A dynamic formulation of the Charlette efficiency func-

tion [62] is used here to locally estimate the model parameter βCh during the

simulation, following previous works on the atmospheric PRECCINSTA config-

uration [25, 136]. The CH4-H2/Air kinetic scheme relies on a novel Analytically

Reduced Chemistry (ARC) mechanism consisting of 18 transported species, 144

reactions, and 12 quasi-steady state species, derived from the detailed PoliMi

scheme [241] using ARCANE [65] and recently validated for the PRECCINSTA

atmospheric flame with different H2-enrichment [25]. This kinetic scheme has

been further validated through Cantera ( www.cantera.org ) calculations of a

1D-premixed and 1D-counterflow premixed flames using detailed schemes at ele-

vated pressures (see Appendix C). Transport properties are described by a con-

stant mixture Prandtl number and a constant Schmidt number different for each

species [71]. Inlet and outlet boundary conditions are modeled with the Navier-

Stokes Characteristic Boundary Conditions (NSCBC) [30]. The flow is choked

both at the air inlet (through a multi-perforated plate) and at the throttle valve

(only at elevated pressure), while the acoustic impedance of the fuel line was re-

ported to have marginal impact on the thermoacoustic oscillation [59]. Following

these observations, relaxation coefficients of Kair = 1 × 105 s−1, Kfuel = 5 ×

105 s−1 and Koutlet = 5 × 103 s−1 are imposed on the air inlet, the fuel inlet

and the outlet, respectively for the NSCBC method. When it comes to walls,
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5 mm

a) b) c) d)
0% H2 40% H2 40% H2 40% H2

1 bar 1 bar 3 bar 5 bar

Figure 7.3: Iso-surfaces of q̇ = 10% q̇max colored by thickening field F (on

the left) and temperature field T (on the right) for Cases (a) REF (23M

mesh), (b) P1H40 (23M), (c) P3H40 (65M) and (d) P5H40 (144M).

A zoom on the flame root showing the grid and the normalized field of

heat release rate is also presented. Note that, as a result of the Static

Mesh Refinement procedure, a similar thickening field is used for all the

flames.

a no-slip condition is used and heat transfer is taken into account by imposing

a reference temperature Tref and a suitable thermal resistance R so that, if Tf

is the fluid temperature at the wall, the local heat flux Φq can be computed as

Φq = (Tf − Tref )/R [59]. The experimentally measured temperature values for

the centerbody and the turning module are used as Tref together with R values

that account for the corresponding heat conduction. Complementarily, for the

backplane and the combustion chamber walls, Tref is imposed as the average

air-cooling temperature and R is tuned to match the experimentally measured

heat losses for each operating point1. Finally, thermal radiation from the hot

gases is accounted for through an Optically Thin Assumption (OTA) [172] for

the most radiating species CH4, CO, CO2, and H2O. In such a case, gases are

assumed to be optically thin and re-absorption is neglected while the Planck

mean-absorption coefficients are provided for each species as polynomial func-

tions of temperature [173].

7.3.1 Modeling challenges at elevated pressure

The LES mesh used for cases REF and P1H40 consists of 23M tetrahedral cells.

This grid has a characteristic size in the flame zone just downstream of the cen-

1Note that, contrarily to Chapter 6, HRT approach is here used instead of the more complex
CHT approach. Temperature values for the centerbody tip and heat transfer values are indeed
experimentally measured for all the operating conditions considered. In addition, fresh gases
are significantly pre-heated before entering the plenum, suggesting that pre-heating due to the
warm centerbody walls is likely negligible compared to the atmospheric PRECCINSTA case.
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Case P [bar] η [µm] δ [µm] δth [µm] sL [m/s] Re [104] Ret [104] Ka Da

P1H40 1.05 25.0 57 338 1.2 2.7 1.2 3.7 29.3
P3H40 3.05 12.3 29 138 0.91 8.1 3.0 4.0 43.3
P5H40 5.02 8.4 23 96 0.73 13.4 5.0 5.1 44.0

Table 7.2: Effect of pressure on the turbulent reactive flow time scales.

Flame properties are evaluated at the global equivalence ratio of φ =

0.71.

terbody tip of ∆x = 300 µm. With this resolution, a y+ value lower than unity is

achieved at the centerbody tip and y+ ∼ 3 at the chamber and backplane walls

at 1 bar. The reasonably low value of the non-dimensional wall distance hence

allows the use of a wall resolved LES approach and a satisfactory estimation of

the thermal boundary layer behavior.

For elevated pressure cases, more attention is to be paid on the LES numer-

ical modeling as pressure (and high power density) modifies the different time

scales that characterize these turbulent reactive flows (Table 7.2). First of all,

the Reynolds number significantly increases with pressure [45]. If the exit injector

diameter D (i.e. 28 mm) is chosen as characteristic length L and the character-

istic velocity u is taken to be the bulk velocity 4 ṁ / ρπD2 for all cases to be

considered, the Reynolds number reads 2.7 × 104, 8.1 × 104 and 1.34 × 105 for

cases P1H40, P3H40 and P5H40, respectively. Complementarily, the turbulent

Reynolds number Ret can be computed taking the characteristic length L as inte-

gral scale length and the bulk RMS velocity at the injector exit as characteristic

velocity u′ (i.e., ≈ 20 m/s for all conditions), presenting significant increase with

pressure. Ret reads 1.2 × 104, 3 × 104 and 5 × 104 for cases P1H40, P3H40

and P5H40, respectively. As a consequence, the smallest turbulent scale, the

Kolmogorov length scale η goes from 25.0 µm to 12.3 µm and 8.4 µm for cases

P1H40, P3H40 and P5H40, respectively. Note that an increase of pressure from

1 bar to 3 bar halves η while, a further increase to 5 bar only slightly decreases

it.

Pressure does not only affect turbulence time scales, it also affects chemical

reactions. For an equivalence ratio of 0.71, the laminar flame speed SL decreases

from 1.2 m/s at atmospheric pressure to 0.91 m/s and 0.73 m/s at 3 and 5 bar,

respectively. The thermal flame thickness δth also reduces from 338 µm to 138

and then 96 µm. At the same time, the diffusive flame thickness δ, computed as

the ratio between thermal diffusion to SL, reduces from 57 µm to 29 and then 23

µm. As a consequence, the chemical time scale τc, computed as δ/SL, passes from

48 µs for Case P1H40 to 32 and 31 µs for cases P3H40 and P5H40, respectively.
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Therefore, both turbulence and chemical time scales are affected by pressure.

The ratio between these two time scales controls the flame-turbulence/vortices

interaction. The latter can be characterized by two non-dimensional numbers,

depending on the turbulent length scale considered, namely the Karlovitz number

Ka and the Damköhler number Da [38] that compare the chemical time scale τc

to the Kolmogorov time τk and the integral time scales τt, respectively, and can

be defined as1

Ka =
1

Da (ηk)
=

τc
τk

=
u′ (ηk) /ηk

sL/δ
=

(
Pr lt
δ

)−1/2(
u′ (lt)

sL

)3/2

= Pr

(
δ

ηk

)2

,

(7.1)

Da = Da (lt) =
τt
τc

=
lt/u

′ (lt)

δ/sL
. (7.2)

The Karlovitz number compares the the smallest turbulent time scales and the

chemical time scale: it indicated whether the Kolmogorov scale is able or not to

modify the inner flame structure. Computing Ka (Table 7.2) reveals that pressure

only slightly affects the Karlovitz number and hence the interaction between the

Kolmogorov scale and the flame front because both Kolmogorov scale η (τk) and

flame thickness δ (τc) decrease with pressure. Therefore, pressure does not modify

the interactions between the small turbulent scales and the flame. The Damköhler

number, instead, describes the interaction between large vortical structures and

the flame front by comparing the integral time scale to the chemical one. To

compute the Damköhler number, the integral time scale τt can be taken as the

ratio between the characteristic length L as integral scale length and the RMS

velocity u′. In that case, the Damköhler number goes from a value of 29.3 at

atmospheric pressure to 43.3 and 44.0 for 3 and 5 bar, respectively (Table 7.2).

Indeed, since the integral characteristic time and the large vortical structure

remain essentially the same, due to the reduction in the chemical time scale, the

Damköhler number increases with pressure.

Therefore, since both turbulence and chemical time scales are decreased by

pressure and the Damköhler number changes potentially affecting flame/vortices

interactions, there is a clear challenge for LES to properly capture such changes

and mesh requirements become rapidly critical. Here, a comparison of predictions

with a model as TFLES requires in principle the same relative thickening of the

various flame fronts and hence grid adaptation. To properly increase resolution,

a Static Mesh Refinement (SMR) is introduced to refine the grid for cases P3H40

and P5H40 by prescribing a proper resolution goal in the flame region so that

1Note that equations from Ref. [38] have been modified to take into account the non-unity
Prandtl number.
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7.4 Hydrogen effect at atmospheric pressure

the same artificial thickening and hence the same combustion modeling for all

flames is produced [70]. Prescribing a thickening goal of F ∼ 8, the procedure

leads to grids of 65M cells and 144M cells for Cases P3H40 and P5H40, respec-

tively. The increase in cells number is not linear with the reduction in δth but

increases with its cube when pressure goes up. Hence, the observed increase in

cells number underlines the need for HPC resources when dealing with elevated

pressure combustors if requiring reasonable resolution of the flame front.

Figure 7.3 presents iso-surfaces of heat release rate q̇ = 10% q̇max colored by the

thickening field F (on the left) and temperature T (on the right) for (a) Case REF

(23M mesh), (b) Case P1H40 (23M), (c) Case P3H40 (65M) and (d) Case P5H40

(144M). A zoom on the flame root showing the grid and the normalized field of

heat release rate q̇/q̇max is also presented to visualize the resolution of the flame

front. As expected, due to the use of SMR, a similar instantaneous thickening field

is obtained while resolving all flames. The flame thickness significantly reduces

when increasing both pressure and hydrogen enrichment levels.

7.4 Hydrogen effect at atmospheric pressure

Experimental measurements and LES predictions of the reference Case REF (1

bar, 0% H2) and Case P1H40 (1 bar, 40% H2) are discussed now to highlight

the impact of hydrogen enrichment at atmospheric pressure. First, H2 addition

effect on the flame shape and stabilization is discussed (section 7.4.1). Then, the

thermoacoustic response and the flame dynamics are analyzed (section 7.4.2).

7.4.1 Flame shape and stabilization

Figure 7.4(a-b) presents the experimentally measured time-averaged LOS-integrated

OH* chemiluminescence image compared to the LOS predicted heat release rate

q̇ for (a) Case REF and (b) Case P1H40, respectively. For the reference case

without hydrogen (Fig. 7.4(a)) the flame presents a lifted M-shape both in ex-

periments and LES. In good agreement with the experimentally measured OH*

chemiluminescence signal, the Outer Recirculation Zones (ORZ) do not present

any heat release rate. In contrast, when 40% hydrogen enrichment is added to

the fuel, the flame takes on a V-shape. It attaches to the centerbody tip and the

flame length reduces, Fig. 7.4(b).

The shape change also appears in the experimentally measured time-averaged

OH-PLIF signal compared to the computed OH mass fraction1 YOH in Fig. 7.4(c-

1Note that the measured OH-PLIF signal is here considered to be proportional to OH mass
fraction as a first approximation. However, more generally, OH-PLIF is not a direct measure of
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a) b)

c) d)

EXP LES EXP LES

EXP LES EXP LES

0% H2, 1 bar 40% H2, 1 bar

Figure 7.4: Experimentally measured time-averaged LOS-integrated

OH* chemiluminescence image and time-averaged OH-PLIF signal com-

pared to predicted LOS heat release rate q̇ and OH mass fraction YOH

for Cases (a-c) REF and (b-d) P1H40, respectively. The arrows are

tangential to the measured and computed time-averaged velocity field

in the plane v. Their length and color indicate the velocity magnitude.

d) for Case REF and Case P1H40, respectively. The arrows are tangential to

the experimentally measured and numerically computed time-averaged velocity

field in the plane v, the length and color of the vector indicating the velocity

magnitude. Both in experiments and LES, no OH signal is observed close to

the centerbody tip in the reference case, confirming that the flame is not at-

tached to the centerbody walls, Fig. 7.4(c). However, OH is present in the ORZs,

pointing to high temperatures in these specific regions. No OH is detected in

the high velocity region at the injector exit, as indicated by the velocity vectors.

For this case, LES correctly captures both the flame shape and its stabilization

process/location as well as the velocity field experimentally measured. Quantita-

OH number density since measurements can be affected, among others, by pressure, quenching,
laser and signal absorption.
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tive comparison of mean and RMS velocity components are presented in Fig. 7.5

Fig. 7.6, respectively. The axial velocity (a) shows an extended CRZ, indicated

by the negative velocity values. The (b) radial and (c) tangential velocity com-

ponents are also well predicted by LES.

When hydrogen is added to the fuel mixture, the flame assumes a V-shape,

with flame roots well attached to the centerbody tip, as indicated by the high

values of OH signal on Fig. 7.4(d). Contrarily to Case REF, the CRZ presents

lower OH signal while the OH mass fraction peak value is notably higher [201].

Again, LES correctly predicts the experimental velocity field and the flow accel-

eration due to the increased combustion intensity while no OH is observed in the

high velocity region just at the injector exit. The flame is now able to stabilize

at the centerbody tip walls in the shear layer region. This change is due to the

increased laminar flame speed and the higher resistance to strain of hydrogen

enriched flames (see Appendix C).

Quantitative comparison of mean and RMS velocity components are presented

in Fig. 7.7 Fig. 7.8, respectively. The V-shape of the flame induce stronger CRZ,

as indicated by the negative values of mean axial velocity component. Also in

this case, LES is in satisfactory agreement with experimental data.

A more direct comparison of flame shapes and stabilization is provided in

Fig. 7.9. To do so, the normalized time-averaged heat release rate q̇/q̇max pre-

dicted via LES is shown for both (a) Case REF and (b) Case P1H40, the added

white isocontours indicating 10% of q̇max. The reference flame (Fig. 7.9(a))

presents a lifted M-shape, it is longer and the heat release rate reaches the side

chamber walls. A strong heat release rate region appears along the axis, down-

stream of the centerbody tip. Low heat release rate regions are found near the

centerbody walls and at the backplane corner, indicating that the flame is spo-

radically present in these regions while never being fully stabilized. Contrarily,

(b) Case P1H40 shows that the flame root is firmly stabilized at the centerbody

walls, as confirmed by the large values of heat release rate. A blurry region of

q̇ is noticeable downstream of the centerbody tip, suggesting that, from time to

time, flame branches are present in this region. The flame tip is now positioned

farther away from the side chamber walls, the flame being shorter.

To achieve a more quantitative comparison, the normalized time-averaged

heat release rate fields are integrated over the combustor cross section Sc. In

such a case, one-dimensional mean axial distributions 〈q̇〉 are obtained for both
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.5: Profiles of mean (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case REF : 0% H2, 1 bar.
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.6: Profiles of RMS (a) axial, (b) radial and (c) tangential ve-

locity components at measurement planes at x = 6, 10, 15, 20 and 30

mm downstream of the combustion chamber backplane for LES in com-

parison to experiments. Case REF : 0% H2, 1 bar.
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.7: Profiles of mean (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case P1H40 : 40% H2, 1 bar.
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.8: Profiles of RMS (a) axial, (b) radial and (c) tangential ve-

locity components at measurement planes at x = 6, 10, 15, 20 and 30

mm downstream of the combustion chamber backplane for LES in com-

parison to experiments. Case P1H40 : 40% H2, 1 bar.
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H2

a) b) c)0% H2, 1 bar 40% H2, 1 bar

Figure 7.9: Normalized time-averaged heat release rate q̇/q̇max predicted

via LES for Cases (a) REF and (b) P1H40. (c) Mean axial distribution

〈q̇〉. White isocontours indicate 10% of q̇max.

cases in Fig. 7.9(c), as expressed by

〈q̇〉(x) =
1

Sc

∫∫

Sc

q̇(x, y, z)dydz. (7.3)

The effect of hydrogen enrichment on the flame stabilization and length is

evident. When 40% hydrogen admixture is considered, both the peak of heat

release rate and the flame stabilization point are shifted upstream with a shift of

about 10 mm: the flame is more compact.

Visualization of the unsteadiness in a flow-field can be conveyed and illus-

trated through an instantaneous view of the Q-criterion identifying the presence

of coherent vortical structures [279]. Figure 7.10 compares a Q-criterion isosurface

at Q = 280 U2
x/D

2
inj colored by pressure superimposed to a field of instantaneous

normalized heat release rate q̇/q̇max for (a) Case REF and (b) Case P1H40. Both

cases show the presence of a Precessing Vortex Core (PVC), identified through a

low pressure value (colored in green). The lifted M-flame presents a strong PVC

that impacts the flame downstream of the centerbody tip and can cause the blurry

heat release rate region along the axis in Fig. 7.9(a). The PVC is still present

when the flame assumes a V-shape, as opposed to what was generally observed

in the atmospheric PRECCINSTA burner in which V flames are usually found

to suppress the formation of the PVC. However, as experimentally observed [67],

the PVC strength is significantly reduced, as indicated by the volume taken by

the green Q-criterion isosurface. Despite this change, the PVC is still able to
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a) b)

0% H2, 1 bar 40% H2, 1 bar

Figure 7.10: Comparison of instantaneous isosurface of Q-criterion at Q

= 280 U2
x/D

2
inj colored by pressure and field of instantaneous normalized

heat release rate q̇/q̇max for Cases (a) REF and (b) 1.

a) b)

c) d)

EXP LES

EXP LES

Figure 7.11: (a) Experimentally measured and (b) LES-predicted fluc-

tuations of pressure in the combustion chamber (black), plenum (blue)

and turning module (gray). The red line reports (a) volume-integrated

OH* chemiluminescence signal and (b) heat release rate. (c-d) Signals

spectra. Case REF : 0% H2, 1 bar.
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interact and distort the flame branches, causing the widen heat release rate re-

gion downstream of the centerbody in Fig. 7.9(b). No particular difference in

terms of dimensions can be observed between these two cases when it comes to

the vortical structures detaching from the backplane, indicating that the flame

shape does not significantly impact the flow topology in the outer flow region.

7.4.2 Thermoacoustic response and flame dynamics

Figure 7.11 presents the (a) experimentally measured and (b) LES-predicted

fluctuations of pressure in the combustion chamber (black), plenum (blue) and

turning module (gray) for Case REF. The red line reports (a) the experimental

volume-integrated OH* chemiluminescence signal and (b) the numerically pre-

dicted heat release rate. Both in experiments and LES, pressure oscillation levels

in the combustion chamber, plenum and turning module reach approximately

1000 Pa. Fluctuation of OH* chemiluminescence signal and heat release rate are

weak and do not correlate with pressure fluctuations in the combustion cham-

ber. Corresponding spectra are presented in Fig. 7.11(c-d) for the experiments

and LES, respectively. Pressure spectrum in the combustion chamber shows a

weak peak at 380 Hz (80 Pa) and broad band noise in the high frequency range,

above 2000 Hz. LES predicts a small peak at 390 Hz and also noise in the high

frequency range. Note that some activity is present in the turning module at

this high frequency range, suggesting that the noise registered is linked to acous-

tic modes of the turning module. OH* chemiluminescence and heat release rate

spectra also exhibit the same peaks around 380 Hz both in experiments and LES,

suggesting a weak coupling between heat release rate fluctuation and chamber

pressure. However, the pressure fluctuation levels at this frequency in the com-

bustion chamber (80 Pa) can be considered small compared to the global level of

pressure fluctuation (i.e. 1000 Pa), indicating that no significant thermoacoustic

activity is present. One can finally underline the presence in the experimental

OH* chemiluminescence spectrum of a small peak at 1280 Hz which corresponds

to the PVC frequency as reported by Chterev and Boxx [67].

When 40% hydrogen admixture is considered, the flame thermoacoustic re-

sponse changes significantly. Figure 7.12 presents the (a) measured and (b) com-

puted oscillations of pressure in the combustion chamber (black), plenum (blue)

and turning module (gray) for Case 1. The red line reports (a) the experimental

volume-integrated OH* chemiluminescence signal and (b) the LES-predicted heat

release rate. While pressure oscillations in the plenum and in the turning module
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a) b)

c) d)

EXP LES

EXP LES

Figure 7.12: (a) Experimentally measured and (b) LES predicted fluc-

tuations of pressure in the combustion chamber (black), plenum (blue)

and turning module (gray). The red line reports (a) volume-integrated

OH* chemiluminescence signal and (b) heat release rate. (c-d) Signals

spectra. Case 1 : 40% H2, 1 bar.

are of the same order of magnitude as for the reference case, pressure fluctua-

tions in the combustion chamber are notably higher both in the experiments and

LES (i.e. 2 kPa). The OH* chemiluminescence and the heat release rate signals

furthermore oscillate in a coherent way and seem to be correlated to the pressure

fluctuation in the combustion chamber. Corresponding measured and computed

spectra are showed in Fig. 7.12(c-d), respectively: experimental measurements

show strong peaks in the combustion chamber pressure (600 Pa) as well as in the

OH* chemiluminesce spectra at 420 Hz, indicating that a thermoacoustic activity

is present when 40% hydrogen enrichment is considered. LES correctly predicts

the thermoacoustic limit-cycle at 440 Hz, as well as the proper pressure chamber

oscillation level (600 Pa). Experimentally, high frequency noise is still observed

in the turning module but is no longer recorded in the combustion chamber.

To investigate the nature of this thermoacoustic activity, the AVSP Helmholtz

solver [53] is used to compute the acoustic modes of the system. To do so, the

LES-predicted time-averaged sound speed fields c, shown in Fig. 7.13 of (a) Case
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a) b) c) d)

0% H2, 1 bar 40% H2, 1 bar f = 418 Hz

Figure 7.13: LES-predicted time-averaged sound speed field c for Cases

(a) REF and (b) 1. (c) Amplitude and (d) phase of the first acoustic

(chamber) mode at 418 Hz computed with the Helmholtz solver for Case

1.

REF and (b) Case P1H40, are used as an input to the Helmholtz solver. Adding

H2 only slightly impacts the mean temperature field, leading to weak differences

in the corresponding time-averaged sound speed fields. As a consequence, the

first acoustic mode of the system shows negligible differences in terms of mode

shape and frequency. One acoustic mode is found at a frequency close to the

peak recorded for Case 1 : i.e. 420 Hz. This mode, predicted at 418 Hz by LES,

corresponds to a 3/4 wave (chamber) mode1.

Dynamics of the H2-enriched flame during the thermoacoustic oscillation is

shown in Fig. 7.14 through instantaneous fields of the experimental OH-PLIF

signal (top), LES-predicted OH mass YOH (middle) and hydrogen mass fraction

YH2 (left, bottom) as well as the flow normal vorticity to the visualized plane ω⊥

(right, bottom). Red and white isocontours refer respectively to the heat release

rate q̇ at 10% of q̇max and a low pressure value. Four equivalent phases are

considered during the thermoacoustic oscillation for the experiments and LES.

Instants (a) and (c) correspond respectively to the maximum and the minimum

of OH* chemiluminescence and heat release rate signals while instants (b) and

1In the Helmholtz solver, a velocity node has been imposed for the air and fuel inlets as
acoustic boundary conditions since flow is choked through small holes at the air inlet and
acoustic BCs at the fuel inlet does not play a significant role [59]. A pressure node has been
imposed at the turning module outlet, since at atmospheric condition the outlet valve is not
choked. Note also that the Mach number at the combustion chamber nozzle exit is of the order
of 0.5 but the AVSP Helmholtz solver is a zero Mach code so it does not take into account
mean flow velocity and compressibility effects in the computation of the acoustic modes.
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a) b) c) d)

EXP

LES

LES

Figure 7.14: Instantaneous fields during the thermoacoustic oscillation

of : experimentally measured OH-PLIF signal (top), LES-predicted OH

mass YOH (middle) and hydrogen mass fraction YH2 (left, bottom) and

flow vorticity normal to the plane ω⊥ (right, bottom). Red and white iso-

contour refer to with heat release rate q̇ at 10% of q̇max and low pressure

respectively. Four equivalent instants are considered during the ther-

moacoustic oscillation for experiments and LES. Instants (a) and (c)

correspond to a maximum and a minimum respectively in the volume-

integrated OH* chemiluminescence signal and the predicted heat release

rate. Case P1H40 : 1 bar, 40% H2.

(d) correspond to a phase difference of π/2. Both experimentally, Fig. 7.14(top),

and numerically, Fig. 7.14(middle), a classical flame response to a longitudinal

mode is observed. The flame eventually detaches from the centerbody walls at

instant (a), when the heat release rate is maximum, flame surface being notably

smaller at instant (c), when the heat release rate is minimum. The stabilization

point of the flame does move considerably during the thermoacoustic oscillation.

As observed in Fig. 7.14(bottom), fuel-rich pockets are released in the combustion

chamber and produce equivalence ratio fluctuations: a mechanism similar to the

one observed in the atmospheric PRECCINSTA burner [27]. At the same time,

(d) the interaction between the vortical structures detaching from the backplane

corner and the flame is evidenced as well as the (d) flame front distortion due to

the PVC (highlighted by the low-pressure white isocontour). The latter explains

the wide heat release rate region visible along the axis of the domain shown

in Fig. 7.9(b), the PVC being able to drag the flame front toward the region

downstream of the centerbody tip.
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3 5

a) b) c)

d) e) f)

EXP LES EXP LES EXP LES

EXP LES EXP LES EXP LES

1 bar, 40% H2 3 bar, 40% H2 5 bar, 40% H2

Figure 7.15: Experimentally measured time-averaged LOS-integrated

OH* chemiluminescence image and time-averaged OH-PLIF signal com-

pared to predicted LOS heat release rate q̇ and OH mass fraction YOH

for cases (a-d) P1H40, (b-e) P3H40 and (c-f) P5H40, respectively. The

arrows are tangential to the measured and computed time-averaged ve-

locity field in the plane v. Their length and color indicate the velocity

magnitude.

7.5 Elevated pressure effect

Measurements and computations of Case P3H40 (3 bar, 40% H2) and Case P5H40

(5 bar, 40% H2) are hereafter presented and compared to Case P1H40 (1 bar, 40%

H2), showing the impact of elevated pressure on hydrogen enriched flames. The

effect on the flame shape and its stabilization is discussed in section 7.5.1 while the

change in the flame thermoacoustic response is analyzed in section 7.5.2. Finally,

a discussion on the reactive flow time scales at different pressures is provided in

section 7.5.3.

7.5.1 Flame shape and stabilization

Figure 7.15(a-c) compares the time-averaged LOS-integrated OH* chemilumines-

cence image to the LOS-integrated heat release rate q̇ computed via LES for (a)

Case P1H40, (b) Case P3H40 and (c) Case P5H40, respectively. While the 1 bar

H2-enriched flame (Fig. 7.15(a)) presents a V-shape attached to the centerbody

tip as observed in section 7.4.1, the 3 bar and the 5 bar cases (Fig. 7.15(b-c),
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respectively) present an attached M-shape for which the flame is anchored both

at the centerbody tip and at the backplane. As pressure increases from 1 to 3 bar,

the flame length and angle are significantly reduced while, a further increase in

pressure to 5 bar only slightly modifies the flame shape. The experimental time-

averaged OH-PLIF images are compared to the numerical OH mass fraction YOH

in Fig. 7.4(c-e) for (a) Case P1H40, (b) Case P3H40 and (c) Case P5H40, respec-

tively. The arrows provide a qualitative comparison between the experimentally

measured and the LES-predicted velocity field in the plane v, their length and

color indicating the velocity magnitude. Both in experiments and LES, increas-

ing pressure leads to a reduction in the OH field extension: while at atmospheric

pressure it reaches the view’s limit, at 3 and 5 bar the height is decreased. At the

same time, OH is increasingly present in the ORZs as the pressure increases, due

to the secondary flame branches that appear to be closer to the backplane corner

at 3 and 5 bar. Contrarily, for all cases, no OH is detected in the high velocity

region at the injector exit. Note that the OH peak value predicted via LES is

reducing when increasing pressure, indicating the corresponding reduction in OH

specie lifetime. Note also that the OH signal just downstream of the centerbody

tip decreases with pressure. Overall and for all cases, LES is found to be in

satisfactory agreement with experimentally measured quantities and it correctly

reproduces the shape change from a V-flame toward an attached M-flame with a

corresponding reduction in length with elevated pressure. The latter is likely due

to the decrease in chemical time scale (and hence increase in reactivity) for high

pressure flames (see section 7.5.3).

Quantitative comparison of mean and RMS velocity profiles for Cases P3H40

and P5H40 are presented in Fig. 7.16, Fig. 7.17, and Fig. 7.18, Fig. 7.19, respec-

tively. As the Reynolds increases with pressure, also the grid required resolution

to correctly predict the velocity field raises. In the present work, the use of the

SMR approach allows to have a satisfactory agreement with experimentally mea-

sured quantities also at elevated pressure, as observed from the plotted profiles.

Figure 7.20 presents the normalized time-averaged heat release rate q̇/q̇max

predicted via LES for (a) Case P1H40, (b) Case P3H40 and (c) Case P5H40,

while the white isocontour indicates the 10% of q̇max. The flame at atmospheric

pressure (Fig. 7.20(a)) clearly presents a V-shape attached at the centerbody

while (b) Case P3H40 and (c) Case P5H40 show a M-shape attached both at

the centerbody tip and at the backplane. As the flame transits towards a M-

shape, it gets more compact as clearly visible in Fig. 7.20(d) which presents

the one-dimensional mean axial distribution of heat release rate 〈q̇〉, while the

stabilization point at the centerbody wall does not change. The heat release
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.16: Profiles of mean (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case P3H40 : 40% H2, 3 bar.
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.17: Profiles of RMS (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case P3H40 : 40% H2, 3 bar.
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.18: Profiles of mean (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case P5H40 : 40% H2, 5 bar.
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a)

b)

c)

x = 6 mm 10 15 20 30

Figure 7.19: Profiles of RMS (a) axial, (b) radial and (c) tangential

velocity components at measurement planes at x = 6, 10, 15, 20 and

30 mm downstream of the combustion chamber backplane for LES in

comparison to experiments. Case P5H40 : 40% H2, 5 bar.
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a) b) c) d)

1 bar, 40% H2 3 bar, 40% H2 5 bar, 40% H2

Figure 7.20: Normalized time-averaged heat release rate q̇/q̇max pre-

dicted via LES for Cases (a) P1H40, (b) P3H40 and (c) P5H40. (d)

Mean axial distribution 〈q̇〉. White isocontours indicate 10% of q̇max.

rate distribution significantly changes when passing from 1 to 3 bar. However, it

remains essentially the same when further increasing the pressure to 5 bar.

7.5.2 Thermoacoustic response

As pressure increases, the thermoacoustic response of the flame changes. Fig-

ure 7.21 presents (a) the measured and (b) the computed oscillations of pressure

in the combustion chamber (black), plenum (blue) and turning module (gray)

for Case P3H40. The red line reports (a) the volume-integrated OH* chemilu-

minescence signal and (b) the computed heat release rate. Both in experiments

and LES, pressure oscillation levels in the combustion chamber and plenum are

of the order of 2 kPa while experimentally the turning module exhibits epochs

of large pressure fluctuations of approximately 10 kPa. Fluctuations of OH*

chemiluminescence and heat release rate are however weak and not correlated to

pressure fluctuations in the combustion chamber. To confirm this observation,

corresponding spectra are presented in Fig. 7.21(c-d) for the experiments and

LES, respectively. As the power density increases due to pressure increase, more

modes are excited and different peaks appear in the spectra. Recorded pressure in

the combustion chamber shows a weak peak at 483 Hz (150 Pa) that is predicted

via LES near 510 Hz. The same peaks appear in both the OH* chemilumines-

cence and heat release rate spectra, suggesting a weak thermoacoustic coupling at

these frequencies. The pressure fluctuation amplitude in the combustion cham-

ber remains small and this Case P3H40 can be considered as stable, i.e. with
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a) b)

c) d)

EXP LES

EXP LES

Figure 7.21: (a) Experimentally measured and (b) LES-predicted fluc-

tuations of pressure in the combustion chamber (black), plenum (blue)

and turning module (gray). The red line reports (a) volume-integrated

OH* chemiluminescence signal and (b) heat release rate. (c-d) Signals

spectra. Case P3H40 : 40% H2, 3 bar.

no strong thermoacoustic activity. Broad band noise with some potential peaks

at higher frequencies are however visible in the chamber, turning module and

plenum. This time, since the low frequency mode is weaker compared to Case

P1H40, the high frequency range noise is more evident, similarly to Case REF.

A similar thermoacoustic response is observed at 5 bar. Figure 7.21 shows (a)

the measured and (b) computed pressure fluctuations in the combustion cham-

ber (black), plenum (blue) and turning module (gray) for Case P5H40. The OH*

chemiluminescence and heat release rate signals are shown in red in Fig. 7.21(a-b),

respectively. As pressure is further increased, the pressure oscillation amplitude

in the chamber, plenum and turning module increase both in the experiments and

LES while the heat release rate and the OH* chemiluminescence oscillations do

not seem to be in phase with the pressure chamber fluctuation. Corresponding

spectra in Fig. 7.21(c-d) confirm this observation and underline that, as pressure

increases, the high frequency noise intensity gets larger while the low frequency

range oscillations remain small. OH* chemiluminescence and heat release rate
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a) b)

c) d)

EXP LES

EXP LES

Figure 7.22: (a) Experimentally measured and (b) LES predicted fluc-

tuations of pressure in the combustion chamber (black), plenum (blue)

and turning module (gray). The red line reports (a) volume-integrated

OH* chemiluminescence signal and (b) heat release rate. (c-d) Signals

spectra. Case P5H40 : 40% H2, 5 bar.

spectra do show small peaks at 490 Hz and 530 Hz respectively, but the impor-

tance of the pressure oscillation in the combustion chamber at these frequencies

remains negligible (200 Pa) compared to the global level of pressure fluctua-

tions: this case can again be considered as thermoacoustically stable. Pressure is

therefore found to consistently reduce the thermoacoustic oscillation in the low

frequency range while increasing the high frequency activity although it does not

couple with the heat release rate fluctuation.

This different thermoacoustic response can be due either to the flame shape

change induced by the elevated pressure or to a change in the acoustic modes

of the system. The latter mainly depends on the mean temperature field (that

in turns affects the sound speed field) and on the acoustic boundary conditions.

Figure 7.23 presents the computed time-averaged sound speed field c for (a) Case

P1H40, (b) Case P3H40 and (c) Case P5H40 and clearly disqualifying such a

process. In the elevated pressure cases, the turning module outlet valve is choked,

meaning that it acoustically behaves like a wall (i.e. zero velocity fluctuation),
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a) b) c)

1 bar, 40% H2 3 bar, 40% H2 5 bar, 40% H2

Figure 7.23: LES-predicted time-averaged sound speed field c for Cases

(a) 1, (b) 3 and (c) 5.

a) b) c)
1 bar, 40% H2 3 bar, 40% H2 5 bar, 40% H2

Figure 7.24: Comparison of instantaneous isocontour of Q-criterion at

Q = 280 U2
x/D

2
inj colored by pressure and field of normalized heat release

rate q̇ for Cases (a) P1H40, (b) P3H40 and (c) P5H40.

which is not the case at atmospheric pressure. In such a case, the AVSP com-

putation resulted in only a slight increase of the mode frequency, i.e. from 418

Hz at 1 bar to 432 Hz at 5 bar. Therefore, the effect of pressure on the system

acoustic modes in the low frequency range is negligible and the change in the

flame thermoacoustic response at elevated pressure is likely due to the changes

in the flame shape and, hence, its response to acoustic oscillations [280].
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a) b) c)

EXP

LES

LES

Figure 7.25: Instantaneous fields of the experimentally measured OH-

PLIF signal (top), LES-predicted OH mass fraction YOH (middle), heat

release rate q̇ (left, bottom) and flow vorticity normal to the plane ω⊥
(right, bottom). Red and white isocontour refer to heat release rate q̇ at

10% of q̇max and low pressure respectively. Cases (a) P1H40, (b) P3H40

and (c) P5H40.

7.5.3 Turbulent reactive flow time scales

Increasing pressure modifies the Reynolds number affecting the flow turbulence

scales (Table 7.2). This effect is clearly visible in Fig. 7.24 that compares instan-

taneous isocontour of Q-criterion at Q = 280 U2
x/D

2
inj colored by pressure and

fields of normalized heat release rate q̇ for (a) Case P1H40, (b) Case P3H40 and

(c) Case P5H40. While the PVC is clearly present in all cases as also observed

experimentally by Chterev and Boxx [67], the dimensions and the structures of

the vortical structures change. According to the increase in Reynolds number,

when pressure increases, vortices become smaller and more numerous, potentially

changing the interaction with the flame front due to the reduction in the turbulent

time and length scales.

At the same time, pressure also affects chemical reactions. Figure 7.25 presents

instantaneous fields of measured OH-PLIF signal (top), numerical OH mass frac-
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tion YOH (middle), heat release rate q̇ (left, bottom) and flow vorticity normal

to the plane ω⊥ (right, bottom) for (a) Case P1H40, (b) Case P3H40 and (c)

Case P5H40. Red and white isocontours refer to heat release rate q̇ at 10% of

q̇max and low pressure respectively. OH-PLIF images and computed OH fields

clearly reveal the reduction in chemical time scale due to pressure. As pressure

increases, the OH field gets thinner: since OH has a very long lifetime compared

to that of the heat-release reactions persists in the burned gases long after the

heat-release reactions are complete, further underlining the strong reduction in

chemical time scale τc. At the same time, computed heat release rate fields show

that flame thickness is drastically reduced at 3 and 5 bar: the flame front seems

more corrugated by turbulence and vortical structures1.

When it comes to vortex-heat release interaction, the Damköhler number is

known to be a critical parameter since, for example, it can induce modifications in

the heat release pattern due to periodic vortex shedding [281]. At the same time,

Da has been reported to modify the interaction between the flame and the PVC.

The latter has indeed two main effects on the flame: it leads to roll-up of the

reaction zone at the flame base increasing heat release rate and it can introduce

considerable aerodynamic stretch yielding local quenching or extinction of the

flame front [282]. A similar behavior is noted in Fig. 7.25. At low Damköhler

number (a) at atmospheric pressure, the PVC clearly causes the flame to roll-

up at the flame base with an increase of heat release rate but the propagation

of the flame is affected by local quenching and extinction. Due to the high

vortex-induced aerodynamic stretch, part of the heat release is delayed and shifted

downstream. Eventually, flame pockets detach from the main flame branches

and form pockets of OH visible both in the experiments and LES. At higher

Damköhler number (b-c) instead, when pressure is above 3 bar, the PVC causes

the flame to roll-up and increases the local heat release rate. However the vortex-

induced aerodynamic stretch appears to be lower and stretch does not seem to

significantly affect reaction or the flame branches. Proper prediction of such

phenomena due to time scales change at elevated pressure needs adequate grid

resolution criteria and hence it is possible thanks to careful attention devoted to

the LES modeling.

1Note that in LES the correctly prediction of flame thickness reduction is due to the mesh
refinement procedure that allow to resolve the flame with the same thickening value, as illus-
trated in section 7.3

215



7. ELEVATED PRESSURE EFFECT

7.6 Conclusions

The impacts of mean pressure and hydrogen addition on the stabilization and

combustion dynamics of a partially-premixed swirled-stabilized flame were stud-

ied experimentally and numerically. Experimentally, the PRECCINSTA burner

was operated at elevated pressure, up to 5 bar, and the natural gas flame was

enriched up to 40% of H2 by volume. Numerically, LES results were validated

against experimentally measured quantities such as OH* chemiluminescence and

OH-PLIF images, stereoscopic particle image velocimetry (sPIV) and pressure

recordings data, providing satisfactory agreement for all quantities. Particular

attention is devoted to the choice of the numerical modeling. An Analytically

Reduced Chemistry (ARC) kinetic scheme is able to correctly describe the CH4-

H2/Air chemistry at elevated pressure. Since pressure significantly impacts the

turbulent reactive flow scales, Static Mesh Refinement (SMR) approach is used

for discretizing the fluid domain and allow for correctly resolving the different

flames with the same combustion modeling at all pressured. Four flames were

hence selected for LES simulations. Case REF corresponds to the reference nat-

ural gas flame (1 bar, 0% H2), while cases P1H40, P3H40 and P5H40 refer to

40% H2-enriched flames at 1, 3 and 5 bar, respectively.

Hydrogen enrichment at atmospheric pressure affects the flame stabilization,

its shape and the corresponding thermoacoustic response. Flame REF (1 bar, 0%

H2) presents a lifted M-shape with a strong Precessing Vortex Core (PVC) and

no significant thermoacoustic response. When hydrogen addition is considered

(Case P1H40 ), the flame takes on an attached V-shape, the PVC is weaker and

the flame couples with the combustion chamber first acoustic mode at 420 Hz in

a limit-cycle thermoacoustic oscillation that is predicted by LES in satisfactory

agreement with experimental data. Computation of the acoustic modes of the

system through an Helmholtz solver show no significant differences, confirming

that the different thermoacoustic response is due to the flame shape change. The

latter is likely due to the notably higher flame speed and increased resistance to

strain of the H−2-enriched flame.

Elevated pressure modifies in turn the flame shape, its thermoacoustic re-

sponse and also the characteristic time scales of turbulent reactive flows. As

pressure increases, Cases P3H40 and P5H40 present attached M-shape flames

that get shorter and more compact. The combustor becomes more noisy but the

coupling between the first acoustic mode and the heat release rate, which was

present at atmospheric conditions, disappears. No significant change in the first

acoustic chamber mode is captured by the Helmholtz solver, suggesting that the
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flame shape changes is the critical parameter that explains the different thermoa-

coustic response at elevated pressure. Finally, pressure modifies the characteristic

time scales of the turbulent reactive flow. As pressure raises, the Reynolds num-

ber increases reducing the Kolmogorov turbulent scale and the turbulent time

scale τk, hence changing the dimensions and the relative strength of the vortical

structures. At the same time, the laminar flame speed, the thermal flame thick-

ness and the chemical time scale τc decrease. While the decrease in turbulent

and chemical time scales are of the same order of magnitude (the Karlovitz num-

ber remains almost constant), the Damköhler number significantly increases with

pressure, leading to a modification in the flame/vortical structures interaction.

Therefore, both hydrogen enrichment and elevated pressure are found to sig-

nificantly affect the flame shape, its stabilization and the corresponding thermoa-

coustic response in the HIPOT PRECCINSTA burner. Change of flame shape is

the key element of the different thermoacoutic response and it is likely due to the

different flame properties linked to hydrogen enrichment and to the modification

of the chemical and turbulent time scales linked to elevated pressure. For all

cases, LES successfully predicts the complex turbulent reactive flow, hence con-

firming the potential of numerical simulations in investigating high-power density

flames close to real engines operating conditions.
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Chapter 8

The NTNU burner: stabilization

of spinning flame
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To reduce the carbon footprint of the aviation sector, aeronautical companies

have been striving to lower engine emissions via the development of reliable lean

combustors. In this context, effort has been devoted to the better understanding

of various flame dynamics with emphasis on thermoacoustic instabilities, lean

blow-off and extinctions. In line with this effort, Safran Helicopter Engines has

recently developed and patented the revolutionary spinning combustion technol-

ogy (SCT) for its next generation of combustors. This technology has indeed

great flexibility when it comes to ignition and blow-off capabilities. To better

understand the various physical mechanisms occurring in a SCT combustor, a

joint numerical and experimental analysis of the flame stabilization in this spin-

ning combustion technology framework has been devised. On the experimental

side, the NTNU atmospheric annular combustor has been modified to introduce

a relevant azimuthal component of velocity while operating under premixed fuel

conditions, following the SCT concept. Note that to reduce temperature at the

backplane of the chamber, film cooling is incorporated to avoid fuel injector dam-

age. On the numerical side, high fidelity Large Eddy Simulations of the test bench

have been carried out with the AVBP code developed at CERFACS, providing

insights on the flame stabilization in this unique SCT geometry. In particular, it

is noted that there is a strong interaction between the cooling film and the highly
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swirled flames exiting from the fuel injector bend. In that respect, changing the

injector or global equivalence ratios while operating the SCT is shown to affect

the combustion of this design. Note that these results have been published in

Proceedings of ASME Turbo Expo [77].

8.1 Introduction

Development of low-emission gas turbine combustors is a major design challenge

for propulsion and land-based power generation applications. Indeed, multiple

numerical and experimental studies have been carried out, showing that lean

combustors typically present various and undesirable flame dynamics issues, such

as thermoacoustic instabilities [9, 10, 11, 12, 13], lean blow-off [14, 15] and

extinctions [16, 17]. To support this design challenge, together with experiments,

Large Eddy Simulation (LES) approach has been mainly used because of its

ability to accurately predict the interactions between turbulent flow, spray and

flame for stabilized flames [19, 33] or even pollutant emissions [34, 35, 36, 37].

When it comes to existing designs, different strategies have been proposed to

develop lean combustors that are capable of stable operation over an extended op-

erative range. In certain cases, both passive and active control systems have been

proposed for the control of thermoacoustic instabilities [178]. Acoustic dampers

for example, such as Helmholtz resonators, have been successfully employed to

suppress combustion instabilities in gas turbine combustors [283, 284]. Adjust-

ment of fuel flow distribution has also been investigated, yielding the apparition

of radial and axial fuel staging [285], asymmetric fuel distribution [286] and pilot

fuel [287]. Changes in fuel injector geometry has equivalently been proven to be

an effective strategy for reducing combustion instabilities [288]. More recently,

hydrogen-enriched flames have become popular due to the effect of hydrogen on

stability and pollutant formation [7, 8].

Other non-conventional combustion systems have also been proposed to en-

hance combustion efficiency and combustor operability. The Trapped Vortex

Combustor, for example, has been proposed to offer improvements in lean blow

out and high altitude relight due to enhanced flame stabilization in the vortex

trapped inside the combustor cavity [289, 290].

In an effort to meet regulation objectives, Safran Helicopter Engines has re-

cently developed and patented the innovative spinning combustion technology

(SCT) for its next generation of combustors: i.e. the ARRANO engine used in

the Airbus Helicopters H160 [18]. The main concept behind SCT is to introduce
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a strong azimuthal flow in the annular chamber that enhances flame-flame inter-

actions so as to improve ignition and blow-off capabilities, while also improving

stability over a wide range of operating conditions. Note that although swirling

flows are typical nowadays in the combustion community for single injectors and

have been extensively studied in the literature [19, 20], ”global” swirling flow is

much less frequent when it comes to aeronautical applications (e.g. Short Helical

Combustor [21], CHAIRLIFT combustor [22]) and much needs to be understood.

This work aims at presenting and analyzing SCT to fill the observed gap

of knowledge about spinning flow in combustion. For this purpose, following

the SCT concept, the NTNU atmospheric annular combustor has been modi-

fied to introduce a relevant azimuthal component of velocity and LES have been

performed at CERFACS to get more insights in this spinning flame. In this

Chapter, first the modified geometry is presented together with instrumentations

and measurements used to carry out the experimental test campaign. The nu-

merical approach is then discussed. Second, after a successful validation of the

numerical results with experiments, global flame shape and spinning flame stabi-

lization mechanisms are presented and analyzed for the reference case. Finally,

two different operating conditions are considered to investigate the effect on flame

stabilization of fuel injector local equivalence ratio and combustor global equiva-

lence ratio. This last stage underlines the importance of these two parameters in

spinning combustion systems.

8.2 Experimental setup

8.2.1 SCT atmospheric annular combustor

The experimental setup developed at NTNU to support SHE test benches ob-

servations at design phases, corresponds to a lab-scale SCT helicopter engine as

seen in Fig. 8.1. This test bench geometry is based on the annular combustor

first conceived in Cambridge [291, 292], and has been modified for the purpose of

this study. Now it consists of six fuel injector-cooling duct pairs arranged in an

annular configuration as seen in Fig. 8.2 and Fig. 8.3.

For operation, a premixed air-ethylene mixture is fed into the plenum chamber

of diameter Dp = 212 mm, and height Lp = 200 mm, which features a hemispheric

body of diameter Dh = 140 mm at the exit. The plenum and the combustion

chamber are linked by six straight injector tubes of height Ht = 145 mm, which

deliver the mixture to the six fuel injector bends located at the backplane of the

combustor chamber. When it comes to the combustion chamber itself, it has
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Figure 8.1: Schematic of the laboratory scale SCT engine.
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Figure 8.2: Photo of the laboratory scale SCT engine.

an inner diameter of Dc,i = 127 mm and outer diameter of Dc,o = 212 mm. The

height of the inner and outer combustor walls are Hi = 130 mm and Ho = 200 mm

respectively. They are made of quartz for optical access. Finally, a separate piping

system supplies air to the cooling ducts via individual hose pipes connected to a

manifold.

The geometry of the combustor backplane, the fuel injector bend and the

cooling duct are shown in Fig. 8.3. The fuel injector is a 90° bend pitched by

β = 5° downwards and rotated by αf = 23° towards the inner combustor wall.

The cooling duct is rotated by αc = 12° inwards. The proximity of the main

injector outlet to the cooling duct (at 15 mm) results in flames that are directed

towards the surface of the cooling film. When it comes to the main fuel injectors,

a six-vane swirler, with a geometric swirl number of 1.22 [291], is placed at the exit

of each bend. They are oriented in a counter-clockwise direction when looking at

the bend outlet.

8.2.2 Instrumentation and measurements

The air and fuel flow rates are regulated by Alicat mass flow controllers (MFCs)

which have an accuracy of ± 0.8% of the reading + 0.2% of the full scale. A

2000-slpm MFC supplies the necessary flow rate for the air in the premixed fuel

mixture, while a 225-slpm MFC is used for the fuel. An additional 1000-slpm

MFC adjusts the air flow rate through the cooling ducts.

Planar-induced laser fluorescence (PLIF) is performed by means of a diode-

pumped, frequency-doubled Nd:YAG laser (Edgewave IS 400-2-L) operated at 10
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Figure 8.3: Geometric details of the laboratory scale SCT engine.

kHz to pump a Sirah Credo dye laser using ethanol-dissolved Rhodamine 6G.

The output ultra-violet pulse from the dye laser has an energy of 0.3 mJ, with

an approximate wavelength of 293.56 nm. A Phantom V2012 cameras is fitted

with an intensifier (LaVision IRO), a macro-extension tube, and an UV filter

(centre wavelength of 310 nm with a full width at half maximum of 10 nm) for

PLIF imaging. A gate width of 100 ns is used. For OH luminescence imaging, a

Photron SA1.1 camera is used instead, with a gate width of 80,000 ns. For each

operating case, 5000 OH luminescence and PLIF images are acquired at 10 kHz.

The PLIF images have an image resolution of 800 x 896 pixels, corresponding to

a spatial resolution of 0.063 mm/pixel. The OH images have an image resolution

of 768 x 768 pixels, corresponding to a spatial resolution of 0.083 mm/pixel.

Prior to this, the non-reactive velocity flow profile at the fuel injector outlet

is characterised using hot-wire anemometry.

8.2.3 Operating conditions

The SCT combustor is operated with ethylene-air premixed at equivalence ratios

between 0.8 to 1.0, and bulk velocities between 16 to 25 m/s. No combustion

instabilities were observed within this operating range. For the purpose of in-

vestigating the flame stabilization of this combustor, it is decided that the bulk

velocity vb for each fuel injector will be fixed at 18 m/s in all cases presented

in this Chapter. The equivalence ratios are then varied depending on the case.

In the following, the local equivalence ratio, φ, refers to the equivalence ratio of

the premixed ethylene-air mixture of the fuel injector. The global equivalence
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ratio, Φ, refers to the effective air-fuel ratio within the combustion chamber con-

sidering the introduction of the additional air from the cooling ducts. Three

cases, as indicated in Table 8.1, have been selected for numerical simulations and

experiments.

Case φ Φ Cooling rate (×10−3m3/s)

A 1.0 0.65 15.0
B 1.0 0.80 7.2
C 0.8 0.65 6.7

Table 8.1: Summary of the operating conditions.

Case A is considered here as the reference case, then cases B and C have been

selected due to their similar cooling rates of approximately 7×10−3m3/s. Case B

has the same local equivalence ratio as case A but with a different cooling rate.

One can thus investigate the effect of cooling on the flame stabilization. Case C

has instead the same global equivalence ratio as case A but with a different local

equivalence ratio allowing to analyze the local equivalence ratio effect.

8.3 Numerical setup

High-fidelity LES are performed using AVBP (Chapter 2). The classical WALE

turbulent closure for the subgrid Reynolds stresses [293] is used while to accu-

rately solve for the convective terms, the third order accurate Taylor-Galerkin

scheme [48] is adopted. The turbulent combustion model is the classical dynamic

TFLES model that allows to correctly solve the flame regions1. The Charlette

efficiency model with a standard coefficient βCh = 0.5 is also used to model flame-

turbulence interaction effects [61].

The domain used for LES is shown in Fig. 8.4 and consists of one periodic

sector, comprising the fuel injector and the cooling duct, since sector-to-sector

variations have been experimentally found to be negligible. It has been discretized

using an unstructured mesh which has been refined. The mesh refinement ap-

proach of Chapter 3 has been applied to refine the mesh in the flame regions.

The final computational grid consists of approximately 33M tetrahedral elements,

Fig. 8.4. Note that, using the above described approach, the refined grid yields

satisfactory matching with experimental pressure loss (and hence velocity field)

and reasonable y+ values at the walls (e.g. maximum value is 6) keeping the cost

of the simulations reasonable: i.e. without having the need to use very low time

1Note that, in this case, the flame sensor is based on the fuel oxidation reaction and flame
is artificially thickened to have 5 points across the flame front.
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Z

Figure 8.4: LES computational domain with zoom on mesh detail on

a vertical plane cut. Chamber walls and periodic boundaries are not

shown. Cooling flow and fuel injector flow streamlines are showed in

blue and red respectively. In the CRS, X axis is vertical and Z axis is

aligned with fuel injector axis while origin is positioned at the center of

the fuel injector exit.

steps and too many cells while satisfying requirements for a wall resolved LES.

The resulting characteristic mesh size is lower than 0.4 mm in the flame region,

leading to low thickening values (i.e. maximum thickening applied is 10).

Inlets and outlets are treated using the Navier-Stokes Characteristic Boundary

Conditions [30] imposing the velocity profile for a fully-developed turbulent flow

at the injector inlets with a bulk velocity reported in Tab. 8.1. No-slip condition

is imposed at the chamber backplane wall along with a thermal condition that

is imposed for each operating condition through a measured temperature profile.

When it comes to the lateral chamber walls, they are set as no-slip with a heat loss

that is taken into account by imposing a suitable thermal resistance computed

assuming a conduction coefficient of λ = 2.17 W/mK for the 4 mm thick quartz

wall and a typical heat resistance for the external natural convection of R =

5E−2 m2K/W. Note that, for all the computed operating conditions of Tab. 8.1,

the resulting temperature profile is in good agreement with the one measured

with movable thermocouples on the internal side of the flame tube, Fig. 8.5(b).

Location of experimental data is shown in Fig. 8.5(a) by the dotted yellow line.

Due to the good behavior of the simplified approach used for the combustion

chamber walls, the same method has been also used for the cooling plate for a first

analysis, even if more complex tools for conjugate simulations exist as illustrated

in Chapter 4. Indeed, the used approach takes into account the heat conduction

226



8.3 Numerical setup

Figure 8.5: Computed field of time averaged temperature (a) (Tab. 8.1

- case B) on a planar cut aligned with cooling duct exit, showing exper-

imental data location (dotted yellow line). Comparison between com-

puted and experimental temperature axial profiles (b) on the combus-

tion chamber wall in steady conditions (Tab. 8.1 - cases A, B, C.)

through the cooling plate and hence heat transfer to the cooling flow. First,

average thermal resistance has been determined for both internal and external

flow streams on the cooling plate, considering typical Nusselt number correlations

to take into account forced convection [294], together with the thermal resistance

of the metal plate. In this manner, the total thermal resistance seen by the

external flow is imposed as the sum of internal flow thermal resistance and metal

plate thermal resistance (and viceversa for the internal flow). A posteriori, it has

been verified that the heat flux integrated over the external surface of the cooling

plate is equal to the heat flux integrated over the internal surface, meaning that

the heat lost by the flame is heating the cooling flow through the plate. The

method therefore results to be fully consistent providing a computed heat to the

cooling flow of 140 W (for case A in Tab. 8.1).

For combustion, the C2H4/Air reaction is described by the two-step mech-

anism1 2S BFER that includes 6 species and 2 reactions (C2H4 oxidation and

CO-CO2 equilibrium) and which has been validated against detailed schemes

and experimental data, Fig. 8.6.

1Note that in this Chapter, a two-step mechanism is preferred over more detailed mecha-
nisms to limit the cost of the simulation while achieving satisfactory prediction of the laminar
flame speed for C2H4/Air mixture. In Chapter 9 instead, a more expensive ARC scheme is
used for CH4/Air mixture to better capture the flame response to strain, that is indeed critical
in lean-blow out predictions.
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Figure 8.6: Laminar flame speed of C2H4/Air mixture as a function of

equivalence ratio. Two step mechanism with simplified transport model

is compared with PoliMi and UCSD detailed schemes [295] with complex

transport model and with experimental data by Jomaas et al. [296],

Hassan et al. [297] and Egolfopoulos et al. [298].

8.4 Results and discussion

Before discussing the reactive simulations, the LES time averaged cold flow ve-

locity field is first presented. To visualize the different streams coming from the

cooling duct and from the fuel injector, a mixing variable Z can be computed so

as it is 0 when the two streams are separated and 1 when they are completely

mixed. It is possible hence to visualize the two streams by using an isosurface

of Z. In Fig. 8.7(a) an isosurface equal to 0.5 is colored by the velocity mag-

nitude and shows how the air film coming from the cooling duct impinges and

wraps around the following downstream fuel injector tube. One also notes that

the swirled motion imposed by the six injector vanes creates six branches of high

velocity at the exit of the injector: the most internal jet impinging the cooling

plate and the inner chamber wall due to the fuel injector rotation angle αf .

Complementarily to this flow organization, good match with the experimental

results is obtained for global quantities such as the fuel injector pressure loss:

∆p,LES= 2325 Pa compared to the experimental value of ∆p,exp= 1952 Pa. This

agreement is confirmed by a direct local comparison in Fig. 8.7(b) of the computed

velocity profile against the experimental values for a horizontal line at the fuel

injector exit. Although the LES predicts a slightly more opened jet compared to

the experiments, it is to be noted that velocity has been experimentally measured
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Figure 8.7: Computed isosurface of mixing variable Z (0.5) colored by

velocity magnitude (a) and comparison between numerical and experi-

mental velocity profiles along a horizontal line at the fuel injector exit

(b). Experimental error bars are showed in blue. The cooling film in-

vesting the fuel injector and the central low velocity zone downstream

the swirler are clearly visible.

a) b)

without the chamber walls. If one considers also the measurement error (showed

as error bars), the LES velocity profile is in fair agreement with the experimental

data.

More details about this non-conventional velocity field are shown in Fig. 8.8(a-

c), where LES time averaged contours of velocity components along the x, y and z

axes are shown respectively on a cut plane parallel to the fuel injector axis (i.e. xz

plane). One clearly notes here that the velocity field is not symmetric with respect

to the injector axis due to the imposed swirl motion and because of the presence

of the downstream fuel injector, Fig. 8.8(b). The imposed swirling motion is

also clearly visible on the y component of velocity, Fig. 8.8(a). Furthermore and

because of the injector imposed swirl, a vortex-breakdown occurs: the system

features a central re-circulation zone (CRZ) that is highlighted by the zero z

velocity component isoline (thick white line) in Fig. 8.8(c).

8.4.1 Spinning flame stabilization

The reference reactive case, case A of Tab. 8.1, is now detailed. The experimental

flame shape obtained taking the external side view point and the associated line-

of-sight (LOS) OH chemiluminescence signal, Fig. 8.9(a), is compared to the LOS

of the predicted heat release rate, Fig. 8.9(b). As evidenced by this comparison,

the computed global flame shape is in good agreement with the experiment in

terms of stabilization distance from the fuel injector exit, flame length and angle.

An upper branch of the flame clearly appears while no flame is present in the

small triangular zone just downstream the fuel injector exit. At the bottom, two
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Figure 8.8: Computed fields of velocity components along x (a), y (b)

and z (c) axis on xz plane (i.e. planar cut aligned with fuel injector

axis). White isoline corresponds to zero velocity component along z

axis. Time average solution.

a) b) c)

flame branches that touch the cooling plate can be observed, a feature that LES

correctly predicts just downstream of the cooling plate underlining the importance

of the assumed thermal boundary conditions. At the Fig. 8.9(b) bottom left

corner, a low intensity region corresponding to the internal flame branch coming

from the previous upstream fuel injector is also captured by the simulation.

In order to have a more quantitative comparison, experimental Planar-Laser

induced fluorescence (PLIF) images of the flame have been obtained, showing

the flame surface density on the xz plane. In Fig. 8.10(a), the PLIF image is

presented and compared to the heat release rate obtained with LES, Fig. 8.10(b).

From this comparison, the global flame shape is seen to be correctly retrieved

by LES, both in terms of flame length and angle. In particular, the lower part

of the flame is very close to the cooling plate both in the experiment and the

simulation (for which the flame is thicker due to the use of TFLES model) and

the high intensity of this region comparatively to the region closer to the injector

(i.e. x = -12 mm, z = 5 mm) suggests that the film cooling coming from the

upstream cooling duct makes the flame move to this region (q̇ is more blurry).

The small flame region experimentally detected in the left corner (i.e. x = -15

mm, z = 5 mm) is not predicted by LES, probably due to thermal conditions

imposed at the fuel injector lip. Note that the presence of the flame in this region

can be worrying for the life time of the cooling plate which can be exposed to high

thermal stresses for this specific operating condition. This is explained by the tip

induced recirculation bubble of the top cooling plate visible on Fig. 8.8(c). The
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Figure 8.9: Comparison between experimental LOS integration of OH

chemiluminescence (a) and computed LOS integration of heat release

rate (b). φ (local) = 1 and Φ (global) = 0.65.

a) b)

upper part of the flame is also correctly predicted by LES showing that the flow

shear layer at the fuel injector exit determines the flame shape in that specific

region (as already underlined by the triangular zone without q̇ of Fig. 8.9).

To conclude a well-established six branch flame clearly arises in Fig. 8.11(a)

where the computed heat release iso-surface at 10% of q̇max is presented and col-

ored by the local flow temperature. One can recognize the two inner branches 2

and 3 that interact with the internal chamber wall while the lower branch 1

reaches the following fuel injector, which in fact corresponds to the low intensity

region visible in the bottom left corner of Fig. 8.9(a-b). The two outer branches,

4 and 5 , appear to be shorter and do not reach the external chamber wall.

Finally, the lower branch 6 stabilizes very close to the cooling plate, as can be

seen also from the cut plane of Fig. 8.11(b) where we present, from the internal

point of view, the predicted time-averaged temperature field with the isoline of

heat release rate at 10% of its maximum value. Thanks from this view, the lower

branch 6 is seen to reach the end of the cooling plate, the thermal boundary

condition leading a wall temperature of around 1000 K. Note that higher temper-

ature values are reached even if no flame is present, namely at the bottom right

corner of Fig. 8.11(b). Here the heat transfer from the internal side of the cooling

tube is less efficient due to the low velocity values (see re-circulation bubble in
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Figure 8.10: Comparison between experimental PLIF-detected flame

surface density (a) and heat release rate (b) on the xz plane. Green

dotted lines indicate laser path during experiments. φ (local) = 1 and

Φ (global) = 0.65.

a) b)

Fig. 8.8(b)) and is insufficient to shield this region from the hot flow coming from

the neighboring flame.

A flame stabilization mechanism can be inferred by looking at Fig. 8.12(a)

where we present the predicted time-averaged contour of the tangential velocity

in a planar cut aligned with the fuel injector axis. In this case, the white isoline

corresponds to a zero tangential velocity and the red isoline indicates 10% of

maximum heat release. Comparing with the map for the cold flow of Fig. 8.8(b),

Fig. 8.12(a) shows that a vortex-breakdown with the formation of a complete and

extended central re-circulation zone is achieved even with combustion. The flame

hence stabilizes in the low velocity regions just downstream the fuel injector, close

to the zero tangential velocity isoline. The high velocity region above the cooling

plate then prevents the flame to attach to the wall and the high intensity region

just downstream the cooling plate is stabilized by the small re-circulation zone

created by the cooling plate. To better understand the stabilization of the flame

in this small re-circulation zone, the Takeno flame index is computed [213]. To
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Figure 8.11: Computed heat release rate iso-surface at 10% of q̇max col-

ored by temperature (a) and planar cut showing temperature field with

white isoline of q̇ at 10% of q̇max. Time average solution. φ (local) = 1

and Φ (global) = 0.65.

a) b)
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do so, variables are conditioned by the heat release rate to underline the regions

in which heat release is more relevant:

FIC2H4 =
∇O2 · ∇C2H4

| ∇O2 · ∇C2H4 |

∣∣∣∣
q̇>10% q̇max

(8.1)

It is then shown on Fig. 8.12(b) along with line integral convolution of the ve-

locity vector [299] colored by the Takeno flame index together with the red isoline

corresponding to a heat release rate value of 10% of q̇max. The big re-circulation

zone downstream of the fuel injector and the wake immediately downstream the

cooling plate are clearly visible. It is also interesting to note that, while most

of the C2H4 burns in a premixed mode (i.e. positive flame index), in the wake

region downstream the cooling plate, the injected cooling film makes the C2H4

burn in a diffusive mode (i.e. negative flame index), underlining the interaction

between the flame and the cooling film. This local diffusion flame result to be a

characteristic feature of this operating condition in which high cooling mass flow

rate creates a large oxygen gradient in this small recirculation zone and makes

the stochiometric fuel stream to burn in a diffusion mode. Note that this region

of high heat release rate has been noticed also in the experiments, Fig. 8.9(a): its

impact on the flame shape is the anchoring of the lower branch 6 in this recir-
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Figure 8.12: Computed field of tangential velocity on a planar cut

aligned with fuel injector axis with white isoline of zero value (a). Line

integral convolution velocity field (streamlines) colored by Takeno flame

index (b). Red isoline corresponds to a heat release rate value 10% of

q̇max. Time average solution. φ (local) = 1 and Φ (global) = 0.65. A

zoom of the small re-circulation zone downstream the cooling plate is

shown.

a) b)

culation zone near the cooling plate, pushing toward the backplane the branch

tip and avoiding it to reach the following injector, Fig. 8.11(a). This operating

condition results to be safe for the combustor, since high cooling mass flow rate

avoids the cooling plate tip to reach too high temperatures.

8.4.2 Global equivalence ratio effect

The strong interaction between the flame and the cooling film is more evident

if changing the operating conditions of the burner. First, the reactive case B

(Tab. 8.1) is discussed and compared with the reference case A. For this condition,

the local equivalence ratio is kept constant, φ (local) = 1 like in the reference case

while the global equivalence ratio is increased to Φ (global) = 0.8 instead of Φ

(global) = 0.65. This is obtained by correspondingly decreasing the film cooling

mass flow rate.

To validate the simulations, experimental flame shape obtained taking the

LOS integration of the OH chemiluminescence signal, Fig. 8.13(a), is compared

with the LOS of the predicted heat release rate, Fig. 8.13(b). Again, the computed

global flame shape is seen to be in good agreement with the experiment in terms

of stabilization position, flame length and angle. These can also be noticed to be
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Figure 8.13: Comparison between experimental LOS integration of OH

chemiluminescence (a) and computed LOS integration of heat release

rate (b). φ (local) = 1 and Φ (global) = 0.8.

a) b)

globally unchanged if compared to the reference case. Differences can nevertheless

be identified from the computed LOS images of Fig. 8.9(b) and Fig. 8.13(b).

First, the low intensity region at the bottom left corner of Fig. 8.9(b) is more

evident in Fig. 8.13(b), indicating that the most inner branch 1 of the flame

coming from the previous upstream fuel injector is stronger. Second, there is

no more prediction of the heat release rate peak immediately downstream the

cooling plate in Fig. 8.13(b). This is due to the lesser amount of air injected that

causes a weaker wake region which inhibits the small diffusion flame visible in

Fig. 8.12(b).

Quantitative comparison can be assessed by looking at Fig. 8.14 where an

experimental PLIF image of the flame (a) is presented and compared to the

heat release rate field predicted by LES (b) where it is possible to see how the

flame global shape and angle are fairly retrieved by the simulations. Indeed,

the lower part of the flame is correctly predicted by LES and this time there

is also a weak region of predicted q̇ in the lower left corner (i.e. z = 3 mm, x

= - 15 mm). However, and more generally, the predicted temperature of the

fuel injector lip appears to be slightly lower to the experimental one. In the

upper part of the flame Fig. 8.14(b) presents a more wrinkled stabilization zone

at the fuel injector exit and a slightly longer flame with respect to experiments.
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Figure 8.14: Comparison between experimental PLIF-detected flame

surface density (a) and heat release rate (b) on the xz plane. Green

dotted lines indicate laser path during experiments. φ (local) = 1 and

Φ (global) = 0.8.

a) b)

Comparisons between experimental results and simulations of case A, Fig. 8.10,

reveal that by increasing the global equivalence ratio, the upper branch of the

flame opens more and the q̇ intensity is more uniform on the lower part since the

upstream cooling flow is reduced and does not disturb flame stabilization on the

cooling plate.

More precise differences in flame stabilization can be observed by comparing

Fig. 8.11(a) to Fig. 8.15(a) where the computed iso-surface of heat release rate at

10% of q̇max value colored by the local flow temperature are presented. While the

inner part of the flame remains unchanged (branches 1 and 2 ), the outer part

(branches 4 and 5 ) and the bottom part change due to the reduction in cooling

film mass flow rate. In particular, the outer branches 4 and 5 are consistently

longer and reach the outer chamber wall while in Fig. 8.11(a) they are rapidly

quenched by the higher mass flow rate coming from the upstream cooling duct

which is mainly directed toward the external side of the chamber. The bottom

branch 6 is finally shorter and spreads over the cooling plate. The branch tip
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Figure 8.15: Computed heat release iso-surface at 10% of q̇max colored

by temperature (a) and planar cut showing temperature field with white

isoline of q̇ at 10% of q̇max. Time average solution. φ (local) = 1 and Φ
(global) = 0.8.

a) b)
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just downstream the cooling plate visible in Fig. 8.11(a) is now no longer present,

confirming the absence of diffusion flame in the small wake region.

The shorter lower part of the flame can be better observed in Fig. 8.15(b)

where the computed temperature field is presented together with an isoline of heat

release rate. Compared to Fig. 8.11(b), the thermal conditions at the cooling plate

surface are hotter due, on one hand, to the smaller amount of fresh air coming

from the upstream cooling duct and, on the other hand, to the reduced heat

transfer coefficient in the internal side due to lower velocities. This local trend

respects as expected the global trend which yields higher temperatures due to

higher global equivalence ratios. Therefore, the global equivalence ratio influences

the local thermal conditions of the cooling plate: a lower global equivalence ratio

brings a more spread lower branch 6 of the flame. The different velocity field

in the outer part of the chamber controls instead the length of the outer flame

branches 4 and 5 : these are expected to be longer if the global equivalence

ratio is higher.
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LESEXP

Figure 8.16: Comparison between experimental LOS integration of OH

chemiluminescence (a) and computed LOS integration of heat release

rate (b). φ (local) = 0.8 and Φ (global) = 0.65.

a) b)

8.4.3 Local equivalence ratio effect

The effect of the local equivalence ratio on the flame can be assessed by analyzing

the last reactive case C (Tab. 8.1). For this operating condition, the local equiva-

lence ratio is reduced to φ (local) = 0.8 while the global equivalence ratio is kept

constant at Φ (global) = 0.65 like in the reference case. Due to the decrease in

local equivalence ratio, the needed film cooling mass flow rate to keep the same

global equivalence ratio is reduced and roughly corresponds in this case to the

mass flow rate used in case B. This allows the investigation of the film cooling

injection velocity effect.

Comparison between experimental LOS integration of OH chemiluminescence

and computed LOS integration of heat release rate is presented in Fig. 8.16(a-

b). Predicted flame global shape, angle and length are again in good agreement

with the experiment, confirming that for this operating condition our modeling

approach is still adequate. Looking at LOS images, the new flame appears to be

slightly longer if compared to both other two cases as generally expected when

reducing the equivalence ratio (see laminar flame speed evolution with equivalence

ratio shown in Fig. 8.6).

The flame is clearly longer if compared to cases A and B when looking at

Fig. 8.17 where an experimental PLIF image of the flame (a) is compared to
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Figure 8.17: Comparison between experimental PLIF-detected flame

surface density (a) and heat release rate (b) on the xz plane. Green

dotted lines indicate laser path during experiments. φ (local) = 0.8 and

Φ (global) = 0.65.

a) b)

heat release rate field predicted by LES (b). Also in this case, the flame global

shape and angle are corrected predicted by LES. The lower part of the flame

presents a region in the left corner in which the flame is weaker due to the lower

global equivalence ratio end hence higher film cooling which invests the flame, as

it happens in case A, Fig. 8.10. The upper part of the flame presents the same

angle as for case A, concluding that the flow field in that region is affected by the

global equivalence ratio. This time, the predicted temperature of the fuel injector

lip appears to be correct since LES fairly reproduce the weak region of q̇ nearby

the upper lip (i.e. z = 5 mm, x = 20 mm).

Figure 8.18(a) then shows the computed heat release iso-surface at 10% of

q̇max colored by the local flow temperature. While the global equivalence ratio

mainly affects the flame outer branches, the local equivalence ratio clearly makes

all six branches longer than the reference case. At the same time the cooling film

mass flow rate is still enough to avoid the flame to reach the downstream fuel

injector tube. On the outer side, flame branch 4 touches the outer chamber wall,
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Figure 8.18: Computed heat release iso-surface at 10% of q̇max colored

by temperature (a) and planar cut showing temperature field with white

isoline of q̇ at 10% of q̇max. Time average solution. φ (local) = 0.8 and Φ
(global) = 0.65.

a) b)
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indicating that its length is influenced only by the local equivalence ratio and not

by the value of the film cooling injection velocity or the global equivalence ratio

parameter itself, since in cases A and B no influence has been found from these

two parameters. A different mechanism regulates the outer branch 5 which

turns out to be influenced by both the global and local equivalence ratios since

a lower local equivalence ratio makes it longer while its angle seems regulated

by the global equivalence ratio: by decreasing the latter, the branch opens and

touches the wall. In fact, even if in case C, Fig. 8.18(a), this branch is longer

compared to case B, Fig. 8.15(a), it does not reach the outer wall because the

global equivalence ratio is lower and the flame angle remains the same as in case

A, Fig. 8.11(a).

The computed temperature field shown in Fig. 8.18(b) confirms that the ther-

mal conditions at the cooling plate surface is regulated by the global equivalence

ratio (and not by the value of the cooling film injection velocity) since the pre-

dicted thermal boundary layer is very close to the one of Fig. 8.11(b) and obtained

for the reference case A.

While in conditions A and B, the flame is far from the following injector, in

condition C the flame appears to be closer to the following injector but it never

touches it since flame branches 1 and 6 are deviated toward the chamber walls
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by the velocity field. This condition is not critical for the combustor since, as

said, the thermal conditions at the walls are controlled by the global equivalence

ratio, which is the same as in case A. Therefore, the cooling plate walls, as well as

the following injector walls, are not exposed to higher thermal stresses compared

to the other cases. The reason for this behavior is that even if the flame is longer

and the isosurface at 10% of q̇max is closer to the following injector, adiabatic

flame temperature is lower (i.e. lower local equivalence ratio) and the two effects

result in thermal conditions at the walls which are not critical, Fig. 8.11(b).

To conclude, the local equivalence ratio has been showed to globally influence

the length of all six flame branches, while the flame angle in the horizontal direc-

tion and the thermal conditions at the chamber backplane are mainly controlled

by the global equivalence ratio. In parallel, the value of the cooling film injection

velocity (which is roughly the same for case B and C) is found not to influence the

flame shape and its stabilization, leaving the two equivalence ratios the control

of the spinning combustion burner.

8.5 Conclusions

In this Chapter a joint numerical and experimental analysis of the flame in the new

spinning combustion technology framework developed and patented by Safran He-

licopter Engines is presented. First, the geometry of the modified NTNU annular

combustor is described, pointing out interesting points about the design process

and the generation of the velocity azimuthal component in the annular chamber.

Second, the LES modeling framework is detailed and the main results of the pre-

dictions are analyzed. In agreement with the experiments, the unconventional

geometry produces high-swirled flames, each of them being made up of six well

distinct branches. The resulting flame stabilizes in the low velocity region imme-

diately downstream the injector and strongly interacts with the chamber walls,

backplane and cooling film. The burner is probed for three different operating

conditions, giving the possibility to analyze the effect of the fuel injector local

equivalence ratio, the combustor global equivalence ratio and the film cooling

injection velocity while keeping the fuel injector mass flow rate constant. The

global equivalence ratio is showed to influence the flame angle in the horizontal

direction as well as the thermal conditions of the chamber backplane. In partic-

ular, higher global equivalence ratio increases the flame angle and exposes the

chamber backplane and outer wall to higher thermal stress. Reduction of the

local equivalence ratio instead is showed to globally increase the length of all six

flame branches, without modifying the flame opening. On the contrary, only a
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marginal role is found to be played by the film cooling injection velocity, leaving

the control of the flame positioning in such a spinning combustion system mainly

to be a function of the local and global equivalence ratios. These two parameters

turn out to be the most important design parameters to be taken into account

for future studies.
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Chapter 9

Lean Blow-Out dynamics
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This Chapter analyses the lean blow-out (LBO) behavior for the Spinning

Combustion Technology (SCT) recently developed by Safran Helicopter Engines

(SHE) for its next generation of combustors. This technology relies on the in-

troduction of a strong azimuthal component of velocity to increase flame/flame

interaction and gain in engine operability as well as blow-off capabilities. Ex-

perimentally, a modified annular combustor, reproducing the main physics be-

hind SCT real engines, is operated at NTNU close to LBO conditions. Two

different burner configurations are analyzed to observe the impact of the fuel

injector orientation on the LBO limits. Numerically, Large Eddy Simulations

(LES) of these two configurations are performed to get more insights into LBO.

In terms of modeling, an Analytically Reduced Chemistry (ARC) kinetic scheme

is employed to describe the CH4/Air chemical reactions. Note that ARC is here

preferred over the cheaper two step mechanism used in Chapter 8 to more accu-

rately predict the flame response to strain, which is indeed a critical mechanism

in lean-blow out dynamics. Heat transfer at the walls is modeled with Conjugate

Heat Transfer (CHT) and results are compared to adiabatic simulations. LES is

successfully validated against experimentally measured multi-kHz repetition-rate

OH* chemiluminescence images and photomultiplier signals (PMT), providing
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satisfactory agreement for all the measured quantities. In terms of method and

to address LBO, starting from stable flame conditions, the air mass flow rate is

gradually increased while keeping the fuel mass flow rate constant, thereby sig-

nificantly affecting the flame stabilization. In both experiments and simulations,

as the equivalence ratio decreases, the flame gets at first more elongated, then

it detaches from the swirler bluff-body and finally it stabilizes on the top of the

injectors in a continuous lifted annular shape flame before the occurrence of the

LBO event. Decrease in consumption speed and in flame resistance to stretch

are found to be the key parameters behind the change in flame shape and its

stabilization. Among the two configurations, the one with stronger flame/flame

interaction presents higher LBO limits, explaining the SCT increased blow-off

capabilities and giving insights for improving real engine operability. Note that

these results are being considered for publication in Combustion and Flame [300].

9.1 Introduction

Nowadays, the aviation and energy sectors are currently facing the need to decar-

bonize combustion technologies and design low emission combustors to deal with

global climate change as outlined in Chapter 1. In this context, even though there

is no supernational regulation currently controlling the helicopter engine emis-

sions, Safran Helicopter Engines has recently developed the Spinning Combus-

tion Technology (SCT) for its next generation of combustors, i.e. the ARRANO

engine employed in the Airbus Helicopters H160 [18, 77]. The main interest of

SCT, aside from the industrial point of view that calls for a reduction in engine

weight and cost, is the great operability of the engine when it comes to faster

light around and lower LBO limits. SCT relies on the introduction of a relevant

azimuthal component of velocity in the annular chamber to enhance flame/flame

interactions (Chapter 8). The improvement in LBO capabilities offered by this

technology is very appealing but it is clearly not understood and more insights

in the LBO mechanisms of such swirling flows are needed. Indeed, to the best

of author’s knowledge, this type of global swirling flow has not been extensively

investigated in the literature, the only work being the one proposed in Chapter 8

to investigate the flame stabilization in stable operating conditions [77].

Focusing on LBO, different experimental studies have been carried out [17,

301, 302, 303] but much needs to be done to fully understand the driving mecha-

nisms of blow-out initiation as well as propagation [304]. As suggested by Kumar

et al. [301], these triggering events could be associated to local extinction events,

alteration in temperature, fuel composition or hydrodynamic stability. However,
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no study has yet been able to determine specific critical events which result in

the final blow out. These studies also suggest that events leading to an eventual

blow-off in an annular combustor are different from the one observed in single

sector configurations [305]. Williams et al. [306] and Kundu et al. [307, 308] iden-

tified the LBO event through the balance between the heat provided by the burnt

gases to the fresh gases and the one produced by reactions. Similarly, Longwell

et al. [309] considered the recirculation zone as a well stirred reactor and looked

at the balance between the reaction rate and the rate of entrainment of fresh

mixture in the recirculation zone. Plee et al. [310] in parallel suggested to look

at the competition between the fluid mechanic and the chemical times in the

shear-layer while Zukoski [311] proposed to look at the contact time of the fresh

gases with the burnt gases compared to the ignition time. Local extinction of the

flame by aerodynamic stretch has also been individuated as a driving mechanism

by different authors [312]. Recently, a review on LBO for bluff-body flames has

been carried out by Shanbhogue et al. [313]. The authors were prone to confirm

the need for a flamelet-based description of the flame front since different experi-

ments and numerical findings showed no evidence of well stirred reactor behaviors

or chemical ignition time as key parameters [314]. If right, two mechanisms can

therefore extinguish such flames, namely stretch and heat loss both modifying

the diffusion process around the flame front [38, 315] and determining the LBO

event when a certain level of stretch is reached. However, the identification of

a well-defined critical stretch is a complex challenge when it comes to real tur-

bulent flames. What is usually observed is that local flame extinction causes in

turn a significant modification of the flame shape that then causes LBO and the

whole flame front extinction [313]. At the same time, fewer works focused on

the LBO mechanisms in swirl-stabilized flames. Muruganandam and Seitzman

[316] as well as Zhang et al. [317] detected local extinctions and modifications of

the recirculation zone as key events in the LBO process as it happens for bluff-

body stabilized flames. Kariuki [304] observed the same LBO process as reported

by Chaudhuri et al. [318] for unconfined and confined flames with and without

swirl. The LBO event was observed in these cases to be anticipated by the local

extinction and fragmentation of the flame front: the following introduction of

fresh gases in the central recirculation zone making ineffective the re-ignition in

the shear layer finally yielding the detachment of the flame root. More recently,

An et al. [319] observed that the lift-off of a premixed swirl stabilized flame was

characterized by different phenomena, such as the local extinction of the flame

and the presence of a Precessing Vortex Core (PVC) that increased the strain

applied to the flame root, finally leading to the flame blowout.
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In parallel, Large Eddy Simulation (LES) was carried out to predict LBO

both in gaseous [320, 321] and liquid fuelled [322, 323] laboratory scale com-

bustors. For example, the swirl-stabilized methane-air flame operated by Cav-

aliere et al. [302] has been widely simulated both in premixed [324] and non-

premixed [320, 323, 325] configurations. Zhang and Mastorakos [320] employed a

LES-CMC approach and observed different local flame extinction and strong heat

release rate fluctuations, overpredicting the experimental LBO mass flow rate by

25%. The same configuration was then simulated by Ma et al. [321] both with

the Flamelet Progress Variable (FPV) and the Thickened Flame (TF) models.

The experimental air mass flow rate at LBO was again overpredicted but a bet-

ter prediction was achieved with the TF model that resulted in a longer lift-off

height and in an earlier LBO event which ended up being closer to experimen-

tal findings. Note that the recorded heat release rate variance was identified as

a good sensor to detect the LBO event before its occurrence. Palies et al. [324]

recently carried out simulations of the premixed configuration and obtained satis-

factory agreement with experimental data, except for the latest times of the LBO

sequence, identifying the motion of cooler combustion products into the recircula-

tion zone as a key phenomenon leading to LBO. A turbulent premixed flame was

also investigated by Farrace et al. [326] who confirmed the reliability of the LES-

CMC approach in the prediction of LBO. Flame front fragmentation and different

pockets of OH peaks were observed in agreement with experimental data. More

recently, Nassini et al. [327] first demonstrated the LBO prediction capabilites of

LES with an extended version of the Turbulent Flame Closure (TFC) [328] by

simulating the Cambridge swirl flame of Cavaliere et al. [302]. Then, they ap-

plied the proposed approach to a real scale swirl lean combustor, reaching good

agreement with the experimentally measured data obtained on the full-annular

test bench [26]. In the same line, few recent studies have carried out numerical

simulations in realistic gas turbine burners operated at high pressure [329, 330].

For example, Esclapez et al. [15] investigated the LBO event with different fuels:

in contrast to empirical correlations available in the literature, a limited role of

the fuel composition was found on LBO limits, the spray characteristics being

instead one of the key parameters.

While most of the recalled studies have focused on the effect of strain-rate

on the local flame extinction, the effect of heat transfer has not been so widely

investigated even though it is known to potentially affect the flame shape [142],

its stabilization [143] and its dynamics [59, 147, 148, 149]. Typically, Sigfrid et

al. [331] experimentally showed that the fresh gas temperature has an impact on
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the LBO limit of a premixed flame in an industrial gas turbine combustor. Nu-

merically, Massey et. al [157] showed the impact of wall heat transfer modeling

on the lift-off height of a lean swirl-stabilized flame close to LBO conditions. De-

spite such observations, the major part of LES studies available in the literature

was performed either with adiabatic [324] or simplified thermal boundary condi-

tions [327]. In this context, a more accurate prediction of the wall heat transfer

would be provided by a Conjugate Heat Transfer (CHT) approach, for which the

LES solver is coupled with a heat conduction code that solves for the temperature

field in the solid parts of the combustor. Different recent studies are available

in literature and show the higher accuracy of CHT compared to adiabatic and

simplified thermal boundary conditions when it comes to the prediction of flame

stabilization and its dynamics [59, 66, 112, 166, 169] (see Chapter 4) but, to the

best of the author’s knowledge, it has never been assessed in conditions close to

LBO.

This Chapter aims at filling this gap of knowledge by using high-fidelity LES

in the Conjugate Heat Transfer (CHT) context to point out the LBO dynamics

in the recently developed (and never investigated) Spinning Combustion Tech-

nology. To this scope, the NTNU annular burner has been recently adapted to

introduce a relevant azimuthal component of velocity to mimic the SCT physics

(Chapter 8) [77]. In this work, two burner configurations (that differ in the fuel

injector orientation) are operated close to LBO conditions by gradually increasing

the air mass flow rate, the experimental setup being presented in section 9.2.

In terms of numerical modeling, section 9.3, CH4/Air reactions are described

through an Analytically Reduced Chemistry (ARC) mechanism and a dynamic

formulation of the TFLES combustion model is used [64] with the relaxation sen-

sor to detect and artificially thicken the flame front [242]. CHT simulations are

performed by coupling the AVBP LES solver with the AVTP heat-conduction

solver [54, 55] using the methodology illustrated in Chapter 4. Experimental

findings such as LBO limits and flame shape evolution are analyzed in section 9.4

while corresponding adiabatic and CHT numerical predictions are presented in

section 9.5.1 and section 9.5.2 for the two investigated configurations, respec-

tively. Finally, the observed flame dynamics and LBO mechanisms are discussed

in section 9.6.

9.2 Experimental setup

The initial annular laboratory scale combustor setup is illustrated in Fig. 9.1 [291,

292]. Thanks to a modular design of the test bench, it is possible to equally

247



9. LEAN BLOW-OUT DYNAMICS

Figure 9.1: Schematic of the atmospheric annular combustor.

distribute from 6 or up to 18 burners around a chamber whose diameter is 170

mm. Likewise, different shapes of injector exits can be used. The combustion

chamber has been described in Chapter 8. In the present case, a premixed air-

methane mixture is fed to the plenum chamber instead of the air-ethylene mixture

previously used (Chapter 8). This change in fuel mixture is due to the influence

of the configuration on the LBO limits which is experimentally observed to be

greater with methane due to its smaller consumption speed and thus it is easier

to study.

For the purpose of the present study, SHE commissioned a major modification

to the original atmospheric annular combustor so as to introduce the capacity of
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Figure 9.2: (a) Picture of the laboratory scale SCT burner. Schemes of

the two configurations considered in the present work: (b) Configuration

A with ”not-oriented” injectors and (c) Configuration B with ”oriented”

injectors.

a) b)
α = 0◦

c)
α = 23◦

Config. A Config. B

Figure 9.3: (a) Top and (b) side photographs of the spinning flames in

the SCT combustor. Configuration B.

a) b)

producing a strong mean azimuthal component of velocity while operating under

premixed fuel conditions, Fig. 9.2(a), as illustrated in Chapter 8. In this new

set-up, a six-vane swirler, with a geometric swirl number of 1.22 [291], is placed

at the exit of each bent fuel injector.

The relative position of one injector to the next is now characterized by the an-

gle α as shown in Fig. 9.2(b-c). Two configurations are considered for the present

work. In the case of α = 0◦ , the burner axis is positioned 90◦ to the chord (in

blue) passing by two injectors situated 180◦ apart in the ”not-oriented” Configu-

ration A, Fig. 9.2(b). For α = 23°, the injector outlet is tilted inwards, directing

flames along the inner combustor wall, and towards the subsequent injector lo-

cated downstream in the so-called ”oriented” Configuration B, Fig. 9.2(c), hence

producing a pseudocontinuous arc of flames, as shown in Fig. 9.3. Note that

injectors can also be tilted towards the backplane by an angle β. In this work,
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Figure 9.4: Map of experimentally observed stability points, ignition

limits, and lean blow-off for different fuels and configurations.

β is kept at 0 and injector exits are parallel to the chamber backplane since this

angle has been experimentally observed to have a limited influence on the LBO

limit.

For the experiments, the air and fuel flow rates are regulated by Alicat mass

flow controllers (MFCs) which have an accuracy of ± 0.8% of the reading + 0.2%

of the full scale. A 2000-slpm MFC supplies the necessary flow rate for the air in

the premixed fuel mixture, while a 225-slpm MFC is used for the fuel. Blow-out

experimental curves were obtained by fixing the fuel rate, and then increasing the

air flow rate in steps of 1 to 2% every 20 s until blow-out occurres, similarly to the

method adopted by Wiseman et al. [332]. Measurements were repeated multiple

times over a wide range of mass flow conditions to ensure the repeatability of these

experimental results and to map the LBO limits of each configuration, Fig. 9.4.

For the present work, a fixed CH4 mass flow rate of 1.7 g/s is considered and the

air mass flow rate is gradually increased starting from stable conditions far from

LBO conditions. Note that a separate piping system can supply air to the cooling

ducts positioned in between each injector [77]. However, when investigating LBO

limits, it is observed that when the cooling ducts are turned on, the experiments

are much less reproducible. Hence, air cooling is turned off for all the following

experimental data (and for the corresponding numerical simulations).

The burner is also equipped with different diagnostics, Fig. 9.1. Pressure
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recordings are available at the injector tubes. An Optris infared 3MH-CF4 ther-

mometer is used for non-intrusive temperature measurement at the cooling plate

center. It has a spectral range of 2:3 µm, response time of 1 ms, temperature

range of 373 to 873 K, with an accuracy of ±(2 K + 0.3 % of reading). Imaging

the sequence of LBO is made possible by placing an air cooled mirror downstream

of the combustion chamber, in the wake of the exhaust gases as shown in Fig. 9.1.

The mirror is angled at 45◦ to reflect the flame images onto a Phantom V2012

camera operating at 5 kHz. In parallel, a Phantom V2012 camera attached to

a LaVision High-Speed Intensified Relay Optics unit and a UV filter, allowing a

band-pass center wavelength of 310 nm, and 10 nm width, is used for OH* chemi-

luminsecence side imaging. Six Hamamatsu H11902-113 photosensor modules are

deployed for flame detection at individual burner positions, at a height of 30 mm

and 125 mm from the backplane. The PMTs have a spectral response of 185 nm

to 700 nm, and are fitted with UV filters which have a center wavelength of 310

nm, and 10 nm width. In addition, extension tubes and slits of varying apertures

are fitted over the PMTs to allow the adjustment of the field of view (FOV). In

all cases, the FOV at the burner exit mid-plane is kept constant at 22 mm for

the minor axis, and 33 mm for the major axis.

9.3 Numerical modeling

The computational domain used in this study is presented in Fig. 9.5(a). Note

that, to reduce the cost of computations to reasonable values and hence de-

scent use of the available High Power Computing (HPC) resources, only a 60◦

periodic sector is considered1. In LES, the plenum is not considered and the

premixed mixture is injected at the tube inlet. The atmosphere is however taken

into account at the end of the combustion chamber (not shown). An instanta-

neous field of heat release rate predicted via LES-CHT for Configuration B is

also shown in blue, Fig. 9.5(a). LES is performed using the AVBP code (cer-

facs.fr/avbp7x/index.php) that solves for the compressible Navier-Stokes multi-

species equations (Chapter 2). The SIGMA turbulent closure is employed for the

sub-grid stresses [46] and the TTGC scheme (third order in time and space) is

used for the discretization of the convective terms [48]. The LES computational

grids for both Configurations B and A consist of 38M tetrahedral cells and are

1During the experiments and in real engine tests as well, intermittent blow out and re-
ignition for some of the injectors have been observed (see Chapter 10). Of course, periodicity
assumption does not allow for the prediction of this particular mechanism. Nevertheless, overall
LBO limits and flame shape evolution are well retrieved. Full annular simulation of the LBO
process can be considered as future next steps.
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Outlet

Combution

chamber

CH4/Air inlet

Figure 9.5: (a) Periodical computational domain used in LES with

overview of the 38M cells mesh for configurations (b) B and (c) A.

Note that in LES the atmosphere is taken into account at the end of

the combustion chamber (not shown). An instantaneous field of heat

release rate predicted via LES-CHT for configuration B is also shown

in blue.

a) b)

α = 23◦

c)

α = 0◦

Config. B Config. A

shown in Fig. 9.5(b-c), respectively. Since the flame was experimentally observed

to significantly change close to LBO, the computational grid is not only refined in

the region of the stable flame following the SMR approach of Chapter 3 [70, 77]

but a homogeneous refinement is applied to the entire primary zone1. The final

mesh has a characteristic size in the combustion region of ∆x = 350 µm assuring

a y+ ∼ 5 at the chamber walls, hence allowing the use of a wall resolved LES

approach (no slip condition on all walls) and a reasonable estimation of the ther-

mal boundary layer. Note that the region near the cooling plate has been further

refined with ∆x = 100 µm (leading to a y+ lower than unity) to well reproduce

the flame/wall interaction observed in the author’s previous study [77]. Finally,

Navier-Stokes Characteristic Boundary Conditions (NSCBC) [30] are used with

a relaxation factor of Kinlet = 1 × 102 s−1 and Koutlet = 1 × 105 s−1 at the inlet

and outlet, respectively.

When it comes to the combustion model, the dynamic formulation of the

thickened flame model (DTFLES) [64] is employed. An efficiency function Ξ∆ is

introduced to compensate for the reduction of flame surface and flame/turbulence

interaction [61]. In particular, a dynamic formulation of the Charlette efficiency

function [62] is used to have a local on-the-fly estimation of the model parameter

1LBO is indeed a dynamic process, likewise ignition, and a DMR approach would be of
greater interest compared to a SMR approach.
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Figure 9.6: Validation of the ARC scheme against the detailed PoliMi

CRECK mechanism with a mixture transport model using Cantera for

atmospheric CH4-air flames. (a) Comparison of adiabatic flame tem-

perature (red) and laminar flame speed (black) as a function of the

equivalence ratio φ for unstrained premixed 1D flame. (b) Evolution of

the consumption speed as a function of the equivalence ratio φ and the

strain rate a in the counterflow premixed 1D configuration, i.e. fresh

premixed gases opposed to burnt equilibrium products.

a) b)

βCh since it has showed to have significant impact on flame transient simula-

tions [333]. CH4/Air chemistry is modeled through an Analytically Reduced

Chemistry (ARC) kinetic scheme consisting of 18 transported species, 144 reac-

tions, and 12 quasi-steady state species, derived from the detailed PoliMi CRECK

scheme [241] using ARCANE [65]. This kinetic scheme has been recently validated

through Cantera ( www.cantera.org ) calculations of 1D-premixed flames against

experimental data and detailed schemes [25] (see Chapter 6). This approach is

here preferred over the more conventional and computationally less expensive 2

step scheme used in Chapter 8 because of the higher accuracy of ARC schemes in

predicting flame stabilization [47] and flame response to strain, which is critical

when considering near LBO conditions1. When it comes to transport properties,

a simplified model is used that accounts for constant non-unity laminar Lewis

numbers and different species laminar diffusivities [71]. Further validation of the

ARC scheme with the simplified transport model against the detailed mechanism

with a mixture transport model for atmospheric CH4-air flames at Tinlet = 293 K

is provided in Fig. 9.6. The comparison of the adiabatic flame temperature (red)

and the laminar flame speed (black) as a function of the equivalence ratio φ in

1D unstrained premixed flame configurations shows perfect agreement between

1Note that, in this regards, the TFLES model employed modifies the flame response to
stretch, as recently showed by Popp et al. [334]. To limit this effect, the grid used is refined so
as to require the use of low thickening values.
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Figure 9.7: Computational domain used in CHT simulations with

overview of the solid (red) and fluid (blue) meshes with thermal bound-

ary conditions for the AVTP heat-conduction solver. Assumed thermal

conductivities λs for quartz (blue) and stainless steel (orange) are also

indicated [59].

the ARC scheme and the detailed one, Fig. 9.6(a). Likewise, Fig. 9.6(b) presents

the evolution of the consumption speed Sc as a function of the flame strain rate,

a, and equivalence ratio φ in the strained premixed 1D configuration, i.e. fresh

premixed gases are opposed to burnt equilibrium products. The consumption

speed is here evaluated from the integral of the heat release rate q̇, that is:

Sc =
1

ρf (Tb − Tf )

∫ +∞

−∞

q̇

cp
dx, (9.1)

where cp is the specific heat at constant pressure, Tb is the burnt gas temper-

ature, Tf and ρf refer to the fresh gas temperature and density, respectively [38].

The strain rate a corresponds to the global value evaluated for each flame as the

sum of the jet velocities divided by the domain width, i.e. (ufresh + uburnt)/L.

Note also that flame strain can be considered as representative of the total flame

stretch since curvature is zero in 1D flames [328]. Once again, the ARC mech-

anism is observed to correctly recover the flame response to strain rate. In

particular, as strain increases, the consumption speed reduces (as expected for

methane/air mixtures) and the flame eventually extinguishes, a feature that can

potentially play a relevant role on the onset of LBO [312].

As said, a CHT approach is used to account for heat-transfer at the combustor

walls by coupling the AVBP LES solver with the AVTP code that solves for heat

conduction in the solid [54, 55]. In terms of process, the two solvers run in parallel
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and exchange the solid surface temperature Ts as well as the heat flux Φq at the

boundaries at each coupling iteration [25, 59, 66] (see Chapter 4). Note that the

different nature of the heat transfer and fluid dynamics problems ask for careful

attention when it comes to coupling the two solvers, in particular:

• the characteristic flow time τf is much smaller than the solid heat transfer

characteristic time τs. The first is typically in the order of milliseconds

and can be computed as the flow-through time τf = ρV/ṁ where ρ is

the flow density, V is the combustion chamber volume and ṁ is the mass

flow rate. The second is in the order of seconds and can be computed as

τs = VsρsCs/hS where S is the surface area, Vs and ρs are the solid volume

and density while h is the heat transfer coefficient [176].

• the time step at which the two solvers advance are different. In compressible

LES, the time step δt follows the Courant-Friedrichs-Lewy (CFL) condition

that yields a time step δtf of the order of 10−8 s for typical academic com-

bustion applications. In AVTP, the time step follows the Fourier number

and leads to a time step δts of the order of 10−5 s.

According to the different time steps, it is possible to synchronize the two

solvers by letting them perform a different number of iterations in between two

consecutive exchange points. In such a case, the large heat transfer character-

istic time would require very long LES simulations (and hence unfeasible HPC

resources) to have a converged solid steady state temperature. In addition, since

experimentally the equivalence ratio is decreased slowly compared to the solid

heat transfer characteristic time τs, a sound assumption is that the solid is always

in equilibrium with the fluid temperature. Therefore, to speed up the convergence

toward a solid steady state temperature and to let the solid be in equilibrium

with the fluid temperature even though the reduced LES simulations duration,

the two solvers can be de-syncronized in time by increasing the number of itera-

tions performed by AVTP compared to AVBP between two consecutive coupling

iterations. Note that this approach is equivalent to decreasing the heat capacity

of the solid and, hence, the characteristic time of the heat transfer in the solid

τs
1.

The computational domain used for AVTP simulations is presented in Fig. 9.7

(shown only for Config. B). The solid mesh is shown in red and the fluid one

1In the present work, assuming τs = 10 s and τf = 10 ms, to have the solid always in
equilibrium with the fluid temperature (i.e. τf ≃ 10 τs ) requires to speed up the physical time
in the solid by a factor of 104. Considering δts = 10−5 s and δtf = 10−8, this means to perform
10 iterations with AVTP for each iteration performed by AVBP.
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9. LEAN BLOW-OUT DYNAMICS

Figure 9.8: Sequence of DSLR images showing the flame shape evolution

leading to lean blow-out. Configuration B.

a) b) c) d)

φ = 0.75 φ = 0.65 φ = 0.61 φ = 0.59

is in blue. The solid is discretized using 14M tetrahedral elements with at least

5 points across the thin chamber walls. An implicit first-order Euler scheme

and a second-order Galerkin diffusion scheme are used for time integration and

spatial discretization, respectively. Figure 9.7 indicates also the assumed thermal

conductivities λs for quartz and stainless steel. Note that the thermal boundary

conditions for the solid surfaces that are not in contact with the fluid domain

(e.g. external chamber walls and tubes) are set through heat exchange coefficients

(Fig. 9.7) [59].

9.4 Experimental findings

Experimental findings for configurations A and B are hereafter presented showing

the LBO limits, the flame shape and stabilization evolution.

To first provide an overview of the possible stages leading to blow-out, sequen-

tial flame images are taken with a DSLR camera and are presented in Fig. 9.8

for configuration B. In both configurations, it is observed that with decreasing φ,

well-attached flames start to elongate (a). The flames then detach and become

lifted flames (b) to finally merge and form a single flame front around the entire

circumference of the annulus (c-d) at lower equivalence ratios.

Such a flame shape evolution can be identified precisely via recorded PMT

signals or temperature evolution of the cooling plate. Figure 9.9 presents the

temporal evolution of (a) the injected equivalence ratio φ, the PMT signals at

(b) 30 mm, (c) 125 mm from the backplane and (d) the temperature of the cooling

plate. As φ is gradually reduced from 0.65 to 0.6, the PMT signal at 30 mm (i.e.

pointing at the injector exit) slightly decreases while the PMT125 stays close to

zero. At φ = 0.6, the decrease registered by PMT30 and the increase registered

by PMT125 are accentuated while the temperature of the cooling plate starts

decreasing indicating a rapid lift-off of the flame. Note in particular that, at φ

256



9.4 Experimental findings

Figure 9.9: Experimentally measured (a) equivalence ratio φ, (b) PMT

signal at 30 mm height, (c) PMT signal at 125 mm and (d) temperature

evolution recorded at the cooling plate. Configuration B.

a)

b)

c)

d)

= 0.58 the flame shape transition is completed: PMT30 reaches zero meaning

that the flame is no longer present at the injector exit while PMT125 reaches its

maximum. Soon after, at φ = 0.57 the flame finally extinguishes.

To obtain a more quantitative visualization of the flame lift-off process, the

instantaneous LOS OH* side images are integrated over the horizontal direction

to yield the one-dimensional OH* axial distribution 〈OH∗〉 as expressed by,

〈OH∗〉(x, t) =
1

Ly

∫∫

Ly

OH∗(x, y, t) dy. (9.2)

Figure 9.10 presents the experimentally measured integrated intensity of (a)

the OH* signal from the side, noted Iside, and (b) the visible light from the top,

noted Itop. Figure 9.10(c) shows the axial one-dimensional distribution of OH*

signal from the side 〈OH∗〉 as a function of the distance from the backplane x and

of the equivalence ratio φ for Configuration B. The evolution of Iside, Fig. 9.10(a),

follows the slight decrease of PMT30 until φ = 0.6 to then suddenly drop indicating

that the flame is stabilizing downstream until φ = 0.58 when no flame is anymore

detected from the side camera. At the same time, Itop, Fig. 9.10(b), shows the

constant intensity level, indicating that all the fuel is always burnt until φ = 0.57

when the signal starts decreasing and LBO occurs. The axial one-dimensional

distribution 〈OH∗〉, Fig. 9.10(c), provides more detailed information about the

flame position transition. First of all, no flame is generally detected below 20
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Figure 9.10: Experimentally measured integrated intensity of (a) visible

light from the top and (b) OH* signal from the side. (c) Axial one-

dimensional distribution of OH* signal from the side 〈OH∗〉 as a function

of the equivalence ratio φ. Configuration B.

c)

b)

a)

mm from the backplane and until φ = 0.63, the maximum signal intensity hap-

pening at 30 mm. From this point, the maximum signal location starts moving

downstream and stabilizes around 40 mm, i.e. the flame lift-off starts (point P1,

see Table 9.1). From φ = 0.6 on (P2), the flame rapidly moves downstream and

is no more firmly stabilized close to the injector. At φ = 0.58 (P3), the flame is

stabilized further downstream and appears to move upstream sporadically until

LBO finally occurs at φ = 0.57 (P4).

The same trend is observed also for Configuration A. Figure 9.11 presents

the experimentally measured (a) equivalence ratio φ, the PMT signals at (b) 30

mm and (c) 125 mm height as well as (d) the temperature evolution recorded

at the cooling plate. As the equivalence ratio decreases, the PMT30 OH* signal,
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Figure 9.11: Experimentally measured (a) equivalence ratio φ, PMT sig-

nals at (b) 30 mm and (c) 125 mm height as well as (d) the temperature

evolution recorded at the cooling plate. Configuration A.

a)

b)

c)

d)

Fig. 9.11(b), exhibits large fluctuations, corresponding to local extinctions and

re-ignition in a manner similar to what has been previously reported on single

sector flames [17]. The OH* signal starts to slightly decrease at φ = 0.66 (P1),

then it presents much larger fluctuations with a rapid decrease at φ = 0.63 (P2)

and finally reaches zero values at φ = 0.61 (P3). At the same time, the PMT125

signal, Fig. 9.11(c), shows almost zero values until P2, when the abrupt change

in flame stabilization causes an increase of OH* signal. Note how this change in

flame stabilization is notably faster if compared to Configuration B that presented

lower signal gradients. Again, the maximum registered by PMT125 corresponds

to P3, when PMT30 is zero, and it denotes the complete flame extinction for φ

= 0.6 (P4). Note that the temperature evolution measured at the cooling plate,

Fig. 9.11(d), shows a linear decrease after P1, when the flame starts its lift-off

process, as already evidenced for Configuration B.

The experimentally measured integrated intensity of the OH* signal from

the side Iside and of the visible light from the top Itop for Configuration A are

shown in Fig. 9.12(a-b), respectively. Figure 9.12(c) presents the corresponding

axial one-dimensional distribution of OH* signal from the side, i.e. 〈OH∗〉, as a

function of the distance from the backplane x and the equivalence ratio φ. The

main flame transition events occurring until LBO occurs can be easily spotted

from the Iside signal. The latter is almost constant until φ = 0.66 when it starts
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Figure 9.12: Experimentally measured integrated intensity of (a) visible

light from the top and (b) OH* signal from the side. (c) Axial one-

dimensional distribution of OH* signal from the side 〈OH∗〉 as a function

of the equivalence ratio φ. Configuration A.

c)

b)

a)

slightly decreasing (P1), then a sudden change in signal gradient happens at φ =

0.63 (P2) and finally no flame is detected from the side camera starting from φ

= 0.61 (P3). At this instant, the Itop signal also starts decreasing reaching near

zero values soon after and indicating the complete extinction of the flame (P4).

Table 9.1 summarizes the equivalence ratios φ at which the observed main

flame transition events occur until complete flame extinction for both configura-

tions. Although the same trend and flame shape transition events can be noticed

in both cases, Configuration A presents the same events consistently at higher

equivalence ratios (i.e. ∼ +0.03), indicating lower capabilities in terms of LBO

and suggesting that a strong role is played by the injector orientation angle and
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9.5 LES predictions and method

Configuration P1 P2 P3 P4
Lift-off starts Rapid decrease of PMT30 PMT30 = 0 LBO

A φ = 0.66 0.63 0.61 0.6
B φ = 0.63 0.6 0.58 0.57

Table 9.1: Summary of the experimentally observed equivalence ratios φ
at which main flame transition events occur until LBO for Configuration

B and A. Experimental uncertainty is ± 0.01.

hence by the flame-flame interaction1.

9.5 LES predictions and method

When it comes to predicting the LBO dynamics with LES, to keep the simu-

lated physical time reasonable and hence the computational cost acceptable, an

accelerated procedure is employed to analyze the flame shape evolution until com-

plete flame extinction. To this scope, starting from an equivalence ratio of φ =

0.82 where the flame is in a stable condition, the air mass flow rate is suddenly

increased by 2 g/s (for the annular rig), while keeping the fuel mass flow rate

constant at 1.7 g/s, hence leading to a step reduction of the equivalence ratio of

approximately 5%, as generally proposed in the literature for such studies [26].

Note that subsequent reductions in equivalence ratio before P1 (i.e. when the

lift-off process starts) are performed after at least 3 characteristic flow-through

times τf (∼10 ms considering the flow and the distance of 100 mm from the

backplane). Since P1 is reached, the equivalence ratio reduction procedure by

steps is notably slowed down, i.e. waiting for at least 10 τf since the flame is

expected to more slowly adapt to these leaner conditions and for which it is not

anymore firmly stabilized at the injector exit. Note that, even with this adopted

procedure, the total physical time simulated for each LES is considerable (∼1.2

s). Note also that all simulations performed represent only one single flow re-

alization, and therefore cannot be statistically significant if compared to the 20

tests performed experimentally. Bearing in mind these limits, numerical predic-

tions with adiabatic boundary conditions and CHT approaches are illustrated in

sections 9.5.1 and 9.5.2 for Configuration A and Configuration B, respectively

with the objective of investigating the issue of the thermal response in light of

the numerical modeling choices.

1Note that experimentally more than 20 tests have been performed for each configuration
in order to have a statistically relevant LBO limit. Being all the runs results widely consistent,
only one set of typical LBO data is here shown for each configuration.
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Figure 9.13: Experimentally measured time-averaged LOS-integrated

OH* chemiluminescence image compared to predicted time-averaged

LOS heat release rate q̇ by the adiabatic and the CHT simulations for

an equivalence ratio of (a) φ = 0.75 and (b) φ = 0.65. Configuration A.

9.5.1 Configuration A

The experimentally observed flame shape and stabilization are first compared to

the one issued by the numerical prediction in Fig. 9.13 for a starting equivalence

ratio of (a) φ = 0.75, for which the flame is stable, and (b) φ = 0.65, i.e. just

after the flame starts its lift-off process (P1, φ = 0.66). Experimentally measured

line-of-Sight (LOS) integration of the OH* chemiluminescence is a qualitative

indicator of the heat release rate for lean premixed flames [170] and, therefore, it

is here compared to the LOS of the time-averaged heat release rate q̇ predicted

by the adiabatic and CHT simulations1. Starting with the point for which φ

= 0.75, Fig. 9.13(a), the flame is experimentally stabilized close to the injector

exit, with most of the significant signal positioned at a height of approximately

20 mm from the backplane. At that point, both adiabatic and CHT simulations

1Note that predicted fields considered here are time-averaged for 10 τf .
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globally recover the flame shape although the adiabatic case overestimates the

flame aperture angle compared to experiments and the CHT results. This dif-

ference is mainly due to the stabilization of the flame near the injector outer

walls and in the outer shear layer for the adiabatic case, i.e. a M-shape flame

is predicted. Contrarily, in the experiment and the CHT simulation, the flame

stabilizes near the inner body of the injector exit and only in the inner shear layer

of the swirled flow. No flame is predicted near the outer shear layer due to the

difference in temperature of the injector walls, i.e. a V-shape flame is observed.

As a consequence, above 40 mm, while experiments and CHT show weak signals,

the adiabatic simulations predict more intense heat release rate fields. Shifting

to a later time and recalling that, when the equivalence ratio is reduced to φ

= 0.65 (below P1), Fig. 9.13(b), the flame starts its lift-off process, the largest

signal is experimentally observed further downstream, at 30 mm from the back-

plane. The measured OH* chemiluminescence signal appears at this stage more

blurry, indicating that the flame is less firmly stabilized at the injector exit and is

elongated [77]. Both adiabatic and CHT simulations recover this change in flame

shape and also predict more elongated flames. However, the adiabatic simulation

still presents some heat release rate in the outer shear layer of the swirled-flow at

the injector exit, i.e. V-shape flame is still present.

As discussed before, at later instants, flame lift off and LBO proceed. To

follow this dynamics including LBO, a reduction of the equivalence ratio by steps

is performed in LES and, as the simulation proceeds, volume-averaged and max-

imum quantities are recorded to monitor the dynamics. Obtained temporal evo-

lutions are provided on Fig. 9.14 with (a)-(e) the equivalence ratio φ, (b)-(f) the

volume-averaged heat release rate q̇, (c)-(g) the maximum temperature Tmax and

(d)-(h) the maximum OH mass fraction in the domain YOH,max issued by the

adiabatic and the CHT simulations, respectively. Note that the equivalence ra-

tio, Fig. 9.14(a)-(e), is decreased from φ = 0.65 to 0.62 and finally 0.6 for both

simulations. In the adiabatic case, the heat release rate q̇ only slightly decrease

during the simulation, suggesting that the fuel is not fully burnt in the control

volume. Note that, at t = 1140 ms, a minimum of q̇ is visible, soon after the

last decrease of equivalence ratio to 0.6 has happened but then q̇ recovers and

seems to remain stable even though fluctuations are present. Maximum values

of (c) temperature and (d) OH mass fractions on the other hand decrease very

rapidly after each equivalence ratio step. Since the maximum temperature corre-

sponds to the adiabatic flame temperature, a decrease when leaner mixtures are

considered is expected, Fig. 9.6. Equivalently, since OH mass fraction is linked to

the flame reactivity, it is also expected to reduce. Switching from the adiabatic
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Figure 9.14: Temporal evolution from the adiabatic and the CHT LES

simulations of (a)-(e) equivalence ratio φ, (b)-(f) volume-averaged heat

release rate q̇, (c)-(g) maximum temperature Tmax and (d)-(h) maximum

OH mass fraction in the domain YOH,max. Configuration A.
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b)

c)
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to the CHT LES prediction however changes slightly the evolutions. The CHT

simulation predicts a stable volume-averaged q̇ at φ = 0.65. At t = 950 ms, soon

after the change of the inlet condition, the evolution clearly changes: fluctuation

levels are like the ones of the adiabatic case but appear for lower values of φ,

i.e. 0.6. The signal seems also to stabilize around a lower value of heat release
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rate and a further decrease in equivalence ratio produces flame extinction at t

= 1210 ms. This is not the case for the adiabatic simulation. Overall the CHT

simulation predicts a flame extinction at an equivalence ratio of 0.62 < φLBO <

0.6 which is in good agreement with the observed experimental value considering

the experimental uncertainty of ±0.01 (see Table 9.1).

The dynamics leading to LBO is presented in more details in Fig. 9.15, com-

paring the experimentally measured LOS-integrated OH* chemiluminescence im-

ages with the instantaneous LOS heat release rate q̇ fields predicted by the adi-

abatic as well as the CHT simulations. Note that, in the following, information

is recast based on the equivalence ratio values. Starting with φ = 0.74 (a) the

flames are well attached to the injector exit and get elongated taking a smaller

flame angle as the mixture become leaner (b). The adiabatic simulation generally

predicts more compact flames with heat release rate happening in the outer shear

layer, as already observed in Fig. 9.13. At lower φ (c-d), the flames look more

blurry and the lift-off process starts, the flame stabilizing further downstream

of the injector exit in the CHT simulation. Note that the adiabatic LES starts

showing a region of fresh gases in the Central Recirculation Zone (CRZ) of the

injector but the flame remains stabilized in the outer shear layer contrarily to

the CHT case, Fig. 9.15(d). At the last instants (e-f), the flame clearly stabilizes

further downstream with most of the signal observed above the injector in both

the CHT prediction as well as the experiment before flame extinction. The adi-

abatic solution instead shows a flame that is still burning close to the injector

even for a value of φ = 0.6 (f) and in a manner similar to what is happening in

the CHT simulation but at φ = 0.65 (d). This indicates that there is a delay in

flame shape transition induced by the initial flame stabilization and shape that

is in part governed by the thermal boundary condition.

A more quantitative comparison of the flame shape transition process is pre-

sented in Fig. 9.16 which shows the normalized axial one-dimensional evolution

of the heat release rate 〈q̇〉 as a function of φ predicted by (a) the adiabatic and

(b) the CHT simulations1, in a manner similar to Fig. 9.12. Clearly, with this

representation, the adiabatic simulation predicts large values of q̇ in the bottom

region of the combustor, i.e. around 10 mm from the backplane, until an equiv-

alence ratio of 0.71. When φ is further reduced, i.e. to 0.68, the peak moves

downstream around 25 mm from the backplane to finally stabilize around 40 mm

at φ = 0.65. Note that for this case, part of the flame is always present in the

bottom region until φ = 0.6, although most of it is stabilized above the injector.

1Note that 64 3D LES fields were used for the axial integration of the heat release rate,
leading to a time resolution of 10 ms.
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9.5 LES predictions and method

Figure 9.16: Axial one-dimensional evolution of the heat release rate 〈q̇〉
as a function of the equivalence ratio φ predicted by (a) the adiabatic

and (b) the CHT simulations. Configuration A.

a) b)

ADIAB CHT

〈q̇〉 〈q̇〉

For the CHT simulation, the flame shape transition appears sooner. At φ = 0.71

the flame is indeed already stabilized near 25 mm while lift-off started at φ =

0.68 (P1), slightly before the experimental observations (i.e. φ = 0.66), Fig. 9.12.

For lower equivalence ratio values, the flame is fully lifted and stabilized above

the injector until a final flame extinction occurs.

More insights into the flame shape evolution at different values of injected

equivalence ratios can be obtained from Fig. 9.17 and Fig. 9.18 for the adiabatic

and the CHT simulations, respectively. Flame visualization is provided by (a-

b) isosurfaces of heat release rate q̇ at 10% of its maximum value colored by

temperature. A cut plane through the center of the injector exit further shows

the (c) temperature, T , (d) heat release rate, q̇, and (e) OH mass fraction fields

at the provided instants1. For the adiabatic simulation and φ = 0.68, Fig. 9.17,

the flame is attached at the injector exit and it is pushed along the external

chamber wall due to the outward orientation of the injector in Configuration A.

The combustion chamber is also seen to be rapidly filled with burnt gases at the

equilibrium temperature and the cut plane clearly shows a M-shape flame. At φ

= 0.62, the flame is no longer present in the CRZ at the injector exit but it is still

present in the bottom region, near the backplane, and it stabilizes on the outer

injector wall, as visible from the q̇ field. The OH peak value reduces and the flame

is barely present at the cut-plane height of interest. Finally, at φ = 0.6, the flame

is completed lifted, i.e. it takes a full torus like shape around the full chamber

and no heat release rate is present close to the chamber backplane. The outer

1Note that 1-sector periodic LES solutions are duplicated to better visualize the LBO
dynamics and the flame-flame interaction.
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φ = 0.68 0.62 0.6

a)

b)

c)

d)

e)

Figure 9.17: Adiabatic LES prediction of flame shape evolution and

blow out at different equivalence ratios for Configuration A. (a-b) Iso-

surface of heat release rate q̇ at 10% of its maximum value colored by

temperature T . Cut plane showing (c) the temperature T , (d) the heat

release rate q̇ and (e) the OH mass fraction fields. Images correspond

to instants (c), (e) and (f) of Fig. 9.15.

part of the combustion chamber close to the quartz wall is furthermore filled with

fresh gases, as indicated by the low temperature values, while burnt gases remain

close to the inner chamber wall. Fields of q̇ and of OH mass fraction show also

that combustion intensity is significantly reduced on the cut plane as the flame

is stabilized in a continuous lifted annular shape as experimentally observed.

The CHT simulation, Fig. 9.18, shows the same flame shape evolution but

shifted toward richer mixture values. Note that the instantaneous temperature

of the solid wall issued by such a simulation is also shown together with the

isosurface of heat release rate (a). At φ = 0.82, the flame is well anchored at the
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φ = 0.71 0.68 0.65

a)

b)

c)

d)

e)

Figure 9.18: CHT-LES prediction of flame shape evolution and blow out

at different equivalence ratios for Configuration A. (a-b) Isosurface of

heat release rate q̇ at 10% of its maximum value colored by temperature

T . Cut plane showing (c) the temperature T , (d) the heat release rate q̇
and (e) the OH mass fraction fields. Images correspond to instants (b),

(c) and (d) of Fig. 9.15.

injector exit, but contrarily to the adiabatic prediction, it takes a V-shape (d)

and it is hence more elongated going further downstream the injector axis. The

OH field (e) presents the same level of peak value at the injector exit but lower

values close to the inner chamber wall due to the lower predicted temperature

caused by heat transfer at the wall (c). When φ is reduced to 0.71, the flame is

more elongated (a) and already forms a continuous annular shape: i.e. collapsed

with the downstream flames (b) while the OH peak signal further reduces, in a

manner similar to what the adiabatic simulation predicts but at φ = 0.68. Proper

lift-off starts at φ = 0.68 (P1). The flame stabilizes on the top of the injector
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a)

b)

EXP ADIAB CHT

EXP ADIAB CHT

φ
=

0.
75

φ
=

0.
61

Figure 9.19: Experimentally measured time-averaged LOS-integrated

OH* chemiluminescence image compared to predicted time-averaged

LOS heat release rate q̇ by the adiabatic and the CHT simulations for

an equivalence ratio of (a) φ = 0.75 and (b) φ = 0.61. Configuration B.

while some heat release rate still happens close to the injector exit. Note how

the predicted solid temperature changes according to the flame position, i.e. the

backplane presents much lower temperature values compared to richer mixture

conditions. Finally, at φ = 0.65, flame lift-off is completed with heat release

rate and OH signal only sporadically present at the injector height, a condition

similar to what adiabatic simulation predicts only at φ = 0.6, confirming that

heat transfer at the wall plays an important role in determining the flame shape

evolution during the LBO event.

9.5.2 Configuration B

The injector orientation (i.e. α angle, see section 9.2) has been observed to play

an important role in determining the flame stabilization and dynamics during the
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9.5 LES predictions and method

LBO process (see Fig. 9.4). Therefore it is interesting to analyze the flame dynam-

ics also for Configuration B. Figure 9.19 compares the experimentally measured

LOS OH* chemiluminescence to the LOS-integrated time-averaged heat release

rate q̇ predicted by the adiabatic and the CHT simulations for an equivalence

ratio of (a) φ = 0.75, corresponding to stable conditions, and (b) φ = 0.61, soon

after the start of the flame lift-off process (P1, φ = 0.63). With richer mix-

ture values, Fig. 9.19(a), the flame is stabilized at the injector exit, in the CRZ

of the swirled flow, with the largest OH* signal being located 20 mm from the

backplane, similarly to Configuration A. A good match is here again observed in

terms of flame shape and angle for the CHT results while the adiabatic simulation

tends to underestimate the flame length and predict a more compact flame with

a larger opening angle due to the presence of heat release rate in the outer shear

layer, Fig 9.13(a). In this case and due to the imposed adiabatic condition, the

flame spreads over the cooling plate close to the backplane, a situation not ob-

served in the experimental data or in the CHT results. Reducing the equivalence

ratio at φ = 0.61, Fig. 9.19(b), a clear difference in flame shape and stabiliza-

tion can be observed. The experimental OH* chemiluminescence signal is shifted

downstream and the flame seems to be only partially stabilized in the CRZ of

the swirled flow at the injector exit while most of the heat release rate happens

further downstream on the top of the injector wall. CHT results show good agree-

ment in terms of flame shape, stabilization and lift-off height. Even though, the

adiabatic simulation recovers the increase in flame length due to the reduction in

equivalence ratio, lift-off is marginal and the flame is still well stabilized in the

CRZ of the injector, indicating also in this configuration that a delay in flame

shape transition is present due to the imposed adiabatic conditions.

When it comes to LBO, Configuration B has been simulated with the same

accelerated procedure as for Configuration A, showing similar trends in the flame

shape evolutions. Figure 9.20 presents the temporal evolution during the last

steps of (a)-(e) equivalence ratio φ, (b)-(f) volume-averaged heat release rate

q̇, (c)-(g) maximum temperature Tmax and (d)-(h) maximum OH mass fraction

in the domain YOH,max predicted by the adiabatic and the CHT simulations,

respectively. The equivalence ratio φ is decreased by step from φ = 0.61 to 0.59

for (e) the CHT simulation and it is then further reduced to 0.57 for (a) the

adiabatic simulation. Indeed, in the CHT simulation, the heat release rate q̇ (f)

shows larger fluctuations around t = 510 ms, soon after the reduction of φ to 0.59,

leading to the flame extinction. The adiabatic simulation instead predicts stable q̇

(b) for the same equivalence ratio and a further reduction of φ to 0.57 is needed to

finally extinguish the flame, confirming the delay in flame shape evolution already
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Figure 9.20: Temporal evolution from the adiabatic and the CHT LES

simulations of (a)-(e) equivalence ratio φ, (b)-(f) heat release rate q̇, (c)-
(g) maximum temperature Tmax and (d)-(h) maximum OH mass fraction

in the domain YOH,max for configuration B.

a)

b)

c)

d)

e)

f)

g)

h)
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D
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B

C
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observed. Temporal evolution of maximum OH mass fraction and maximum

temperature show similar decreasing trends for both simulations directly linked

to the decrease in φ. Therefore, in these particular flow realizations, the adiabatic

simulation predicts the final flame extinction for an equivalence ratio 0.57 <

φLBO < 0.59 in agreement with the observed experimental value of φ = 0.57

272



9.5 LES predictions and method

±0.01 (Table 9.1), while the CHT simulation results in a slightly higher limit at

0.59 < φLBO < 0.61.

Figure 9.21 compares LOS-integrated OH* chemiluminescence images to the

instantaneous LOS of q̇ field predicted by the adiabatic and the CHT simulations

for different equivalence ratios close to the LBO event. Two instants are showed

at φ = 0.61: the flame is observed to sporadically climb upstream and burn in the

CRZ at the injector swirler exit (a) or to be pushed downstream and burn further

from the injector exit (b). This phenomenon is visible both in the experimental

data and in the numerical simulations, no matter the thermal boundary condition

imposed. However, only the CHT results in a lifted flame in good agreement with

the experiments, as observed also in Fig. 9.19(b), when the adiabatic simulation

predicts a large heat release rate close to the combustion chamber backplane.

Further reduction in φ up to 0.59 leads to a flame that, in all cases, is no more

capable of climbing upstream to burn in the CRZ. This step leads to a complete

lift-off of the flame in the experiments (d) that is well stabilized on the top of

the injector wall. The same happens for the CHT simulation (d-f) but after a

small peak of heat release rate is achieved (g), i.e. t = 547 ms in Fig. 9.20(f), the

flame is finally blown out (h). Note that, LBO happens in the experiments only

for φ = 0.57 (e-h) just like in the adiabatic simulation. The latter however fails

in capturing the flame shape evolution and the flame lift-off also for the leanest

mixture (e-g). Flame extinction hence seems to happen in this case in a more

sudden way comparatively to the more gradual flame shape evolution observed

both in the experiments and the CHT results.

Figure 9.22 presents the axial one-dimensional evolution of the integrated

heat release rate 〈q̇〉 as a function of time (and φ) close to the LBO event as

predicted by (a) the adiabatic and (b) the CHT simulations 1. The adiabatic

simulation predicts 〈q̇〉 mainly close to the backplane soon after the reduction of

φ to 0.57 and just before the flame extinction. Note that before the switch to φ

= 0.59, larger signal is predicted at the bottom around x = 10 mm, indicating

that the flame is strongly stabilized in this region. Note also how the lift-off of

the flame happens in a sudden manner soon after the reduction of φ to 0.57, as

opposed to the gradual increase in flame lift-off observed experimentally, Fig. 9.10.

The CHT simulation instead, Fig. 9.22(b), is able to recover the gradual flame

shape evolution. At φ = 0.61, the high time resolution allows to pick up the

reattachment and detachment of the flame from the injector exit with the heat

release rate sporadically present in the CRZ, i.e. the phenomenon observed in

1Note that, for each simulation, 150 3D LES fields have been used for the axial integration
of the heat release rate, leading to a time resolution of 1 ms.
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9.5 LES predictions and method

Figure 9.22: Axial one-dimensional evolution of the heat release rate 〈q̇〉
as a function of the equivalence ratio φ predicted by (a) the adiabatic

and (b) the CHT simulations. Configuration B.

a) b)

ADIAB CHT

〈q̇〉 〈q̇〉

Fig. 9.21(a-b). At lower equivalence ratio values, the flame lift-off is completed

and it stabilizes on the top of the injector until the full extinction occurs.

Visualization of the flame shape evolution and blow out as predicted by the

adiabatic and the CHT simulations is presented in Fig. 9.23 and Fig. 9.24, re-

spectively. Fields shown correspond to instants (a), (b), (d) and (g) of Fig. 9.21.

For each of them, visualization of the flame dynamics is provided by (a-b) 3D

isosurfaces of heat release rate q̇ at 10% of its maximum value and is colored by

temperature T as well as by a cut plane showing (c) the temperature, T , (d)

the heat release rate, q̇, and (e) the OH mass fraction fields. Both simulations

show the phenomenon of successive ignition and extinction of the flame in the

CRZ at the injector exit at φ = 0.61 (c-d). However, while CHT predicts well

lifted-off flames with a continuous annular flame front, Fig. 9.24(b), the adiabatic

simulation presents flame fronts that are merged only along the inner chamber

wall, Fig. 9.23(b). As expected, the OH field (e) presents a more diffused dis-

tribution in the adiabatic case, as a consequence of the higher temperature in

the combustion chamber due to the neglected wall heat transfer. At lower φ, the

third instant shows more elongated flames and then a continuous annular flame

front for the adiabatic simulation when a complete flame lift-off is predicted by

the CHT LES. In both cases, the flame is no longer capable of stabilizing in the

CRZ created by the injector swirled flow. Finally, last instants correspond to the

maximum of heat release rate q̇ before flame extinction for a φ of 0.57 and 0.59 for

the adiabatic and the CHT results, respectively. In the adiabatic case, the flame

is still present close to the combustion chamber backplane even tough its surface

is further extended downstream. CHT reveals instead a dynamics much closer
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φ = 0.61 0.61 0.59 0.57

a)

b)

c)

d)

e)

Figure 9.23: Adiabatic LES prediction of flame shape evolution and blow

out at different equivalence ratios for Configuration B. (a-b) Isosurface of

heat release rate q̇ at 10% of its maximum value colored by temperature

T . Cut plane showing (c) the temperature T , (d) the heat release rate q̇
and (e) the OH mass fraction fields. Images correspond to instants (a),

(b), (d) and (g) of Fig. 9.21.

Configuration φP1 φLBO

EXP ADIAB CHT EXP ADIAB CHT

A 0.66 0.61 0.67 0.6 not detected 0.61
B 0.63 0.58 0.61 0.57 0.58 0.6

Table 9.2: Summary of experimentally observed and numerically pre-

dicted LBO limits. Uncertainty is ± 0.01 both in experiments and LES.

to the experimental data, with a flame that is stabilized on the top of the injec-

tors before the final LBO event. The experimentally observed and numerically

predicted LBO limits for both configurations are summarized in Table 9.2.

9.6 Lean Blow-Out mechanisms

Overall, the observed LBO dynamics is found to be characterized by a gradual

flame lift-off and shape evolution until a global flame extinction occurs. While
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φ = 0.61 0.61 0.59 0.59

a)

b)

c)

d)

e)

Figure 9.24: CHT LES prediction of flame shape evolution and blow out

at different equivalence ratios for Configuration B. (a-b) Isosurface of

heat release rate q̇ at 10% of its maximum value colored by temperature

T . Cut plane showing (c) the temperature T , (d) the heat release rate q̇
and (e) the OH mass fraction fields. Images correspond to instants (a),

(b), (d) and (g) of Fig. 9.21.

two mechanisms can be responsible for the local flame extinction, i.e. stretch

and heat loss [38, 315], the flame shape evolution can be linked to the reduction

of flame consumption speed due to leaner mixtures, Fig. 9.6(a). In the present

work, the flame surface is defined through the isosurface of heat release rate q̇ at

10% of its maximum value since the fuel mass flow rate and hence the total q̇ are

constant. The flame surface is evaluated with a time resolution of 10 ms as the

integral of the efficiency function Ξ∆ over the isosurface of q̇ = 10% q̇max

Sflame =

∫∫

q̇ = 0.1 q̇max

Ξ∆ dA. (9.3)

Note that the introduction of the efficiency function Ξ∆ in the integral is needed to

compensate for the reduction of flame surface due to the reduced flame/turbulence

interaction when considering the artificially thickened flame model [49, 61].

Due to the reduction in consumption speed, flame surface is expected to in-

crease to burn the same amount of fuel mass flow rate ṁfuel and provide the same
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total heat release rate so that,

ṁfuel = ρf < sc >s Sflame, (9.4)

where < sc >s is the average flame consumption speed along the surface [38].

Clearly, if ṁfuel stays constant and ρf presents small variations, Sflame has to

increase to balance the decrease in < sc >s, explaining the flame shape evolution

when considering leaner mixtures. Note that < sc >s depends not only on φ but

also on the fresh gas temperature Tf
1 as well as on the stretch rate κ applied to

the flame. The latter is generally defined as the rate of the flame surface variation

per unit area and represents the deformation of the flame front caused by the flow

field. It can be expressed as,

κ =
1

Sflame

dSflame

dt
= (δij − ninj)

∂ui

∂xj

+ Sl
∂ni

∂xi

= a + σc (9.5)

where δij is the Kronecker delta, n is the vector normal to the flame front and Sl is

the laminar flame speed. Stretch rate can be hence divided into two contributions,

namely the strain rate tangential to the flame front a and the flame curvature

σc. The last contribution is usually much lower than the strain rate for practical

applications involving highly turbulent flows, i.e. Karlovitz number > 0.1, and

therefore it can be neglected so that κ ∼ a [26, 335]. Therefore, it is possible to

evaluate the flame strain rate in LES by computing the flow strain rate tensor and

by subtracting the component normal to the flame surface. The vector normal

to the flame surface is easily identified through the temperature gradient,

n = −
∇T

‖∇T‖
. (9.6)

Note that the so computed flame strain rate corresponds to the resolved part

only while the sub-grid contribution is here neglected as a first approximation,

the resolved flame strain being assumed as a good indicator of flame stretch rate.

Figure 9.25(a-b) presents the flame surface Sflame evolution predicted by (a)

the adiabatic and (b) the CHT simulations as a function of φ. Both simulations

present a progressive increase of the flame surface as the mixture gets leaner.

Figure 9.25(c-d) presents the temporal evolution of the mean absolute volume-

averaged flame strain rate, ã, (blue) and its standard deviation, ãσ, (red) as

predicted by the adiabatic and the CHT simulations. Note that the flame volume

is here arbitrarily identified with the threshold q̇ > 0.01q̇max. As opposed to the

flame surface evolution, both simulations predict a decreasing trend for ã and ãσ

1Note that CHT-LES is able to capture the pre-heating of the fresh gases due to the warm-
up solid [59].
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Figure 9.25: Flame surface Sflame evolution predicted by (a) the adi-

abatic and (b) the CHT simulations as a function of the equivalence

ratio φ. Flame-averaged strain mean ã (blue) and standard deviation

ãσ (red) evolutions as predicted by (c) the adiabatic and (d) the CHT

simulations. Configuration A.

a) b)

c) d)

ADIAB CHT

with a large drop at φ = 0.68 and φ = 0.71 followed by a more gradual drop at φ =

0.65 and φ = 0.68 for the adiabatic and the CHT simulations, respectively. This

drops in ã suggest that a sudden change in flame stabilization happens at these

instants and that, as already observed, this modification is consistently delayed

with adiabatic boundary conditions. The evolution of the flame surface and of the

mean strain rate explains the flame shape evolution observed both experimentally

and numerically. As the lean mixtures get leaner, the flame surface increases to

compensate for the reduction in consumption speed. At the same time, the leaner

flame cannot withstand anymore the high strain rate and moves in regions where

the strain rate is lower, i.e. ã decreases.

Figure 9.26 helps visualizing the temporal evolution of the flame strain dis-

tribution presenting (a-b) the normalized points number m/mmax as a function

of the strain a and the equivalence ratio φ, (c)-(e) the isosurface of heat release

rate q̇ at 10% of its maximum value colored by a at different φ and (d)-(f) the
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φ = 0.68 0.62 0.6

φ = 0.71 0.68 0.65

a) b)
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Figure 9.26: Evolution of the flame strain distribution for Configuration

A predicted by the adiabatic and the CHT simulations. (a-b) Nor-

malized points number m/mmax as a function of the strain a and the

equivalence ratio φ. (c)-(e) Isosurface of heat release rate q̇ at 10% of

its maximum value colored by a at different φ. (d)-(f) Scatter plots

for the flame showing q̇ as a function of a and colored by T . Solutions

correspond to instants in Fig. 9.17 and Fig. 9.18.
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corresponding scatter plots for the flame volume showing q̇ as a function of a and

colored by T . As indicated by ã and ãσ in Fig. 9.25(c-d), the distribution of the

strain rate abruptly changes at φ = 0.68 and φ = 0.71 for (a) the adiabatic and

(b) the CHT simulations, presenting a distribution of points closer to low strain

values. Looking at the isosurface of q̇ colored by a (c)-(e) one can notice that the

region of large strain rate corresponds to the bottom region of the burner close

to the backplane and to the CRZ at the injector exit. Note that the adiabatic

simulation (d) predicts larger strain compared to the CHT one (f), these points

corresponding to the swirled flow outer shear layer where the M-shape flame is

stabilized only when adiabatic conditions are considered, Fig. 9.13. As the flame

gets leaner, the flame surface needs to increase elongating the flame, but the

latter cannot sustain anymore the large strain rate values at the chamber back-

plane, i.e. the lift-off process starts at φ = 0.68 and 0.71 in (c-e), respectively.

Soon after, the flame cannot withstand the strain rate in the CRZ and tends

to stabilize further downstream, causing the small drop in ã, Fig. 9.25(c-d), at

φ = 0.62 and 0.68 for adiabatic and CHT results, respectively. Note also that,

the adiabatic simulation predicts higher strain values which clearly correspond

to the outer shear layer region at the swirler exit (c) at φ = 0.62. Finally, as a

leaner mixture is considered, the flame surface reaches the maximum value and

it stabilizes on the top of the injectors, where it is subject to a minimum strain

rate value. The major role played by flame strain suggests also an explanation

for the observed delay in flame shape evolution when considering the adiabatic

boundary condition. When adiabaticity is imposed and heat losses are not taken

into account, flames tend indeed to be more resistant to large values of strain rate

and can persist in the same region of large strain values even at lower φ compared

to the CHT prediction, inducing a delay in the flame shape evolution and in the

final LBO event.

To confirm these observations, a closer look to the final LBO event is pro-

vided for Configuration B in Fig. 9.27, presenting (a-b) the flame surface Sflame

evolution and (c-d) the mean flame-averaged strain ã (blue) as well as its stan-

dard deviation ãσ (red) evolutions as predicted by the adiabatic and the CHT

simulations, respectively1. Globally, the same trend is recovered for the flame

surface, i.e. it increases until the final drop and the flame extinction. At the

same time, ã and ãσ show a progressive reduction but with a particular difference

between adiabatic and CHT predictions. The latter shows a gradual reduction

of strain rate indicating that the flame is gradually moving toward regions of low

1Note that, in this case, a temporal resolution of 1 ms is used.
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Figure 9.27: Flame surface Sflame evolution predicted by (a) the adi-

abatic and (b) the CHT simulations as a function of the equivalence

ratio φ. Flame-averaged strain mean ã (blue) and standard deviation

ãσ (red) evolutions as predicted by (c) the adiabatic and (d) the CHT

simulations. Configuration B.

a) b)

c) d)

ADIAB CHT

strain rate but it eventually does not succeed in stabilizing itself and finally ex-

tinguishes. The adiabatic result instead predicts a peak of strain rate soon after

the reduction in φ (and increase in air mass flow rate), suggesting that the flame

is suddenly subject to large strain values that it cannot withstand and blows out

since it is still stabilized close to the injector exit. Note that adiabatic and CHT-

LES predict ã in the order of 104 for φ of 0.59 and 0.61 before flame extinction,

respectively. These values are present in Configuration 00 at notably higher φ:

0.68 and 0.65, Fig. 9.25, suggesting that the injector orientation plays a major

role in the strain rate that the flame has to withstand. In particular, an injector

pointed outward as in Configuration A causes the flame to be pushed toward the

external chamber wall, increasing the average strain rate and eventually leading

to early flame shape evolution and anticipated flame extinction, explaining the

lower LBO capabilities of this configuration.

Finally, Fig. 9.28 presents the evolution of the flame strain distribution for
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f)
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D
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H
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Figure 9.28: Evolution of the flame strain distribution for Configuration

B predicted by the adiabatic and the CHT simulations. (a-b) Nor-

malized points number m/mmax as a function of the strain a and the

equivalence ratio φ. (c)-(e) Isosurface of heat release rate q̇ at 10% of

its maximum value colored by a at different φ. (d)-(f) Scatter plots

for the flame showing q̇ as a function of a and colored by T . Solutions

correspond to instants in Fig. 9.23 and Fig. 9.24.
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9. LEAN BLOW-OUT DYNAMICS

Configuration B. In particular, (a-b) show the normalized points number m/mmax

as a function of the strain a and the equivalence ratio φ, (c-e) the isosurface of

heat release rate q̇ at 10% of its maximum value colored by a at different φ and

(d-f) the scatter plots for the flame showing q̇ as a function of a and colored by T .

After the last reduction in φ, (a-b) both simulations show a reduction in points

subject to high strain, i.e. the leaner flame cannot withstand anymore high levels

of strain rate and local extinction occurs until global flame extinction occurs. The

isosurfaces of q̇ (c-e) confirm this observation, showing increasing regions of local

flame extinction as the mixture gets leaner. The reduction of points subject to

high strain is also visible from the scatter plots (d-f). Likewise Configuration A,

adiabatic results show higher strain rate levels compared to CHT ones, indicating

that the flame is capable of withstanding larger stretch, hence delaying the flame

shape evolution and the final LBO event.

9.7 Conclusions

The lean blow-out (LBO) dynamics in the Spinning Combustion Technology

(SCT) recently developed by Safran Helicopter Engines (SHE) is analyzed. Ex-

perimentally, a modified annular combustor that reproduces the main physics

behind SCT real engines is operated at NTNU close to LBO conditions. Two

configurations are analyzed to get more insights into the impact of the fuel in-

jector orientation on the LBO limits. Starting from stable flame conditions, the

air mass flow rate is gradually increased while keeping the fuel mass flow rate

constant, significantly affecting the flame stabilization. Numerically, Large Eddy

Simulation (LES) of these two configurations is performed. In terms of model-

ing, an Analytically Reduced Chemistry (ARC) kinetic scheme is employed for

describing the CH4/Air chemical reactions and for proper capturing the effect of

strain rate on flame consumption speed. The AVBP LES code is coupled with

the AVTP code that solves for heat conduction in the solid in the Conjugate Heat

Transfer (CHT) context to provide realistic thermal boundary conditions. Note

that, to require feasible HPC resources, an accelerated procedure is used in LES

to trigger LBO, i.e. the equivalence ratio is steeply decreased.

In terms of dynamics, as leaner mixtures are considered, the flame gets at first

more elongated, then it start to lift-off from the backplane and finally it detaches

from the swirler bluff-body and it stabilizes on the top of the injectors in a

continuous lifted annular shape before global extinction occurs. Both CHT-LES

and adiabatic simulations results are found to globally recover this dynamics, as

compared to experimental measured quantities, such as OH* chemiluminescence
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images and photomultiplier signals (PMT). However, while CHT LES precisely

predicts the LBO limits and the flame shape evolution, adiabatic simulations tend

to slightly but consistently underestimate the equivalence ratio at which the flame

shape transition and the final extinction occur due to the stronger stabilization

of the flame close to the injector walls.

Analysis of the flame surface evolution reveals that, in all cases, the flame

surface increases as the mixture gets leaner in order to compensate for the re-

duction in flame consumption speed. At the same time, the flame resistance to

stretch reduces and flame is found to move toward regions where strain rate is

lower, i.e. at first the flame lifts off from the backplane and then it goes out from

the Central Recirculation Zone (CRZ) at the injector exit. Finally, the flame is

completely lifted off and it takes a continuous lifted annular shape, stabilizing in

the region of minimum strain rate. A further reduction in φ causes at first local

flame extinction with the presence of holes in the flame surface and then it leads

to complete extinction.

Among the two configurations, the one with the fuel injector oriented out-

ward presents a constantly higher flame strain rate and subsequently lower LBO

limits while the other configuration with stronger flame/flame interaction offers

higher LBO limits, explaining the SCT increased blow-off capabilities with re-

spect to classical engine designs. In both configurations, CHT-based simulations

are found to correctly retrieve the flame dynamics and generally provide better

results if compared to adiabatic simulations, suggesting that heat transfer at the

wall should be carefully taken into account to achieve high-fidelity prediction of

LBO in such complex industrial configurations.
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Design of a SCT industrial
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This application Chapter presents the design and the experimental as well

as the numerical preliminary characterization of a new SCT industrial burner.

For this part of the work LES was used as an industrial design tool at SHE

(October 2020) to propose a modification of the NTNU test bench to have a closer

correspondence to real helicopter engines. After design and manufacturing, this

new combustor was then experimentally and numerically characterized during

the secondment performed at NTNU (September 2021) in the framework of the

MAGISTER European Project. The burner is showed to be fully operational

and to comply with various industrial criteria used to design real combustors

at SHE, confirming the maturity of the LES modeling approach to analyze and

design novel aeronautical engines. Note that this Chapter presents a qualitative

overview of the results that have been accepted for publication in the Journal of

Engineering for Gas Turbines and Power and presented at ASME Turbo Expo

2022 [336].

10.1 Industrial requirements and design criteria

The first modification proposed on the NTNU annular bench (i.e. V1 ) and ana-

lyzed in Chapter 8 and Chapter 9 already allowed to retrieve some of the physics

of SCT real engines and to understand the flame stabilization and dynamics
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Air
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Figure 10.1: Scheme of the flow topology in SHE real helicopter engines.
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Figure 10.2: Scheme of (a) the NTNU SCT-V1 and of (b) the proposed

modification SCT-V2 to retrieve flow topology of SHE real engines.

a) b)
SCT-V1 SCT-V2

when considering operating conditions close to LBO. This design lies also within

most of SHE combustor design rules when it comes to combustor dimensions,

inter-injector distance and swirl level. However, when it comes to the exact flow

topology of real engines, Fig. 10.1, few criteria are not satisfied and should be

fulfilled in the next version, such as the presence of a primary combustion zone,

the use of multiperforated wall for cooling and the aerodynamic load as well as

the mean combustor velocity. In particular:

• the relative pressure loss of the combustor SCT-V1 is too low, equal to 2%

P0 while in real engines it is of the order of 3-4%;

• the aerodynamic blockage between the injectors (i.e. injector’s exit diameter

compared to combustor section) is too large with respect to to real engines;

• the cooling airflow velocity at the combustor backplane is provided by cool-

ing film in SCT-V1, while in real engines it is provided by multi-perforation.
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10. DESIGN OF A SCT INDUSTRIAL BURNER

Figure 10.3: Geometric CAD model of the SCT-V2 proposed modifica-

tion.

Design point ṁCH4 [g/s] φinj φPZ ṁair,inj [g/s] ṁair,PH [g/s] ṁair,MP [g/s] Pth [kW]

I 1.5 1.2 0.6 21.55 18 9.63 83
II 1.125 1.2 0.6 16.16 13.5 7.22 62
III 0.75 1.2 0.6 10.77 9 4.81 41.5

Table 10.1: Design points for SCT-V2.

As depicted in Fig. 10.2 , to retrieve the same flow topology as in SHE engines,

the proposed modifications are:

• To reduce the injector diameter and effective area to reduce the aerodynamic

blockage and increase the pressure loss;

• To push the injector close to the outer wall to reduce the aerodynamic

blockage;

• To introduce effusion cooling through multi-perforation at the combustor

backplane;

• To add primary holes downstream the injector to introduce a recirculation

zone and close the flame primary zone.

The design point has been chosen to fulfill the SHE design rules for SCT

engines in terms of aerodynamic load, mean combustor velocity, pressure loss,

multiperforation and primary holes number. Note that, the additional constraints

from the annular test rig geometry (e.g. inner and outer diameters) and due to

the maximum mass flow rates available at the NTNU laboratory were taken into

account during the process. Table 10.1 reports the design point I considered for

SCT-V2. φinj φPZ refer respectively to the injector and to the primary zone

equivalence ratio. The latter is computed considering 2/3 of air coming from the
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Figure 10.4: Periodical computational domain used in LES with

overview of the 15M cells mesh. Note that the atmosphere is taken

into account at the end of the combustion chamber (not shown).

primary holes ṁair,PH is participating to the primary zone combustion plus the

air from the injector ṁair,inj and from the multiperforated wall ṁair,MP . Lower

thermal power points II and III were not originally considered for design but have

been investigated during the test bench characterization of section 10.3.

The proposed design is presented in Fig. 10.3, showing the geometric CAD

model. The injector swirler diameter has been reduced to 13.2 mm and the

injector has been pushed to the outer wall to increase the pressure loss and to

reduce the aerodynamic blockage, respectively. Injectors are inclined 45 ◦ toward

the backplane and 22.5 ◦ toward the inner wall while the distance of the injector

exit center from the backplane is 30 mm. Note that the injector exit diameter is

further reduced at the exit to reproduce real engine injector geometries. At the

same time, multiperforated walls are added to the backplane with holes having

0.5 mm diameter and a 60 ◦ inclination in the direction of the spinning azimuthal

flow. Finally primary holes are introduced on the inner wall to form the primary

combustion zone and create a recirculation zone as in Fig. 10.1.

10.2 Preliminary simulations and design opti-

mization

Before manufacturing, LES is used to study the flame stabilization and to confirm

as well as optimize the design. Indeed, some geometrical parameters have still to

be determined and cannot be simply chosen on the base of 1D industrial tools or

design criteria. In particular, the injector exit geometry (i.e. exit diameter) and

the position as well as the diameter of the primary holes need to be optimized.
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10. DESIGN OF A SCT INDUSTRIAL BURNER

The computational domain used in this study is presented in Fig. 10.4. A 60◦

periodic sector is considered for simulations and the premixed mixture is injected

at the tube inlet without considering the plenum. The grid consist of 15M cells

and has been refined in the expected flame region. LES is performed using the

AVBP code with the modeling used in Chapter 9 when it comes to the LES

SIGMA turbulent closure [46], the TTGC numerical scheme [48], the NSCBC

boundary conditions [30] and the thickened flame model (DTFLES) [48, 61, 64].

To speed up the computations, CH4/Air chemistry is modeled through a 2-step

kinetic scheme and adiabatic thermal boundary conditions are imposed at the

walls. Note that multiperforated wall and primary holes are not meshed but

air mass flow rate is directly imposed at these walls by locally modifying the

boundary condition. This strategy allows for easily changing the number, position

and dimensions of these geometrical features without the need of modifying the

CAD and creating a new mesh.

At first, the position (x = 50 mm from the backplane) and the diameter (DPH

= 4.1 mm) of the primary holes are fixed while the impact of the exit injector

geometry on the flame shape and stabilization is analyzed. Three injector exit

geometries diameters are considered, namely the 13.2 mm (without restriction)

and the 11.5 mm as well as the 10 mm that present a restriction to mimic real

engines geometry. Figure 10.5 presents (a) the injector geometries, (b) the cut-

planes showing the normalized time-averaged heat release rate field q̇/q̇max and

(c-d) the isosurfaces of q̇ at 10% of q̇max colored by time-averaged temperature

T . In all cases, Fig. 10.5(b), the flame stabilizes in the Central Recirculation

Zone (CRZ) of the injector with heat release rate happening in the outer shear

layer, probably due to the adiabatic boundary conditions imposed, as seen in

Chapter 9. Note that some heat release rate is visible at the primary holes in all

cases as a result of the rich injector conditions. A major difference is seen instead

when it comes to heat release rate in the inner shear layer, close to the injector

exit center. As the exit diameter is reduced, the flame hardly stabilizes at the

injector exit center and assumes a M-shape in the 10 mm case when the pressure

loss and the bulk velocities increase. The isosurfaces of q̇, Fig. 10.5(c-d) show

that the flame angle and shape also change. In the case without restriction, the

flame angle is larger and the flame reaches the outer wall, potentially inducing

high thermal load. The flame assumes a ”flower” shape and the six branches

can be clearly identified, as seen for SCT-V1 in Chapter 8. However, as the exit

diameter is further reduced to 11.5 and 10 mm, the flames are more compact,

their opening angle reduce and the isosurface of q̇ stabilizes further from the outer

wall, potentially reducing the thermal load.
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Figure 10.5: Comparison of flame shape stabilization for different injec-

tor exit diameters. (a) Injector geometries. (b) Cut-planes showing the

normalized time-averaged heat release rate field q̇/q̇max. (c-d) Isosurfaces

of q̇ at 10% of q̇max colored by time-averaged temperature T .

a)

b)

c)

d)

Dinj = 13.2 mm 11.5 mm 10 mm
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10. DESIGN OF A SCT INDUSTRIAL BURNER

Figure 10.6: Comparison of time-averaged temperature T at the outer

wall for the different injector exit geometries. Radial cut-planes show

the flow topology by means of streamlines computed as line integral

convolution of the velocity vector [299].

Dinj = 13.2 mm 11.5 mm 10 mm

This observation is confirmed in Fig. 10.6, showing the time-averaged temper-

ature T at the outer wall for the different injector exit geometries. As expected,

outer wall temperature is lower as the injector exit diameter reduces and the flame

stabilizes further from the wall. Radial cut-planes show also the flow topology by

means of streamlines computed as line integral convolution of the velocity vec-

tor [299]. The injector recirculation zone is more important in the case without

restriction and in the 11.5 mm case compared to the 10 mm one, explaining the

difference in flame stabilization at the injector exit center. Therefore, the 11.5

mm case seems to be the better tradeoff since the flame is sufficiently compact

to stabilize further from the outer wall and, at the same time, the injector CRZ

is sufficiently strong to let the flame stabilize close to the injector exit center.

Note however that, no matters the injector diameter, a high temperature region

is visible over the injector, potentially inducing high thermal load on the outer

wall.

To check if primary holes play a role in the observed spot of high temperature,

Fig. 10.7 compares the flame shape and stabilization for different height from

the backplane of the primary holes, namely xPH = 50 mm and 40 mm. In

particular, it presents (a) the isosurfaces of q̇ at 10% of q̇max colored by time-

averaged temperature T and the cut-planes showing (b) the normalized time-

averaged temperature T as well as (c) the flow topology by means of line integral

convolution of the velocity vector. Flame shape and stabilization is very similar

for both cases, Fig. 10.7(a), but, in the xPH = 40 mm case, the heat release rate

at the primary holes is interacting with the flame stabilized in the CRZ. A hole is

also visible in the isosurface of q̇ close to the injector exit, likely due to the flow

coming from the primary hole just on the top of the injector. This observation
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Figure 10.7: Comparison of flame shape and stabilization for different

height from the backplane of the primary holes. (a) Isosurfaces of q̇
at 10% of q̇max colored by time-averaged temperature T . Cut-planes

showing (b) the normalized time-averaged temperature T and (c) the

flow topology by means of line integral convolution of the velocity vector.

a)

b)

c)

xPH = 50 mm 40 mm
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Figure 10.8: Effect of jet penetration on the time-averaged temperature

T at the outer wall and on the flow topology on radial cut-planes.

DPH = 4.1 mm DPH = 6 mm No PH

is confirmed by looking at the time-averaged temperature T field, Fig. 10.7(b).

The recirculation zone created by the primary holes in the 40 mm case is able to

better cool down the outer wall with respect to the 50 mm case case. Moreover,

the 40 mm case results in a more uniform temperature field both on the outer

wall and toward the exit of the combustor (not shown)1. However, part of the

flow is pushed down by the external recirculation zone, causing the hole in the

time-averaged flame surface. More details on the flow topology are recovered

from Fig. 10.7(c). In both cases, the primary holes create external recirculation

zone on the top of the CRZ created by the injector and the injected flow close

the primary zone of the combustor. In the 40 mm case however, the primary

zone is smaller and the velocity field is pushed toward the backplane as observed.

Therefore, the perfect tradeoff would be to have an intermediate distance from

the backplane, xPH = 45 mm, to reduce the temperature at the outer wall and

to limit the interaction between the primary holes flow and the flame surface

stabilized at the injector CRZ.

The effect of jet penetration on the time-averaged temperature T at the outer

wall and on the flow topology on radial cut-planes is illustrated in Fig. 10.8 for

DPH of 4.1 mm and 6 mm and for the case without primary holes. Flame shape

is essential the same in all cases, confirming that in the xPH = 50 mm case there

is no large interaction of the primary holes with the flame as confirmed by the

1Note that the temperature field at the exit of the combustion chamber is a critical param-
eter for the design of real engines since it affects the thermal load on the downstream turbine.
For that reason, a more uniform temperature field represents an improved design.
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Figure 10.9: Effect of injector equivalence ratio on flame shape. Isosur-

faces of q̇ at 10% of q̇max colored by time-averaged temperature T

a)

b)

φinj = 0.8 1.2 1.6

lenght of the different recirculation zones. Note that the recirculation zone at the

top is no longer visible if the primary holes are not present. In the 6 mm case, the

primary holes jet penetration is much less (at constant mass flow rate to respect

design point I, Tab.10.1) and, as a consequence, the outer wall temperature is

higher. Therefore, a diameter of 4.1 mm seems to be a good tradeoff for the

considered design point.

Finally, the effect of the operating conditions on the flame shape and stabiliza-

tion is presented in Fig. 10.9, showing the isosurfaces of q̇ at 10% of q̇max colored

by time-averaged temperature T for an injector equivalence ratio of 0.8, 1.2 and

1.6. As it happens in real engines combustor, when increasing the equivalence

ratio of the injector (having constant the air mass flow rate), the flame starts to

stabilize at the primary holes and along the multiperforated wall. At the same

time, when reducing the equivalence ratio of the injector, the flame moves out

from the injector CRZ and stabilizes in the region between the injector, the pri-

mary holes and the multiperforated wall. Note that, as opposed to what happens

in SCT-V1 close to LBO conditions (Chapter 9), the flame does not leave the
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primary zone that results to be strongly closed by the primary holes that create

a recirculation zone as in real combustors, Fig. 10.1.

As a results of these preliminary simulations, the design of the SCT-V2 has

been optimized and all the geometrical parameters have been determined. In

particular, for the injector exit geometry, a diameter of 11.5 mm results to be a

good tradeoff to have good flame stabilization and low temperature on the outer

wall due to the more compact flame. When it comes to the primary holes, a

diameter of 4.1 mm has showed a good jet penetration if compared to 6 mm case

whose penetration is insufficient to close the primary zone and cool down the

outer wall. The optimal height of the primary holes is in between the two cases

analyzed here (i.e. 45 mm) since, the lower the distance from the backplane, the

more the primary holes interact with the flame and cool down the outer wall.

The following discussion with NTNU research group and with the manufacturing

company confirmed the feasibility of the proposed modification, the only differ-

ence being the diameter of the holes for the multiperforated walls. The latter was

increased from 0.5 to 1 mm to avoid issues in the manufacturing process. While

in real engines this would cause an increase in the air mass flow rate through the

multiperforation since the pressure loss is fixed for all the combustion chamber,

in the NTNU case, the mass flow rate can be regulated separately for the injector,

the primary holes and the multiperforated walls. As a consequence, the design

point air mass flow rate can still be injected through the multiperforation with

however lower pressure drop and resulting velocity, marginally impacting the flow

topology.

10.3 Test bench characterization

After design and manufacturing, the SCT-V2 burner has been experimentally and

numerically characterized during the secondment performed at NTNU (Septem-

ber 2021) in the framework of the MAGISTER European Project. Note that,

during this secondment, experiments are lead by the PhD candidate Yi Hao

Kwah (NTNU) with the support of the author and viceversa for LES. Objective

of this characterization are as follows:

• Stability map: to determine of the stability map of the burner in terms of

ignition and LBO limits;

• Operability: to study the LBO dynamics and the light-around as well as

the ignition processes;
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Figure 10.10: (a) Picture of the SCT-V2 combustor and (b) instanta-

neous flame image [336].

a)

b)

• Staged combustion: to investigate the possibility to improve the LBO and

ignition limits by changing the distribution of fuel among the injectors.

Having richer injectors and leaner ones can improve the operability? 1.

To determine the stability map of the burner, the ratio among the different

air mass flow rates is kept constants as in real engines the air distribution is

controlled by the pressure loss only and cannot be change during operation. To

change the operating point, the total air mass flow rate can be modified as for

design points II and III in Table 10.1. For each point, the thermal power can be

changed by modifying the fuel mass flow rate.

In the following, the experimental and numerical setup are presented in sec-

tion 10.3.1. The effect of the injector equivalence ratio on the flame shape and

1Note that in real engines some injectors are operated at richer conditions with respect to
other to improve operability. The idea here is to investigate this process and get more insights
into this phenomenon.
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Figure 10.11: ((a) Scheme of the burner with the relevant diagnos-

tics [336] and (b) picture of the experimental setup.

a) b)

stabilization is discussed in section 10.3.2. Finally, the ignition process and the

LBO dynamics are qualitatively presented in section 10.3.3.

10.3.1 Experimental and numerical setup

Figure 10.10 presents (a) the picture of the manufactured SCT-V2 combustor

and (b) an instantaneous flame image [336]. Note that the outer wall is made by

a large quartz window to allow for using optical diagnostics.

A schematic of the burner with the relevant diagnostics is provided in Fig. 10.11

together with a picture of the experimental setup. The diagnostics used in Chap-

ters 8 and 9. In particular, one photomultiplier (PMT) for each flame is used

for recording OH* chemiluminescence 1D signals. A high-speed Phantom V2012

camera provides visualization of the flames from the top via an air-cooled mirror.

OH* chemiluminscence side images are recorded by a second high-speed camera

equipped with a LaVision High-Speed Intensified Relay Optics unit and a UV fil-

ter (centred at 310±10 nm). In addition, measurements of the temperature on the

internal wall are provided by a pyrometer while temperature on the external part

of the backplane and at the outer wall are measured through two thermocouples.

Ignition procedure is similar to what is performed in the MICCA combustor [337]

and it is performed via an electrode connected to a Danfoss EB14 transformer

located 10 mm downstream of the injector. Sparks are produced continuously
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Figure 10.12: LES computational domain with zoom on the mesh at the

multiperforated wall. Isosurfaces of instantaneous heat release rate q̇ is

also shown.

every 20 ms with an energy of 50mJ that is is two order of magnitude larger than

the minimum ignition energy (i.e. 0.6mJ) for CH4 at φ = 0.7 [336, 338].

LES is performed with the modeling presented in section 10.2. Experimentally

measured temperature at the internal and outer walls as well as the backplane

are imposed in LES with a suitable thermal resistance, as depicted in Chapter 4.

The LES computational domain is presented in Fig. 10.12. The grid comprises

the full annular combustor and is composed by 96M cells, i.e. 16M cells for each

sector. Note that, this time, the primary holes and the multiperforated plate are

discretized since the geometry is already optimized. At least 6 cells are placed

in the multiperforation holes to allow for a reasonable resolution of the injection

velocity profiles.

10.3.2 Flame shape and stabilization

The effect of the injector equivalence ratio on the flame shape and stabilization

is at first discussed. Figure 10.13 presents (a-c) the experimentally measured

time-averaged LOS-integrated OH* chemiluminescence images compared to (b-

d) the predicted time-averaged LOS heat release rate q̇ for design points I and

III (Table 10.1) and injector equivalence ratio of φ = 1.6 and φ = 1.25. For low

equivalence ratio, the visual from the top of the flames both in (a) experiments

and (b) LES reveal that flames stabilize close to the injector exits and do not

strongly interact. At higher equivalence ratio instead, flames stabilize further
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Figure 10.13: (a-c) Experimentally measured time-averaged LOS-

integrated OH* chemiluminescence images compared to (b-d) predicted

time-averaged LOS heat release rate q̇ for design points I and III and

injector equivalence ratio of φ = 1.6 and φ = 1.25.

a)

b)

c)

d)

Design point I Design point III

φ = 1.6 φ = 1.25 φ = 1.6 φ = 1.25

from the injectors and one can hardly detect the separation between the different

flames that hence take on a continuous annular shape. This observations are

confirmed by looking at (c) the side OH* images. For both design points, as

the equivalence ratio gets richer, the flame stabilizes downstream of the injector

and heat release rate is present also at the primary holes and at the backplane,

i.e. the flame is looking for air and stabilizes in leaner regions. Note that, for

design point III, the interaction with the backplane is stronger and it is likely

due to the reduced air mass flow rate and hence velocity injection through the

multiperforated plate. As the equivalence ratio becomes leaner instead, flames
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stabilize close to the injector exit in the CRZ and the interaction with air coming

from the backplane and the primary holes is less important. Note that, also for

these leaner condition, the flame is more compact and tends to stabilize closer

to the backplane for design point III compared to design point I, where the

heat release rate is more widened. (d) LES correctly captures the flame shape

evolution and the different stabilization according to the change in equivalence

ratio, predicting the interaction with the multiperforated plate as well as the

primary holes for the richest conditions while showing also the stabilization of

the flame in the injector CRZ for φ = 1.25. Note that this peculiar behavior

is typical of real helicopter engines. The latter usually operate at local rich

conditions close to the injector for increasing operability capabilities and then

dilution air is introduced to reduce the hot gases temperature and the pollutant

emissions, such as NOx.

The different flame shape and stabilization is better shown in Fig. 10.14,

presenting isosurfaces of computed time-averaged heat release rate q̇ at 10% of its

maximum value colored by temperature T for the same conditions as Fig. 10.13.

At φ = 1.6, as the total air mass flow rate reduces (i.e. passing from design point

I to design point III) flames become more compact and interact more with the air

coming from the multiperforated plate, due to the reduced pressure loss. When

reducing the equivalence ratio to 1.25, flames are well stabilized in the CRZ of

the injector and weak heat release rate is present at the primary holes and at

the backplane. Note that, the flames being more compact, the flame isosurfaces

are well distinct, as observed also in Fig. 10.13. Note also that a hole in the q̇

isosurfaces is visible close to the injector exit in all conditions, especially for the

low thermal power ones. This is likely due to the air injection coming from the

primary hole on the top of the injector, as noticed also in Fig. 10.7.

10.3.3 Operability: LBO and ignition dynamics

When it comes to the combustor operability, three configurations have been

tested. Figure 10.15 presents the schemes of the (a) unstaged and (b-c) staged

configurations. While in the unstaged ”classical” configuration, all the injectors

are fed with the same fuel mass flow rate, in the staged configurations three in-

jectors are fed differently with respect to the others in an attempt to increase the

global LBO and ignition limits. In particular, injectors with the same color have

the same fuel mass flow rate.

To obtain the ignition limits, for each design point, the injector equivalence

ratio is gradually increased until the combustor successfully ignites. For the LBO
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10. DESIGN OF A SCT INDUSTRIAL BURNER

Figure 10.14: Isosurfaces of time-averaged heat release rate q̇ at 10% of

its maximum value colored by temperature T for design points I and III

and injector equivalence ratio of φ = 1.6 and φ = 1.25.

D
es

ig
n

p
oi

n
t

I
D

es
ig

n
p

oi
n
t

II
I

φ
=

1.
6

φ
=

1.
25

φ
=

1.
6

φ
=

1.
25

limits instead, starting from stable conditions, the injector equivalence ratio is

gradually decreased until LBO1. Figure 10.16 presents the stability map showing

the LBO and ignition limits for the three design points of Table 10.1. Air flow

rate takes into account the total mass flow rate through the multiperforated wall

and the injectors as well as 2/3 of the air coming from the primary holes, which

are assumed to participate to combustion in the primary zone. As expected,

when the total air mass flow rate (and hence the bulk velocity) reduces, both

1Experimentally, more than 10 tests are performed for each φ to verify the operability limits.
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10.3 Test bench characterization

Figure 10.15: Schemes of the (a) unstaged and (b-c) staged configura-

tions. In the staged configurations, injectors with the same color have

the same fuel mass flow rate.

Unstaged Staged I Staged II
a) b) c)

the ignition and the LBO limits improve. For design point III, the ignition and

LBO limits of staged configurations are also indicated, showing that a relevant

improvement in engine operability can be achieved by feeding some injectors with

richer mixtures. The combustor can indeed be successfully ignited and operated

at lower global equivalence ratios and hence lower thermal power if compared to

unstaged classical configurations. Note however that the best configurations for

LBO and ignition are not the same. While for LBO, the best staged configuration

is the alternated one, i.e. staged I in Fig. 10.15(b), the best configuration for

ignition is the staged II, Fig. 10.15(c). Note also that for ignition, the position

of the spark with respect to the rich/lean injectors is a relevant information, i.e.

the best ignition limit is achieved in the configuration as Fig. 10.15(c), namely

with the spark just downstream the first (blue) rich injector.

A possible explanation of the increased operability limits in the staged con-

figurations can be linked to the flame/flame interaction. In LBO, the injectors

running with richer mixtures act as pilot injectors, sustaining the lean down-

stream flames. It is therefore not surprising that the best staged configuration

is the one alternating rich and lean injectors. For ignition instead, rich con-

ditions upstream the injector helps in the formation of the kernel that travels

downstream and can easily ignite the rich injector downstream. Sometimes, the

injector just downstream is observed to miss the ignition and the following injec-

tor ignites if it is also a rich one. This observation can be confirmed by looking

at Fig. 10.17, presenting the experimental ignition sequence for design points I

and III at an equivalence ratio φ = 1.6 and at the leanest ignition limit in the

unstaged configuration. Each circle corresponds to one run, the 10 concentric

circles being 10 independent runs and allowing for statistical analysis. The color

on one run corresponds to the ignition sequence, i.e. the first injector to ignite

303



10. DESIGN OF A SCT INDUSTRIAL BURNER

Figure 10.16: Stability map showing the LBO and ignition limits for the

three design points of Table 10.1. Air flow rate takes into account the

mass flow rate through the multiperforated wall, the injectors and 2/3

of the air coming from the primary holes. Ignition and LBO limits for

staged configurations for design point III are also indicated [336].

is the dark blue one and the last injector is the red one. For each run there is a

small circle symbol comparing on the light around time to the average value on

the 10 realizations. For design point I and φ = 1.6, the first injector to ignite

is the one just donwstream the spark and the ignition sequence is very coherent,

following the azimuthal flow direction. For the same equivalence ratio, but lower

thermal power at design point III, the first injector to ignite is always the one just

downstream the spark but sometimes the kernel is able to move upstream due to

the reduced bulk velocity and it ignites the injector upstream the spark before

igniting all the other injectors. The same phenomenon happens also at lower

equivalence ratios, especially when one is close to the ignition limit, indicating a

less coherent ignition sequence.

Figure 10.18 presents the ignition dynamics for design point I at φ = 1.6.

Experimental top visual images are compared to computed isosurfaces of q̇ at

different instants after the ignition. Due to the large bulk velocity, the flame front

is not able to move upstream and the ignition sequence follows the azimuthal

mean flow. LES is found to retrieve the right ignition dynamics and predicts

a light around time in the order of 25 ms, in satisfactory agreement with the
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10.3 Test bench characterization

Figure 10.17: Experimental ignition sequence for design points I and III

at an equivalence ratio φ = 1.6 and at the leanest ignition limit [336].

Unstaged Configuration. Each circle represents an experimental run.
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experiments, presenting however a faster evolution of the kernel in the during the

first instants1.

For lower thermal conditions, LES is able to predict an ignition sequence

that does not follow anymore the mean azimuthal flow. Figure 10.19 presents

the ignition dynamics for design point III at φrich = 1.3 and φlean = 1.05 in the

Staged configuration II. Computed isosurfaces of heat release rate q̇ at different

instants after the ignition. In this case, the reduced bulk velocity allows the flame

1The Soft Ignition with Relaxed Temperature (SIRT) model is used in LES. The latter
imposes a target temperature in a sphere using a temporal and a spatial Gaussian masking to
avoid creating large gradients. In this LES, the location of the sphere (D = 20 mm) corresponds
to the spark location in experiments. A temperature target of 2000K is used. Note that the
energy deposited with this model is larger compared to the one deposited experimentally with
the spark and can explain the faster development of the kernel in the first instants of the
simulations with respect to experiments.
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10. DESIGN OF A SCT INDUSTRIAL BURNER

Figure 10.18: Ignition dynamics for design point I at φ = 1.6. Exper-

imental top visual images compared to computed isosurfaces of heat

release rate q̇ at different instants after the ignition.
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10.4 Final remarks

front to move upstream toward the first rich injector. According to the reduced

mean azimuthal velocity, also the light-around time seems larger and the ignition

process is slowed down.

When it comes to LBO dynamics, the SCT-V2 combustor is also found to re-

produce the same phenomena observable in real helicopter engines. Figure 10.20

shows the LBO dynamics in the real Arrano helicopter engine compared to ex-

periments and LES performed on the SCT-V2 NTNU burner at design point

III. Images refer to successive instants and show (b-c) the blow-out and (d) the

successful re-ignition of the downstream injector due to the increased flame-flame

interaction. Therefore, the upstream injector acts as a pilot flame as it is able to

sustain and re-ignite the downstream flame. This explains also the higher LBO

limits of the staged configurations and in general the improved operability of the

SCT engines.

10.4 Final remarks

The new SCT-V2 industrial burner is presented with the performed design pro-

cess and its experimental as well as numerical introductory characterization. A

preliminary design is proposed to increase the relative pressure loss of the com-

bustor, reduce the aerodynamic blockage between the injectors, introduce cooling

through multiperforated wall and primary holes in order to produce a combus-

tion primary zone following the SHE design criteria. LES is then used as an

industrial tool to optimize this design in terms of injector exit geometry and

primary holes geometric parameters to improve the flame stabilization and to re-

duce the thermal load on the combustor parts. After manufacturing, the burner

is characterized through experiments and LES to obtain its stability map. The

flame shape evolution and its stabilization according to the different operating

conditions follows the same behavior as in real helicopter engines. As the injec-

tor equivalence ratio increases, the flame moves out from the injector CRZ and

stabilizes downstream, interacting with the air coming from the multiperforated

wall and the primary holes. When it comes to the combustion dynamics, very

peculiar phenomena are also observed. Ignition sequence is strongly dependent

on the selected operating conditions and LBO dynamics shows blow-out and re-

ignition of single injectors, as in real engines. Moreover, ignition and LBO limits

can be improved by changing the feeding pattern of the injectors in a staged con-

figuration, confirming the relevance of the flame/flame interaction when it comes

to engine operability and explaining the improved capabilities of SCT engines.

Therefore, the SCT-V2 burner is showed to be fully operational and to comply
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10. DESIGN OF A SCT INDUSTRIAL BURNER

with various industrial criteria used to design real combustors, confirming the

maturity of the LES approach to analyze and design novel aeronautical engines.
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10.4 Final remarks

Figure 10.19: Ignition dynamics for design point III at φrich = 1.3 and

φlean = 1.05. Staged configuration II. Computed isosurfaces of heat

release rate q̇ at different instants after the ignition.
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10. DESIGN OF A SCT INDUSTRIAL BURNER

Figure 10.20: Lean Blow-Out dynamics in the real Arrano helicopter

engine compared to experiments and LES performed on the SCT-V2

NTNU burner. Images refer to successive instants and show (b-c) the

blow-out and (d) the successful re-ignition of the downstream injector

due to the increased flame-flame interaction.

Arrano SHE engine EXP - SCT-V2 LES - SCT-V2
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Chapter 11

Conclusions and perspectives
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11.1 PhD work summary

This PhD thesis focused on the assessment of Large Eddy Simulation (LES),

in a Conjugate Heat Transfer (CHT) context, for predicting engine operability

when dealing with innovative technologies, covering the cases of different fuel

compositions like hydrogen, as well as a new combustor geometry: the Spinning

Combustion Technology (SCT). To this scope, the present work coped with three

research questions:

• Which developments and methods are needed for LES to support the design

challenge of new (low-carbon) combustion technologies?

• Is it possible to analyze the effect of hydrogen enrichment on classical hy-

drocarbon flame dynamics?

• Can we study the Spinning Combustion Technology to get more insights on

the improved operability capabilities?

The first objective was therefore to individuate the main modeling difficulties

that high-fidelity LES would encounter when simulating new combustion tech-

nologies. Among the different challenges, three developments were found to be

the keystone for achieving good LES prediction, namely the required tradeoff be-

tween discretization accuracy and simulations cost, the modeling of heat transfer

at the walls, and the development of accurate chemical mechanism as well as vari-

able transport properties. Indeed, both H2-enrichment and real engine conditions
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11.1 PhD work summary

yield reduced flame thickness, leading to more stringent requirements in terms of

domain discretization. On top of that, flame stabilization location cannot be pre-

dicted in new combustor technologies a priori, generally leading to not-optimized

hand-made meshes. To overcome this issue, a new Static Mesh Refinement (SMR)

strategy based on physical Quantities of Interest (QOI) was proposed in LES of

turbulent reactive flows. The method was successfully validated on different con-

figurations and it was found able to identify the relevant physics of turbulent

reacting flows that are essential for the overall LES accuracy. LES accuracy was

also found to be strongly affected by the imposed thermal boundary conditions.

The correct prediction of wall heat transfer was showed to be of fundamental

importance to capture the experimental thermoacoustic behaviour of a partially

premixed swirled stabilize flame. More generally, this confirmed that high fidelity

can be achieved for combustion LES solvers only when precise boundary condi-

tions are used not only for the inflow and outflow acoustic impedances but also

for the wall thermal boundary conditions. When dealing with non-conventional

fuels, such as hydrogen, careful attention has to be paid on the chemistry de-

scription and transport model. In particular, LES predictions were found to be

influenced by the adopted transport models highlighting the importance of using

complex transport properties in any LES involving hydrogen combustion.

The second research question was addressed by studying the impact of H2

enrichment of a CH4 partially-premixed turbulent swirling flame both at atmo-

spheric conditions and at elevated pressure (up to 5 bar). Both hydrogen enrich-

ment and elevated pressure were found to significantly affect the flame shape,

its stabilization and the corresponding thermoacoustic response. In addition,

modifications of the flame shape varied the thermal load on combustor elements

changing their maximum operative temperature. Change of flame shape was

found to be the key element of the different thermoacoutic response and it is

likely due to the different flame properties linked to hydrogen enrichment and

to the modification of the chemical and turbulent time scales linked to elevated

pressure. As pressure significantly impacts the turbulent reactive flow scales,

SMR approach was required to discretize the fluid domain and allow for correctly

resolving the different flames with the same combustion modeling at all pressures.

With this approach, LES successfully predicted the complex turbulent reactive

flow, hence confirming the potential of numerical simulations in investigating

high-power density flames close to real engine operating conditions.

To address the third research question, the flame stabilization and the flame

dynamics in the SCT was analyzed by performing LES of the NTNU modified

annular combustor that reproduces the main physics behind SCT real engines.
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Global and local equivalence ratios were found to play a major role in controlling

the flame positioning in such a spinning combustion system and they turned out

to be the most important design parameters. When it comes to the dynamics,

among the two configurations analyzed, the one with the fuel injector oriented

outward presented a constantly higher flame strain rate and subsequently lower

LBO limits while the other configuration with stronger flame/flame interaction

offered higher LBO limits, explaining the SCT increased blow-off capabilities

with respect to classical engine designs. CHT-based simulations were found to

correctly retrieve the flame dynamics and generally provide better results if com-

pared to adiabatic simulations, suggesting that heat transfer at the wall should be

carefully taken into account to achieve high-fidelity prediction of LBO in such a

complex industrial configuration. As a conclusive demonstration, LES was used

as an industrial design tool to propose a new modification of the NTNU test

bench to have a closer correspondence with the real helicopter engine. This new

test bench was then showed to be fully operational and to comply to various in-

dustrial criteria used to design real combustors at SHE, confirming the maturity

of this modeling strategy to analyze novel aeronautical engines.

By addressing these challenges, the author demonstrated the assessment of

LES, in a CHT context, for predicting engine operability when dealing with in-

novative technologies and therefore highlighted the central role of High Power

Computing (HPC) and high-fidelity LES in the transition towards a decarbonized

future.

11.2 Future works

Although this PhD thesis has contributed to the analysis of H2-enriched flames

and the Spinning Combustion Technology, it opens also a wide range of questions

that still need to be addressed.

First of all, since this work focused on H2-enriched flames up to 50% by

volume, a fundamental future step will be to study pure hydrogen flame configu-

rations in which the technological and modeling limits are more heavily present.

To this regard, the developed methodologies for H2/CH4 blends need to be ex-

tended to full-H2 swirl-stabilized flames to analyze the complex turbulent flame

structure and its stabilization mechanisms. On top of that, it’s true that H2 does

no directly produces CO2 but attention should be paid on other pollutant emit-

ted, such as NOx that increases with the higher adiabatic flame temperature of

hydrogen. From an operational point of view, when moving towards pure hydro-

gen, flashback becomes also a central problem. Hence focus should be devoted
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in evaluating the propensity and the mechanisms leading to unsafe flashback in

a wide range of operating conditions.

Second, the SCT has been analyzed in terms of lean-blow out capabilities but

much still needs to be understood when it comes to different operating condi-

tions or configurations. SCT needs also to be further investigated for different

operability capabilities, such as ignition limits and light-around time. On top of

that, although the preliminary characterization of the new NTNU SCT burner

has been already performed, future studies are needed to get more insight into

the physics behind LBO and ignition increased capabilities of this burner.

Finally, one can think of joining the two investigated strategies by introducing

hydrogen in the SCT to gain in engine operability with respect to classical lean

combustors while reducing CO2 emissions compared to classical carbon-based

fuels. Of course, beside hydrogen, Sustainable Aviation Fuel (SAF), which are

produced from biomasses, can also be used for reducing the carbon footprint of

helicopter engines and a study in this direction would surely be of great interest

to test and analyze the versatility of the SCT to different types of fuels.

In conclusions, this PhD thesis results push a little step towards a low-carbon

future but there are still many potential technological limits for existing and novel

combustor designs that the combustion community needs to break to finally com-

plete the path toward decarbonization. It might seem daunting but the biggest

challenges get overcome one step at a time. I’m sure we can do it.
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Appendix A

Operating procedure and

correlations for implementing the

HRT method

This appendix illustrates the operating procedure and some useful correlations

for implementing the HRT method. Indeed, whether or not temperature exper-

imental data are available, a good guess for the thermal resistances can be set

for each surface as an equivalent resistance Req, similarly to an electric circuit,

assuming that radiation and convection act in parallel.

Req = Rcond +
1

1/Rconv + 1/Rrad

. (A.1)

To compute the different resistances, the following equations can be used:

Rcond = Ls/λs, (A.2)

1

Rconv

= hconv =
λair

Lconv

(
0.68 +

0.67Ra
1/4
L

(1 + (0.492/Pr)9/16)
4/9

)
, (A.3)

Rrad =
1

ǫσ

Twall − Tambient

T 4
wall − T 4

ambient

. (A.4)

where Ls is the characteristic length of the conduction problem (e.g. thickness of

the wall), λs the solid thermal conductivity, Lcv the characteristic length of the

convection problem (e.g. length of the wall), RaL the Rayleigh number based on

the characteristic length L, Pr the Prandtl number, ǫ the emissivity and σ the

Stefan–Boltzmann constant. Note that Eq. A.3 is valid for natural convection

from a vertical plate and for 10−1 < RaL < 109 but standard correlations are

available in literature for other flow conditions [174, 175]. It is also worth under-

lining that in Eq. A.3 the flow properties have to be determined for an average
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IMPLEMENTING THE HRT METHOD

temperature Tflow = (Tambient + Twall)/2 and hence requires the estimation of

Twall. The same applies for Eq. A.4.

When temperature experimental data are not available, the depicted method-

ology can give reasonable values for the thermal resistances and avoid the use

of adiabatic conditions. However, if experimental data are available, a tuning

procedure can be performed starting from these initial values.

In the present study, the initial values for the centerbody and backplane have

been calculated neglecting convection and radiation (i.e. the temperature of the

solid was expected to be low) and considering a characterictic length Ls = 36

mm (i.e. the height of the bluff-body) and a thermal conductivity λs = 15 W/m

K. This results in a Rinitial = 2.4×10−3 m2K/W. For the chamber walls instead,

Twall is assumed to be close to 1200 K: radiation cannot be neglected. A value

of ǫquartz = 0.8 is assumed to compute the Rrad. Rconv is determined assuming

a characteristic length Lcv = 114 mm (i.e. height of the chamber walls), a RaL

= 5.8×106 and a Pr = 0.7. Rconduction is computed taking into account the 1.7

mm thickness of the walls and the λs = 1.4 W/m K. The resulting equivalent

Req, initial = 1×10−2 m2K/W. Note that these values have the same order of

magnitude of the values found after the tuning procedure (section 4.3.1), verifying

the assumptions.

To perform the iterative tuning procedure, a linearization of the thermal prob-

lem was used. The heat flux Φq at the wall can be determined as follows:

Φq, initial =
Twall − Tref

Req, initial

=
Tflow − Twall

Rflow

(A.5)

where Tflow is the temperature of the flow inside the combustion chamber near

the wall (out of the thermal boundary layer) and Rflow is the corresponding

convection resistance. Performing the first LES with Req, initial one finds the

unknown variables Twall, Tflow and Rflow. At this point, we can assume, as a

first approximation, that the variation of Rflow (and hence the thermal boundary

layer) with Twall is negligible. Therefore, if we impose the Twall, exp in Eq. we can

compute Req, step1:

Φq, step1 =
Twall, exp − Tref

Req, step1

=
Tflow − Twall, exp

Rflow

, (A.6)

Req, step1 =
Twall, exp − Tref

Tflow − Twall, exp

Rflow. (A.7)

LES is then performed with the new value of Req, step1 and a new estimation

of Twall is produced. If the latter is sufficiently close to Twall, exp the tuning

procedure is completed, otherwise a new iteration is performed. In the present
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study, starting from reasonable values for the resistances, a single iteration was

needed to reach satisfactory agreement with Twall,exp.
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Appendix B

Transport property modeling

The simplified transport properties adopted in AVBP consist in a constant mix-

ture Prandtl (Pr) number and a constant Schmidt (Sc) number for each species

of the chemical scheme. These values are optimized during the mechanism reduc-

tion procedure. Pr and Sc numbers for the ARC scheme used in the simulations

of Chapter 5 are summarized in Tab. B.1.

Property Specie Value
H2 0.207
H 0.124
O 0.484
O2 0.751
OH 0.493
H2O 0.558
HO2 0.749
H2O2 0.754
CH3 0.679

Schmidt CH4 0.682
CO 0.755
CO2 0.944

CH2O 0.868
CH3O 0.888

CH3OH 0.889
C2H2 0.891
C2H4 0.900
C2H6 0.988

CH2CO 1.025
N2 0.717

Prandlt Mixture 0.712

Table B.1: Constant Schmidt number for each species and mixture

Prandtl number used in the simplified transport model.
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To take into account the variability of the transport properties when consid-

ering a mixture with light molar weight components (e.g. H2), a database of

Prandtl number and N2 Schmidt number as a function of the ternary mixture

composition (i.e. CH4, H2, N2) has been computed with the complex-transport

module of Cantera. The results of this analysis are showed in Fig. 2(d) of the

manuscript. It is then straightforward to compute a polynomial fitting of these

two variables and express them as a function of the molar fraction X of CH4 and

H2 (i.e. the two independent variables), as follows:

Prandtl = f(XCH4 ,XH2) = f00 + f10XCH4 + f01XH2 + ... + fabXCH4

aXH2

b (B.1)

N2 Schmidt = g(XCH4 ,XH2) = g00 +g10XCH4 +g01XH2 + ...+gcdXCH4

cXH2

d (B.2)

In particular, the function f in Eq. (B.1) and the function g in Eq. (B.2) have

been chosen to be a piecewise-defined polynomials with respect to XCH4 and XH2

with the coefficients being determined in order to reduce the root mean square

errors with respect to the database from Cantera. The resulting polynomial

fitting is able to correctly provide the exact Prandtl number and N2 Schmidt

number, with a coefficient of determination R2 of 0.9996, while not worsening

the code performance. Table B.2 and Tab. B.3 report the coefficients used in

the piecewise-defined fitting functions and their intervals of validity for the Pr

number and the N2 Sc number functions, respectively.
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Coefficient (fab) Value Interval
f00 0.7076
f10 0.02157
f01 -1.608
f20 -0.013
f11 0.3687
f02 3.643
f30 -0.003734
f21 0.04177
f12 -0.5402
f03 -3.758
f40 -0.0001393 for XCH4 in [0,1] and XH2 in [0,1-XCH4 ]
f31 -0.03073
f22 -0.3168
f13 -0.2286
f04 1.302
f50 -0.001286
f41 0.001784
f32 0.09282
f23 0.4952
f14 0.7872
f05 0.3903

Table B.2: Coefficient of the piecewise-defined polynomial in Eq. B.1

expressing the mixture Prandtl number as a function of XCH4 and XH2.
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Coefficient (gcd) Value Interval
g00 1.295
g10 -1.574
g01 4.886
g20 7.229
g11 -35.28
g02 -7.989
g30 -18.36
g21 94.96
g12 56.5
g03 5.543
g40 20.05 for XCH4 in [0.05,1] and XH2 in [0.05,1-XCH4 ]
g31 -109.1
g22 -115.2
g13 -39.54
g04 -0.1024
g50 -7.872
g41 44.01
g32 71.57
g23 39.7
g14 10.76
g05 -2.227
g00 2.833
g10 -32.13
g01 -0.04449
g11 69.78
g02 0.3827
g12 -108.3 for XCH4 in [0,0.05] and XH2 in [0.05,1-XCH4 ]
g03 -3.604
g13 90.81
g04 6.146
g14 -28.94
g05 -4.295
g00 0.717
g10 10.05 for XCH4 in [0,0.05] and XH2 in [0,0.05-XCH4 ]
g01 42.32
gd00 2.66
gd10 -28.82 for XCH4 in [0,0.05] and XH2 in [0.05-XCH4 ,0.05]
gd01 3.457

Table B.3: Coefficient of the piecewise-defined polynomial in Eq. B.2

expressing the N2 Schmidt number as a function of XCH4 and XH2.
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Appendix C

Chemistry reduction and

validation

This appendix presents the chemical scheme used in the LES of PRECCINSTA

(Chapter 6), HIPOT (Chapter 7) and NTNU (Chapter 9) burners. First the

derivation of the scheme and the validation at atmospheric pressure for different

hydrogen enrichment levels is discussed in section C.1. Then validation at elevated

pressure is provided in section C.2.

C.1 H2-enrichment

The Analytically Reduced Chemistry (ARC) developed for this study was de-

rived to achieve an accurate description of the combustion process of air/CH4/H2

flames for several mixing conditions. The reduction was carried out with the AR-

CANE code co-developed by CERFACS and Cornell University [65]. It is a fully

automatic multi-step reduction tool relying on DRGEP [339], chemical lumping

[340] and Quasi-Steady State Assumption [341].

CRECK detailed mechanism [241] was chosen as a reference for this work because

of its extensive use in the community.

To guaranty the accuracy of the mechanism, several canonical cases were included

in the sampled data needed by the reduction. The cases and the error thresholds

associated on interest quantities are detailed in Tab. C.1.

For each target case, the entire reduction procedure is performed considering

pure methane having the following targets: Heat release rate, H2. The reduced

ARC mechanism generated by ARCANE comprises 18 transported species, 245

reactions and 12 species in Quasi-Steady State:

• Transported species: N2, H2, H, O2, O, H2O, OH, H2O2, HO2, CO, CO2,

CH4, CH3, CH3OH, CH2O, C2H6, C2H4, C2H2
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C.2 Elevated pressure

Reactor type Isochoric 0D reactor Freely propagating premixed flame
Temperature [K] 1000-2000 300
Pressure [bar] 1 1
Equivalence ratio 1 0.7, 1, 1.4
Error threshold on
auto-ignition delay time

4% /

Error threshold on
laminar flame speed

/ 5%

Error threshold on
maximum heat release rate

/ 5%

Error threshold on
maximum temperature

1% 1%

Table C.1: Table summarizing the cases used for the reduction and the

associated threshold errors.

• QSS species: CH2, CH2(S), C, CH, CH3O2, CH3O, CH2OH, HCO,

C2H5, C2H3, CH2CO, HCCO

Detailed description of the reactions is given in Tab. C.2. The mechanism

was validated on a broader operability spectrum compared to reduction cases.

This is performed assuming one-dimensional CH4/H2/air premixed flames up to

50 % (by volume) hydrogen enrichment as in the PRECCINSTA cases studied

in in Chapter 6. Results for pure methane/air and 50% H2 enriched flames are

displayed in Fig. C.1 and Fig. C.2, respectively, showing good agreement between

the ARC and the detailed mechanism.

C.2 Elevated pressure

The kinetic scheme has been further validated through Cantera (www.cantera.org)

calculations of a 1D-premixed flames using detailed schemes at elevated pressures

and up to 40% (by volume) hydrogen enrichment as in the HIPOT PRECCINSTA

cases studied in Chapter 7. Results for pure 40% H2-enriched flames are displayed

in Figures C.3, C.4, C.5 and C.6 for the laminar flame speed, the flame thickness,

the adiabatic flame temperature and the maximum OH mass fraction, respec-

tively. All quantities show good agreement between the ARC and the detailed

mechanism.
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C. CHEMISTRY REDUCTION AND VALIDATION
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Figure C.1: Validation of the ARC mechanism for pure CH4/air case.
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C.2 Elevated pressure
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Figure C.2: Validation of the ARC mechanism for 50% (by volume) H2

enriched case.
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C. CHEMISTRY REDUCTION AND VALIDATION
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Figure C.3: Laminar flame speed as a function of the equivalence ratio.

ARC mechanism compared to the detailed scheme for Cases (a) P1H40,

(b) P3H40 and (c) P5H40.
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C.2 Elevated pressure
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Figure C.4: Flame thickness as a function of the equivalence ratio. ARC

mechanism compared to the detailed scheme for Cases (a) P1H40, (b)

P3H40 and (c) P5H40.
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C. CHEMISTRY REDUCTION AND VALIDATION
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Figure C.5: Adiabatic flame temperature as a function of the equivalence

ratio. ARC mechanism compared to the detailed scheme for Cases (a)

P1H40, (b) P3H40 and (c) P5H40.
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C.2 Elevated pressure
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Figure C.6: Maximum OH mass fraction as a function of the equivalence

ratio. ARC mechanism compared to the detailed scheme for Cases (a)

P1H40, (b) P3H40 and (c) P5H40.
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C. CHEMISTRY REDUCTION AND VALIDATION
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C.2 Elevated pressure
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C. CHEMISTRY REDUCTION AND VALIDATION
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C.2 Elevated pressure
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141–148. 32

[51] G. Chen, Q. Xiong, P. J. Morris, E. G. Paterson, A. Sergeev, Y. Wang,

Openfoam for computational fluid dynamics, Not. AMS 61 (4) (2014) 354–

363. 32

[52] COMSOL Multiphysics, Introduction to comsol multiphysics®, COMSOL

Multiphysics, Burlington, MA, accessed Feb 9 (1998) 2018. 32

343



BIBLIOGRAPHY

[53] F. Nicoud, L. Benoit, C. Sensiau, T. Poinsot, Acoustic modes in combustors

with complex impedances and multidimensional active flames, AIAA J. 45

(2007) 426–441. 32, 111, 164, 201

[54] F. Duchaine, A. Corpron, L. Pons, V. Moureau, F. Nicoud, T. Poinsot, In-

ternational Journal of Heat and Fluid Flow Development and assessment of

a coupled strategy for conjugate heat transfer with Large Eddy Simulation

: Application to a cooled turbine blade, Int. J. Heat Fluid Flow 30 (2009)

1129–1141. 32, 35, 38, 102, 247, 254

[55] F. Duchaine, S. Mendez, F. Nicoud, A. Corpron, Conjugate heat transfer

with Large Eddy Simulation for gas turbine components, Comptes Rendus
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