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Résumé : Cette thèse est construite autour de deux axes,
liés au grands relevés de galaxies, et en particulier Euclid.

Dans un premier temps, je me suis penché sur les capa-
cités d’Euclid, mission cosmologique de l’ESA, à caractéri-
ser et décrire les galaxies, notamment par leur morphologie.
Pour cela, j’ai d’abord adapté et implémenté un algorithme
d’apprentissage profond génératif afin de simuler des ga-
laxies avec une morphologie complexe, au-delà de simples
modèles analytiques. Grâce à un premier modèle, l’algo-
rithme apprend à simuler des galaxies réelles, en basant
l’apprentissage sur des observations du telescope spatial
Hubble. Un second modèle apprend la relation entre la dis-
tribution latente des images et leurs paramètres physiques
tels que leur taille, leur ellipticité, leur flux. . . En combi-
nant ces deux modèles, nous pouvons simuler des galaxies
réalistes à partir d’un catalogue de paramètres, de la même
façon qu’avec des approches analytiques plus standard. J’ai
aussi participé à l’intégration de ce code dans le segment sol
d’Euclid, afin que les simulations puissent être utilisées par
l’ensemble de la collaboration. J’ai ensuite utilisé ces simu-
lations pour quantifier le nombre de galaxies avec une mor-
phologie non triviale que Euclid sera capable de résoudre,
en fonction de la profondeur du relevé, du redshift, de la
magnitude ou encore de la masse stellaire. J’ai conclu que
Euclid observera les détails de la structure interne de 250
millions de galaxies. Au cours d’un second projet, j’ai ana-
lysé les résultats de différents logiciels de modélisation de
galaxies, afin de comparer leurs capacités à prédire les pa-
ramètres de forme de ces galaxies, notamment les galaxies
simulées par deep learning. Il s’agit là d’un premier test
afin de pouvoir sélectionner le logiciel qui sera utilisé dans
le traitement de données officiel d’Euclid. Pour répondre

à des problématiques de haute dimensionnalité de données
ainsi que par soucis de reproductibilité, j’ai développé une
interface rendue public pour reproduire et analyser encore
plus en profondeur ce travail.

Dans un second temps, je me suis intéressé au pro-
blème dit du recouvrement (blending), ou séparation de
source : lorsque deux objets, à différentes profondeurs dans
le ciel mais le long de la même direction de visée, se su-
perposent de par la projection sur le plan focal d’un téles-
cope. J’ai tout d’abord analysé le pourcentage de galaxies
impactées dans les relevés Euclid, dans différentes confi-
gurations. J’ai conclu qu’environ 7% des galaxies du Wide
Survey présenteront une zone de superposition, et 5% se-
ront problématiques. Pour le relevé profond, ces pourcen-
tages augmentent à 19% et 16%. J’ai ensuite développé un
algorithme de deep learning pour effectuer une détection
probabiliste de ces objets. Grâce à mon modèle, appelé Pro-
babilistic U-Net, nous sommes capables de créer des cartes
de segmentations (c.a.d détecter les masques des galaxies,
ainsi que les zones de superpositions), ainsi que leur incerti-
tude. Cette incertitude est permise du fait que notre modèle
contient une partie probabiliste, qui nous permet de pro-
duire différentes réalisations de chaque carte, afin d’obtenir
la variance pour chaque pixel de notre prédiction. Ainsi,
nous sommes capables de détecter avec une haute com-
plétude et pureté des galaxies isolées ou superposées, dans
des grands champs d’observation. J’ai prouvé que l’incerti-
tude est corrélée avec des phénomènes physiques : les zones
de superpositions sont plus incertaines, ainsi que les bords
des galaxies, où le flux est très faible. Ce travail, encore en
cours d’analyse, sera proposé en tant que ‘deblendeur’ pour
la pipeline Euclid.
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Abstract : This thesis work, centred on the upcoming large
galaxy surveys – particularly the Euclid space mission – fo-
cused on characterising galaxy morphologies and detecting
blended galaxies using deep learning techniques.

A first project consisted in studying Euclid’s capacity to
characterise and describe galaxies, especially their morpho-
logy. To this intent, I have adapted and implemented a deep
learning generative model to emulate galaxies with complex
morphologies, going beyond the classic 2-component ana-
lytic profile. This model is composed of a generator that
learns to produce realistic galaxy images from Hubble Space
telescope observations and a flow that learns to condition
the image generation to the galaxy’s physical parameters,
such as the radius or the ellipticity. This generative model
can therefore simulate realistic galaxies from a catalogue
of physical parameters, following the same scheme used by
the more classical approach. I have then integrated the mo-
del in the Euclid Ground Segment pipeline so that anyone
in the collaboration could use those simulations. Following
on, I created my own set of simulated images to forecast
the number of galaxies for which Euclid will be able to re-
solve a non-trivial morphology as a function of the depth of
the survey, the magnitude, or the stellar mass. I concluded
that Euclid will observe the structural details of around 250
million galaxies.

For a second project, I participated in the Euclid Mor-
phology Challenge simulation and analysis. The goal was

to compare the state-of-the-art galaxy fitting software and
judge their ability to measure the structural parameters of
galaxies to select which should be used in the Euclid Ground
Segment. We ran the comparison on three sets of simula-
tions, one being my deep learning generated galaxies. I then
led the analysis of the challenge results and developed an
interactive web interface to reproduce the paper figures and
explore the challenge results in more detail.

The last project was to study the effect of galaxy blen-
ding when two unrelated galaxies overlap due to projection
effects in the line of sight. I computed the percentage of
galaxies impacted by this effect in the Euclid Wide and Eu-
clid Deep surveys and found that around 7% (resp. 19%)
of the Euclid Wide (resp. Deep) Survey will be affected by
blending. Among these, 5% (resp. 16%) will be problematic
for shape measurement. To tackle this problem, I develo-
ped a deep learning algorithm called Probabilistic U-Net, to
perform a probabilistic segmentation of overlapping objects
(i.e. to detect the contours of the galaxies and their over-
lapping regions) as well as a measure of uncertainty. This
uncertainty estimation is possible thanks to a probabilistic
part of the model, which can produce various realisations
of the same segmentation and thus compute its pixel-wise
variance. I showed that we could detect this way isolated
or blended galaxies, in large fields of galaxies, with good
completeness and purity. This work is currently in progress
and aims to be proposed as an official deblender for Euclid.
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Synthèse en français

Cette thèse a pour objet l’étude la morphologie des galaxies. Elle se situe dans le contexte particulier d’une mission
cosmologique, Euclid. Euclid (nom à la fois de la mission et du satellite) est un projet spatial de l’ESA, qui sera lancé
dans les prochaines années. Il aura pour but de contraindre nos modèles de matière et d’énergie noire, qui constituent
la majorité de la masse de l’Univers. Cependant, puisqu’Euclid atteindra son but en photographiant des milliards de
galaxies, il aura un impact majeur sur notre compréhension de l’évolution des galaxies, et notamment leur forme, ou
morphologie. De par sa sensibilité et son large volume d’observation, Euclid présente de nouveaux défis quant à l’analyse
des données. Une approche possible pour s’attaquer à cette problématique, que j’ai approfondi en détails durant ces
trois ans de recherche, est d’avoir une approche basée principalement sur les données (data-driven en anglais), en faisant
notamment appel à l’apprentissage automatique (machine learning). Ce genre de problématiques, dans une mission telle
qu’Euclid, sont étudiées en amont des “premières lumières” prisent par les instruments, afin de s’assurer que les exigences
scientifiques pourront être atteintes. Une pipeline d’analyse est construite, allant du premier miroir jusqu’aux données
finales avec lesquelles seront produits les résultats scientifiques.

Dans cette thèse, j’ai développé plusieurs analyses concernant la morphologie des galaxies pour Euclid, qui répondent
à différentes exigences tout au long de la pipeline.

Tout d’abord, j’ai adapté un algorithme d’apprentissage profond (deep learning) pour générer des images de galaxies
plus complexes et réalistes que celles utilisées actuellement pour tester l’intégralité de la pipeline. Ces simulation sont à
la fois réaliste car utilisant un modèle génératif (Variational AutoEncoder) entrainé sur des observations du Hubble Space
Telescope, mais aussi conditionnées à leur morphologie, afin de pouvoir être simulées depuis un catalogue de paramètres
physiques. Grâce à ces simulations, j’ai aussi pu déterminer différentes limites physiques (magnitude, redshift, masse
stellaire) jusqu’aux quelles Euclid sera capable de résoudre des galaxies aux morphologies complexes.

Ensuite, j’ai analysé les statistiques du nombre de galaxies se superposant (blending), phénomène problématique à la
fois pour la cosmologie et l’étude des galaxies. De plus, j’ai proposé un algorithme de segmentation probabiliste afin de
pouvoir détecter toutes les galaxies vues par Euclid, ainsi que leur zone de superposition. Grâce à la partie probabiliste
de notre modèle, nous serons capable de fournir l’erreur probable de nos mesures, ingrédient essentiel afin de pouvoir
correctement calibrer les incertitudes tout au long de la pipeline. De telles études sont importantes pour la création des
catalogues de galaxies, qui seront ensuite utilisés par les différents groupes scientifiques (science working groups).

Enfin, j’ai participé à la création et mené l’analyse d’un défi proposant à différents experts en prédiction de morphologie
de galaxies d’analyser des millions de galaxies que nous avons simulées (notamment celles produites par notre logiciel de
galaxies réalistes). En comparant ces résultats, nous avons pu donner un premier élément pour décider du futur logiciel
responsable de la création des catalogues de galaxies, mais aussi repérer les défauts et les subtilités que devra prendre en
compte le futur logiciel. En développant une interface web, j’ai pu surpasser les problèmes de complexités que présentent
une telle analyse en permettant à chacun de reproduire les résultats de notre analyse en s’adaptant à une plus grande
diversité de situations scientifiques.

Ainsi, ma thèse propose plusieurs solutions pour s’attaquer aux problèmes reliés à la complexité grandissante des
grands relevés de galaxies, de la simulation au forecast, en passant par la détection et l’analyse.
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The science of astrophysics is a vast domain, in terms of the scales and the times its various specialities cover.

It ranges from events as short as seconds and as close as kilometres (e.g. cosmic events in our atmosphere)
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to the evolution of billions of years in scales as large as the Universe itself. In between, in order of increasing

physical scale, we can study objects such as our neighbouring planets, the solar system, neighbouring stars and

interstellar medium, our galaxy, our neighbouring galaxies and intergalactic medium, clusters of galaxies, even

larger structures such as filaments, nodes and voids, and finally the global study of the entire space-time with

cosmology.

Yet, despite the great variety of sciences, the common effort is to extend our knowledge about the Universe we

live in by looking at the sky (observations, which needs instrumentation), inventing new models to describe the

observations or predict future ones (theory), constraining those models through the analysis of the observation

(data analysis), or model the theory to reproduce the observations for a better understanding (simulation). The

same way powerful instruments are needed, tools to analyse or process the data are required to produce the final

astrophysical results. And following the same dynamic as instrumentation, new generations of observations need

new generations of tools. The latter is particularly clear since we entered the gig data era, where the amount

and the complexity of the data increases exponentially.

My thesis lies at the boundary between the science of galaxies and cosmology, and between simulation, data

analysis and the development of new tools for this analysis. Even if the body of this manuscript will focus on

more technical/computer science related problems, I will present in this introduction the broad astrophysical

context which motivates this thesis. I will first present in Section 1.1 an overview of cosmology, from simple

Euclidean spaces to the ΛCDM model. In Section 1.2, I will focus on galaxy formation and evolution, to which

most of the tools I developed are dedicated. Finally, I will present in Section 1.3 the concept of large galaxy

surveys focusing on how they have changed the landscape and on what they are expected to bring to cosmology

and galaxy formation.

1.1 Cosmology in the light of large galaxy surveys

There are three main types of surveys in modern cosmology: large galaxy surveys, cosmological microwave-

background (CMB) surveys, and very recently, gravitational waves surveys. The latter is one of the few examples

(with neutrino astrophysics) which does not use photons as the unique source of information. The first two, but

also the vast majority of astrophysical observations, are based on the observation of the light that we receive

from the sky. This observable is very interesting for numerous reasons.

First, depending of it source, a photon can have many frequencies ν, or wavelengths λ (λ = 1/ν). The

wavelength is directly related to the energy E by E = h/λ, where h, the Planck constant, is a fundamental

constant of the standard model. The smaller the wavelength, the higher the energy (and the frequency).

Thus, being able to trace the energy of a photon, even broadly, can deliver information about the nature of

the physical process it comes from. In astrophysics, it can range from a large wavelengths (λ > 3 mm) in
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photons coming from magnetic acceleration (synchrotron effect) in active galactic nuclei (AGNs) to very short

wavelengths (λ < 0.03 nm) coming from very high energetic phenomena such as supernovae (star explosion).

Those nine orders of magnitude show how diverse astrophysics can be. We show in Figure 1.1 a review of all

these phenomena, briefly explained in the caption, from Hill et al. (2018).

Another exciting aspect of light is that it interacts with the media it goes through and can thus trace them.

Again, the entire spectrum is interesting because the different wavelengths are not blocked in the same way by

different materials. For example, a well-known phenomenon is that the Earth’s atmosphere blocks the X-ray

and UV light. Another example is the interstellar clouds blocking the optical light but not the infrared (IR).

Also, we can still observe light emitted very early in the history of the Universe, approximately 300 000

years after the Big Bang, which is still reaching us today (Cosmic microwave background, or CMB). In a less

critical scale, light travelling at a fixed, finite velocity (Rømer, 1677), any photon coming from far away in space

is representative of the state the object was at the moment it emitted it and is thus a representation of its past

(if we neglect the Universe’s expansion). The light of distant objects is thus a fantastic way to explore the

formation and evolution of the various components of the Universe.

1.1.1 The beginning of cosmology

The study of the Universe as a whole, from its formation to the current epoch, is called cosmology. The

difference between astrophysics and cosmology is that the latter does not try to understand the objects the

Universe is made of, such as galaxies or stars, but directly the mathematical model that describes its geometry

and evolution. Cosmology is a relatively new domain of study because we thought for a long time that the

Universe was much smaller and stable, with no evolution. Astrophysics was for a long time limited to astronomy,

i.e. observations and celestial mechanics, to understand the movement of stars and planets. Up to the middle

of the XXth century, we thought that our galaxy (which was not called that yet) was the whole Universe,

without anything further. This model started to be discussed with the nebulae controversy, defined at the time

as diffused objects made of stars and gas. The question was whether those objects were inside or outside our

galaxy. And if they were outside, could they be other galaxies such as our own, the Milky Way.

The controversy was resolved by Edwin Hubble in 1923 and published in 1929 (Hubble, 1929b). Thanks to

numerous observations of one of the brightest nebulae (Figure 1.2), M31, later known as the Andromeda galaxy,

he was able to measure its distance. To do so, he observed a specific type of stars inside the nebulae, called

cepheids. Those stars are special because they have a variable luminosity and a very stable period. In 1912,

Henrietta Leavitt discovered a relation between this period P and the absolute luminosity of the star (Leavitt

& Pickering, 1912). Thus, knowing the relation between the apparent luminosity of a star, l, and its absolute
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Figure 1.1: The components of the Universe cosmic background. From large to small wavelengths, we have: (1)
the radio background(CRB, mostly from synchrotron emissions in AGNs jets), (2) the microwave background
(CMB, mostly from the first light of the Universe, when the first atoms formed), (3) the infrared background
(CIB, mostly from gas heated by stars), (4) the optical background (COB, mostly from stars directly), (5)
the ultraviolet background (CUB, mostly from hot young stars and nebulae), (6) the X-ray background (CXB,
mostly from the accretion disk around AGNs), and (7) the γ-ray background (CGB, mostly from quasars and
supernovae). From Hill et al. (2018).
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Figure 1.2: Observation of the Andromeda nebulae
by Hubble in 1918.

Figure 1.3: Description of the Milky Way by Her-
schel in 1785.

luminosity L:

l =
L

4πd2
, (1.1)

measuring l and P leads to a measure of the distance d. With this knowledge, Hubble was able to measure

the distance to the Andromeda nebulae: dM31 = 275 000 parsec1. Yet, a few years before, in 1918, Harlow

Shapley estimated the diameter of the Milky Way to be ∼ 91 000 parsec (Shapley, 1918)2. Thus, Hubble proved

that M31 was far outside our galaxy. This was a real revolution on how we imagined the Universe. Pursuing

his observations, in 1929, Hubble also measured the velocity of 46 extra-galactic nebulae (which will we call

now galaxies) and showed that their velocities were proportional to their distances from Earth (Hubble, 1929a).

This was the first observational proof that the Universe was not static. Those years mark the beginning of

observational cosmology.

As we can see, and I will show more examples in this thesis, cosmology and galaxy observation have always

been tightly linked.

1.1.2 The first metrics of space-time

We can trace back the true beginning of theoretical cosmology a few years earlier, with Einstein’s theory of

special relativity (Einstein, 1905), which first described the geometry of the Universe as a space-time entity.

Before the XXth century, the notion of space and time were completely separated. An event was described by

its position in space, r, and by the time it took place, t. Naturally, we can describe the space with a coordinate

system, for example the Cartesian coordinates (e⃗x, e⃗y, e⃗z). With this coordinate system, the position of the

1Which is only an error of 35%, current measures of dM31 being dM31 = 778 000 parsec
2Note that this estimation was already approximately 100 times larger than previous estimation, for example by William Herschel

in 1785 (Herschel, 1785) (see Figure 1.3).
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event can be written as

r⃗ =(x.e⃗x, y.e⃗y, z.e⃗z ) , (1.2)

where (x, y, z) are the coordinates of the event. We also need to define a frame of reference, i.e. choose the

origin of the space, and the directions of the coordinates vectors. In addition to the coordinate system, we must

define a metric g, i.e. the way to define a distance in this space. From the classical point of view, as defined by

Euclid (and so-called a Euclidean space), the distance d1,2 between points two points localised in r⃗1 and r⃗2 is

defined as the sum of the square difference between the coordinates.

d1,2 =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 . (1.3)

Time is a one dimensional vector, going into a single direction, which imposes causality:

t⃗ = te⃗t . (1.4)

Einstein’s revolution, motivated by observations and theory such as Michelson-Morley Michelson & Morley

(1887) or Maxwell’s equations, was to merge time and space such that they are no longer independent. The

theory was based on two crucial principles, which will also became central in cosmology:

• the principle of relativity: the laws of physics must must be independent of the reference frame.

• the principle of invariant light speed: in the vacuum, light always travels at a constant and finite speed,

regardless of the light source of motion.

In 1908, Hermann Minkowski developped a new metric to define a space where the special relativity can

take place. This space, known as Minkowski’s space, is the basics for most cosmological models. In this new

cosmological space, the “distance” between two points depends also on time and therefore Equation 1.3 is

modified as follows:

d1,2 =
√
c2(t2 − t1)2 − (x2 − x1)2 − (y2 − y1)2 − (z2 − z1)2 . (1.5)

By convention, we call this “distance” space-time interval, and is written s.

In 1916, Einstein continued his work on the understanding of the geometry of the Universe with the theory

of general relativity (GR, Einstein, 1916), which leads to the Einstein field equations:

Gµν = Rµν −
1

2
Rgµν =

8πG

c4
Tµν , (1.6)

where Gµν is the Einstein tensor, Rµν the Ricci tensor, gµν the metric of the Universe (not resolved yet), Tµν
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the stress-energy tensor, and G the gravitational constant. This equations link the geometry of the Universe

with its content, which is the key of GR: the Universe content (matter or energy) deform the space-time. This

equation leads to a dynamic universe, which was against Einstein belief. To counter that, he introduced a year

later a new version of its equation, adding a cosmological constant, Λ, which allowed for a static universe:

Gµν =
8πG

c4
Tµν − Λgµν . (1.7)

This constant was then removed when Hubble discovered that the Universe was expanding, but re-introduced

to explain the acceleration of the Universe. Few years later, as Minkowsky did for special relativity, Alexander

Friedmann published an analytical solution to the Einstein equations (Friedmann, 1922), which is now known as

the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric, or FLRW universe. The equation is known today

as3:

−ds2 = c2dt2 − a(t)2dχ (1.8)

= c2dt2 − a(t)2
[

dr2

1− kr2
+ r2

(
dθ2 + sin2 θdϕ2

)]
(1.9)

where s is the space-time interval, a(t) is the scale factor, (r, θ, ϕ) are the polar coordinates, and k is the curvature

of the universe. The metric takes into account another principle, which is the fundamental fundamental postulate

of cosmology: the Cosmological Principle. This principle states that the Universe should look the same regardless

of where we look from and at. It requires that the Universe is spatially homogeneous and isotropic, i.e. its

properties are globally (i.e. at a large enough scale) the same everywhere, and has no preferred orientation. It

implies that the laws of physics are the same everywhere, i.e. we are not in a particular place in the Universe.

This principle was already stated in 1687 by Isaac Newton (Newton, 1687).

1.1.3 The Hubble Constant

The scale factor, a(t), describes the space-time dynamics: with this metric, the space component of the space-

time interval is not constant with time, i.e. a space separation can vary with time. This variation is a variation

of the metric itself, and does not describe a relative movement of two objects. To resolve this ambiguity,

cosmologists use two distinct time and space definitions. The proper ones, r and t, which depend on the

cosmological time, and the co-moving ones, τ and χ, which are independent of the observation time. The scale

factor links them:

r(t) = a(t)χ . (1.10)

3With the (+ − −−) sign convention.
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By definition, today is defined as t = 0, or t0, and a(t0) = a0 ≡ 1. With this convention, the co-moving distance

and the proper distance are equal at t0. But if a(t) ̸= 1 in the past (or the future), even when two objects

have no “physical” motion (there co-moving distance does not change through time), their proper distance will

change, depending on the “stretch” of the space time itself, described by a(t). The evolution of a(t) is therefore

a central quantity to define the dynamics of the Universe. To do so, we can define the derivative of a with

respect to time,

ȧ =
da

dt
(1.11)

and the Hubble parameter,

H =
ȧ

a
, (1.12)

which lead to the definition of the Hubble parameter today, also called the Hubble Constant:

H0 =
ȧ

a0
. (1.13)

Note that as consequence of the Cosmological Principle, the derivative of a is not a partial derivative, i.e. a is

only dependant on t: it highlights that the homogeneity stated in the principle is a spatial homogeneity, not a

temporal one.

From FLRW metrics (Equation. 1.9), we can derive the velocity v at which an object at a distance r is

moving due to the change of the scale factor. Let’s take FLRW’s metric, and just look at the space part, i.e.

dt2 = 0. We have the proper distance,

D(t) = a(t)
r√

1− kr2
. (1.14)

Now, let’s see how this proper distance changes at an earlier time, t = ∆t− t:

D(t+∆t) = a(t+∆t)
r√

1− r2
. (1.15)

Defining the cosmological velocity v as

v =
D(t+∆t)−D(t)

∆t
, (1.16)

we can show:

v =
D(t)

a(t)
− a(t+∆t)− a(t)

∆t
(1.17)

=
ȧ

a
D(t) (1.18)
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Figure 1.4: Galaxy velocities (y-axis) linearly increase with their distance (x-axis). This is an observational
proof of Hubble law v = H0 d (Equation 1.4). From Hubble (1929a).

which simplifies at t0, i.e. today:

v = H0D(t0) . (1.19)

This relation is also known as the Hubble law. As explained earlier, in 1919, Hubble first showed that there

was a linear increase of the nebulae’s velocities and their distances, proving that H0 was positive, i.e. ȧ > 0:

the Universe is expanding. We show in Figure 1.4 this first estimation of H0. As we will see later, it is under-

estimated. One of the reasons for this is is that the nebulae (galaxies) that Hubble observed had a proper

motion in addition to the cosmological one, which means that the velocities Hubble was measuring were a

combination of the cosmological velocity and proper motion. Because the cosmological velocity is proportional

to the distance from the observer and that Hubble was looking at a very close galaxy, the effect of peculiar

velocities was not negligible. Nevertheless, this relation was further studied, and is know strongly supported by

observations (Tonry et al., 2003).

1.1.4 The cosmological Redshift

A very interesting consequence of an expanding Universe is the so-called cosmological redshift. Imagine the

light travelling through the void of space-time. Its wavelength, λ, is the distance between two maxima of the

wave. We can loos at light source emitting with a co-moving wavelength λ1 at t = t1. Its co-moving wavelength

will not change through space-time, but its proper one will, such that an observer at t0 will receive the light
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with a different proper wavelength λ1. Integrating the metric between the two events, we can show that for a

short time variation,

λ0 =
λ1a(t0)

a(t1)
. (1.20)

It means that if scale factor is increasing with time (ȧ > 0), a(t0) > a(t1), and λ0 < λ1: the observed light

would be redder than the one emitted. We would talk about redshift. This is very interesting for cosmology

because if we can measure the redshift of very distant galaxies (where the peculiar motions are negligible), it

provides a direct estimation of distance. We can define the redshift z:

z =
λ0 − λ1

λ1
(1.21)

1 + z =
a0

a(t1)

1.1.5 The curvature of the Universe

The last term we have not explored yet in the expression of the FLRW metric is the curvature, k. This parameter

describes the 4D shape of the Universe, and is thus an important parameter. We can distinguish three scenarii:

• k = 0 the Universe is flat and infinite.

• k = +1 the Universe is spherical and finite.

• k = −1 the Universe is hyperbolic and infinite.

1.1.6 The content of the Universe

By combining the Einstein’s field equations (Equation. 1.6), the FLRW metric (Equation. 1.9), the Cosmological

Principle and the conservation of energy law, we can simplify the expression of the stress-energy tensor Tµν to

obtain the equation of the dynamics of the Universe’s content,

dρ

dt
+

3ȧ

a
(p+ ρ) = 0 (1.22)

where ρ is the energy density and the pressure of the different constituents of the Universe, and p its pressure.

We can express this equation with a simple equation of state for each constituents,

p = wρ , (1.23)

where w, which relates pressure and density, is a property of the constituent. We can distinguish between matter

and light (radiation), for which we know that we should have a distinct equations of state, i.e. a different w:
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• Baryonic matter: w = 0 (derived thanks to perfect gas equation of state and the fact that baryonic matter

is non relativistic)

• Radiation: wrad =
1

3

By combining Equation. 1.22 with those equations of state, we can predict the evolution of the density

constituents relative to the scale factor:

• Baryonic Matter, ρm ∝ a−3

• Radiation, ρrad ∝ a−4 .

The distinct dependence of the constituents abundance on a implies that the universe was dominated by a

different constituent at different cosmological epoch. Another way to characterise the content of the Universe is

to define a constant Ωc for each component c, which describes the relative amount of the component compared

to the others, by linking the density of the component today ρc,0, and the Hubble constant, H0:

Ωc ≡
8πGρC,0

3H2
0

(1.24)

such that
∑
c
Ωc = 1 in a flat universe (k = 0).

For now, we have talked about radiation and baryonic matter. However, we will see that the current most

accepted model of our Universe also contains two other types of constituents.

Fritz Zwicky introduced the first new constituent in 19334 (Zwicky, 1933) when he was studying the motion

of galaxies inside the Coma cluster. Applying the virial theorem to the galaxies far from the cluster centre, he

found rotational velocities lower than expected. One possible solution to this problem was the presence of an

invisible mass in the cluster that would change the distribution of matter and allow larger motions far from

the centre. A similar phenomenon was also discovered in the galaxy rotation curves, the outer part of galaxies

rotating too fast when considering only the baryonic content of the galaxy (e.g. Volders, 1959; Rubin & Ford,

1970). Those observations could not be explained using GR nor baryonic matter, leading to the introduction

of a new type of matter model outside of the standard model. One of the main properties of this new matter

is to not interact electromagnetically with other matter, but only through gravitational forces. It is thus a

challenging task to detect it directly, its only signature for now being its role in the gravitational potential, i.e.

its mass. For those reasons, it was called dark matter (DM). Even though we still have no direct observation

through light, many other indirect signatures of this component were discovered during the XXth up today (the

Bullet cluster, gravitational strong lensing, CMB fluctuations...). It led to a consensus in the community5. The

exact nature of dark matter particles, though, is not yet well constrained. The best model yet, called Cold Dark

Matter (CDM), supposes w = 0, the same as baryonic matter.
4Yet, it was also already mentioned by Lord Kelvin in 1884 (Kelvin, 1904) or Jacobus Kapteyn in 1922 (Kapteyn, 1922).
5Other theories, such as MOND Clifton et al. (2012), try to explain the observations with modifications of GR.
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At the end of the XXth measurements performed on supernovae of distant galaxies (exploding stars with a

light curve very stable which allows precise measurements of their distance) led to the constrain of the second

derivative of the scale factor, ä, or more precisely the deceleration parameter,

q = − äa

ȧ2
. (1.25)

This parameter was found to be negative (Riess et al., 1998; Perlmutter et al., 1999), i.e. the expansion of the

Universe is accelerating. To explain this acceleration, it was needed to add another constituent of the Universe.

Because we had no other signature than its effect on expansion, it was called dark energy. This energy can

appear as a constant in the Einstein Equation (Equation 1.6), and it was thus called Λ, terms which Einstein

introduced in the first place but with the opposite interpretation (static Universe, see Equation. 1.7). This

energy, because it’s causing the Universe expansion to accelerate, can be described as a fluid with a negative

pressure, whose equation of state is thus w = −1, and ρΛ = constant.

1.1.7 The ΛCDM model

Cosmological Parameters

Following the accumulation of cosmological observations, cosmologists built, from the XXth century until today,

a robust mathematical model which was able to explain and predict most of the cosmological observations. This

model is called the ΛCDM model, Λ being the cosmological constant, explaining the accelerated expansion of

the Universe, and CDM for cold dark matter, which represents the vast majority of the matter in the Universe.

Based on the FLRW metric with a flat geometry (k = 1) and the Einstein field equations, it describes both

the geometry and the constituents of the Universe, along with their evolution. In addition to its very accurate

explanation, modeling and prediction of numerous cosmological observations, it has a relatively low number of

parameters for such a complex theory. Indeed, it can be described by 6 parameters, that we mainly discussed

in the previous sections:

• (ωb, ωc the abundance of baryon and dark matter,

• H0, the Hubble constant, the expansion rate of the Universe today,

• ns, a parameter to express the inflation (see next sub-section),

• τ , the optical depth at the reionisation era , and

• As, which describe the amplitude of the curvature fluctuations.

While these parameters were precisely measured by previous cosmological missions such as Planck (Planck

Collaboration et al., 2020b), the ΛCDM assumes wDM = 0 (cold collision-less dark matter) and wΛ) = −1
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(a negative pressure dark energy.) Nevertheless, there are still a large number of open questions, especially

regarding the nature of dark matter and dark energy. The main goal of modern cosmology is to give better

constraints to the cosmological parameters to distinguish between the various cosmological models, in particular

(wDM, wΛ), and H0, for which various missions gave different values (see, e.g. a lengthy review on the H0 tension

by Di Valentino et al., 2021). For example, a measurement of wDM > 0 would lead to adapt the ΛCDM model,

the dark matter being not “cold” anymore.

In addition to this mathematical model of the overall geometry, evolution and content of the time-space

Universe, the ΛCDM gives a physical framework of the Universe, which will drive our understanding of the

formation and evolution of (large) structures in the Universe, from the largest objects (cosmic-web) down to the

dark matter halos, which will be the driver of galaxies. A schematic of our understanding of the evolution of the

Universe in the ΛCDM and the formation of large structures is shown in Figure 1.5. I am going to summarise

the main epochs and phenomena from the Big Bang to the formation of the first galaxies (reionisation epoch),

i.e. from the most left of the figure to the frontier between the “Dark ages” and “First stars”. While it is out

of the scope of this introduction to present a detailed analysis of these processes that lead to the formation of

galaxies, I think it is essential to have a global idea of the dark matter and baryonic history that led to the

formation of those objects, which I will extensively analyse in this manuscript.

Inflation: ∼ 10−32 s

In the first 10−32 s, the ΛCDM describes first a period of inflation, which is an exponential expansion and cooling

of the Universe (Guth, 1981). This inflation is mainly needed to explain the homogeneity of the Universe. Indeed,

without inflation, the largest patches of the sky which could be in causal contact would be of the order of the

square degree, while we observe an overall homogeneous universe at large scale. In addition, inflation can explain

the obersved flatness of the Universe without any fine-tuning of the initial parameters.

Formation of protons: ∼ 10−32 s to ∼ 100 s

After a period of reheating (Kofman et al., 1994), the expansion of the universe produces a new cooling epoch,

which allows more stable interaction between its constituents. The quarks start to assemble due to the strong

interaction to form the first protons and neutrons. But the Universe’s density, which is still very high, does not

let atoms form nor light decouples from the baryonic matter, which makes an opaque Universe because of the

too frequent collisions between photons and baryons. Nevertheless, the Universe continues its expansion and

cooling. Because it only interacts gravitationally with baryonic or light, the dark matter continues to evolve

and start to form small in-homogeneity, which will be the seed of larger structures.
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Last scattering surface: ∼ 380 000 y

Approximately 380 000 years after the Big Bang (z = 1100), the Universe’s temperature cools down to 3000K.

The protons and electrons begin to link electromagnetically, forming the first neutral atoms (mostly hydrogen

and helium). This is called the recombination epoch. Photons finally decouple from baryons, which leads to the

emission of the “first light of the Universe”, the CMB. While being overall very homogeneous, the density and

temperature already show some inhomogeneities, caused by the clumps of dark matter. Those inhomogeneities,

both of DM and baryonic matter will lead to the formation of large scale structures in a web-like patterns called

the cosmic web.

Dark Ages: ∼ 380 000 y to ∼ 300 000My

From this point, atoms will fall in the gravitation potentials of dark matter, forming the cosmic web: the gas

of hydrogen and helium forms long filament gravitationally bounded, linked by clumps of high density called

nodes, creating the largest structures of the Universe. The density contrast of those structures will increase

until today, with dark matter and gas continuing to flow and fall along those filaments by gravitation. Note

that there is no stars nor galaxy at this point; the Universe is only made of a hot, neutral gas following the dark

matter distribution. This hot, neutral gas cannot (or much less) absorb and emit photons, giving this epoch

the name of Dark Ages.

While the Universe’s history can be mainly explained with cosmology and linear physics up to this epoch,

other astrophysical models at smaller cases are needed to describe the next era, where the first stars and galaxies

are formed, i.e. for the formation of structures smaller than few kiloparsecs. In other words, GR is not sufficient

anymore to fully describe the Universe evolution, and hydrodynamic models with more micro-physics are now

necessary.

1.2 Galaxy Formation and Evolution with large surveys

1.2.1 Re-ionisation: the formation of galaxies

As we have seen in the previous section, after being an ionised medium, the Universe became neutral following

the combination of protons and electrons to form hydrogen. Nevertheless, within the current paradigm, it is

predicted that a re-ionisation of the hydrogen occurred around 400 000 million years after the Big Bang (z ∼ 15,

Loeb & Furlanetto, 2013), and observations suggesting an end of this epoch around z = 67 to 7 (Becker et al.,

2015). To explain this re-ionisation, we need to have an astrophysical phenomenon energetic enough to reach

the 13.6 eV energy required to to tear the electron out of the hydrogen atom. Thus, we need objects capable of

emitting high energy radiation, i.e. enormous light sources: this is the end of the Dark Ages. The first candidate
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Figure 1.5: Schematic of the Universe’s history. From left to right, we can see the main epochs of the universe
from the Big Bang to today, with their corresponding description. In the bottom, the description of the
light/matter interactions. Courtesy to ESA.

to reach the 13.6 eV are supernovae of massive stars. However, to form stars, a very specific environment is

needed. We need both a large enough gas density6 to collapse due to its own mass (gravitational collapse)

and an environment cool enough so that the kinetic energy does not counterbalance the gravitational collapse.

Inside the ΛCDM model, those conditions can be reached thanks to the large potential wells caused by dark

matter. Inside the filaments of the cosmic web, when the density of dark matter reaches a critical density, it

will start to condensate to form dark matter halos. Those dark matter halos, in a first approximation, can be

approximated with the Navarro-Frenk-White profile (Navarro et al., 1996),

ρ(r) =
ρ0

r

Rs

(
1 +

r

Rs

)2 , (1.26)

with ρ0 and Rs the central density and scale radius, which vary for each halo. Those halos will form a potential

large enough so that the gas will have enough density and gravitational energy to collapse while having the

possibility to cool enough so that the gravitational force prevails over the kinetic energy. Indeed, the DM

potential well will increase the density of the gas by gravitational accretion, which allows a more effective

cooling. To reach the re-ionisation limit, those first stars need to be massive enough to explode in supernovae

at the end of their life. Those first stars are thus expected to be Population III stars (Schaerer, 2002; Wyithe

& Cen, 2007), which are very massive and metal-less. Because they are very massive, they are also short lived,

which increase the re-ionisation efficiency through supernovae (Haiman & Loeb, 1997; Gnedin & Ostriker, 1997;

6The gas over-density must reach the Jean mass, see e.g. Barkana & Loeb (2001).
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Ciardi et al., 2001). Nevertheless, we still do not understand precisely how those first stars formed, which is one

of the major open questions in galaxy formation. Another possible source for re-ionisation is the formation of

supermassive black holes (Kulkarni et al., 2019). Indeed, those supermassive black holes (BH) will form quasars,

which are very efficient to ionise the hydrogen, because of their high radiative efficiency, emission spectrum and

brightness (Kulkarni et al., 2019). Nevertheless, re-ionisation is an open-topic in galaxy science, which will be

deeply studied for example with the James Webb Space Telescope (JWST, Gardner et al., 2006).

1.2.2 Galaxy evolution: a brief overview

We have seen that from the re-ionisation epochs, we have the main ingredients to form the first galaxies. A

cosmic web which allows the creation of DM halos, which are the perfect gravitational environment to condense

hydrogen, which will cool enough to collapse up to the fusion point, creating the first stars, and then the first

supernovas. Inside each DM halo, hydrogen and helium will continue to be accreted to form a gravitationally

bounded structure, in which stars will be born and die, enriching the environment with new and heavier

elements (metals). In this simplistic approach, a galaxy should progressively consume all its gas, producing

stars generation after generation, more and more metal-rich until all the gas reservoir is consumed. A way to

quantify how efficient is the conversion of gas into stars, is by measuring the star formation rate (SFR), i.e. the

mass of stars produced by unit time (and sometimes volume). We will call its evolution with time or redshift

the star formation history (SFH). Before large galaxy surveys (see Section 1.3), it was challenging to reach

a statistical view of how galaxies formed stars and therefore discriminating between different models of their

global evolution. For example, with the first sparse observations, it easy to conclude that star formation is a

stochastic process without major coherence.

But during the first decade of the XXIth, astronomers started collecting enough data to perform the first

statistical analysis. One key result has been a statistical picture of star formation in the universe. The Figure 1.6,

from Madau & Dickinson (2014), shows the integrated star formation density using ∼ 200 000 galaxies. We see

that that the cosmic SFR is not constant and that the universe has gone through multiple phases: the SFH

follows a bell curve, peaking at z ∼ 2, i.e. around four billion years after the Big Bang. It must imply that the

Universe experienced a phase of extreme star formation activity, but then mechanisms started to counterbalance

this production. It can be that, on average, galaxies have consumed most of their gas and thus are less efficient

in producing stars, or that some physical mechanisms prevent galaxies to continue forming stars (quenching,

leading to quiescent galaxies). Looking at the local Universe, the second scenario seems more likely, with highly

star-forming galaxies neighbouring massive quiescent galaxies. We can look at the distribution of galaxies in bins

of stellar mass per unit volume, called stellar mass function, presented in Figure 1.7, from Ilbert et al. (2013).

On the top panel, we see the number density of star-forming galaxies as a function of their stellar masses. The

colours represent the cosmic epochs. Massive galaxies form early in the Universe (most massive galaxies are
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Figure 1.6: The evolution of SFR with redshift.
The SFR peaks at z ∼ 2, which indicates a com-
plex SFH. From Madau & Dickinson (2014).

Figure 1.7: Stellar mass function of star-forming
and quiescent galaxies. The y-axis represents the
number of galaxies per unit of volume and stel-
lar mass. The bottom panel shows the fraction of
quiescent galaxies. See Section 1.2.2 for more in-
formation. Reproduced from Ilbert et al. (2013).

already present at z ∼ 2.5) while intermediate to small mass galaxies regularly grow through time (at a fixed

mass, there are more and more galaxies with time). Looking at the middle panel, we see that at any mass,

there are more quiescent galaxies at low redshift: galaxies tend to quench and overall do not rejuvenate in large

numbers. Quenched galaxies seem to dominate the high mass end of the stellar mass function since z ∼ 0.8,

with the high redshift curves starting at a lower mass. At the same time, we see that at all redshifts, there

is an optimal mass for quenching, around 1011M⊙. Below this mass, galaxies tend to take longer to quench.

Finally, looking at the fraction of quiescent galaxies compared to the star-forming ones (bottom panel), we see

that most massive galaxies are quenched at z ∼ 0, while less massive galaxies are largely star-forming, at all

times.

Another key relation, is the SFR per bin of redshift and stellar mass. We show one such analysis in Figure 1.8,

from Wuyts et al. (2011) (see also Brinchmann et al., 2004 for an older study). Each panel presents a bin of

redshift (from z = 0 to z = 2.5), with the y-axis being the log SFR and the x-axis the log stellar mass. We see

that if we remove the quiescent galaxies (red group on the bottom right of the plots), each bin follows a very

regular and tight powe law, spanning four orders of magnitude in mass, five in SFR, and this up to z = 2.5, i.e.

during at least eleven billion years. We can also see that the density of quiescent galaxies increases with redshift,

as explained previously. All those examples favour a model in which galaxies tend to be very constrained in

their evolution. Indeed, they show a highly regular behaviour, but within a complex SFH model, as shown

in the first plot: galaxies are not chaotic. Other tight sequences can also be observed on various parameters
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Figure 1.8: Star formation rate regarding galaxy stellar masses, from z = 0 to z = 2.5. The color represent the
Sérsic index. We can see both the main sequence of galaxies (straight white line), and the quiescent sequence
(red cluster on the bottom right). We an also see the clear difference between late type galaxies (blue sequence)
and early type galaxies (red sequence), distinguished by their Sérsic index. From Wuyts et al. (2011)

(mass/luminosity, Faber & Jackson, 1976; mass/rotation velocity, Tully & Fisher, 1977; mass/metalicity Baraffe

et al., 1998...).

To explain these phenomena, strong feedback mechanisms are needed to regulate the production of stars

within galaxies, regardless of their mass or redshift.

1.2.3 Cosmic Star Formation

As we have seen in the previous section, looking at the gas fraction and the total solar masses, most galaxies in

the Universe seem to fall in a relatively tight sequence: galaxies are not chaotic systems. In addition, two other

phenomena suggest the presence of mechanisms preventing or maintaining star formation. On the one hand,

it has been measured that most galaxies are very inefficient in producing stars, compared to a simple model of

gravitational collapse with their observed gas density and temperature. For example, Onishi et al. (1998) have

shown that certain molecular clouds had an efficiency below 5%. It must be explained by a mechanism that

prevents a large part of the gas from cooling enough to reach Jeans’ mass. On the other hand, some galaxies

with a high SFR should have consumed all their gas at a certain redshift but are still observed with a significant

gas fraction.

We know that the galaxy formation is strongly linked to its host dark matter halo. Thus, we can look at

the ratio of the galaxy mass (through its stellar mass M∗) and the mass of the DM halo, Mh. This is what I

show in Figure 1.9, from Behroozi et al. (2013). In a naive approach, we would expect massive DM halos to
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host galaxies with a high gas density and thus form stars more efficiently, leading to a monotonic increase of

M∗/Mh. Yet, we see that this is ruled out by observations, which show a peak at Mh ∼ 1012M⊙, meaning that

there is an optimal value of the DM halo mass for star production.

To prevent star formation, we need a mechanism to either expel the gas or heat it so it cannot cool: we need

energy injection. A good way to inject and propagate this energy through the galaxy is winds or shock waves

(Dekel & Silk, 1986), which can be produced by different objects. Two main candidates have been proposed.

In the low-mass end, the main driver of those winds is supernovae, which will heat and disturb the gas along

with the shock wave it produces. On the high-mass end, it is the radiation from the jet of the supermassive BH

(Silk, 2013). But at intermediate DM halo masses, the supernovae are not powerful enough to expel the gas

out of the galaxy, and it is not big enough to host a supermassive BH, leading to this maximum.

We can notice that at the peak of M∗/Mh, we have M∗ ≃ 0.1Mh: the peak is reached for galaxies of ∼ 1011M∗.

This corresponds to the maximum of the main sequence presented in Figure 1.8. One possible scenario for the

evolution of galaxies is the following: galaxies form stars during their lives in the main sequence until they

reach 1011M∗. At this time, they start to form supermassive BHs, which will heat or expel the gas out of the

galaxy and disturb the galaxy enough to quench it, lowering its SFR and thus reaching the quiescent regions of

the SFR/M plot. This scenario is supported both from simulations (Terrazas et al., 2020) observations (Bluck

et al., 2022) and empirical models (Chen et al., 2020). Indeed, we can see in Figure 1.11 the SFR and the mass

of the central galaxy BH as a function of the fraction of the BH energy and the binding energy of the gas,

computed on TNG100 simulations7. Combining the two, we can see that the BH kinetic energy dominates over

the binding energy from a clear threshold on the BH mass, which also implicates a big decrease of the SFR, i.e.

a large fraction of quenching. In Figure 1.12, we can also see that the BH mass (y-axis) clearly separates the

region where quenched galaxies dominate (red) from where star-forming galaxies dominate (blue). While these

feedback mechanisms has been tuned in TNG simulations to match observed galaxies SFR, it shows that BH

are indeed a possible and robust candidate.

In addition to those feedback mechanisms limiting the SFR, some other can sustain it. For example, when

two galaxies collapse on each other (mergers), one of the galaxies can capture a fraction of the gas, giving more

fuel for the star formation. Also, as we saw previously, galaxies are not isolated from the rest of the Universe:

they are inside DM halos, which are themselves connected by the filament of the cosmic web. Baryonic matter,

which flows along the filaments, will fall inside the DM halo and then be captured by the galaxy, increasing the

fuel to produce galaxies longer.

Thus, galaxies reside in a balance between process that trigger star formation and others that prevent it.:

we can model galaxies as an open system at equilibrium, where feedback and inflow regulate to constrain the

7TNG simulations (Marinacci et al., 2018) are state of the art hydrodynamical cosmological simulations, which can be used to
study galaxy formation and evolution with e.g. different feedback quantities.
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Figure 1.9: Stellar mass fraction regarding DM halo
mass. The peak indicates that there is a DM halo mass
for which the galaxy will have an optimal SFR. On the
low-mass end (left), supernovae feedback causes the in-
efficiency of star formation, while its the AGN feedback
on the high-mass end. Reproduced from Behroozi et al.
(2013).

Figure 1.10: The bathtub model: galaxies can be
modelled as an open-system. Gas from the cosmic
web enriches the galaxy, while AGNs and super-
novae expel the gas and decrease the SFR. From
Lilly et al. (2013).

Figure 1.11: Correlations between the black hole mass, its energy
energy and the SFR. The left panel shows the SFR and the right
panel the galaxy central BH, both as a function of the ratio between
the energy from the BH and the gas binding energy. We can see
that from a certain mass, the BH energy dominates the binding
energy, which implies a steep decrease of the SFR. Adapted from
Terrazas et al. (2020).

Figure 1.12: Correlation between the
galaxy central BH and the fraction of
quiescent galaxies (fQG). We can see
that the BH mass separates regions
where quiescent galaxies predominate
(red) and regions where its the star-
forming galaxies (blue). From Bluck
et al. (2022).

evolution until feedback overcome the equilibrium and quench the galaxy. I show in Figure 1.10 a schematic of

this open system and its mechanisms.

As we have seen through the text and in Figures 1.7 and 1.8, galaxies tend to form two families: star-forming

and quiescent. This distinction is also clear looking at their morphology, which is very rich to explore galaxy

evolution.
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1.2.4 Studying galaxies through their morphology: a powerful approach

Since the first discovery of nebulae, it has been obvious that galaxies present a variety of shapes with different

physical properties, which we will call morphology. Indeed, galaxies are more complex than a homogeneous balls

of dust and stars. We can describe the galaxy with two main components: the bulge and the disk. The bulge

is typically a kinematically hot and compact component in which the velocity dispersion dominates the motion

of stars. The stars in the bulge are also generally old (metal-rich), and there is little gas.

The disk is a thin and more extended structure around the bulge, with high angular momentum, such that

rotation velocities dominate the motion of stars. The gas fraction is much higher than in the bulge, making

it ideal for creating stars. It is thus usually made of younger stars than the bulge (and therefore less massive,

metal-rich, and bluer), orbiting around the galaxy’s centre.

The relative importance of these two components (bulges and disks) is what drives the morphological classi-

fication of galaxies initiated more than 100 years ago by Hubble Hubble (1929a). Hubble ordered local galaxies

in what we now call the Hubble Sequence based on the importance of the bulge component (see Figure 1.13). On

the left side of the sequence, there are elliptical galaxies (E) which typically have only a bulge component. On

the opposite side lies late-type spiral (S) galaxies with only disk components. In between, galaxies continuously

change between the two extremes, with a composite of bulge and disk.

Most importantly, the morphological sequence is also a star formation sequence: elliptical galaxies are

typically quenched with no star formation while spiral galaxies are star-forming, forming the two sequences

shown in Figure 1.8. The colour of the points is the Sérsic index, which describes the steepness of the galaxy

light profile (see Section 3.1). As we have seen, ellipticals are bulge dominated, i.e. compact: they have a

large Sérsic index. Spirals are more extended and have a low Sérsic index. We can see that the two families of

the Hubble sequence are thus very well separated, spirals forming the main sequence while elliptical lies in the

quiescent region. This can also be seen from the study by van der Wel et al. (2014), which presents the relation

between the effective radii and the mass of galaxies, with a distinct colour for early and late types. We can see

that the two forms separate families, and this up to redshift z = 2.5

In addition to the two main components, we can also find other kinematically distinct features in galaxies,

such as spiral arms or bars. The first one is over-densities of gas in the disk, where most of the stars are

formed. The arms can be more or less loose around the galaxy’s core. In the Hubble Sequence, they are usually

classified from left to right according to this tightness. The latest (which made Hubble add another branch to

its classification) is a stripe of old stars in the bulges from which the spiral arms start (Sb). Finally, all galaxies

do not have a smooth or clear structure. Some are more chaotic and hard to classify as spirals or elliptical.

They will be added at the end of the sequence, as irregulars (irr).

Finally, I show in Figure 1.15 a study by (Huertas-Company et al., 2015b), which show the evolution of seven
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Figure 1.13: Hubble Sequence. Galaxies are or-
dered by their morphology. On the left, the ellip-
tical galaxies (or early type, E), largely dominated
by their bulge. On the right, spiral galaxies (or
late type) largely dominated by their disk. Spi-
ral galaxies are then organised with two branches,
with or without bars (bottom and top).

Figure 1.14: Physical radius of early type galaxies
(red dots) and late types (blue dots) with regard
to their stellar mass. We can see a clear separa-
tion between the two: the galaxy distribution is bi-
modal, with a lack of intermediate galaxies (green
valley). From van der Wel et al. (2014).

galaxy types only based on their morphologies (by looking at their 2D surface brightness). We can see in the

right panel, which summarises the left one, that we had a strong evolution up to z = 1, ages during most galaxies

where irregulars and evolved to form spiral (disk) galaxies. It highlights a phenomenon that was not accessible

with SFR or spectra: galaxies need time to assemble in a regular and dynamically consistent structure. We

can also find results that we have already seen while studying the SFR, with a quenching of galaxies in the last

billions years, with the amount of late type galaxies decreasing in favour of elliptical (spheroids).

All those studies suggest a strong link between the mechanisms that regulate star formation (see the previous

section) and morphological transformations, between elliptical and spirals but also irregulars. Thanks to the

first large galaxy surveys on the 2000s, we have started understanding the evolution of galaxies, with both their

SFH and morphology. Yet, fully understanding and constraining these physical mechanisms has been a very

active research line in the past years, and we can hope that the next large galaxy surveys will revolutionise our

knowledge as much as the first did.

1.3 Galaxy surveys: overview and challenges

As we have seen in the previous sections, both the ΛCDM model and astrophysical processes motivated by

observations provide a solid global model to understand the Universe’s history. Its predictions stands from the

Big Bang to z = 0, and from the largest scales of the cosmic web to galaxies. Nevertheless, there are still many

observations and processes that cannot be explained with our current theories, and parameters of our models

that are still too unconstrained. This is true both in cosmology and galaxy science. Among those big questions,

we can for example cite the dark energy and dark matter equation of states’ parameters, wDM and wΛ. For

galaxy science, we can cite the absence of observation of some galaxies, such as early massive quiescent galaxies,
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Figure 1.15: Evolution of galaxy morphology with time. On the left, the proportion of seven types of galaxy
morphologies (summarised in three types in the right panel), from redshift 0.5 to ∼ 3. In the early Universe,
irregular galaxies are predominant. Today, irregular galaxies are completely dominated by more structured
galaxies. Adapted from Huertas-Company et al. (2015b).

or a need to better explain the relationship between galaxy morphology and their environment. While in the

past decades, the main cosmological missions (COBE, Boggess et al., 1992, WMAP, Bennett et al., 2003, Planck,

Planck Collaboration et al., 2020a) were focused on the observation of the CMB, the main new cosmological

missions are focusing on galaxy observation.

Doing so, even if the primary driver of those missions is cosmology, they will have a substantial impact on

galaxy science because of the enormous number of galaxies observed to constrain the cosmological parameters

statistically.

In the following sections, I will present the evolution of galaxy surveys, from the observation of individual

galaxies to billions of objects, then introduce the Euclid mission (Laureijs et al., 2011) , the next ESA galaxy

survey, and finally give the new challenges arising from those missions.

1.3.1 From thousand to billions of galaxies

In less than 150 years, the number of observed galaxies has increased by more than nine orders of magnitude. In

Figure 1.16, I show the typical sample sizes of a non-exhaustive list of surveys. Probably one of the first galaxy

catalogs is the one done by Messier during the XIXth. It contained ∼ 40 objects, known at the time as nebulae

(Dreyer, 1888), and further identified as extra-galactic, i.e. galaxies (see Section 1.1.1). These first galaxies

were observed on an object per object basis without any systematic survey. While the number of identified
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galaxies slowly increased during the XXth century, the first real galaxy survey was undertaken between 1977

and 1982. The center for astrophysics (CfA) redshift survey (Huchra et al., 1983), observed ∼ 2000 galaxies. It

represented an increase by one order of magnitude in the number of sources, allowed both by a more automated

survey and a more sensitive telescope (the limiting magnitude was about 14.5 in the z band). The main focus

was on measuring redshifts with spectral observation. The arrival of this new larger dataset also triggered the

development of new tools for data reduction. For example, Tonry & Davis (1979) proposed a method for the

cross-correlation between the filters.

In 1990, the second generation of this survey, CfA2 (Huchra et al., 1995) increased again by an order of

magnitude the number of galaxies reaching a sample of ∼ 15 000 galaxies and a magnitude deeper than the

first generation. The CfA2 survey probably represents the beginning of the era of statistical astrophysics. The

increasing trend pursued in the late 90’s and beginning of 2000’ with the two-degree field galaxy survey (Colless

et al., 2001), or 2dF. The survey observed both in imaging and spectroscopy ∼ 250 000 galaxies. From the

beginning of the XXIth century, we have seen an acceleration both in the number of surveys and in the increase

of the number of observed galaxies, survey area and depth. The most successful case is undoubtedly the Sloan

Digital Sky Survey (SDSS) which started in 2000 and is still on-going. It is organized in various surveys going

from I to IV (York et al., 2000; Frieman et al., 2008; Eisenstein et al., 2011; Blanton et al., 2017). In addition

to a systematic spectroscopic and imaging survey of the northern hemisphere, the SDSS surveys also include

more specific projects such as the the BOSS (Dawson et al., 2013) and e-BOSS (Dawson et al., 2016) surveys

or the MANGA survey, (Dawson et al., 2013; Blanton et al., 2017)(Bundy et al., 2015), covering a total area of

∼ 14 000deg2. SDSS represented a real change in the way astronomical research is organized. Not only because

it observed close to half a billion galaxies up to a depth of 22.5 magnitudes, but also because it provided a very

efficient public access to the data. A sign of the importance of this public access to the data is the number of

publications and citations: we count more than 21 200 papers talking about SDSS in their abstract, for a total

citation count larger than 650 000. More significantly, it was shown that most of the papers were written outside

the collaboration. This was made possible by a very effective database, with powerful and user-friendly tools

for catalogue handling or image visualisation (Sky Server, CasJobs, ImgCutout). It allowed the exploration

of the ∼ 100 TB of processed data, setting a model and new expectations of how astrophysical data could

be delivered. In 2006, it was the most prolific astrophysical mission ever (Madrid & Macchetto, 2009), ahead

of the Hubble Space Telescope (HST) or the Swift telescope. The advent of large surveys has modified how

astronomical research is done in many aspects. Surveys have triggered for example the development of a large

variety of software for source detection (SExtractor), photometric redshift measurements (LePhare, Arnouts

et al., 1999; HyperZ, Bolzonella et al., 2000...), morphology (Galfit, Peng et al., 2002) etc.

All these efforts were pursued in the 2010s in large cosmological surveys focusing on galaxies, such as the

Canada-France-Hawaii Telescope Lensing Survey (CFHTLS, Erben et al., 2013), the Kilo-Degree Survey (KIDS,
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Figure 1.16: Number of observed galaxies by sev-
eral surveys. We see that the amount of observa-
tion increase exponentially with time.

Figure 1.17: Resolution with respect to sensitivity
for different galaxy surveys. The radius of the cir-
cle is proportional to the logarithm of the FOV.
The lower, righter and bigger, the best. We can
appreciate the logarithmic enhancement of the res-
olution and sensitivity in the various surveys.

Kuijken et al., 2019) or the Dark Energy Survey (DES, Abbott et al., 2021) reaching close to one billion galaxies.

I summarise in Figure 1.17 the field of view (FoV), sensitivity and resolution for different cosmological surveys

(red circles). We can easily appreciate the exponential growth in sensitivity and resolution.

With the new generation of galaxy surveys, such as Euclid or the Legacy Survey for Space and Time (LSST,

with the Vera Rubin Observatory, Ivezić et al., 2019), we expect another increase by one order of magnitude in

the number of galaxies reaching tens of billions of observed objects. These new generation of surveys probably

mark the beginning of the big-data era. It is therefore naturally expected that this revolution in terms of

data and complexity will also imply changes in the way data is analyzed and information is extracted. As a

matter of fact, we have seen in the last a generalization of the so-called data-driven approaches as opposed to

more model-driven approaches. The development of novel algorithms to maximize the throughput of the new

generation of surveys is the main focus of this thesis.

In the following sections, I will present in more detail the characteristics of one of the main projects of the

coming decade, the Euclid survey (Section 1.3.2), to better illustrate the technical challenges that these new

surveys imply (Section 1.3.3). My thesis work essentially revolves around the preparation of the Euclid mission.

1.3.2 The example of Euclid

Euclid is a cosmological mission of the European Space Agency (ESA), which should be launched in spring

2023 in Kourou. Euclid is the name of the survey as well as the telescope. It will observe more than three
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Figure 1.18: Euclid Wide and Deep Surveys. The red hatched parts are not observed, due to the emission of
the Milky Way or of the cirrus light in the ecliptic. The yellow dots represents the deep fields. Adapted from
ESA/Euclid Consortium.

billion galaxies to statistically constrain the ΛCDM model. It will observe with a primary mirror of 1.2 meters

for a FOV of 34 × 34 arcmin, covering thus an area 300 times bigger than the HST, with a resolution of

0.1 arcsec.pixel−1. It contains two instruments: an imager in the visible (VIS, with its filter called IE) to

measure the shape of the galaxies, and a near-infrared spectrophotometer (NISP), to measure their redshifts

and colours.

Survey

During the six years of operations, Euclid will observe approximately one third of the entire sky. It will have

two primary surveys at two distinct depths: the Euclid Wide Survey (EWS, Scaramella et al., 2021) and the

Euclid Deep Survey (EDS). The footprint of the two surveys is illustrated in Figure 1.18.

The EWS represents 15 000 deg2, i.e. one third of the sky. The remaining two thirds not scanned essentially

correspond to the Milky-Way region and the ecliptic plane. In addition, regions containing bright stars (IE < 4)

are avoided, and intermediate bright stars will be masked during data reduction.

Ninety percent of the EWS will be observed with at least three exposures of ∼ 570 s each, to reach a depth of

∼ 24.5 at 10σ for extended sources, and 26.2 at 5σ for point sources. In the most visited areas, Euclid could even

reach a 1σ detection up to a surface brightness of 29.5mag.arcsec−2. Euclid heavily relies on complementary

observations from other facilities, especially for the derivation of high quality photometric redshifts. Therefore,

a large fraction of the Euclid footprint will also be followed by the other experiments such as DES, CFIS or

LSST. These overlapping regions will enable a variety of complementary science cases in addition to cosmology

(see, e.g. Guy et al., 2022).
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The EDS represents 40 deg2 and is expected to be two magnitudes deeper than the EWS. It is composed of

three fields:

• Euclid Deep Field North (EDFN): a 10 deg2 field on the north of the galactic plane. The EDFN will be

mostly covered by the NASA’s Spitzer Space Telescope.

• Euclid Fornax: a 20 deg2 field on the south of the Large Magellanic Cloud, observed, for example, by

NASA’s Chandra Telescope and ESA’s XMM-Newton telescope (X-ray) and HST in the optical (HST

ultra-deep field) and CANDELS’ GOOD-North.

• Euclid Deep Field South: another 10 deg2 field, in the South East of Fornax. This is a completely new

field which will also be covered by Rubin LSST.

In Figure 1.17, I compare three key properties of the EWS and EDS with other past, present or future

galaxy surveys (red circles), focusing on the imaging instrument only. The figure plots the average FWHM of

the point spread function (PSF) of the primary camera against the characteristic 5σ detection limit. The size

of the circles is proportional to the logarithm of the instrument’s FoV. Thus, the closest the circle is the bottom

right corner, the better the spatial resolution and the depth. We can see at a glance the difference between

cosmological missions and galaxy science missions: the first have a large FOV, medium depth and resolution,

while the latest have a very small FOV but a great depth and resolution. Yet, we can also see that with the

EDS, Euclid can even be competitive with galaxy science missions, with a slightly worse resolution.

The figure also highlights the complementarity between two of the major cosmological experiments of the

next decade; Euclid and LSST. Euclid has a better resolution because it is space based. LSST has a larger

FOV and sensitivity

Scientific objectives and probes: cosmology

As previously mentioned, Euclid is a cosmological mission. The primary goal is to constrain the nature of dark

energy by constraining the equation of state.

For dark matter, one can derive that the density of matter Ωm can be linked to variations of the density

contrast δ through time by:

Ωm =
γ
√

d ln δ

d ln a
(1.27)

where δ = ρ−ρ0, (ρ0 is the mean density of the Universe, measured e.g. with the CMB) and γ ≃ 0.55 in a pure

CDM model. Constraining γ with enough precision could thus rule out a CDM model.

As explained in Section 1.1.7, the ΛCDM model assumes that dark energy takes the form of a cosmological

constant Λ, with an equation of state ωΛ = −1. Euclid will try to confirm or rule out this model. In the case
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it is found not to be a constant, it will also constrain the dependence with redshift:

wΛ(a) = wΛ,0 + wΛ,a(1− a) (1.28)

where a is the scale factor (see e.g. Equation 1.10). Thus, if γ and ω(a) can be constrained, a new light will be

shed to the dark energy and dark matter.

To do so, Euclid will focus on two primary probes: weak gravitational lensing and galaxy clustering as well

as the correlation between the two.

Weak lensing (WL) relies on a precise measurement of the shapes of galaxies. According to the Cosmological

Principle, there is no preferred direction for galaxies to follow (and align). Thus, if we chose a random 2D (x, y)

system and measure the galaxy intrinsic alignment ϵint (the angle between x and the major axis of a galaxy)

of all galaxies in the sky, they should average out to 0 (isotropic Universe). Yet in the presence of a large

concentration of mass between the galaxies and the observer (e.g. DM), the light-path of the background

objects is distorted, leading to a statistical alignment of the galaxies behind the mass concentration. Thus,

measuring the WL contribution to the galaxy alignment provides a direct measurement of the dark matter

distribution ϵWL. We can write

< ϵobs > =< ϵint + ϵWL > (1.29)

=< ϵint > + < ϵWL > (1.30)

= 0+ < ϵWL > . (1.31)

The effect is typically very small, with a signal to noise ratio (SNR) ∼ 1, and hence very difficult to measure.

In addition, WL is statistical effect which therefore requires large samples. This is mainly why a large FOV is

needed.

The second probe, galaxy clustering, is based on the 3D mapping of the galaxies (their position in the

sky and their redshift). By computing the two point correlation function which probes the typical scales in

the galaxy separations, one can recover the tiny fluctuation of the early universe, which can then be used to

constrain the growth scale of the Universe. Because it is less linked to galaxy morphology than WL, I do not

describe this probe in detail. More details can be found in Allen et al. (2011).

Scientific objectives: legacy science

Even though the main focus of Euclid will be cosmology, the unprecedented amount of galaxy images and

spectra in four bands and its great resolution will also be an excellent mission for galaxy science. Indeed, it has

been shown in the past that large galaxy surveys initially focused on cosmology led to a more significant number
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of publications in legacy science, because of the variety of science doable with the data (e.g. SDSS). With this

in mind, the Euclid Consortium already formed legacy science groups, such as the galaxy and AGN evolution

working group (GAEV) or the local universe WG. These groups will focus on different aspects of galaxy science,

such as:

• the search of high redshift galaxies (z > 7) in the EDS, to better constrains the model of reionisation. The

only visible galaxies at this redshift being AGNs, it will also help us understand the growth of supermassive

BH in the early Universe.

• the study of the SFHs (with NISP) in the z 1− 7 redshift range, i.e. the first half of the Universe history.

With VIS, it will be able to link the SFH to their precise morphologies. In addition, the WL measurements

will provide the relation between SFH, morphology and their parent DM halos.

• the study of strong lensing systems will provide precise information on the galaxy mass distributions and

the sub-structures of their DM halos.

• the study of stellar populations, which will be resolved inside local galaxies. The great resolution will also

allow a fine study of the low surface brightness structures of those galaxies, such as tidal tails, streams or

shells, to understand mergers interactions better.

We could also mention that Euclid will also be used for intra-galactic studies, such as globular clusters,

stellar streams or even planetary science.

1.3.3 The challenges of precision cosmology

Unprecedented requirements

With the new cosmological missions, we will be able to reach precision cosmology, i.e. a new level of precision

to be able to reveal the true nature of dark energy and dark matter. For example, Euclid aims for a 1σ

precision of respectively 0.02 and 0.1 for wΛ,0 and wΛ,a (see Equation 1.28). For the dark matter, it will

measure γ (see Equation 1.27) with a 0.03 precision at 1σ8 (see Laureijs et al., 2011 and Amendola et al.,

2013). In comparison, Planck Collaboration et al. (2020b) achieved a precision of respectively 0.2 and 0.6 using

Planck, BAO and WL, improving to 0.08 and 0.3 using supernovae data. Those values and the corresponding

improvements requirements are summarised in Table 1.1.

Improving the measurements of cosmological parameters by approximately one order of magnitude with

a single data set requires a huge effort. Indeed, those parameters are not direct measurements: from the

light reaching the primary mirror of the telescope down to the final constrains, the amount of steps is huge
8In the latest Euclid forecasts, the optimistic scenario even predicts a 1σ constrain of 0.02, ∼ 0.073 and 0.008 for wΛ,0, wΛ,a

and γ (Euclid Collaboration: Ilić et al., 2022)
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Table 1.1: Comparison between state of the art constrains on dark matter and dark energy and Euclid require-
ments or forecasts. We see that Euclid will improve the constrains on the different parameters by 4 to 30 times.

wΛ,0 wΛ,a γ
Euclid Requierments 0.02 0.1 0.03
Euclid forecasts (E) 0.02 0.073 0.0077
Planck + BAO + WL (PWL) 0.2 0.6 ∅
Planck + SNIa + BAO (PS) 0.08 0.3 0.25
Improvement E/PWL 9.5 8.2 ∅
Improvment E/PS 3.8 4.1 31

(modelling of the instrument’s response, cleaning of the data, source identification, statistical analysis...), and

so is the number of errors we can make, and biases we can introduce. For example, I show in Figure 1.19 the

amount of work on the cleaning of a Euclid VIS image to be able to measure galaxy shapes accurately. Any bias

or inaccuracy in the data processing will propagate to the WL measurement. To analyse the feasibility of such

requirements, the first task is to compute the number of objects (and thus the depth and survey area) to have

enough statistics. For Euclid , the limit of 30 galaxies per arcminute is needed, with a survey of 15 000 deg2

(Laureijs et al., 2011). Then, we need to compute an error budget to determine which precision we need to

reach in every step of the analysis, i.e. allocate a requirement to every step. And to test if the mission will reach

its goals (i.e. forecasting its capacities), the pipeline (a vertical chain of software to go from the first light to

the final scientific results) needs to be built ahead of launch. While it is out of the scope of this introduction to

present every bias and challenge of such pipeline, I will explain some of them to motivate the goal of my work.

Note that most biases are not new, but they were negligible compared to other ones. With better instruments,

biases that were negligible compared to others needs to get taken into account while requirements get stronger.

For example, in previous surveys, the error budget was dominated by the lack of observed sources (the noise in

the decrease with the square root of the number of sources), meaning that fainter bias would have much less

impact on the error.

A clear example of this is blending, a phenomenon that I will study in Chapter 4. With an increasing depth,

the density of the observed galaxy increases too because a telescope observes only a 2D projection of the 3D sky.

And because of the increase in the density, there will be many more overlapping galaxies, the line of sight being

more and more crowded. Those faint galaxies were, of course, already there in the past. Still, the telescope

capacities couldn’t allow their detection, making the number of overlapping objects (blended objects) negligible

(or at least too small to be a significant part of the error budget). For Rubin, it is now one of the major biases

because of its large depth and poor resolution (large PSF), also increased by the fact that blending is a direct

bias on the shape measurements. Another example is an instrumental effect called charge transfer inefficiency

(CTI). Due to defects in the CCDs of the camera, electrons are trapped and are red with a short delay, which

leads to a slight deformation of the galaxies in a preferred direction... Which is very similar to the WL effect.

While it was also a known problem for previous missions, the effect is so tiny that it was utterly negligible
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Figure 1.19: Removing instrumental defects from a VIS image. On the left, an expected raw image captured by
VIS. You can see CTIs, cosmic rays, dead pixels, ghosts or masked areas. On the right, the same image cleaned
by the Euclid VIS team. Courtesy to H.J. McCracken.

compared to other systematics.

The big-data era

Finally, as I have shown earlier in this introduction, the amount of data those new missions will collect is

orders of magnitude higher than the previous missions (see Figure 1.16). This big-data era needs new tools,

even without discussing stronger requirements. For example, describing galaxy morphology in detail in legacy

science is a hard task to automate. In the past, astronomers described them one by one. While it was doable

for surveys of the order of a thousand of galaxies, it started to be much more challenging even with surveys

such as SDSS-I. For example, if we want to classify even one-tenth of Euclid galaxies, i.e. three hundred million

galaxies, with ten scientists classifying a galaxy in twenty seconds and working forty hours a week, it would take

250 years to classify all of them... For SDSS, a new tool for classification was invented, to tackle this problem:

the citizen science. Instead of classifying galaxies with only a few experts, the problem was given to thousands

of citizens to accelerate the process. By doing so, they were able to classify the ten of thousand galaxies of

the SDSS-II survey (Lintott et al., 2008). But as we have seen, Euclid will increase by one order of magnitude

SDSS numbers, meaning that even those powerful approach of citizen science will be insufficient.

One other example of an unsolvable problem with big-data is complex simulation. Indeed, there is always

a trade-off between the complexity of the simulation and execution time. If we wanted realistic simulations to

test the Euclid pipeline, even if we simulate only bright galaxies (i.e. up to magnitude 22.5), it would take years

with the best hydrodynamics codes, knowing that a galaxy can take months to be simulated, with e.g. TNG.

We have seen that new galaxy surveys, for example, Euclid, have unprecedented scientific requirements to

constrain with an unprecedented precision the nature of dark matter and dark energy. To do so, they need to

limit or calibrate the biases or systematics that can mimic and disturb the scientific probes. This requires an

enormous amount of data (galaxies), entering an era of big-data.
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This thesis takes place in this precise context, where I developed new tools to help the preparation of the

Euclid mission, for the simulation, detection and measurement of galaxy morphology. Because this thesis relies

mainly on deep learning, I present first an introduction to these techniques to have the basics to understand the

rest of the manuscript (Chapter 2). I then show the results of my three years of research. First, to be able to

test if all the requirements are reached more realistically, I have developed a new model of galaxy simulations

with deep learning (Chapter 3). I present first the model I used (Section 3.2) and then explain how I used it to

forecast Euclid ’s capacities regarding galaxy science (Section 3.4). Then, I have developed a new way tool to

identify overlapping galaxies, a critical task to limit the bias on the shear and WL measurements (Chapter 4),

which will help the production of the Euclid catalogues. Finally, I have participated in the preparation and

analysed of the results of a morphology challenge to forecast Euclid ’s possible performance on the measurements

of galaxy morphology (Chapter 5). I will conclude and open to future research in Chapter 5.8.
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Chapter 2

Deep learning for galaxy surveys
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With the new generation of telescopes and surveys, astronomy is entering an era of big-data. Indeed,

forthcoming surveys such as Euclid or LSST will deliver an unprecedented amount of data, both in terms of

numbers and complexity. Moreover, these missions carry more stringent to fulfill the scientific objectives. To

tackle the challenges related to this evolution, we can look at what has been done in the industry, which has

been struggling with big-data for already two decades. We can clearly see the emergence of a particular class

of artificial intelligence called machine learning (ML) or deep learning (DL), which is today, for classification,

segmentation – and more generally, computer vision – the state of the art and most used technique. In this
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chapter, I will give an overview of deep learning to give any reader the essential tools to understand the methods

used during my thesis. I will present what makes ML and DL a coherent family of techniques, then present in a

hierarchical complexity different algorithms with simple examples. I will finish by showing how and since when

ML is used in astrophysics, to contextualise my work in the community.

2.1 Deep learning: from perceptron to deep convolutional neural net-

works

Let’s first tackle the non-trivial exercise of defining ML. First, we can remind the reader that ML is a sub-

ensemble of computer sciences, but also of the most generic ”Artificial Intelligence”1. It contains itself others

sub-sample of techniques, for example, DL (see Figure 2.1 for an illustration). We can define ML as a family of

algorithms that share some goals and methods. Their common characteristic is that they are built for a specific

prediction task, and learn how to do it without specific indications. But learning must be understood in a

particular way: in the case of the vast majority of ML algorithms, it simply means achieving better results by

looking at new examples. Without specific indications means that they are not built with a specific architecture

for the task, but uses powerful approximation functions to model the problem without being specifically tuned

for. One could think of ML learning in the same way a Bayesian process adapts its posterior knowledge each

time it sees new data, even though the vast majority of DL codes are not (fully) Bayesian. This broad definition

covers many architectures and goals, from the simple decision tree for classification to deep generative neural

networks for high-quality image generation. If those algorithms can vary greatly, they share standard bricks

and methods, defining them as the same family. We can describe and explore most ML techniques with graph

vocabulary, such as nodes (or neurons).

2.1.1 The neuron: the atom of deep learning models

As I will explain more in detail in the following, DL methods can generally be seen as a fitting problem, where

we have data x ∈ X from which we want to measure a characteristic y ∈ Y . To that purpose we optimise the

parameters Θ of a function, or model, f̂Θ : x � ŷ. In ML, we will refer to those parameters as the weights of

the model, and write them as wi or bi (for bias). The output of the model, ŷi is called prediction. The form

of the function f̂ will be called the architecture. Most models are based on the concept of neuron, and deeper

architectures will be a complex combination of those basic blocks. The most basic neuron does a scalar product

of the input vector x, plus a bias. This operation is linear; stacking neuron will therefore not allow to tackle

1AI is a poorly defined term, for systems which should mimic human intelligence. Its boundaries are not well defined, and the
term should be used carefully. In the contrary, ML is better defined.
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Figure 2.1: Deep learning in the computer science world. It is a sub-ensemble of AI and ML.

non linear problems. To counter this effect, the neuron uses an activation g, which is a non-linear operation2.

The activation can take many forms. It can be as simple as a function which puts to zero negative values and

is linear for positive values (ReLu activation), or more complex with e.g. the sigmoid activation, defined as

g(x) =
1

1 + e−x
. (2.1)

In the case of a model with one neuron applied to an input with two values, we will have:

f̂(x⃗) = g(w⃗.x⃗+ b) (2.2)

ŷ1

ŷ2

 = g ◦ (w0, w1)

x1

x2

+ b .

Each neuron will have as many weights as the dimensions of the input, plus a bias. Usually, each neuron has

the same activation but the last which can be adapted to the form of the sought output. I represent a schematic

of a neuron in Figure 2.2. We will see the advantage of such a representation when the complexity of the

architectures increases.

Now that we have the building block of DL models, I will detail how to construct different algorithms of

increasing complexity.

2This activation is the motivation behind naming this model neuron. Indeed, brain neurons usually take the input electric
signals and the neuron is activated or not depending on its value, i.e. activating the neuron or not (synaptic integration).
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2.1.2 Single Neuron Network

Let’s begin with one of the simplest mathematical problems we can try to solve: linear regression. While being

very simple, it will allow us to present the fundamental steps to build a DL algorithm.

Let’s say we observe, as the result of an experiment, n samples, (xi ∈ X, yi ∈ Y ). I represent in Figure 2.3

these data. Instead of the more generic image and inverse image, we will call the xi the input, and the yi

the targets or ground truth, yi being the true value we are aiming to predict. The goal of our problem is to

approximate the unknown function f : x � y. Looking at the data, we can assume that a linear function

would be a good model to approximate f . We can thus use the neuron presented in Equation 2.2 with a linear

activation (i.e. without activation), and with a single input:

f̂ : x � w x+ b . (2.3)

Figure 2.2: Schematic of a neuron. The blue circle
represent the function f̂ : xi � g(w⃗x+ b).

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
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Figure 2.3: Linear regression dataset. The input
data are the xi ∈ X, and their corresponding tar-
gets or labels, the yi ∈ Y .

The goal now is to find the optimal values for the models’ weights that best fit the data. The process is

divided in multiple steps. First we randomly choose the values of our parameters. I show in Figure 2.4 in cyan

circles the prediction of the model on of 32 xi ∈ X.

Of course, because the weights were randomly selected, the fit is catastrophic. To improve it, we need to

train our model. To do so, we mainly need three ingredients. First, some training data, i.e. couples of (x, y)

to learn from. Then, an objective function or loss function L, which will indicate the error of the model when

trying to predict the yi from the xi in the training set. And finally, a way to use this loss to adapt the weights

to learn from the examples.

In our simple case, we can simply define our training dataset as a random sub-sample of our observation,

(Xtrain ∈ X,Ytrain ∈ Y ). To compute the error, we can chose a simple loss function, for example a mean square
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Figure 2.4: Training of the neuron on the regression problem. On the top left plot, we can see the predicted
value of a mini-batch of 32 xi at the beginning of the training (random weights, in cyan), and at the end,
in magenta. We can also see the linear regression at intermediate epochs, from 0 to 50. We see that the fit
becomes better with the epochs. On the top right plot, the value of the MSE loss at each step. The decrease
in the loss is a sign of learning. On the bottom line, we plot the loss surface of the linear regression experiment
regarding the two weights of the model, w and b. The points represent the values of the loss reached by our
model at certain epochs. We can appreciate that the loss values are decreasing toward the minimum. It does
not perfectly follow the steepest slope because we make a stochastic gradient descent and not a perfect gradient
descent. We can also appreciate this behaviour on the top right plot.
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error (MSE):

L =
1

n

n∑
i=0

|ŷi − yi|2 . (2.4)

This loss is particularly suited when we assume the data to be normally distributed, and will penalise more data

far from the mean (outliers) than small variations around it. Here, we can see that the noise in the data seems to

be Gaussian around the line, making the MSE suitable for the problem. Finally, to update our weights, we can

use the gradient descent algorithm. The idea is to compute the gradient of the loss (i.e. its partial derivatives)

regarding the model’s parameters and update the weights in the direction of the steepest slope of the gradient.

This process can be repeated for multiple steps i:

wi+1

bi+1

 =

wi − dsw

bi − dsb

 , (2.5)

where ds is the gradient of the loss:

ds = ∇L(wi, bi) lr

=


∂L(wi, bi)

∂wi

∂L(wi, bi)

∂bi

 lr

=
1

n

n∑
j=0


∂ |ŷj − yj |2

∂wi

∂ |ŷj − yj |2

∂bi

 lr

=
1

n

n∑
j=0


∂ |wixj + bi − yj |2

∂wi

∂ |wixj + bi − yj |2

∂bi

 lr

=
2

n

n∑
j=0

xj (wixj + bi − yj)

wixj + bi − yj

 lr (2.6)

=
2

n

n∑
j=0

xj (ŷj − yj)

ŷj − yj

 lr , (2.7)

where j indicates the element of the dataset, i the temporal step at which we perform the descent, and lr

how much we move the parameters along the gradient slope. In practice, when for big datasets, we do not

compute the loss and perform the gradient descent on all examples (called batch) but on a random subset called
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mini-batch. If our training dataset has SX elements, and each batch has Sb elements, we will update n = SX/Sb

times our weights until the model sees all elements of the dataset, which we a call an epoch. There are n steps

in an epoch. This approximate gradient descent is called stochastic gradient descent (SGD). I show in magenta

in Figure 2.4 the model predictions after 10 epochs. Five intermediate updates can be seen in lighter colours,

showing how the model explores the parameter space. I also show the loss value at each step and the stochastic

gradient descent. Note that it is of course not required to use ML for such a simple problem, but it it is worth

for a first explanation of ML algorithms.

We have seen in this first very basic example the basics of neural networks: a training set, a loss function

and gradient descent. In the next section, we will increase a bit the complexity problem, which will require to

build a more complex model f .

2.1.3 Fully connected Network

A first way to make our model more complex is to stack neurons vertically to form what we will call a layer.

In the case were we use the simple neuron presented in Equation 2.2, we call it fully connected or dense layer,

because all the inputs are connected through the scalar product. Each neuron receives the same input, and

computes the same function as the neuron presented in Equation 2.2, but each with different weight values. For

example, a dense layer of four neurons predicts four outputs:

ŷ0 = g(w⃗0x⃗+ b0) (2.8)

ŷ1 = g(w⃗1x⃗+ b1)

ŷ2 = g(w⃗2x⃗+ b2)

ŷ3 = g(w⃗3x⃗+ b3) ,

where the subscript indicates the index of the neuron. Note that all the weights are vectors of the same dimension

as the input: w⃗j = (wi,0, wi,1, ..., wi,n). We can write the layer as follows:

⃗̂y = g(W x⃗+ b⃗) (2.9)

where W is a 3D matrix.

Figure 2.5 shows a schematic view of this model. The advantage of stacking neurons is that each of them

can learn a distinct feature, i.e. additional important information about the data. I will give a more intuitive

example of what a feature can be when discussing CNNs (Section 2.1.4). Note that a neuron can be interpreted

as a single-neuron dense layer, where the matrix W resumes to a vector, as presented in Equation 2.2.
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Dense Neuron

Dense Layer 1

Figure 2.5: Dense layer on a input of length two. Each
neuron is made of two weights, w⃗i = (wi,0, wi,1) to
connect all inputs.

Dense Neuron

Dense Layer 1 Dense Layer 3Dense Layer 2

Figure 2.6: Dense network. Note that we did not write
the biases or the intermediate output. In each weight,
the subscript indicates the index of the neuron inside
the layer, while the exponent indicates the index of the
layer.

A second way to make our model more complex is to stack horizontally the neurons, or layers. If we have

a layer defined by any function f0 : x � d0, we can stack a second layer f1 : d0 � d1 such that our final model

defines as:

f(x) = f1 ◦ f0(x) , (2.10)

where the exponent indicates the layer. For a notation simplification, we do not write the activation functions

g, which are considered as part of f i. The activation function in each layer shows its importance here: if we

do not have this non-linearity, stacking layers would just result in a larger linear function. However, with the

activation, we can reach a complex non-linear behaviour at each layer, thus learning more and more complex

features. The number of horizontal layers is called the depth of the network. We usually call a ML algorithm

a network whose depth is larger than 23. I show in Figure 2.6 a schematic view of a stack of three layers, of

respectively 4, 4, and 1 neuron each. For simplicity, we omit the biases and intermediate outputs. Let’s now go

into the details of the mathematical expression of this model. The first layer, f1, takes a single input, xi, and

is made of 4 neurons, each of them outputting one value: di. Each neuron i has one weight and bias associated

3This delimitation between ML and DL is not well defined, this is just one possible definition.
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to it (because the input is a scalar), which forms the column vector w⃗1 and b⃗:

f0(xi) = g(w⃗0xi + b⃗0) (2.11)

=



d00

d01

d02

d03


= d⃗0 .

The second layer, f1, takes the output of the first layer, d⃗0, and is also made of four neurons, such that the

layer also outputs 4 values d1i . Because the input is multi-dimensional, each neuron is made of a weight vector

w⃗2,j , which can be stacked into a matrix W 2. The output is:

f1(d⃗1) = g(d⃗0.W 1 + b⃗1) (2.12)

=



d10

d11

d12

d13


= d⃗1 .

Finally, the last layer f3 takes d⃗2 as input and output a single value, ŷi.

f2(d⃗1) = g(d⃗1.w⃗2 + b2) (2.13)

= ŷi .

To summarize, our fully connected network f can be written as

f(xi) = f2 ◦ f1 ◦ f0(xi))) (2.14)

= g(g(g(xiW
0 + b⃗1).W 1 + b⃗1).w⃗2 + b2) .

We can now compute the number of trainable parameters in the model. We have said earlier that the number

of parameters in each layer is the product of the number of neurons by the size of the inputs (weights), plus

the number of neurons (biases). Thus, we have 4 ∗ 1 + 4 = 8 parameters in the first layer, 4 ∗ 4 + 4 = 20 in the

second, and 1 ∗ 4 + 1 = 5 in the third, for a total of 33 parameters.

From there, one can increase the complexity of the dense network even more, by adding additional layers,
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and adding neurons to each layer. The final model will stay:

f(xi) = fn ◦ fn−1 ◦ ... ◦ f0(xi) (2.15)

where each f i does

f i(d⃗i) = g(W i.d⃗i + b⃗i) . (2.16)

We can apply our new model type to a slightly more complex problem. I present in Figure 2.7 a new

regression on polynomial data. We are going to use the architecture shown in Figure 2.8 to try to learn the

regression. It is made of three layers, of respectively 4, 8 and 1 neuron each, for a total of 57 parameters,

with a ReLu activation. With more complex models, the gradient descent is performed with backpropagation

algorithms (Rumelhart et al., 1986). After every roll of the (mini)batch in the network (feedforward), the

gradient of the loss is derived from the last layer to the first, to avoid redundant operations (backpropagation).

The derivative is computed for each weight separately, using the chain rule, which states that for each weight

k between the layer j and l,
∂L
∂wl

jk

=
∂L
∂zlj

∂zlj
∂wl

jk

(2.17)

where zlj is the weighted output of the neuron. The first term on the right is called the score of the neuron,

and can be back-propagated to the previous layers, and the most-right term can be easily computed, being

the activated weighted output of the previous layer. The reasoning can be followed for the gradient of the

biases. See e.g. http://neuralnetworksanddeeplearning.com/chap2.html for a detailed explanation of the

procedure.

Figure 2.9 presents the results of our training, with a MSE loss, and of our predictions. We see that our

simple model has learnt properly the regression, being able to predict at the end of training (purple circles) an

approximate mapping from x to y, i.e. f̂ ∼ f , where f is the actual underlying function of the observed data.

We can also look at the loss (right) and see a more complex behaviour than on the linear regression. Indeed, we

can see two main branches. Looking at the intermediate prediction on the left panel, we can see that the model

first learns a linear regression close to fit the data and then learns more complexity, “bending” the prediction

to fit the non-linearity, making the loss decrease again.

It is important to highlight two key points at this stage. First, we cannot display the loss surface as we

did for the linear problem: our parameter space has a dimension of 57, which is impossible to represent. The

gradient descent is still the same, with a more complex gradient to compute. However, the topology is becoming

more complex, increasing the probability of converging to a local minimum (or a saddle point). To overcome

this type of issues, one can play with the so-called learning rate. Indeed, if we have a too-small learning rate,
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the training, in addition to being slow, can be stuck and never able to “jump off” a local minimum. On the

contrary, if the learning rate is too big, one can jump from one place to another without never falling into the

local or global minimum. A way to overcome that problem is to have an adaptive learning rate. For example,

we can exponentially decrease the learning rate during training or linearly reduce or increase it depending on

the dynamic of the loss. Second, in the linear problem, the weights and bias of the model were intepretable in

the sense that the weight was directly the predicted slope of the fit, and the bias was its intercept. Here, the

parameters of the model do not have an obvious meaning.. They are just empirically fitted to reduce the loss.

This loss of interpretability is a significant problem of DL algorithms, and the interpretability of deep learning

models is an active research domain (using saliency maps, for example).
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Figure 2.7: Non linear dataset to explore the perfor-
mance of the dense network. Here again, the inputs
are the xi ∈ X, and the labels or targets the yi ∈ Y

Dense Neuron

Dense Layer 1 Dense Layer 3

Dense Layer 2

Figure 2.8: Schematic architecture of the fully con-
nected network used for the fitting of the polynomial
problem. The biases are omitted.

In a nutshell, the widespread steps to use ML are:

1. Define your model or architecture which is likely to fit your data. Here, it is the simple neuron which

predict ŷ = w0x+ b0

2. Define a training dataset, with couples of (xi, yi) with known yi, from which we can learn. It can be a

sub-sample containing the majority, but not all, of the available labeled observations.

3. Define a loss function L to indicate the model’s performance on the training data. Here, a mean square
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Figure 2.9: Results of the dense model training on the polynomial data. The fitting of a test sample at different
epochs is on the left. We see that at the end of the training, the network learned the non-linearity of the dataset.
On the right is the corresponding MSE loss during training.

error between the true yi and the ŷi is predicted by our model.

4. Compute this loss on a mini-batch of examples from the training set.

5. Take the derivative of L with respect to the weights of your model, using the chain rule.

6. Adapt the weights of your model by moving them following the gradient computed in the previous step.

7. Iterate steps 4 and 5, and 6 a fixed number of times.

This is basically how all neural networks used in this thesis behave. More complexity will arise in the choice

of the model, the treatment of the training data and the loss function, but the steps listed above will remain

the same.

2.1.4 Convolutional neural network

We have presented in the previous section a neural network made of dense layers. While the universal approxi-

mation theorem tells us that it is enough to fit any data (Hornik et al., 1989), such networks are generally not

the most optimised for non-trivial data sets. For example, in 2D images, connecting every pixel in an image

may not be the easiest method to extract meaningful information. We can look at how data analysis is (was)

usually done outside of the ML/DL domain.

It is known for a long time that the method of filtering is powerful to extract information from data,

especially images. The basic idea behind filtering is to convolve the data with a filter (or kernel) to extract

useful information about the the task we aim for. The resulting vector c⃗ of the convolution between a vector v⃗

made of m elements and a kernel k⃗ made of n < m elements is a vector of m elements, where each element i is

defined as:

ci =

n∑
j

vi−j+n/2 kj , (2.18)
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which can be seen as the dot product of the kernel values and the n values of the input vector centred in the

ith element. Thus, the vector resulting from the convolution is produced by multiplying the input by the kernel

while sliding the kernel along with the input. We can see the convolution as another type of neuron, the weights

being the values of the kernel. This behaviour is very interesting because its receptive field is limited, i.e. it

only links values that are close together (close, meaning the size of the kernel). Furthermore, it is invariant to

translation, meaning that no matter where specific information is located in the input, if the kernel is suited, it

will extract it. The idea remains the same if we have a 2D input V ∈ Rn×n and a 2D kernel K ∈ Rm×m, the

resulting image being the matrix C ∈ Rn×n where each element Ci,j is defined as:

Ci,j =

m∑
k=0

m∑
l=0

Xi−k+m/2,j−l+m/2 Kk,l , (2.19)

i.e. a sliding 2D window over the raw and columns of the image. I present in Figure 2.10 a schematic represen-

tation of the 1D and 2D convolution operation.
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Figure 2.10: Schematic representation of the convolution operation, in 1D (left) anf 2D (right). The convo-
lutional kernel in red scans the input moving one step to the right at each step. The output of each step is
a combination of the input inside the receptive field of the kernel, here of size three (2 × 2) for the 1D (2D)
convolution. When needed, zeros are added to the input to match the kernel size (dotted cells).

In a classical image analysis approach, we can define kernels to extract interesting information. For example,

by doing the 2D convolution with a kernel K, called the Sibel filter:

K =


1, 1, 1

1,−8, 1

1, 1, 1 ,

 (2.20)
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Figure 2.11: Example of a classical filtering: a convolution of the image with a Sibel filter detect the edges of
the image.

we will detect the edges of an image, as shown in Figure 2.11. This resulting image will be called a feature. We

understand with this simple filter that convolution is a great way to extract information: we can easily imagine

that detecting the edges of an object is meaningful, for example, to classify it, and we see that this basic kernel

detects the edges independently of their location in the image. Thus, the idea of CNN is the following: can

we learn which are the most adapted filters to analyse an image in the sense of the one that extracts the most

useful information for the task we aim4?

With this in mind, we can construct our first CNN. We will keep the neuron and layers structure but modify

the definition of the neuron a bit. Now, the neuron is made of a convolutional kernel K. The weights of each

neuron are the values of the kernel, plus the bias. The model f of a convolutional neuron is thus:

f(X) = g(X ⊗K + b⃗) (2.21)

As for the dense layer, the dimension of the kernel depends on the number of features m that we want to learn

and the dimension of the input, that we will call the number of channels n. Our kernel will have h×w×n×m

weights (or h× w ×m if you share the weights on the channels), plus m biases, where h and w are the height

and width of the convolutional kernel. For example, if our input is a level of the grey image (i.e. one feature),

and we want to learn 4 features, with a kernel h = w = 3, our neuron will be a cube of 3× 3× 4 weights, which

can be seen as a stack of four 3× 3 kernels.

Before going any further, we need to highlight two essential parameters of a convolution layer: the padding

and the stride. The first one controls the convolution’s behaviour on the image’s border. In Figure 2.10 , I show

4Note that in some approaches, we can fix the kernels (for example with wavelets transforms) to learn known filters, and just
learn the relative weights of a linear combination of the filters (see, e.g. Liu et al. (2019)
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that we added zeros around the input vector or matrix, such that the kernel can be centred in every value of

the input, even in the border. Doing so, we saw that the convolution output has the same size as the input. If

not, the image will be compressed.

The stride controls how much the kernel moves at every step. In Figure 2.10, the stride are 1 and (1, 1): the

kernel slides directly to the closest next value. Here again, the output has the same dimension as the input. If we

had a stride of 2 or (2, 2), the kernel would slide one pixel further at each step, resulting in a vector or matrix

two times smaller. Thus, convolution kernels are known to be a powerful tool for compressing information.

Because data, and in particular images, leave in a huge dimensional space, compressing the main information

in a smaller latent space is a key feature for a large diversity of tasks (classification, regression, generation...).

Convolutional layers are usually made with a fixed (small) kernel size but compressing the image with, for

example, a stride of two to compress the information and learn more and more filters. The information learnt

during the process can then be connected at the network’s end with a fully connected layer to predict the

desired output. Because we compress the information, even if the kernel size is small, i.e. connecting only

local information, the effective correlation size increase (pixels far away in the input image are put closer with

correlation, down to be correlated by the small kernel).

I show Figures 2.12 and 2.13 the results of an example of a CNN which classify hand-written digits. This

data-set, called MNIST, is what we could call the Hello World of ML. It is made of grey-level 28 × 28 images

of hand-written digits and the label representing their number. Here, we limit to the classification of ones and

twos. Our model is simple: the input is made of three layers, which is summarise on the right of Figure 2.12: two

convolutional layers with a ReLU activations learns respectively two and one compressed filters (strides of two),

with a kernel size of 3×3. The output image is them fully connected with a dense layer and a sigmoid activation,

to output the final prediction. In addition to the training with a MSE loss, I have also done validation, another

important practice while training complex DL algorithms. A every steps (or every nvalid steps), the loss is

computed on a separate data-set, but the weights are not updated (no training). This way, we can check if

our model is memorising the training set, i.e. over-fitting the data, which would lead to a bad prediction on

new data. If the validation loss has a distinct dynamic from the training set (i.e. stop decreasing while the

training one is still decreasing), the learning should be stopped. A powerful method to prevent over-fitting is

called dropout: at each step, we randomly deactivate a fraction of the layers nodes (i.e. putting their weights

to zero). This way, the model needs to be flexible enough, preventing to learn the dataset by heart.

The images are normalised (i.e. dividing each pixel by 256). It is another crucial step for ML algorithms,

which are more stable with small values, preferably with a low dynamic range (see next chapter for an example

on astrophysical images). We see in Figure 2.12 that the loss starts converging after ten epochs and already

reach an accuracy of 99.2% of well-classified objects on the testing set. There is no over-fitting.

To try to have an intuition of what the model learnt, I show the different filters on two random images and
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Figure 2.12: Model and loss of the 0-1 digit classification. On the right is the architecture summary: two
convolutions with stride 2, followed by a dense layer which output the probability of being a one or a two, for
a total of 89 free parameters. On the left are the training and validation loss. We see no over-fitting. The
accuracy of our model on the testing set is 99.2%.

show the results in Figure 2.13. We can see that the first two filters seem to focus on a particular aspect of

the image, the first one compressing all the information and the second one focusing on some of the edges or

borders of the digit. But we can already see with this toy model that the model is not trivial to analyse and

interpret, even if it reaches a great accuracy.

With this, we have the basic blocks and steps to construct most ML/DL algorithms. One can build from

here very deep and complex networks, with a great variety and freedom in the choice of the constituents:

changing the function of the neuron (Section 3.2.3 with the regressive flow), how the layers are concatenated

(Section 4.3.1), output distributions instead of single predictions (Section 3.2.2), build complex losses, e.g. from

Bayesian statistics, or even adapt the gradient descent technique. It is out of the scope of this thesis to present

a large variety of methods, but I will describe the different models used in my thesis in the following chapters.

2.2 Overview of machine learning for galaxy surveys

2.2.1 Brief history

Following the rise of ML/DL in industry, astronomy started to use ML in the late 2000s for classification tasks

(e.g. Huertas-Company et al., 2008). Note that ML was already used in astronomy since the early ’90s, e.g.

for star galaxy separation (Odewahn et al., 1992). Nevertheless, the popularity remained relatively low until

the second half of the 2010s, with the emergence of deep learning and the democratisation of the DL libraries

(Keras, Chollet, 2015; TensorFlow, Abadi et al., 2015), or the hardware evolution with for example powerful

GPUs. The fact that the softwares and community was in the vast majority open source also help the emergence
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Figure 2.13: Example of filters learnt for the 0-1 digit classification. The first column is the input image, here a
one (first row) and a zero (second row). The second and third are the two filters learnt in the first convolution.
The last filter is the last layer, i.e. the filter of the second convolution. We can see that the first filter simply
compresses the information, while the second look at the background and some edges of the digit.

of these techniques. Looking at the number of papers mentioning “neural” in their abstract, Huertas-Company

& Lanusse (2022) show the relative evolution of the use of DL in astrophysics and cosmology (see Figure 2.14),

confirming the exponential growth of DL publications from 2015 up to today.

We can also study the evolution of DL in astrophysics through the evolution of the tasks scientists tried to

solve with these new methods. While it is out of the scope for this thesis to give a complete review of deep

learning in astrophysics, I will give a broad overview of how and why DL has been used in the community. For

a more extended review, see e.g. Baron (2019), Ntampaka et al. (2019) or Huertas-Company & Lanusse (2022).

2.2.2 Classification and regression

In the beginning, ML was used for simple tasks, such as binary classification, with for example support vector

machines (SVMs, Huertas-Company et al., 2008). Motivated by the success of those simple tasks, more complex

classification schemes were introduced, using multi-layer perceptrons (MLPs) or convolutional neural networks

(CNNs) (Abraham et al., 2012; Huertas-Company et al., 2015a). But these classification tasks remained limited

because the number of classes predicted by the algorithm was finite and discrete. Yet, such networks can also

be used to complete regression tasks, i.e. a continuous prediction. We can, for example, cite the big advances in

photometric redshift estimation (inferring the redshift of a galaxy only with images and not spectra, e.g. Bonnett

(2015); D’Isanto & Polsterer (2018); Pasquet et al. (2019); Menou (2019); Henghes et al. (2021); Zhou et al.
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(2021), using a wide variety of techniques from CNN to hybrid models combining CNNs and MLPs, but also

probabilistic estimations with, e.g. mixture density networks. Another example is galaxy parameter estimation

with CNNs (model fitting e.g. Tuccillo et al., 2018, radius estimation e.g. Li et al., 2021). In between those two

type of classification, we can also note the use of dimensionality reduction techniques such as Uniform Manifold

Approximation and Projection (UMAP, McInnes et al., 2018), t-distributed Stochastic Neighbor Embedding

(T-sne, van der Maaten & Hinton, 2008) or self-organising maps (SOM, Kohonen & Honkela, 2007). More

generally, we can use auto-encoders’ latent spaces, Ballard, 1987) which can group high-dimensional samples

by similarity without supervision (un-supervised learning). We can cite for example the distribution of galaxy

spectra in a 6-dimensional latent space (Portillo et al., 2020), or a 2D latent space for exploring large galaxy

surveys (e.g. Storey-Fisher et al., 2021; Hayat et al., 2021). Auto-encoders were also used for the detection and

classification of strong lensing (e.g. Cheng et al., 2020), or to detect outliers/interesting objects (Chalapathy &

Chawla, 2019).

2.2.3 Detection and Segmentation

Another use of the first DL models was for detection or segmentation (classifying each pixel of an image). It

was one of the first broadly used of ML in astrophysics, for example, in SExtractor (Bertin & Arnouts, 1996)

for detection, using shallow Neural Networks. More recently, architectures such as U-Net s (Ronneberger et al.,

2015) like architectures are widely used for astrophysics detection. Paillassa et al. (2020) performs multi-class

labelling for complex raw data (identification of cosmic rays, dead pixels, diffraction spikes, etc.). Hausen

& Robertson (2020) performs pixel-wise galaxy morphology classifications, while Boucaud et al. (2020) for

identifying galaxies for deblending.

2.2.4 Generation of new data

More recently, the development of probabilistic networks, trying to infer the latent distribution of the data,

led to the usage of DL for the generation of new data. It has now to be tested both in galaxy physics and

cosmology. For example, different approach led to the simulation of complex galaxies (Cheng et al., 2020; Lanusse

et al., 2021; Smith et al., 2022), using various architectures such a variational autoencoders (VAE, Kingma &

Welling, 2013) and their variations (VQ-VAE, FVAE, ...), pixel-CNN, score-based models (Song et al., 2020).

In cosmology, we can cite in-painting (filling of missing in images) for CMB data with generative adversarial

networks (GAN, Yi et al., 2020), or GANs for cosmic-web generation (Rodriguez et al., 2018; Perraudin et al.,

2020). With other approaches, different teams try to learn the link between cosmology fields, simulating one

from another or accelerating simulation that is normally very time-consuming: dark matter density to dark

matter halos (Charnock et al., 2020), baryonic fields from dark matter fields (Bernardini et al., 2022)
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Figure 2.14: Relative evolution of astrophysics papers mentioning neural networks in their abstracts. We see
the exponential increase from 2015, compared to the stable trend of galaxy and cosmology papers. Courtesy to
Huertas-Company & Lanusse (2022)

2.2.5 Density estimation

In an even more probabilistic approach, deep learning can be used to perform variational inference (VI, Jimenez

Rezende & Mohamed, 2015) or simulation based inference. While I have already mentioned few examples of

these models previously, we can also cite models such as normalizing flows (Papamakarios, 2019; Papamakarios

et al., 2019), Gaussian mixture or VAEs. Note that the two first can try to infer the true posterior of low

dimensional problems. For example, in cosmology, Rouhiainen et al. (2021) simulates random fields as input for

different cosmological applications, while Alsing et al. (2019) estimates cosmological parameters with likelihood-

free inference techniques. Parameter estimation can also be probabilistic with those techniques, e.g. Kodi

Ramanah et al. (2020) which does dynamics galaxy mass distribution estimation. For an extended review, see

e.g. Huertas-Company & Lanusse (2022).

Thus, we see that DL techniques are progressively entering a large variety of astrophysical domains to

accelerate automatic tasks and tackle unresolved problems. I will show in the following chapters how we

developed new deep learning tools for galaxy surveys, as well as our efforts to tackle the weaknesses of DL, such

as the deployment in complex pipelines or uncertainty quantification.
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Chapter 3

Forecast of Euclid galaxy morphology

capacities using deep generated images
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In this chapter, I will present my two first projects, based on the emulation1 galaxy images with DL. The

term image refers to the 2D distribution of light of a galaxy, as it will results in a telescope CCD. We can define

the emulation a predicting the flux of the galaxy in each pixel of the CCD. This work is answering the needs

of two parts of the Euclid pipeline, the image processing pipeline and the analysis pipeline. First, the very

top of the pipeline, i.e. the necessary input on which we need to test the whole pipeline before the first lights.

As I have explained in the introduction of this thesis, because Euclid makes the community enter the big-data

era, we need to be able to simulate a huge number of galaxies to mimic the necessary statistics from which to

extract, for example, the weak-lensing signal. To do so, the pipeline now relies on simple analytic simulations

(Sérsic profiles, see 3.1), which have the advantage of being very fast to simulate, but as a consequence, very

simple. Because DL techniques have demonstrated (see Section 2.2) their capacities to generate quickly new and

complex data, we have proposed adapting and implementing a DL model from Lanusse et al. (2020) (hereafter

L2020) to simulate galaxies for Euclid. Since those galaxies are more complex than the previous simulations, it

allowed us to forecast Euclid ’s capacities to resolve complex structures, a key ingredient for the preparation of

the galaxy science part of the pipeline, such as the GAEV WG.

In this chapter, I first present the different methods to describe the morphology of a galaxy (Section 3.1),

which will be an essential key for this chapter and the rest of the thesis. Section 3.2 focuses on the generation

of galaxy images. The results of the morphology forecasts are presented Section 3.4.

While Section 3.1 is an original section, Section 3.2 and Section 3.4 are based on Euclid Collaboration:

Bretonnière et al. (2022a). I describe here in more details the DL architecture, and have adapted the introduction

and conclusions. In addition to the paper, I also describe in Section 3.5.3 my work on the implementation of

the code inside the Euclid simulation pipeline.

1I will use the term emulation instead of simulation. Simulation is preferred when talking about the generation of images from
parametric models (from simple profiles to large hydrodynamics codes), which are proper simulations. Emulation describes more
indirect methods, which mimic simulation methods (emulators).
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3.1 Describing a galaxy: parametric, non-parametric and morphol-

ogy classification

As I presented in Section 1.2, even if they are regulated by different processes to form an homogeneous distri-

bution in their physical properties, galaxies exhibits a large variety of shapes and morphologies. While I have

presented a short description of their morphological structures and possible features, I will now present more in

details the different ways of describing and quantifying their morphology, which is at the core of my thesis.

There are three primary ways to describe galaxies. Qualitatively (classifying with the global aspect, without

computing physical properties), parametric model (assigning shape parameters), and non-parametric models

(quantifying with numbers the complex morphology, without describing its global shape).

3.1.1 Classification with morphology

The first way to describe a galaxy morphology is to classify it based on the features it exhibit. It was historically

the first way of describing galaxies, with e.g. the Hubble sequence or the De Vaucoulers T-type that I have

already presented Section 1.2.4. Nowadays, morphology classification is still a very used and promising way

to study galaxies, because it is still the only way to describe precisely the various morphological features of

a galaxy(spiral arms, clumps of stars, rings...). The most famous example of a large classification of galaxy

morphologies is from the Galaxy Zoo Project (Lintott et al., 2008), where citizens were asked to classify galaxies

from images from the Sloan Digital Sky Survey (SDSS, York et al., 2000), based on their morphology. The first

project tried to classify galaxies into six types (elliptical, clockwise spiral, anticlockwise spiral, spiral, stars or

artefacts, and merger). In the following project, Galaxy Zoo 2 (Willett et al., 2013), the participants were asked

to answer questions from a decision tree, which led to a detailed description of 304 000 galaxies. It was also much

more precise, asking, e.g. for the number of bars, the galaxy’s orientation, the description of irregularities, etc...

In addition, it allows for a classification of a vast number of galaxies, which was impossible in the past, when

few scientists made the morphology classification, and impossible to automatise, contrary to parametric models.

Finally, I cannot talk about galaxy morphology without mentioning ML. Indeed, as mentioned in Section 2.2,

automatic morphology classification of galaxies was one of the first successful use of ML in astrophysics. First

(Huertas-Company et al., 2008), it was used for a binary classification between spirals and galaxies but quickly

evolved for more complex classification as the DL architectures and GPUs evolved (e.g. Dieleman et al., 2015;

Aniyan & Thorat, 2017; Dom3́nguez Sánchez et al., 2018; Hausen & Robertson, 2020; Vega-Ferrero et al., 2021).

Nowadays, it is the most broadly used technique for morphology classification.
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3.1.2 Parametric models

The second way to classify galaxies is by modelling their shape through analytical models. The first to do so

was De Vaucouleur (de Vaucouleurs, 1948a), with what is known today as the De Vaucouleurs’s law,

I(r) = Ie e
−7.669

( r

re

)1/4

−1


. (3.1)

With this equation, De Vaucouleur described the variation of the flux (or intensity) I as a function of the radius

r from the galaxy’s centre. With this definition, the galaxy is presumed circular, i.e. the intensity of the galaxy

is the same in the annulus of radius r. Instead of the flux of a galaxy, we also often describe its luminosity with

its magnitude m. The magnitude is a historical definition of the brightness of a source and can be expressed

with the observed flux of the source f ,

m = −2.5 log10(f) +mz. (3.2)

mz is the zero-point magnitude i.e. a reference magnitude. We see that the magnitude is a logarithmic scale

of the flux, which correspond to the response of our eyes: the eyes sensibility decrease as the logarithmic of

the actual flux of an object. Finally, we can distinguish the apparent magnitude m, which corresponds to the

magnitude at which we see the object, and the absolute magnitude M , which corresponds to the magnitude of

the objects if the observer where at 10 pc of the source. The relation between the two is

M = m− 5 log10(dpc) + 5 . (3.3)

The radius re, called effective radius, half-light radius or sometimes simply radius2 is the distance from the

center for which the annulus contains 50% of the total flux of the galaxy. Ie is the flux at this radius, i.e.

I(re) = Ie. We see that the flux decreases exponentially from the centre, with a factor calibrated empirically to

match the observations of elliptical galaxies. With this parametric model, we can quantitatively describe the

galaxy with two parameters: its characteristic flux I(re), and radius, re. This model is a good description of

elliptical galaxies. For disk galaxies, the disk being larger and smoother than the bulge, the profile is less steep,

and the De Vaucouleur profile does not represent a good fit to the data anymore.

To take into account the different types of galaxies, Sérsic generalised the De Vaucouleur’s law with the

Sérsic profile (Sersic, 1968),

I(r) = Ie e
−bn

( r

re

)1/n

−1


, (3.4)

2See Chamba (2020) for an extended discussion about galaxy radii definition.
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where n is called the Sérsic index, and bn ∼ 2n− 1/3. We show in Figure 3.1 the Sérsic profile and the impact

of n. We see that n impact the steepness of the profile, the higher the n, the steeper the profile, i.e. the more

compact. If we take n = 4, then bn = 7.67, and the Sérsic profile resumes to the De Vaucouleurs profile: n = 4

describe an elliptical galaxy. This new parametric model is now made of three parameters, and we can start

using it to describe and classify galaxies more precisely. For example, we generally state that elliptical galaxies

are described with a Sérsic index greater than one, while the disks have n ≲ 1.

As we have seen in the Hubble Sequence, we also need to define the ellipticity of a galaxy to describe its 2D

profile. To do so, we can use a different definition. The most used is the axis ratio, which is defined as q = b/a,

where a and b are respectively the major and minor axes of the galaxy. With this definition, the most elliptical,

the greater a compared to b, and thus the smaller q. It is simply linked to the traditional ellipticity e of a disk,

e =
a− b

a
(3.5)

=1− q . (3.6)

The ellipticity can be the intrinsic ellipticity of the galaxy, i.e. the galaxy seen face-on has a small q, but

can also come from its inclination due to the observer. Indeed, even if the intrinsic ellipticity of the galaxy is 0

(q = 1), if it is seen edge-on, the disk is a thin component, it will appear with a strong ellipticity (small q).

The Sérsic profile is the basic model of galaxies and is widely used to produce mock galaxy catalogues. It is

also used to produce observational catalogues, by fitting a Sérsic profile to the observed galaxies (see Chapter 5).

The major adjustment done today is that we describe galaxies with two components, a bulge and a disk, each

of them being modelled as a Sérsic profile. We can, for example, fix the bulge to n = 4, and the galaxy will be

the sum of the two components, weighted by their relative flux b/t, called bulge-to-total ratio:

I(r) =Ibulge + Idisk (3.7)

=Ie

b/t e
−b4

( r

rb,e

)1/4

−1


+ (1− b/t) e

−bn

( r

rd,e

)1/n

−1

 . (3.8)

In this scenario, the bulge and the disk can also have an independent ellipticity, qb and qd. We will talk

extensively about those parameters in Chapter 5. This parametric modelling has two advantages. First, it

can describe the galaxies easily, with few parameters, to allow the measurement of their correlation, with all

the scientific knowledge that it implies. In addition, it allows the simulation of galaxies with a straightforward

formula and thus a very small simulation time.

Nevertheless, such simplicity has a cost: being analytic, symmetric and regular, it cannot be used to study

the complex morphologies of galaxies and their internal structures. We will see in the following that it can yet
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Figure 3.1: Sérsic profiles and the corresponding modelled galaxies. For n = 2, we also show the logarithm of
the 2D profile for a better visualisation. Both axis are in logarithmic scale. We can see that low Sérsic index
galaxies have a smooth profile, which shows as a extended disk, while high Sérsic index galaxies have a steep
profile, leading to compact bulgy galaxies.
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be enough depending on the goal of the simulation.

Finally, an intermediate way between pure classification and parametric modelling is through non-parametric

indicators.

3.1.3 Non parametric description

As we have seen in the previous sections, morphology classification is excellent for describing the galaxy quali-

tatively, focusing on the description of the structures of the galaxy. On the contrary, parametric modelling with

analytical profiles can describe the global shape of the galaxy in a very precise and quantitative way but lose

every information about the internal structures. There is a way to do an in-between description of galaxies with

non-parametric quantities while keeping a quantitative description. One of most used set of indicators are the

CAS parameters (Conselice, 2003). Their goal is not to modelled the galaxy but to quantify its irregularities,

i.e. its departure to a smooth analytical profile. This way, we can quantify the amount of structure in the

galaxy.

The first indicator is the concentration, C. It measures the concentration or compactness of the galaxy, by

computing the ratio between the inner and outer flux at certain radii. It strongly correlates with the Sérsic

index but can also be used to detect structures in the disks, such as strong spiral arms or clumps of stars.

The second indicator is called the asymmetry, A. As its name indicates, it is a precise measurement of the

galaxy’s asymmetry, by computing the difference between the 2D galaxy profile and the profile obtained after

a rotation of 180 deg. Analytical profiles have A = 0.

Finally, the clumpiness S is measuring the amount of spatial irregularities of the galaxy, which is very

sensitive to large structures such as clumps of stars or mergers. It is computed by looking at the relative

difference of the profile and a smoothed version of the profile, blurred with a convolution, which sizes depend

on the radius of the galaxy.

As for the parametric model, those indicators can be used to do science with their respective evolution

through time or their correlation with other parameters. They can also be used to classify galaxies. For

example, applying some thresholds in the 3D CAS parameter space can distinguish between elliptical and spiral

better than just looking at the Sérsic index, and mergers or some peculiar galaxies such as ultra-luminous

infrared galaxies can be identified.

3.2 Generating realistic morphologies with deep generative models

For now, the official Euclid ’s galaxy simulations, from the SIM team, are modelled as double Sérsic analytical

models. As discussed earlier, those simulations have two main advantages: they are very fast, and we can have a

perfect control on their shape, which are the inputs of the simulation. But because they are Sérsic profiles, they
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lack of internal structure. Thus, it can be a limitation for all Euclid science forecast, because we cannot test

the behaviour of the different pre-processing and analysing routines when confronted to more realistic profiles.

In this section, we first introduce the various data sets used in the chapter (Section 3.2.1). Then, we describe

the deep generative model used for the emulation of more complex galaxy images and its training procedure

(Section 3.2.2). In Section 3.2.5 we present our results for the generation of realistic galaxies, with different

tests (visual inspection, quantitative fitting and light profiles inspection).

3.2.1 Datasets

We use two data sets for this work: the Euclid Flagship galaxy catalogue (Castander et al. in prep.), hereafter

the Euclid Flagship catalogue, and the COSMOS survey (Scoville et al., 2007). We use the first to simulate

best the expected Euclid data as the goal of the paper is to forecast Euclid capacities. The second is used to

train our DL model so that we lean how to simulate realistic galaxies.

To quantify the performance of our model in Euclid -like conditions and establish morphological forecasts for

the mission, we used the Euclid Flagship catalogue. We accessed the catalogue through CosmoHub, a platform

that allows the management and exploration of very large catalogues, best described in Tallada et al. (2020)

and Carretero et al. (2017).

The Flagship catalogue was built using a semi-empirical halo occupation distribution (HOD) model and was

intended to reproduce the global photometric and morphological properties of galaxies as well as the clustering.

As we have seen Section 1.2, galaxies form in dark matter halos. HOD is a technique to infer the galaxy

distribution (both in term of position and parametric information) from dark matter simulation. Here, the

HOD is made on the Euclid Flagship simulation, the largest dark matter simulation at this date, with two

trillion dark matter particles3. We refer the reader to Merson et al. (2013) for more details. In order to produce

a catalogue close to the real Universe, the morphological parameters, which is what we mainly use in this work,

are calibrated on the CANDELS survey (Dimauro et al., 2018) and 3D model fitting on the GOODS fields

(Giavalisco et al., 2004) by Welikala et al. (in prep.). Details about the catalogue production will be presented

in Castander et al. (in prep.). Each simulated galaxy in the catalogue is made of two components, a bulge and a

disk. The bulge component is modelled as a Sérsic profile with an index varying from n = 0.3 to n = 6. The disk

component is rendered using an exponential profile (n = 1). The version of the Euclid Flagship catalogue used

in this work contains 710million galaxies distributed over 1200 deg2, from which we took a random sub-sample

of 44 million galaxies. The distributions of the main morphological parameters used in this work are presented

in Figure 3.2: the half-light radius re, the axis ratio q, and the Sérsic index n. We also show the apparent

magnitudes of the galaxies as measured by VIS, which is the visible imager of Euclid (Cropper et al. in prep.),

as well as the redshift and the stellar mass distributions, which we use in Section 3.4 to perform our forecasts.
3See e.g. https://www.euclid-ec.org/?page_id=4133.
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Finally, we show the bulge-to-disk component flux fraction (hereafter bulge fraction).

We note here that the Euclid Flagship catalogue is a pure tabular catalogue. The procedure currently used

within the Euclid Consortium to generate the galaxies is described in Section 3.2.5, when we compare our

galaxies to the current analytic ones. Our work in this study is to use this catalogue of double Sérsic profile

parameters to generate the 2D images of the internally structured galaxies.

The training set is based on the COSMOS survey. COSMOS is a survey of a 2 deg2 area with the HST

Advanced Camera for Surveys (ACS) Wide Field Channel using the F814W filter. The final drizzle pixel scale

is of 0.03′′ pixel−1 and the limiting point source depth at 5σ is 27.2mag. The central wavelength of the F814W

filter roughly corresponds to that of the VIS filter (550−900 nm) and the spatial resolution and depth are better

than those expected from the Euclid Survey. Therefore, the data set is well suited and is expected to be close

enough to the Euclid data, allowing us to generate mock Euclid fields without being affected by the dependence

of morphology on wavelength and without introducing undesired effects owing to extrapolations.

Our selected sample is based on the catalogue by Mandelbaum et al. (2012), which has a magnitude limit

of 25.2 and contains 87 630 objects. The catalogue provides, for each galaxy, the best-fit parameters of a one-

component and a two-component Sérsic fit by Leauthaud et al. (2007), updated in 2009. In this work, we use only

the one-component fitting information. In Figure 3.2 we show the distribution of the COSMOS morphological

parameters of galaxies compared to those in the Euclid Flagship catalogue. Although the distributions are

similar, there are some noticeable differences which might cause a problem. The most obvious one is the

magnitude. Since COSMOS is magnitude limited, the sample does not contain as many faint galaxies as the

simulation. The half-light radii of the Euclid Flagship catalogue bulge component also extend to smaller values

than those in the observations. They are also generally rounder than the observed ones, but the values of axis-

ratios span a similar range. The Sérsic index distributions are also different because, as explained previously,

the Euclid Flagship disk component always has a Sérsic index of 1. In addition, in the COSMOS catalogue

the Sérsic indices of the bulge component are clipped at n = 6 to be compatible with GalSim , which creates

a noticeable spike at the edge of the distribution. The mass fraction and redshift is derived by Laigle et al.

(2016). As we show in the following sections, these differences, although present, do not have a significant

effect on our methodology. The most important desirable property is that simulated galaxies cover a similar

range to observations. That way, the neural network used in our model is not compelled to extrapolate. This

is essentially the case in the distributions shown in Figure 3.2, except for very small bulge components and for

very faint galaxies, both of which are not expected to present significant features. We address these points in

the following sections.

In addition to the catalogue, we also provide 128 × 128 pixel stamps centred on each galaxy where neigh-

bouring galaxies have been removed. This is important for training our model on a unique galaxy per stamp.

Therefore, the impact of galaxy blending in the morphology forecasts will not be studied in this work. In ad-
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dition, the size of the stamps inherently limits the size of galaxies that we will be able to generate. The radius

of the stamp being 64 pixels, every galaxy with a half-light radius larger than ∼ 2 ′′ will be cut by the limits of

the stamp. For this reason, in this work we are limited to, and thus only consider, galaxies smaller than 2 ′′.

Nevertheless, galaxies with a radius bigger than 2 ′′ represent only 0.6% of the Euclid Flagship catalogue, and

thus have no major impact on our results.

The COSMOS images are pre-processed before they are used for training, as illustrated in Figure 3.4. We

first degrade the spatial sampling from 0.03′′ pixel−1 to 0.1′′ pixel−1, which corresponds to the pixel scale of

VIS, and then pad the image with the appropriate noise. We use the GalSim (Rowe et al., 2015) method

described in Section 5 of Mandelbaum et al. (2012). Since the pixel scale increases, the final stamp needs to be

padded with noise to keep the size of 128 × 128 pixel. The method does this automatically by adding a noise

realisation with the same characteristics as in the original stamps, which also takes into account the different

correlations in the original noise. Doing so, the resulting images are still at the size of the COSMOS stamps.

Since the pixel size is increased, we can crop up to a factor of three without losing spatial covering. However,

because our model is more efficient with images that have a number of pixels which is a power of two (for parity

reasons between the compression and decompression steps of our DL network), we crop our image by only a

factor of two, resulting in images of 64×64 pixel. The purpose of this cropping is to accelerate the training. We

finally rotate the stamps so that the galaxy semi-major axis is aligned with the x-axis of the image. With this

configuration we ensure that our model will learn to produce only ‘horizontal’ galaxies and therefore position

angles can be manually added in post-processing. This has the additional advantage of reducing the complexity

and hence allowing the neural network to focus the attention on the more important physical properties of the

object. Figure 3.4 illustrates these pre-processing steps used for the training of our model, and the final galaxy

as it would be seen by VIS. Because galaxies produced by our model will be noise-free and not convolved by

the PSF, we do not need to change the noise level and the PSF for the training. Thus, the inputs of our model

have the noise characteristics and the PSF of the HST images. These two transformations, to go from HST to

Euclid data will be added a posteriori. More information about those transformations are described Sections

3.2.5 and 3.3.1.

We use the COSMOS catalogue and images only for the training of our model. To test the performance of

our model (Section 3.2.5) and the forecasts (Section 3.4), we only use the Euclid Flagship catalogue described

in the previous section.

3.2.2 Galaxy generation with a variational autoencoder

As we have seen in Section 2.2, DL generative models are more and more used in the astrophysics, to accelerate

or generate more complex data. The goal of our work is to simulate and test galaxies with more realistic shapes

than the classical analytic profiles while keeping a control on the shape parameters, such as axis ratios, effective
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Figure 3.2: Distributions of the main structural param-
eters in the data sets used in this work, along with the
redshift and the stellar mass used for our forecasts. We
also show the bulge to disk flux fraction (bulge fraction)
for the Flagship. The y axis is the normalised density
counts such that the area over the curve is equal to one.
For the magnitude, the COSMOS histogram shows the
F814W magnitude and the Flagship one corresponds
to the Euclid VIS magnitude. The range of the train-
ing set (COSMOS) covers most of the Euclid data.

Figure 3.3: Double-Sérsic component galaxies cur-
rently used in the Euclid Consortium.

radii, and fluxes. To this end, our model is made of two distinct parts: a VAE, which learns how to simulate real

galaxies from observations, and a normalising flow (Jimenez Rezende & Mohamed, 2015) in charge of mapping

catalogue parameters to the VAE latent space. Both parts are merged together after training, resulting in an

architecture called a flow variational autoencoder (FVAE).

In this work we use a VAE and a masked auto-regressive flow (hereafter simply referred as flow), which we

will thus describe in more details. Our model is based on the work by Lanusse et al. (2021), here after L2020,
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Figure 3.4: Illustration of our pre-processing pipeline on a random COSMOS image, and the difference between
HST and Euclid . The original image (leftmost) is rotated to be aligned with the x-axis of the stamp in the
second image from the left, then re-scaled to the VIS resolution and cropped (third image from the left). This
is the data used to train our model. In the rightmost image the galaxy was deconvolved by the HST PSF and
re-convolved with the Euclid PSF. This final step is shown for illustrative purposes, but is not carried out in
the pre-processing of the training sample.

who describes in detail the architecture and specifics of the training procedure. In this Section, we will present

the VAE first in a intuitive way, and then in a more formal and statistical way. We will do the same with the

flow.

Intuitive description

Before explaining how VAEs works, we need to explain how autoencoders work. The idea, first proposed as

early as 1897 (Ballard, 1987), is to compress the relevant information of an input image x in a very reduced

number of parameters, i.e. mapping the image living in the high nimg-dimensional space of the pixels (e.g.

nimg = 64× 64) to a much smaller nLS-dimensional space (e.g. nLS = 32). We will call this lower dimensional

space the latent space and the vector compressed in this space the code or latent representation, z. We usually

use a CNN for this first compression part, called the encoder, E. We will call the weights of the encoder’s

convolutional kernels Θ, such that EΘ(x) = z. The code is then fed to another model (usually a symmetric

CNN), the decoder DΘ′ which is going to decompress the information of the code, in order to reconstruct the

image x, such that DΘ′(z) = x̂ ≃ x. The decompression can be done with two techniques:

• Convolution + Up-sampling: the input is filtered with a traditional convolution kernel, which does not

change its dimension. The decompression is then simply an up-sampling, i.e. we create additional pixels

with for example a linear combination of the neighbouring pixels, to increase the output size.

• Transposed convolution (or deconvolution), which compute an approximate of the inverse of the convolu-

tion operation, with a padding which allow an augmentation of the output shape.

In this work, we will use convolutions. The same ideas can be applied to compression, where we can use

fixed-size convolution + down-sampling or convolution with a stride greater than one. Note that we call the

output x̂ and not ŷ, because the VAE is unsupervised: there is no labels, what we want to predict is the

input x. By minimising the loss, for example a pixel-wise mean square error between the input image and its

reconstruction, we force the code z to have enough information about x so that it can be mapped back to

the pixel-space. This architecture is powerful for two reasons. First, it means that this latent space is full of
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interesting properties about the training set, which we can explore for example for classification, in a supervised

but also unsupervised manner (because usually similar objects will be compressed to similar vectors, clustering

similar objects together, without training with labels). Second, this latent space can be sampled to generate new

and unseen data, by feeding new z to the decoder. Nevertheless, mainly because of the curse of dimensionality4,

if we do not force any regularisation in the latent space, it will be very sparse, and there is no reason that the

decoder will be able to construct a meaningful object from a random z.

This is precisely what VAE aim to correct. A VAE has the exact same compression–decompression archi-

tecture, with EΘ and DΘ′ . But in order to have have a more continuous latent space, instead of predicting a

simple code z, the encoder output a distribution for each input image x, q(z). In addition, we will force this

distribution to be close to a prior that we choose, with the same prior for the whole dataset. If we are able to

force the output distribution q to be close to the prior, we will ensure that a sample from this prior will lead to a

meaningful generation of new data, even from a random sampling. This prior is typically a simple distribution,

in our case a multivariate normal Gaussian distribution, which have a probability distribution function (PDF)

p(z) :

p (z1, . . . , znLS
) = N (0, Id) =

1√
(2π)nLS |Id|

exp

(
−1

2
(z)TId−1(z)

)
, (3.9)

where Id is the unitary diagonal matrix. To help the regularisation, we can chose the distribution predicted

by the encoder to be also a multivariate diagonal Gaussian distribution, but with more flexibility, i.e. not

normal:

q (z1, . . . , znLS) =
1√

(2π)nLS |Σ|
exp

(
−1

2
(z− µ)TΣ−1(z− µ)

)
, (3.10)

where µ is the nLS dimensional mean of the distribution, and Σ its covariance. In practice, what we do is

instead of predicting z, the encoder will output two vectors of dimension nLS, which will then use as the mean

and covariance of the distribution. To force q(z) to be close to the prior p(z), we will add a term to the loss

function of the VAE, typically a Kullback–Leibler divergence (KL, Kullback & Leibler, 1951):

KL(p || q) =
∑
z

p(z) log

(
p(z)

q(z)

)
. (3.11)

Finally, we can sample a vector z ∼ q(z) and fed it to the decoder, exactly as it was done with the classic

autoencoder. All these steps can be implemented quite straightforwardly with TensorFlow Probability (Dillon

et al., 2017). As before, we will have, at the end of the network, x̂ = DΘ′(z), that we want as close as possible

as x.

The final loss can be written

LVAE = ||x− x̂||2 + βKL(p || q) (3.12)

4The density of points in a space decrease exponentially with the dimension of this space, as the hyper-volume of this space
increase while the number of points is fixed.
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Figure 3.5: Schematic of a variational autoencoder. The same network is shown with two galaxies, clustering
the two types (elliptical galaxy and spiral galaxy) in two different but continuous regions of the latent space.

where β is a weighting term to balance between the regularisation of the latent space and the reconstruction

error. Typically, a too large β will lead to a lack of diversity in the reconstruction, while a too small β will

lead to a great reconstruction but a bad generation of new data. We show a schematic of two autoencoders in

Figure3.5.

Statistical description

While we have described an intuitive description of the VAE, it was first introduced with a more formal and

statistical approach. I think it is important to understand the underlying notions of Bayesian statistics and

variational inference.

In a theoretical approach, we can see the latent space as a low dimensional space from which our data x

come from, with a likelihood p(x|z), where z is sampled from a prior p(z). This is what a perfect decoder should

perform. Conversely, the encoder should give the likelihood of having z knowing an x, p(z|x). The encoding

can be written analytically using the Bayes theorem:

p(z|x) = p(x|z)p(z)
p(x)

. (3.13)

As we can see with the Bayes theorem, the encoder and decoder are tightly linked. Yet, the posterior p(z|x)

is often intractable, i.e. numerically impossible to compute, because p(x) must be integrated over all possible

x. To overcome this problem, we will perform variational inference (VI). VI is a technique to approximate a
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distribution, i.e. find a distribution q such that q(z|x) ≃ p(z|x). Doing so, we move from a problem of Bayesian

inference (inferring the true posterior) to an optimization problem. A way to perform the VI is to minimise the

KL divergence5, in order to minimise the difference between the two distributions:

KL [q(z|x) || p(z|x)] =
∫
z

q(z|x) log q(z|x)
p(z|x)

dz . (3.14)

Note that we can express the KL in term of the expected value:

KL[a(l) || b(l)] =
∑
l

p(l) log
a(l)

b(l)
(3.15)

=
∑
l

p(l) log a(l)−
∑
l

p(l) log b(l) (3.16)

= E
l∼a

[log a(l)]− E
l∼a

[log b(l)] (3.17)

where both expectation are over a. Hereafter, when used in a statistic expression, l ∼ p will mean "l follow the

distribution p". This way, we can rewrite the loss6,

KL [q(z|x) || p(z|x)] = E
z∼q

[log q(z|x)]− E
z∼q

[log p(z|x)] . (3.18)

After using Bayes theorem, we can prove7:

KL [q(z|x) || p(z|x)] = − E
z∼q

[log p(x|z)] +KL [q(z|x) || p(z)] + p(x) . (3.19)

Using the fact that the KL divergence is non-negative, we have:

p(x) ≥ E
z∼q

[log p(x|z)]−KL [q(z|x) || p(z)] . (3.20)

Thus, maximising p(x) is the same as maximising the right hand term, which we will call the ELBO, for evidence

lower bound. If we fix p(x|z) = N (f(z), cId) (i.e. a diagonal multivariate Gaussian distribution), we find that

maximising p(x) is equivalent to minimising our loss, defined as:

LVAE = E
z∼q

[
(x− f(x))2

2c

]
+KL [q(z|x) || p(z)] (3.21)

which is the form we found Equation 3.12 if we simplify the expected value by a point estimate and choose the

5Even though we use it as a proxy for a distance, the KL is not properly one, being for example non symmetric.
6We simplify the notation by writing q(z|x) = q under the expectation sign.
7The full proof is shown Appendix B.
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decoder for f . We find back the two terms, first the reconstruction loss, and then the latent space regularisation

term.

Specificities of our VAE

In addition to this “classic” VAE architecture, L2020 introduce two specificities to the architecture. First, we

want our network to produce noise-free images. To do so, we can introduce a slightly different reconstruction

loss. The noise in the input image can be reasonably modeled with a Gaussian noise, with a high frequency

(without correlation, the spacial frequency of the noise is one pixel). Thus, one way to force the network to

produce noise less images (or at least to help him converging it to it) is to put less weight on the high frequencies.

To do so, we can compute the Fourier transform of the loss, and divide by the power spectrum of the input

noise, which we fix equal for all stamps, with the mean HST background noise. It is important to notice that

even if our images will look noise-free, the details below the HST noise (i.e. the low surface brightness features)

created by the VAE have to be interpreted carefully. Indeed, the VAE cannot learn features below the noise of

the input images.

In order to produce images “PSF-free”, i.e. independent of the HST optics and instruments, the last con-

volutional layer of the decoder is not trainable and is set to be equal to the HST PSF. That way, the model

produces an image that looks like the input image before being convolved by the PSF in the second last layer.

This way, we will be able to re-convolve the output by e.g. the Euclid PSF, to have Euclid -like images , and

also illustrate the precise architecture used in this work in Figure C.1, in the appendix.

3.2.3 From random shape to catalogue input: mapping a parameter space to a

latent space

The VAE described in the previous subsection can generate realistic galaxies by sampling from the encoded

latent space. However, we cannot choose to emulate a specific galaxy, with a given size or ellipticity because it

lacks the information about the mapping between the structural parameter space of the galaxy and the VAE

latent space. In addition, while we know that each of our training galaxy is encoded in a N (µ,Σ) ≃ N (0, Id),

we do not know the full distribution of the training set in the latent space, and least of all how to sample it. If

we sample from the prior N (0, Id), even if we sample its less probable regions, we cannot be sure that we will

sample efficiently all the training distribution. To learn that mapping, we use a Masked Auto-regressive Flow

(MAF, Papamakarios et al., 2017), a special kind of normalising flow.

Normalising flows are a type of DL algorithm which predict a distribution, usually the posterior distribution

of a Bayesian problem. To do so it learns to transform the data z (which come from the unknown posterior q)

to x such that x is likely to follow a simple distribution p, typically a (multivariate) normal distribution. This
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can typically done with a neural network f , f(z) = x. By choosing a function f which is invertible, and if the

training is well done, it means that we can also compute f−1(x) = y. Because p is easy to sample, and f−1(x)

easy to compute, we will be able to reconstruct efficiently the posterior probability q by transforming many

samples from x.

This transformation can also be conditioned by other parameters than z, i.e. learn f(z, y) = x. In our

case, it means that we can learn the complex posterior distribution of the VAE, and condition the sampling of

this distribution to the physical parameters of the galaxies. This way, after training, we will be able to predict

z = f−1(x, y) such that DΘ′(z) is the image of a galaxy with the properties of y. This resolve the two problems

stated in the first paragraph of this section.

In addition to be invertible, we want our network to produce PDFs, with, for example, the necessary condition

that the integral of the probability density is equal to one. This means that if we have our two distributions q

and p living in two different spaces A and f(A), we need

∫
z∈f(A)

q(z)dz =

∫
x∈A

p(x)dx (3.22)

q(z) = p(x)

∣∣∣∣dxdy
∣∣∣∣ (3.23)

= p(x)

∣∣∣∣df(y)dy

∣∣∣∣ , (3.24)

which generalises, in higher dimension, to

q(z) = p(x) |detJ(f)| , (3.25)

where detJ(f) means the determinant of the Jacobian of f . We see thus that to compute our probabilities,

we need to compute the Jacobian8 of the network. This, in addition to the invertible condition, strongly limit

the architectural choices for f . To have a tractable detJ(f), we can chose f such that J(f) is a triangular

matrix, and thus its determinant the product of its diagonal terms. To ensure that, we can for example force

the different dimensions to be independant of the “next” ones, i.e. for a n-dimensional distribution, for all i < n,

p(zi) is independent of all i < j < n. One possibility to satisfy this conditioned called autoregressivity is is to

use masked dense layers, where we “mask” (put to 0) all the connections that must not be seen by the different

inputs. This is for example what was developped by Germain et al. (2015) with the Masked Autoencoder for

Distribution Estimation (MADE). While we will not use the autoencoder structure for the MAF, we will use

the same strategy of masked dense layers. This way, we have all the components to train the flow: a network f

which has an easy Jacobian and is easy to invert, data points from which we want to estimate the probability

8The determinant of the Jacobian express the amount of “squeezing” (in addition to the overall transformation) we need to apply
such that the first distribution stays normalised in the new space.
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Figure 3.6: Illustration of the flow’s training. Six different galaxies are encoded to a non Gaussian distribution
inside the latent space. Concatenated with their physical parameters vphy, they are transformed to follow a
Gaussian distribution inside the flow’s space. On the bottom, we show an illustration of the flow architecture:
note that contrary to a classical fully connected network (see e.g. Figure 2.6), the ith first inputs are only
connected to the j ≤ i other inputs, to ensure the auto-regressive behaviour.

(z ∼ q) and a simple distribution p = N (0, Id) from which we can easily compute the likelihood.

In our case, the training of the flow is done as follow (see Figure 3.6). First, we can encode a galaxy

image xvphy
, where vphy corresponds to its physical parameters: EΘ = z. We consider z to be a sample of

the conditional probability qvphy
. We pass a concatenation of this z and vphy through the flow to obtain an x,

x = f(x, vphy). Finally, we want to maximise the likelihood that x comes from p, which motivate the choice of

the loss,

Lflow = − log p(x) . (3.26)

The detailed architecture use in this work is presented in Figure C.2.

3.2.4 Final model: the FVAE

The final model (schematic representation in Figure 3.7) combines the decoder part of the VAE with the

regressive flow described in the previous subsection. Therefore, the input of the final model is a galaxy catalogue.

The flow samples a Gaussian noise vector, which is concatenated with the catalogue parameters to produce a

vector in the latent space. The vector is then decoded by the generator of the VAE, producing the image of a

new galaxy with the corresponding input parameters from the catalogue. The use of a continuous distribution
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Figure 3.7: Schematic representation of the FVAE architecture used to simulate a galaxy with structural
parameters vphy. A sample from a normal Gaussian distribution x is passed through the flow, conditioned with
the input galaxy parameters vphy. The flow outputs a latent space vector z, which is decoded by the VAE’s
decoder in order to produce a galaxy image corresponding to the input shape parameters.

enables the generation of new galaxies that resemble real ones, but have never been observed before.

The main goal of this work is to produce Euclid -like realistic galaxies. We use pre-processed COSMOS galax-

ies (described in Section 3.2.1) to train the VAE. We train it for 250 000 steps, which means 3900 epochs (one

epoch is when the whole training set has been seen by the network) with a batch size of 64 (the batch size is

the number of images with which we perform each gradient descent). The latent space has a dimensionality of

32. The learning rate has a first phase where it linearly increases, followed by a square root decay. We use a

warm-up phase of 30 epochs where we train only the generative part (β = 0 in Equation 3.21), and then linearly

increase it to have the same weight between the generative term of the loss function and the KL (β = 1).

Training and validation losses converge long before the end of training. However, even after the convergence,

we still see a significant improvement in the generated images. The model first learns the global shape of the

galaxies and a Gaussian posterior in the latent space, making the objective function Equation (3.21) already

very low. The learning of more complex structures inside the galaxies does not have a great impact on the

loss (most of the galaxies do not present major structures and the pixels belonging to the structures represent

a small fraction of the image), which can explain why we need to train longer than the convergence to learn

the complex distribution of the training set. We show in the following sections that we chose an appropriate

number of epochs to produce complex galaxies without overfitting. We did not try to optimise this number of

epochs, the balance between results and training time being sufficient for our study. Nevertheless, the large

number of epochs is not unusual, and generative models such as VAEs usually require a large number of epochs

to converge.

In a second step, we train the regressive flow. We condition the model with three parameters: Sérsic index

n, half-light radius re, and axis ratio q. We trained it for 470 epochs, ensuring that both our training and

validation loss had converged. We use a batch size of 128, and the same learning rate strategy as for the VAE.

By design, the dimensionality of the flow latent space is the same as that of the VAE (i.e. 32 in this work).
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3.2.5 Simulations with pure Sérsic profiles

The Euclid Consortium currently creates analytic galaxies with the GalSim software (Rowe et al., 2015). Each

galaxy is created as the sum of two components, the bulge and the disk. The disk component is created with

an exponential profile (Sérsic profile with n = 1, see Equation 3.4). The bulge component is a 3D Sérsic profile,

which is projected to produce the expected ellipticity. The two profiles are created with the expected bulge-to-

disk flux fraction, and then summed pixel-wise. The flux is then rescaled to match the total galaxy magnitude.

The image is finally convolved with the VIS PSF, which has a full width at half maximum (FWHM) of 0.17′′

at 800 nm (Laureijs, 2017). This PSF takes into account all the optical and instrumental effects, and thus goes

beyond a simple Gaussian. It is the result of the detailed analysis of the VIS instrument performed by the

Euclid Consortium. If necessary, we also rotate the galaxy to its corresponding position angle in the sky. At

this stage, the galaxies are noise-free. The method used to add noise is explained in Section 3.3.1.

3.2.6 Simulations with the FVAE

Once trained, our model takes as input the three shape parameters of each component of the galaxy from the

Euclid Flagship catalogue (half-light radius re, Sérsic index n, and axis ratio q) and generates a galaxy with

the expected structure and realistic morphology. As explained above, galaxies in the Flagship catalogue are

described by two components, a bulge and a disk. To simulate exactly the same field and compare to the current

Euclid simulations, we also need to produce the two components separately. This way, we can reproduce the

same method as the current Euclid procedure explained in the previous subsection. Each component (bulge and

disk) is simulated separately by our model, and then added with the appropriate bulge-to-disk flux ratio. We

then use GalSim to scale the flux, to convolve by the PSF, and to rotate the galaxy to the appropriate position

angle. Since the flux is calibrated in the post-processing step, we can associate faint magnitudes with our

emulation even if not properly covered by our training set, as shown in Section 3.2.1. For the other parameters,

as the distributions of the bulges and the disks in the Flagship are covered by the training set, simulating the

two components separately should not be an issue.

3.3 Test of the simulations

3.3.1 Qualitative inspection

Individual noise-free galaxy simulation

We first qualitatively evaluate our simulations. Figure 3.8 shows eight galaxies with large radius, prone to

presenting interesting morphologies. Compared to pure Sérsic profile simulations, the generated galaxies are

more complex and asymmetric (see Figure 3.3 for some examples of pure Sérsic galaxies). We are able to
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Figure 3.8: Example of galaxies simulated by the FVAE presenting obvious complexity and features. The scale
is linear.

generate the commonly observed features such as rings, spiral arms, irregularities, and clumps with different

inclination angles. This visual inspection is a first indication that we are able to generate complex behaviour

and mimic surface brightness profiles or features superior to those of Sérsic profile simulations.

The second key element of our emulator is the ability to control the structural parameters. In order to

illustrate this, we show in Figs. 3.9 and 3.10 the impact of varying parameters on the generated galaxies.

Figure 3.9 shows a series of generated galaxies with a constant magnitude set to 24, a fixed Sérsic index of

1.5 and a varying axis-ratio q and half-light radius re. Figure 3.10 shows a grid of galaxies with fixed re and

magnitude but varying axis-ratio and Sérsic index. We can clearly observe the expected trends. Galaxies

become rounder as we move from left to right, and bigger from top to bottom in Figure 3.9. In Figure 3.10

galaxies become more concentrated as the Sérsic index increases from left to right. The images also show several

examples presenting non-trivial symmetric shapes. An important limitation to note is that our model is fixed

to produce images of size 64× 64 pixel. Very large galaxies might therefore be truncated.

Large field simulation

In addition to individual stamps, we also generate two large fields of 0.4 deg2 at the depths of the EWS and the

EDS (see a portion of those fields in Figure 3.11). We take a subsample of the Euclid Flagship catalogue and

generate every galaxy without noise and deconvolved by the PSF. We then convolve the stamp by a unique VIS

PSF (no PSF variations are modelled). All the stamps are then placed in the large field into their corresponding

positions according to the catalogue. We finally add the expected noise level of the EWS and the EDS in two

different realisations of the same field. The background noise (coming mostly from background sources and from

the zodiacal light) is simulated by Gaussian noise with the expected standard deviation for the VIS camera

(Cropper et al. in prep.; Scaramella et al. in prep.; priv. comm.). The photon noise is simulated with a Poisson

distribution added to every pixel, considering the cumulative exposure times presented by Laureijs et al. (2011).

More information will be given about the noise realisations in Merlin et al. (in prep.). We do not simulate

any instrumental effects such as cosmic rays, ghosts, charge transfer inefficiency, or read-out noise, considering
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Figure 3.9: Galaxies simulated by our model from a
catalogue with increasing axis ratios (q) and effective
radius (re). The magnitude and the Sérsic index are
fixed to 24 and 1, respectively, for all galaxies. The
images are all 64× 64 pixel, the natural output of our
model. Each row shows galaxies with constant re, and
linearly increasing q from 0.1 to 0.95. Each column
shows galaxies with fixed q, and linearly increasing re
from 0.1′′ to 1 ′′. The galaxies are clearly rounder and
bigger from left to right and top to bottom.

Figure 3.10: Galaxies simulated by our model from
a catalogue with increasing axis ratios (q) and Sérsic
indices (n). The magnitude and the effective radius
are fixed to 24 and 0.7′′, respectively, for all galaxies.
Each row shows galaxies with constant q, and linearly
increasing n from 1 to 4. Each column shows galax-
ies with fixed n, and linearly increasing q from 0.1 to
0.95. The galaxies clearly show a steeper profile and
are rounder from left to right and top to bottom, re-
spectively.

thus an ideal case of a VIS image processing pipeline. In Figure 3.11 we show a random region of the large

fields, and highlight some interesting galaxies.

3.3.2 Quantitaive inspection

This visual assessment of the previous subsection confirms that our model behaves as expected both in generating

complex shapes and controlling structural parameters. However, in order for the simulation to be useful to test

algorithms, it is required that the control on the structural parameters is comparable to what is achieved with

analytic profiles.

Surface brightness profiles

We compare the radial profiles of generated galaxies with the profiles of analytic galaxies with the same global

properties. Figure 3.12 compares and shows the radial profile for three bulge components, disk components,

and the combination of the two components, simulated with our model and with GalSim . All the images

are convolved by the VIS PSF but are without noise. We show both the profile along the major axis and

the azimuthally averaged profile. The former is useful to identify deviations from a smooth profile, and thus

highlights where the irregularities take place. The latter, computed by averaging the luminosity at a given radius

82



(1)

(2)
(3) (4)

(5)

(6)

(1)

(2)

(3)

(4)

(5)

(6)

(1)

(2)
(3) (4)

(5)

(6)

(1)

(2)

(3)

(4)

(5)

(6)

Figure 3.11: Illustration of a large field simulation produced by our FVAE. The top and bottom panels show
the same field simulated at the depths of the EDS and the EWS, respectively. The stamps show zoomed-in
regions where some galaxies present morphological diversity. In the large field images, we use the IRAF ‘zscale’
that stretches and clips the low and high values to better highlight the differences between the EWS and the
EDS. The stamps are in linear scale, which better emphasises the structures. With the stretching induced by
the zscale, all the structures disappear and only the global shape is still recognisable. Finally, the apparent
different level of background between the stamps and the global image is also due to the different brightness
scale (different maximum and minimum values in each of them).

83



r from the galaxy centre in all directions, allows us to check if the average profile behaves as expected compared

to the Sérsic model. Overall, the figure shows the expected behaviour. Some profiles deviate significantly from

a Sérsic profile along the major axis. An example for this is the disk component shown in the bottom row of

Figure 3.12, where we can see a spiral arm feature that creates variation in the radial light profile. However,

the average profiles tend to follow the analytic expectations since irregularities are averaged out. Therefore, the

generated galaxies seem to present the desired behaviour (i.e. complex surface brightness distributions), which

on average match a Sérsic profile. An additional interesting result seen in Figure 3.12 is that the combination

of the two components also behaves very similarly when compared to a double-component analytic galaxy (see

the composite galaxy column).

Surface brightness fitting

We now fit Sérsic models to quantify how accurately the shape parameters are recovered in a statistical sense.

For this purpose we use the Galapagos package (Barden et al., 2012). Galapagos is a high-level wrapper for

SExtractor (Bertin & Arnouts, 1996) and Galfit (Peng et al., 2002) to automatically fit large samples of

galaxies. Because two-component Sérsic fits are generally less stable than one-component fits (e.g. Simard

et al., 2011, Bernardi et al., 2014, Dimauro et al., 2018) we decide to produce the two components separately

in two distinct realisation of the field. Thus, we have two different fields, one with only the bulge component

and one with only the disk component. We then fit each field with the one-component Sérsic model. This

allows us to test the reliability of the fits while reducing the degeneracies. Since our objective is to compare our

simulation to an analytic one, a single Sérsic fit is enough for our purpose.

Using the Euclid Flagship catalogue, we generate with our model a galaxy field of 0.4 deg2 (i.e. around 2500

galaxies with magnitude lower than 25), following the same procedure as in Section 3.3.1. We then use the same

procedure and subsample to produce the same field with the pure Sérsic profiles. The two fields are therefore

identical in terms of number of galaxies and positions, and contain galaxies with the same structural properties.

Figure 3.13 show the fitting results concerning bulge and disk components, respectively, for five parameters:

half-light radius re, axis ratio q, Sérsic index n, centroid position x, and total magnitude. We recall that the goal

of this comparison is not to quantify the absolute accuracy of the fits, but to compare the relative behaviour

of our simulations with a baseline. A future publication in preparation will quantify in detail the accuracy of

structural parameters in both the EWS and the EDS. Overall, the structural parameters are recovered with

similar dispersion for the FVAE and the analytic simulation. This is a first quantitative confirmation of the

visual inspection of the previous sections. Our model is able to produce realistic galaxy images while preserving

information on the parametric structure. The global distributions of the predicted parameters are also very

similar, which confirms that our model has correctly learnt the entire distribution of the training set, and is

thus able to span the entire parameter space of the Euclid Flagship catalogue.

84



Figure 3.12: Examples of three radial profiles of galaxies generated with GalSim and our model. Each group
of two columns represents the different components of the galaxy: bulge, disk, and composite (bulge plus disk)
from left to right. Within each group the top row shows the images by our model (left) and by the Sérsic
model (right). The bottom line represents the light radial profiles, along the major axis (left) and the average
profile (right). The orange lines correspond to our model, and blue to the Sérsic profile. The dashed grey line
represents the EWS noise level. Our simulations show more diverse profiles, but the average closely matches
the analytic expectations. The irregularities at very low S/N on the FVAE profiles are a sign that the model
does not produce perfectly noise-free galaxies.

Looking in more detail, the FVAE results present a slightly larger dispersion in all recovered parameters.

This is expected since the analytic simulations represent a perfect match for the model that is fitted. This is

not the case for the FVAE simulations, which present more complex profiles. We give the statistical details of

the fitting distribution errors (median, first, and third quartile) in Table 3.1, corresponding to the distributions

in the insets in each panel of Figure 3.13.
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Figure 3.13: Results of 2D Sérsic fits to the surface brightness distributions of bulge components (left) and
disk components (right). In every panel, the orange points and histograms represent the results for the FVAE
galaxies and the blue for the analytic galaxies. Each panel represents a different parameter, as labelled. For each
parameter the true value of the parameter is plotted as a function of the inferred one from the best-fit model.
A perfect fit corresponds to the diagonal. In addition, above and to the right of each plot are the projected
distributions of the scatter plot. Finally, the inset plot shows the distribution of the error (fitted value minus
true value). To make the scatter plot less crowded, only half the galaxies are plotted, but the error histograms
and the projected distributions are computed on the entire field (for more details of the error distributions, see
Table 3.1).
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Table 3.1: Accuracy of fitting results. For each parameter shown in Figure 3.13, we present the first quartile
(q1), the median (µ1/2), and the third quartile (q3) of the fitting error distributions.

Bulges Disks

Analytic
FVAE

q1 µ1/2 q3 q1 µ1/2 q3

X −0.37
−0.36

−0.04
0.01

0.26
0.40

−0.36
−0.90

−0.05
−0.01

0.25
1.00

mag −0.25
−0.33

−0.04
−0.06

0.03
0.03

−0.11
−0.09

0.01
0.04

0.04
0.10

re −0.04
−0.23

0.24
0.25

1.25
1.77

−0.07
0.27

0.11
0.65

0.55
1.27

q −0.10
−0.10

−0.03
0.00

0.00
0.07

−0.05
−0.04

−0.01
0.03

0.01
0.09

n −0.01
−0.64

0.23
−0.06

1.26
0.52

−0.06
−0.29

0.06
−0.15

0.20
0.04
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The systematic offsets might be more problematic. The figure shows that the systematic shifts for the bulge

components are very similar for the analytic and the FVAE fields which means that using a FVAE does not

introduce any noticeable systematic effects. The only parameter that presents a small bias towards larger values

is the axis ratio q. This might be because of a lack of very elongated bulges in the training data set. The disk

components present a slightly higher systematic bias though, as shown in Figure 3.13. Indeed, FVAE galaxies

tend to be systematically larger and rounder than their analytical counterparts and show an almost constant

offset of 0.15 on the Sérsic index. It is not obvious whether these offsets are a consequence of the simulation

or whether it is related to the fitting procedure itself. A possible explanation for the larger offsets is that disk

components are generally more extended and with flatter profiles than bulge components, thus they also present

more complexity and structure. Alternatively, it can also be related to the simulation itself. Our training set is

based on a single-component fit with a continuous distribution of the Sérsic index. However, the Sérsic index

of the disk component in the Euclid Flagship catalogue is fixed to n = 1. This means that there is only a

small number of examples in the training set with exactly n = 1, which can affect the quality of the generation.

Finally, we can see that for the magnitude, the fit of our galaxies also differs very little from the Sérsic fits, even

if the flux is not something that is parameterised in our model, but re-scaled afterwards with Galsim. This

occurs because the recovering of the flux in a large field, with blended galaxies for example, is not completely

trivial.

Note that even though we did not test our simulation regarding the CAS parameters (see Section 3.1, L2020

did this test with the MID parameters (Freeman et al., 2013), another type of non parametric indicators slightly

different from CAS. With the same FVAE architecture, it confirmed that the FVAE was able to retrieve the

overall distribution of the training MID parameters.

3.4 Forecasting Euclid’s morphology detection capacities

3.4.1 What is a structure ? Mathematical approach

Our goal is to quantify the fraction of galaxies that present significant structures that deviate from a pure

analytic profile. For that purpose we have designed a method to distinguish galaxies with internal structure

from smooth objects. We assume that any type of complexity in the galaxy surface brightness distribution,

hereafter called structure, will result in a deviation from an analytical profile. This is particularly clear in

the disk component shown in Figure 3.12. We therefore establish a criterion to characterise the smoothness

of a galaxy by computing the derivatives of the semi-major axis profile. For illustration purposes, we show in

Figure 3.14 three toy profiles. A pure analytical profile, a profile presenting a strong structure, and a slightly

perturbed one. When the profile is smooth the first derivative is also smooth, changing its sign only at the

centre of the galaxy. If we consider only a one-sided profile, the derivative never goes to zero (i.e. it has no
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roots). The second derivative of the one sided profile is also smooth, and has only one root that we call a

‘natural zero’. When the galaxy is strongly perturbed, the profile will significantly differ from a pure analytical

profile. For a Sérsic profile the light curve decreases from the centre to the edge of the galaxy; instead, for

example in a galaxy presenting a spiral arm, the major axis profile increases in the location of the arm. This

increase (change of slope) will cause a sign change in the first derivative, and thus two changes in sign in the

second derivative, as can be seen in the second column of Figure 3.14. However, the roots of the first derivative

are not always enough to detect a variation from a smooth profile, as illustrated in the third column of the

figure; the profile can be slightly perturbed, with a change of slope in the profile, but this does not make the

profile rise as in the second column of the figure, but significantly changes the rate of decrease. Thus, the first

derivative will not change in sign (the profile does not increase), but the second derivative will (the rate of the

decrease changes).

Therefore, we conclude that the presence of a zero on the second derivative of the light profile (without

counting the natural zero) is a reasonable indicator of a galaxy with complex structures. We note that there

will be additional zeros at the edge of the profile when it becomes flat. However, these roots will be all

consecutive, giving us a way to distinguish zeros coming from a structure from ones coming from the end of

the profile. Thus, we can consider a galaxy being structured if its second derivative has two roots (without

considering the first natural one), which are far enough from each other. This also prevents the high-frequency

perturbations in the profile that we do not want to consider as a structure. We find that, at the VIS resolution,

a minimum distance of 1 pixel (approximately one PSF FWHM) between roots is a reasonable choice. To make

sure that we do not miss structures that are not along the semi-major axis, we also search for structures with

the same method along the semi-minor axis of the galaxy.

We show in Figure 3.15 two random selections of galaxies which have been classified with and without

structure. Our method successfully isolates galaxies with perturbed or asymmetric profiles.

3.4.2 Forecasting the millions of galaxies Euclid will deliver to the galaxy science

community

We use this technique to infer the fraction of galaxies for which Euclid will be able to resolve internal morpho-

logical structure beyond Sérsic profiles. We simulate galaxies without noise and compute the semi-major axis

profile and consider only pixels 2σ above the noise level. We then plot in the left plot of Figure 3.16 the fraction

of galaxies presenting structures as a function of the surface brightness Sb of the galaxy, defined as

Sb = m+ 2.5 log10(π qtot r
2
tot) , (3.27)
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Figure 3.14: Three toy profiles that illustrate our structure detection method. The left panel shows a smooth
galaxy without structure, the middle panel a strongly perturbed galaxy, and the right panel a slightly perturbed
object. For each profile, its luminosity is plotted as a function of the distance to the galaxy centre in arbitrary
units (blue solid lines). Their corresponding first and second derivatives are also plotted (orange and green
solid lines, respectively). We can see that the number of roots in the second derivative is a good indicator of
perturbed galaxies.

Figure 3.15: Random examples of galaxies considered as having structure (left), and no structure (right). The
stamps are cut at twice the effective radius.

where rtot (in arcsecond) and qtot are the global (disk and bulge components) half-light radius and axis ratio of

the galaxy. Thus, π qtot r
2
tot represents the area of the galaxy.

We can see that the fraction of galaxies with resolved structures decreases with increasing surface brightness,

as expected. The behaviour of the EWS and the EDS is self-similar, but the EDS is shifted towards fainter

surface brightness. The difference is of the order of 2 magnitudes: less than 10% of galaxies present detailed

structures above 2σ, beyond a surface brightness of 22.5 mag arcsec−2 for the EWS and 24.9mag arcsec−2 for

the EDS. The statistical fluctuations on the curve are similar because we compute our structure indicator on

the same realisations of galaxies with only the S/N changing.
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Figure 3.16: Forecast of the number of galaxies with internal structures for the EWS and the EDS, regarding
surface brightness. Left panel: Fraction of galaxies with resolved structure as a function of surface brightness.
Right panel: Total number of galaxies with resolved structure as a function of surface brightness. The red
squares are for structures discernible for the EWS at 2σ around the noise level. The blue stars represent the
same information, but for the EDS.

We also provide the total number of galaxies per bin in the right panel of Figure 3.16. We simply multiply

the fraction of objects with structure by the total number of galaxies in the 15 000 deg2 of the EWS and in

the 40 deg2 of the EDS. We conclude that Euclid will observe around 250million galaxies that are significantly

more complex than the analytical profiles during the six years of the mission.

Figure 3.17 shows a 2D representation of the fraction of galaxies with resolved structures above 1σ and 2σ

of the noise as a function of magnitude and half-light radius. We observe the same behaviour, namely that the

EDS goes around two magnitudes deeper to probe morphologies. The fraction of galaxies decreases in the limit

of the distributions when we increase the level of acceptance from 1σ to 2σ. The figure summarises the following

expected behaviour: (1) the brighter the galaxy, the larger the number of resolved structures (top to bottom

gradient) and (2) the fraction becomes smaller for extremes (very small and very large galaxies) at constant

magnitude. The decrease at small sizes is a consequence of resolution. At large sizes it is related to S/N. We

recall that we did not plot galaxies bigger than 2 ′′ because of the built-in size limitation of our model, but we

expect the decreasing trend to continue at larger radii.

Finally, in Figure 3.18 we forecast the fraction and the total number of galaxies with resolved structures as a

function of physical properties of galaxies, namely stellar mass and redshift. We conclude that the EWS will be

able to reach a 50% completeness regarding the detection of internal structures of galaxies down to ∼ 1010.6 M⊙
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Figure 3.17: Fraction of galaxies with resolved struc-
tures in bins of magnitude and half-light radius. The
first line represents Euclid capacities for the EWS, and
the second for the EDS. The first column is the per-
centage of galaxies presenting structures above 1σ of
the noise level, and the second column above 2σ. The
colour-coding is the same as in Figure 3.16 and 3.18.
The blue number in each column (row) indicate the
mean percentage of the corresponding column (row).

Figure 3.18: Fraction of galaxies with resolved struc-
tures in bins of stellar mass and redshift. The top
(bottom) row corresponds to the EWS (EDS). The left
column indicates fractions, while the right column are
absolute numbers for the six-year survey. The numbers
in blue indicate the average values per row and column.

at z ∼ 0.5. The EDS reaches down to a stellar mass of 109.6 M⊙ up to z ∼ 0.5.

We note here that we are probing the internal structures of the galaxies, and not assessing whether the galaxy

is resolved or not. We thus consider, in our forecasts, that intrinsically smooth galaxies such as spheroids have

no structures, even if they are resolved by Euclid . Since our model is trained on real data, it is reasonable to

assume that the fraction of different morphologies is well reproduced. The numbers we provide are therefore an

estimate of the fraction of galaxies with complex internal structure, beyond a Sérsic model.

3.5 A framework to simulate future surveys

This work presents a novel framework to generate galaxies with realistic morphologies, while keeping control on

the global structural properties. It can be used to calibrate algorithms for future experiments such as Euclid in

which the impact of complex galaxy shapes might become significant. This is the case for example for galaxy

deblending or even shear estimations. We discuss in this section possible limitations of a large-scale use of

generative models for galaxy generation.

3.5.1 Execution time

One possible bottleneck is execution time. We therefore quantify the execution speed of our framework compared

to that of a classical analytic generation. We use two different environments: with and without GPUs. We used
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Figure 3.19: Comparison of the execution time between our model and the current Euclid simulations, for
different hardware configurations. The y-axis indicates the ratio of the execution time using our model to the
time from the official Euclid pipeline.The x-axis corresponds to the number of galaxies simulated. The stars
represent GPU runs and squares are CPU runs. The colour bar indicates the batch size.

a 16 CPU Intel Xeon Bronze 3106, and an NVIDIA Tesla P40 GPU. We then tested our method with increasing

batch sizes, going from one galaxy at a time to 64. The results of the different experiments are summarised in

Figure 3.19. Each measurement refers to the execution time of a standard analytic simulation. The training

time is not discussed here as it has to be done only once, and does not enter execution time discussions.

The figure confirms that a GPU is around four times faster than a CPU environment in all configurations.

We also see that the batch size has a dramatic impact on the execution speed. For a batch size of one, our

method is more than a 100 times slower than a traditional approach. However, the difference is reduced to a

factor of around 5 if larger batches are used. It is interesting to note, however, that the execution time does

not depend linearly on the batch size. This is a well-known behaviour (Wilper et al., 2020). We note that for

this figure, as in all this work, we simulate galaxies by a sum of two components. As explained before, we did

that to match the current Euclid simulation strategy. Nevertheless, we highlight here that we are capable of

creating complex galaxies with only one component, and therefore all the times of the figure could possibly be

divided by two if we were simulating only one component.
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3.5.2 Training limitation

Another possible limitation of our proposed framework is the fact that it is trained on observations which

therefore contain biases that can propagate the simulation. In particular, we used here the COSMOS Galfit

fitting as a ground truth to condition the autoregressive flow. The impact of this could be assessed by using

different independent fitting codes on the same data sets and comparing the results. This is an ongoing effort

as part of the Euclid Morphology Challenge (EMC, see Chapter 5). The diversity of generated galaxies is also

limited by the quality of the observations used for training, in this case HST observations. This restricts the

range of parameters that our model can probe without extrapolation. This could be mitigated with additional

data sets, but we have not explored that in this work. For this reason, we do not recommend using our

framework to simulate images without noise as features below the HST noise level are not constrained. We also

note that our model is limited regarding the size of the galaxies it can generate because of the fixed size of the

training stamps. Simulating galaxies with half-light radii bigger than 2 ′′ is not recommended. Some galaxies

larger than 1.5′′ and with a small Sérsic index (flux above the half-light radius not negligible) can also produce

some flux artefacts at the border of the stamp, being at the limit of the training distribution, and because the

faint end of the galaxy will be cut. We used this large limit of 2 ′′ to do our morphological forecasts because

those artefacts do not cause problems in our structure detection algorithm. In addition, to produce galaxies

fainter than the limiting magnitude of the training set (25.2mag), we assumed that the galaxy morphology

is not correlated with the magnitude, which is of course an approximation. Finally, to establish morphology

forecasts, we assume that the amount of structures produced by our model is the same as in real galaxies. Our

model may tend to produce galaxies that are smoother than real galaxies. Therefore our forecast may have

underestimated the number of objects with complex morphologies. On the contrary, our choice to use fields

without any instrumental effects but the PSF could decrease the effective number of detected galaxies. Finally,

the number of low-magnitude galaxies in the Euclid Flagship catalogue could be underestimated, for example

compared to the catalogue (Connolly et al., 2014) used in LSST. This lack of faint galaxies could increase the

numbers presented here, especially for the EDS.

3.5.3 Implementation in the Euclid simulation pipeline

The publication of those results gave me the opportunity to propose an implementation of the emulator in the

Euclid simulation pipeline.

Because such a pipeline requires a very stable environment, the different libraries and versions are fixed and

only updated at some critical steps of the mission.

Thanks to the modularity of the SIM pipeline, we were able to include the FVAE in the proper place, i.e.

just replacing the call to Galsim, with the same parameters (bulge and disk radii and ellipticities, bulge-to-total
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ratio, disk Sérsic index) as the classic simulations. All the previous and further steps (PSF, magnification,

etc.) are not impacted. This optimisation limits the number of tests to assess before validation. We have

implemented unitary tests to check the good behaviour of the FVAE module in every configuration, along with

its integration in parallel of the other simulators. In addition, we also used the results presented in Figure 3.16 to

put a condition on which model to choose for the galaxy generation (FVAE for bright objects, classic for fainter

objects, where Euclid cannot resolve the structure). An interesting further step would be to train the FVAE

again (from scratch or from the previous training) with only bright galaxies to focus on the galaxies for which

the structure is visible. We could also try to train with larger stamps to be able to simulate larger galaxies.

Also, notice that the version of the FVAE presented in this chapter was motivated by a future inclusion in the

pipeline, which facilitates those implementation steps. This is also why we tested double component simulations

and did not condition the flow on the magnitude (because the magnitude is not accessible at this moment of the

pipeline, which would have thus required a significant refactoring of the code). Those implementations, which

can also be seen as limitations, are different in the version used Chapter 5.

We have also implemented a Euclid compatible version of the galsim_hub module. The FVAE uses

galsim_hub to transform the TensorFlow tensor into a Galsim objects, which can then be used to implement

all the powerful Galsim methods (flux scaling, PSF, centering...). In addition, because the pipeline requires a

reproducible output, we modified the galsim_hub version with a reproducible seed such that the zflow is always

the same for the same galaxy. To do so, we used a combination of the input parameter to generate a pseudo-

aleatoric seed. For each galaxy, we multiplied the half-light radius of the disk and its Sérsic index, with four

significant digits to have a unique number for each galaxy.

Note that the training is done outside of the pipeline. The weights of the trained network are stocked as a

Euclid product, allowing quick loading and usage by every Euclid computational centre.

After a first run of successful unitary tests, a more refined implementation was done by the VIS team to

work with a re-factoring of the pipeline. New tests have been done recently with at aim of parallel production

of VIS fields for the next Euclid scientific challenges.

3.6 Summary and conclusion

We have presented a data-driven method for simulating deconvolved and noise-free galaxies with morphologies

more realistic and complex than pure analytic Sérsic profiles. The proposed approach is based on a combination

of deep generative neural networks trained on observations, which allows one to generate realistic galaxies while

preserving a control of the global shape of the surface brightness profiles. We have shown that the structural

parameters of the generated galaxies are recovered with similar accuracy compared to that derived for analytic

profiles. Our proposed approach, although around five times slower than an analytic simulation can be used
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to generate realistic simulations for future missions and experiments, and therefore calibrate algorithms under

more realistic conditions.

We have used this new framework to establish the first forecasts on the number of galaxies for which Euclid

will be able to provide resolved morphological structure beyond Sérsic profiles. We find that Euclid will resolve

the internal structure of around 250million galaxies. This corresponds to a 50% stellar mass complete sample

above 1010.6 (109.6) at a redshift z = 0.5 for the EWS (EDS). This is a first estimation of the capabilities of

Euclid for estimating galaxy morphologies, which are a key ingredient for a variety of galaxy evolution-related

science cases.

Looking ahead, there is an ongoing effort of out team to adapt the VAE to work in a multi-band mode

(see Section A.1), which will enable the generation of galaxies in the two infrared bands of the Euclid near-

infrared imager. We also plan to train a flow on different sets of parameters. Our method can, for example, be

conditioned on the orientation and the environment of galaxies to take into account gravitational shear effects.

We could also condition our flow on the redshift and initial mass function in order to find their impact on the

evolution of structures.

This first Section shows results which took place both at the top of the Euclid pipeline and at the beginning

of the science level of the pipeline with the Euclid GAEV WG. It gave a first indication of the promising and

powerful solutions that DL could give to large galaxy survey pipelines. In the following sections of this thesis, I

will present two other main projects which took place more downstream of the Euclid pipeline, still focusing on

galaxy shapes and morphology. In addition, I will present a second use of the FVAE simulations, which shows

what could be done if the simulations were used officially in the Consortium.
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Chapter 4

Deblending for Euclid: forecast and

probabilistic segmentation
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In this chapter, I will present different studies I have conducted to address the blending problem in deep

imaging. I will first explain what is blending and how do we study and quantify it (Section 4.1). Then, I will

present my work on the quantification of the blending effect in Euclid (Section 4.2). Finally, I will present a

new deep learning based approach for the identification of blended sources (Section 4.3) in deep images.

The results presented in Section 4.2 are preliminary, in the sense it has not been published or reviewed. Sec-

tion 4.3 uses the results presented in Bretonnière et al. (2021), but with a deeper and more detailed description.

4.1 The blending effect: definition and metrics

4.1.1 Qualitative definition

The observable Universe can be represented as a 3D sphere, each object being described by its position on the

sky (declination and right ascension), and its distance from the observer (depth, or redshift). Because of the

Cosmological Principle, we can consider the Universe to be homogeneous in the 3D volume. However, since

telescopes take images, the solid sphere is projected into a 2D plane. The third dimension or depth is thus lost

(at least directly). Objects in the same line of sight of an observer but at distinct depths will be projected

in the same position on the focal plane of the telescope. These overlapping galaxies are usually called blended

galaxies, to make the distinction between overlapping galaxies at the same distance, such as mergers. We will

call the task of separating them deblending. We show in Figure 4.1 an illustration of blending. It is easy to

visualize that the amount of blending will depend on the density of flux that a telescope will be able to detect.

As explained in previous chapters, new extragalactic surveys such as Euclid, LSST, JWST or the Roman

Grace Space Telescope (Spergel et al., 2015) will have an enhanced sensitivity compared to previous surveys.

Independently of the method (larger collecting area, better CCDs, larger band...), we can describe an enhanced

sensitivity by a better detection threshold on the total distribution of the light incoming to the focal plane. We

present this idea in Figure 4.2: if we represent the true 2D distribution of the galaxies flux in blue, the noise

level of telescope with a high sensitive (red) will be lower than one with a low sensitivity (green). This increase

of sensitivity results in two important phenomena. First, for bright to intermediate galaxies, we will capture

the fainter edges of the light profiles, which were previously drawn in the noise. This will lead to larger masks

(see Section 4.1.2) for every galaxy: in the schematic, the blue masks are larger in the red survey than in the

green. Second, it will also result in detecting more sources. Indeed, faint galaxies which had a too small SNR to

be detected will now appear above the noise, being thus detectable. These two effects contribute to increasing
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the density of detected flux and detected sources. In addition if we consider the observed magnitude to be a

good proxy for distance r, this number of sources will increase with the volume, i.e. as r3. As we can see in

the schematic representation of Figure 4.1, in an homogeneous universe, there are more objects in a sphere of

larger radius (red circle), because its surface is larger1. This is particularly clear when we look at the magnitude

distribution of the catalogues we used earlier, e.g. in Figure 3.2. Note that even if more distant galaxies appear

fainter, apparent magnitude is not a perfect proxy of distance because it also depends on the intrinsic luminosity

(i.e. the stellar mass).

Projection on the focal plane

Figure 4.1: Schematic of the blending phe-
nomenon. A telescope is observing the 3D
Universe. On the left, two spheres at distinct
redshifts are represented. While the sources’
density is the same for the two redshift, there
is more objects in the farther one. While two
galaxies in the line of sight of the telescope
(dashed grey lines) are separated in space,
they overlap in the resulting image (square on
the right) due to the projection in the focal
plane.

Figure 4.2: Schematic of a survey sensitivity. The bottom
figure represent the light distribution of a galaxy field. The
red and blue planes represents the noise level of a telescope
with a high and low sensitivity. On the top panel, the two
segmentation masks of the detectable galaxies, i.e. the pixels
for which the light distribution is above the noise level. We see
that for the sensitive telescope, the masks are larger and there
are more detected galaxies.

Thus, because of their un-precedent sensitivity, the next generation of galaxy surveys will face a larger

amount of blended galaxies.

Misidentifying blended galaxies significantly impacts the error budget of such missions, and can even prevent

reaching the scientific requirements for precision cosmology (Sanchez et al., 2021)2. This is especially true given

that one of the main probes of the new generation of cosmological surveys is weak lensing (WL), which requires

measuring the shapes of galaxies with extreme precision. In addition, the WL signal is of statistical nature,

meaning that systematic effects due to blending will have a strong impact. Accurately identifying blended

galaxies is, therefore, a key task to guarantee the full potential of the forthcoming cosmological surveys.

1Note that when we are looking in a certain band, this increase of number densities has a limit. Because of the cosmological
redshift caused by the expansion of the Universe, the light of distant galaxies will not always remain visible at a fixed wavelength.
This is the famous dark night sky paradox, or Obler’s paradox.

2Note that the apparent size of the galaxy is strongly impacted by the width of the PSF. Thus, ground-based surveys such as
LSST will be much more impacted than space-based surveys.
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To be able to measure the amount of blending, and study more precisely the phenomenon, we need a more

quantitative approach for blending.

4.1.2 Quantitative definition

As we have seen, blending is a very problematic effect for cosmological missions. Nevertheless, this is a complex

phenomenon, and every overlapping galaxy will not have the same impact on the estimation of the galaxy

morphology. To distinguish between the different cases, we begin by introducing some definitions which will be

useful for what follows:

• Segmentation, or mask: the binary mask associated to a detection. Galaxies do not have boundaries by

definition, so one needs to define the pixels belonging to the galaxy. In this work, we use a definition based

on the SNR. All pixels that have a flux f >= nσ.σ, with σ being the standard deviation of the survey

noise, are set to one, while the others are set to zero. The impact of the value of nσ will be discussed as

part of the analysis.

• Segmentation map: a discrete representation of a field. The segmentation map is the pixel-wise sum

of the individual segmentations defined previously. Notice that the map is not binary in the overlapping

regions.

• Overlap region: a region where the segmentations of two or more galaxies overlap.

• Blendedness: the percentage of flux coming from the companion galaxies in the overlapping region

relative to the total flux of the main galaxy.

• Detectable: a galaxy is considered as detectable if it meets two conditions. First, its mask must contain

a minimum number of pixels, typically ten. Second, its blendedness must be below another threshold

nsup, typically 500%.

• Blended: an object is blended if its blendedness is above a certain threshold nblend.

The impact of the various thresholds will be discussed in Section 4.2.2. Considering these definitions, we assign

four possible flags to every galaxy detected above a given SNR, which are represented in Figure 4.3:

• −1: the object is isolated, i.e. does not present any overlap region on its segmentation mask.

• 0: the object presents an overlapping region, but its blendedness is below the blend threshold.

• 1: the object blendedness is above the blend threshold (typically 1%).

• 2: the object blendedness is above a certain threshold (typically 500%). We will consider it undetectable

because its flux is negligible compared to the sum of its companions.
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We highlight here that our study of blending is done with the assumption that galaxies are “transparent”:

the flux of two galaxies in the same line of sight is simply the sum of the individual fluxes.

Figure 4.3: One example for every flag defined in the text. In each row, the first column is a stamp of the
noiseless fields around the concerned galaxy. The second column is the same stamp with the EWS noise level.
The third column shows the corresponding segmentation map. Each row represents a different flag. Form top
to bottom: (1) flag −1 flag: the galaxy is isolated. (2) Flag 0: the centred galaxy (red point) presents an
overlap region with a large but distant galaxy (blue point) so the blended flux (0.37%) is not above the blend
threshold. (3) Flag 1: the galaxy is blended with two companions, and the sum of the relative blended fluxes
are larger (8.73%) than the blend threshold. (4) Flag 2: the blended flux ratio is so large (∼ 2500%) that we
consider the central galaxy (red point) undetectable.

These flags will allow us to precisely study the impact of blending for Euclid, but can also be used to measure

the ability of a deblending algorithm. In addition to these flags, we will also need metrics to quantify the ability

of different algorithms to overcome the blending problem.
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4.1.3 Measuring the blending detection: segmentation maps and metrics

Different types of segmentation

As we will see in Section 4.3.4, the way to define if we are able to detect blended galaxies is through the

segmentation map of a field, that we defined earlier. Yet, all algorithms do not agree on the definition of the

segmentation map when confronted to overlapping objects. We show in Figure 4.4 five types of segmentations.

In order of increasing complexity, we can list:

• Object detection: this first simple task, which is barely a segmentation, identify the objects in a box.

While it is good for isolated objects or to identify all the separated galaxies, it cannot identify the proper

overlapping regions or masks of the galaxies.

• Semantic segmentation: properly identify the class of each pixel (here background or galaxy), but without

identifying the overlapping region.

• Instance segmentation: properly identify the class of each pixel. The difference with the semantic segmen-

tation is that it can separate the instances of each class. We can see in the schematic that each galaxy is

identified and labeled separately. Nevertheless, it cannot identify properly the overlapping region, masking

the galaxy which is “behind” the other.

• In our definition of the segmentation, we dot not separate each instance, but we properly identify the

overlapping region. We will show Section 4.3.5 that we can transform our definition to the amodal instance

segmentation. This is not the case with the instance segmentation, at least without model fitting.

• Amodal segmentation: each instance is identified separately, and the overlapping region is properly seg-

mented. This is the perfect segmentation to address the blended effect, because we can identify if a galaxy

is blended and reconstruct the isolated mask of all galaxies in the blend.

We see that every segmentation type is subject to a trade-off between complexity and scientific interest. For

blending, the amodal segmentation is the most complete one. Nevertheless, in a ML approach, it can be hard to

achieve because instance segmentation requires to define a hierarchy to label the sources. Our approach is more

complete than an instance segmentation because it can be turned to amodal instance segmentation afterwards

with simple methods. Having defined different type of segmentation, we now need methods to quantify the

accuracy of blending identification.

Metrics

It is difficult to quantify the accuracy of a blend detector with a unique metric. Moreover, the chosen metrics

can be inspected as a function of various parameters: the magnitude difference between the two objects, their
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Figure 4.4: Illustration of different types of segmentations. From left to right and top to bottom, the complexity
of the segmentation increase, with more and more relevant information about blending.

distance from each other, their absolute fluxes... In addition, because we are looking at binary maps, one pixel

can change the overall result. For example, when two galaxies are separated by one pixel only and the predicted

mask is one pixel too large, it will be considered as blended, resulting in a false detection. In this study, we will

focus on three metrics: completeness, precision and intersection over union (IoU). The two first ones focus on

the the detection only, i.e. the object is well classified or not. To do so, we need to define six possible scenarios,

three for isolated objects and three for blended objects, which are represented in Figure 4.5 an illustration of

the flags. Let’s first describe the isolated scenarios:

• A true positive detection of an isolated galaxy TPiso: an isolated (non-blended) object is predicted as

isolated.

• A false negative detection FNiso: an existing isolated object is not detected.

• A false positive detection of an object FPiso: an isolated object is detected but does not exist.

For the blended scenarios, we also have three possibilities:

• A true positive detection of a blended object TPblend: the detected object is blended (i.e. its segmentation

contains at least one overlapping pixel) and is indeed truly blended.

• A false negative detection of a blended object FNblend: the detected object is isolated (i.e. no overlap

region in its mask) while it is blended in reality.
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• A false positive detection of a blended object FPblend: the object is detected as blended while it is in

reality isolated.

Isolated Objects

Predicted
Segmap

True
Segmap

Flag

Blended Objects

Figure 4.5: Flags of the different classification config-
urations. On the left, for isolated objects, and on the
right for blended objects. The first row shows the true
segmentation map, the second the predicted one, and
the the third the corresponding flag.

High Completeness
Low Purity
Detection

Low Completeness
High Purity
Detection

True segementation

True Positive

False Positive

False Negative

Figure 4.6: Completeness and purity illustration. In
the left a high completeness and low purity: few miss-
ing objects but some false detections. In the right, a
high purity but a low completeness: few false positives
but some false negatives.

We define our two first metrics, purity and completeness, using the following expressions. The completeness,

defined as

C =

∑
TP∑

TP +
∑

FN
, (4.1)

traces the fraction of objects that have been discovered, even though they were truly or falsely detected. It is

penalised by the number of non found objects. A detection algorithm very sensitive to blending will have a high

completeness, even though it predicts many blended objects which are in fact isolated. Completeness ranges

from zero (
∑

TP = 0, no detected object), to one (
∑

FN = 0, all objects are detected), and thus the higher

the better. To balance the effect of not considering the false positive detections, we define the purity P 3:

P =

∑
TP∑

TP +
∑

FP
. (4.2)

We show an illustration of a classification with varying completeness and purity in Figure 4.6. We can see

that the purity is an indicator of the classification quality. It quantifies the fraction of objects which have been

correctly labelled among all the detections, regardless of the fraction of non detected objects. As opposed to the

completeness, if an algorithm is very restrictive on the blending regions, but is never wrong when it identifies

one, it will result in a high purity, regardless of the number of blends it did not identify. As the completeness,

the purity ranges from zero (
∑

TP = 0, no object detected) to one (
∑

FP = 0, all detected sources are well
3Completeness and purity are the equivalent of the recall and precision, which are often used in ML as classification metrics.
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Poor detection:
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Figure 4.7: Illustration of the IoU metric. Notice that we inspect here isolated objects, the two masks are the
true and predicted segmentation, overlapping to show the intersection and union, not an actual blending region.

classified), the higher the better. We will decompose the completeness and purity for isolated and blended

objects.

Finally, we define a metric to quantify the reconstruction of the segmentation map, illustrated in Figure 4.7.

The IoU measures the number of well-classified pixels (i.e. the intersection between the true segmentation map

and the predicted one) divided by the intersection of the true and predicted segmentation map. IoU is always

smaller than one, and the higher, the better. By dividing by the union, we scale the error by the area of the

object, making the metric independent of its size. We define two distinct IoUs, one for the isolated objects,

where we analyse the area of the isolated object, and one for the blended objects, considering only the pixels of

the overlapping region.

4.1.4 Short overview of deblending softwares

Because of its crucial importance for the next generation of large galaxy surveys, the identification of blends

is an active domain of research. We show in Figure 4.8 some examples of segmentation and deblending of five

selected codes. The most commonly used software in the literature is SExtractor, which identifies galaxies by

detecting local minima with multi-thresholding and match-filtering techniques. It is an instance segmentation

type of algorithm. The complete SExtractor pipeline can produce amodal segmentation but requires a Sérsic

model fitting. Another limitation is that it needs several parameters which need to be tune by the user. Note

that methods using CNNs are currently tested for SourceXtractor++, based in the work by (Paillassa et al.,
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2020).

Other methods not based in ML are also proposed. NoiseChisel (Akhlaghi & Ichikawa, 2015) uses a

complex combination of maxima detections and iterative thresholding to detect sub-parts of the main masks

and thus detect blended galaxies. The algorithm is optimized for low surface brightness regions. We can

also cite Asterism (Tramacere et al., 2016), which uses topometric clustering algorithms. They both produce

semantic segmentations. More recently, other ML approaches have been developed, with the use of e.g. U-nets

in blend_2_mask by Boucaud et al. (2020), which can be considered as a preliminary work for the method

presented in Section 4.3.1. Morpheus (Hausen & Robertson, 2020) also uses CNNs for pixel-wise classification

of astronomical sources, including blending detection and morphological classification of galaxies.

While ML approaches are very promising, because of their speed but also their accuracy, the issue remains

open and active. In particular, robust quantification of uncertainty to be propagated into the final error budget

generally lacks from current approaches. This is critical to account for systematic effects properly. Domain shift

issues in ML are also problematic, since the training is usually done on simulations.

Note that in the previous paragraph we have focused on algorithms which focus on detection. Other ap-

proaches for deblending reconstruct the surface brightness distributions of all galaxies (such as Scarlet, Melchior

et al., 2018; DebVAder, Arcelin et al., 2021; or Morpheus-Deblend, Hausen & Robertson, 2020).

4.2 Forecasting the impact of galaxy blending in the Euclid surveys

In this section, we compute for the first time for Euclid , several statistics concerning blended galaxies.

4.2.1 Method

Simulation of the field

To forecast the blending information for Euclid , we need to simulate a large field of galaxies together with the

segmentation maps. To do so, we used the same Euclid SIM-like double Sérsic analytical simulations that we

used for the comparison of our FVAE and analytical galaxies (see Section 3.2.5). Note that we do not use our

FVAE simulations since complex morphologies do not have a strong impact on the global segmentation of the

galaxy at first order. In order to have all the information required to compute the blendedness and the flags, we

need to keep different types of information. First, the individual stamps of the galaxy image and segmentation,

to compute the blended flux. Then, the location of each galaxy along with their ID, to retrieve the exact pixels

involved in each overlapping region. We show in Figure 4.9 an illustration of the procedure, along with the

pseudo-code 1. We create a blank field with four layers. For each galaxy, we save the flux stamp and compute

the segmentation. Then, we check if the galaxy is blended. If not, we place the segmentation in the first layer,

at its corresponding position. Otherwise, we check the following layers, and add the segmentation in the first
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Figure 4.8: Segmentation of blended objects by different softwares: from left to tight: SExtractor (Bertin
& Arnouts, 1996), Morpheus (Hausen & Robertson, 2020), NoiseChisel (Akhlaghi & Ichikawa, 2015) and
blend_2_mask (Boucaud et al., 2020). SExtractor, NoiseChisel and Morpheus predict instance segmentation.
blend_2_mask do the equivalent of an amodal segmentation, but needs a stamp with a centered galaxy with
only one blended galaxy.
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non-blended layer. This is a simple way to have the full instance amodal segmentation. Note that we do not fill

the field with binary segmentations, but with the ID of the galaxy, to easily retrieve afterwards which galaxy is

at which position, and the corresponding image stamp. We do not need to explicitly add the noise to the field,

but just to know the noise level of the survey to compute the segmentation.

Algorithm 1 Create the field for the blending forecast

1: field← array(xs, ys, 4) ▷ (xs, ys) is the size of the field
2: N = 0
3: while N ≤ Ngal :
4: stamp← galN
5: Save stamp
6: segN ← seg(galN)
7: layer← 0
8: Success← None
9: while not Success :

10: try :
11: field(segN, layer)← N
12: Success← True
13: N = N + 1
14: except blended : ▷ field(segN, layer) is not empty
15: layer = layer + 1
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Figure 4.9: Schematic of the blend forecast simulation procedure.

Assigning the flags

Once we have simulated all the galaxies, we can iterate on the input catalogue to assign to each galaxy one of the

four flags presented earlier. The procedure is illustrated in Figure 4.10, and follows the pseudo-algorithm 2. For

each galaxy in the catalogue, we use its ID to find its segmentation in the field. Looking at the different layers,
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Figure 4.10: Schematic of the flag identification procedure.

we can identify the list of galaxies involved in the blend (if the galaxy is blended). We can then iterate through

all the galaxies involved in the blend, and use the stamps of the isolated galaxies saved before to compute the

flux belonging to the overlapping region. Summing up those fluxes, we can compute the blendedness of the

“central” galaxy. The blendedness is then used to assign the flux, depending on the thresholds presented earlier.

Algorithm 2 Assign blendedness
1: N = 0
2: while N ≤ Ngal:
3: Ablend ← field[segN, layers] > 0) ▷ Identify the blended area
4: IDgals ← ID[Ablend]
5: if len(IDgals) = 1 :
6: continue ▷ There is no blended galaxies
7: else:
8: Ablend = field(segN, layers > 0)
9: fblend,tot ← 0

10: for i in IDgals:
11: fi ← stampi[Ablend]
12: fblend,tot ← fblend,tot + fi
13: blendnessN ← stampN/fblend,tot

4.2.2 Results

We have simulated around 10, 000 galaxies with the methods described earlier, computing for each the blend-

edness in the EWS and EDS. We can analyse the statistics of the four flags presented in Section 4.1, regarding

the surface brightness of the galaxies. We first describe the results when all the thresholds defining the flags are
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kept fixed, respectively to nblend = 1%, nsup = 500% and nσ = 1%. The minimal number of pixels to consider

a detection is set to ten.

In Figure 4.11, we show the percentage of each of the four flags (overlapping, blending, undetectable and

detectable blended) per bin of surface brightness. We also show the total percentage for the whole survey in the

panels on top of each plot. Notice that we show galaxies up to a surface brightness of 28 for the EDS, compared

to 26 for the EWS.

The percentage of galaxies presenting an overlapping region (top left corner of both panels), reveals two

expected trends. First, we see that the total percentage of overlapping galaxies is 2.5 times larger in the

EDS than in the EWS (19.6% compared to 7.8%). This is expected considering that the EDS is about two

magnitudes deeper than the EWS. Therefore both the density of detectable galaxies (i.e. 1σ mask larger than

10 pixels) and the extension of the masks are larger (the noise level is lower). We have also computed the

total number of galaxies flagged in our samples. While we have %EDS = 2.5%EWS, the difference is large in

the total number of objects: NEDS = 5.6NEWS. This is because of the larger number of detected galaxies in

the EDS, while the percentage traces the effect of the larger masks. Second, we can see that the fraction of

overlapping galaxies decreases with magnitude for the two surveys. This can be explained by the fact that

objects with large surface brightness are usually large galaxies, which means larger masks, and thus a bigger

chance to overlap with another galaxy, large or small. We can finally notice that the percentage of overlapping

galaxies is non-negligible (> 10%) for all magnitudes bins in the EDS and galaxies brighter than SB = 21 for

the EWS. This percentage is even close to fifty percent for the brightest bin, with 42% of galaxies presenting

an overlapping region for the EDS.

Nevertheless, as we discussed in the previous section, presenting an overlapping region does not necessarily

imply that the object should be considered blended or at least problematically blended. This is shown in the

top right corner of the two panels, with the percentage of galaxies with a blendedness larger than 1%. The

first finding is that, as expected, the percentage of blended galaxies is lower than the percentage of overlapping

galaxies. We can see that this decrease is larger for brighter galaxies because those large and/or bright galaxies

can overlap with smaller and fainter galaxies, which represents a negligible percentage of their flux. On the

contrary, faint galaxies (high surface brightness) are small and faint, meaning that their overlapping region

represents, in most cases, a problematic blend scenario. For the brightest galaxies, the fraction is divided by

∼ 2 for both surveys, while it decreases by less than 1% for the faintest galaxies. It highlights an essential fact

about blending: the blending is not “symmetric”, meaning that when two galaxies overlap, it can be problematic

for one but not for the other. With the introduction of the blendedness threshold, the mean percentage of

blended galaxies falls to 5.8% for the EWS but is still high with the EDS, with 15.6% of blended galaxies. As

explained, the difference between overlapping and blending is less dramatic for faint/small galaxies, which are

more dominant in the EDS (because even if the survey goes deeper, the apparent size of those deep galaxies is
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Figure 4.11: Blend forecast with fixed parameters. In the left (red), the results for the Wide Survey, and in the
right (blue) for the Deep Survey. Note that x and y-axis are different for the two surveys.

smaller, thus with a lower surface brightness). Finally, for both surveys, we can see that the decrease in surface

brightness is not linear. This is due to a balance between two effects, bigger/brighter galaxies being more likely

to overlap but less prone to have a significant blend than faint galaxies. We will come back to this point in the

next section.

In the bottom row of the two panels, we inspect the percentage of undetectable galaxies with a threshold

fixed to nsup = 500. We see that the fractions are negligible, with only 0.2% (EWS) and 0.7% (EDS) of the

total number of galaxies, with even only 1% maximum for the EDS faint/small galaxies. Thus, the percentage

of detectable blended galaxies (bottom right) remains similar, with a slightly smaller amount on the faint end.

To conclude, we see that the fraction of detectable blended galaxies stays under 10% for the EWS, with a peak

at 8% for galaxies with 18 < SB < 20. For the EDS, the total fraction stays around 15%, with a peak over

20%. This represents around 360 000 galaxies for the whole EDS and 130 million for the EWS. Those results,

much lower than the ones presented for LSST (∼ 65% in Melchior et al., 2021) can be explained by the Euclid

shallower PSF (space mission) and its lower sensitivity.

Impact of nblend

In this section and the following, we will see the impact of varying the different thresholds on the flags.

First, we discuss the impact of varying the threshold to define a blended system. Indeed, this threshold
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is not easy to fix because defining what should be considered a “problematic” blend is not trivial. It could

depend on the science case, requiring a more or less strict definition. To go even further, one could also take

into account in the definition a threshold on the percentage of blended area, instead of blended flux, or even

a combination of both. While we followed Sanchez et al. (2021) which focuses on the impact on the shear

measurement and thus has a low acceptance value (nblend = 1%), we investigate other thresholds which could

be used, for example in galaxy morphology. To do so, we show in Figure 4.12 the forecast of detectable blended

galaxies for the EWS (left) and EDS (right), with nblend = 0.1%, 1% and 5%. We only show the percentage

of detectable blended galaxies, the fraction of overlapping and un-detectable blends being independent of the

blend threshold. We first see that with a very low threshold (0.1%, in red), we are close to the percentages

found for the overlapping-only numbers. The percentages significantly decrease for a higher threshold (5%, in

green), especially at the bright end of the x-axis. Here again, we understand that large and bright galaxies

have low probabilities of being very blended because it would require other large and bright galaxies to be close,

which is unlikely given their number density. Due to this effect, it is interesting to notice that the distribution

of blended galaxies is almost uniform over the surface brightness range. It could suggest that the two main

effects that drive the blending (large galaxies overlapping more but less frequently vs small galaxies overlapping

less but dominating the universe) balance each other. Looking at the mean percentages, we can see that the

impact of the threshold is less pronounced for the deep than for the wide survey. The latter has more than 10%

of blended galaxies with nblend = 5% while the EWS goes below 3%. Notice that even for nblend = 0.1%, the

total fraction for the EWS is still low because the data set is completely dominated by the faint galaxies, for

which the blendedness threshold has a smaller impact.

Impact of nσ

We move now to discussing the impact of varying the size of the segmentation map, i.e. varying the detection

threshold. Indeed, as discussed in Section 4.1.2, our definition of the object segmentation is related to a threshold

in SNR. This is required to take into account the real detection capacities of the instruments. If our definition

were not SNR dependent, we would not see any changes in the blend numbers between the EDS and EWS. In

a purely theoretical way, the actual number of blends is not does not depend on the noise: even drowned in the

noise, a galaxy in the background has an impact on the other galaxies. But if the SNR is too low, it will have

no impact on the detection and physical measurements. We show in Figure 4.13 the masks for different nσ, i.e.

changing the threshold of detection to compute the mask. Figure 4.14 presents the forecast with three values

for each survey: nσ ∈ {0.8, 1, 2}, the mask being then the pixels with a flux larger than 0.1, 1 and 2 times the

noise level of the survey.

We first study the percentage of overlapping galaxies, blended and detectable blended galaxies for the EWS

(left panel). We see that enlarging the mask below the noise level does not drastically change the results, with

112



Figure 4.12: Impact of varying the blendedness threshold nblend on the blending forecast. The left panel
represents the EWS, while the EDS is on the right panel. The y-axis represents the percentage of detectable
galaxies, with the undetectable threshold nsup and the mask fixed to respectively 500 and 1σ. The colours
represent the forecast when varying the threshold between a simple overlapping galaxy and a problematic
blended galaxy. The mean percentages shows the amount of detectable blended galaxies for the whole survey.

Figure 4.13: Effect on the segmentation when varying the detection threshold.
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a decrease of less than 2% independently of the surface brightness. The effect is slightly larger for the blended

galaxies compared to the overlapping only galaxies, especially for the brighter galaxies. It can be explained by

the fact that the new pixels comprised in the largest mask (between the 0.8σ and 1σ masks) only takes into

account the low surface brightness part of the galaxy, which does not change significantly the blendedness of

the galaxies, even if they are overlapping. When reducing the size of the masks (with a 2σ threshold), we can

see that the effect is significant, with a decrease between 9% and 3% compared to the 1σ scenario, decreasing

the total of blended galaxies to only 2% for the EWS.We can also see that there are no undetectable blended

galaxies with a 2σ mask, suggesting that the undetectable galaxies in the other scenario are very small galaxies,

which are not detected (i.e. less than ten pixels in the mask) with this large threshold. The fact that there are

fewer undetectable galaxies in the larger masks (0.8σ) is not expected. It may simply be explained by a lack of

statistic, that the number of galaxies being less than 1% of the data set.

For the EDS (right panel), the results are comparable, with a decrease from 15% to a few percent. It is

nevertheless interesting to notice that the difference between the different sizes of masks is smaller for the fainter

galaxies, leading to a more homogeneous distribution of the flags with surface brightness. We also see that we

do not have the problem of inversion between 0.8σ and 1σ masks for the undetectable galaxies, giving more

credit to the possible lack of statistics in our study for the EWS. The EDS has indeed more faint galaxies (same

size of field, thus more detected galaxies in the field. We see that for the EDS, the total difference with the

largest mask is less than +1% , and − ∼ 6% for the smallest masks.

Figure 4.14: Blend forecast with three values of the segmentation. In the left, the results for the Wide Survey,
and in the right for the Deep Survey. Note that the x and y-axis are different for the two surveys. The mean
percentages shows the amount of each flag for the whole survey.
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Interactive tool

In addition to these results, for which we had to fix the thresholds, we developed a web interface to present

the results and let the user choose the values for the various parameters. We think that making this forecast

flexible for each scientific requirement as a function of the thresholds is important. In addition, it allows for the

exploration of random galaxy fields with their corresponding segmentation maps, and the flags for each galaxy.

It is a more extended way to explore the few examples shown in Figure 4.5. It can be accessed via the following

link: https://share.streamlit.io/hbretonniere/deblending_forecast/main/Home_page.py.

4.3 Probabilistic segmentation of blended galaxies

As stated in Section 4.1, correctly identifying galaxies affected by blending is crucial for the future large galaxy

surveys. Based on the previous work by Boucaud et al. (2020), we have adapted the Probabilistic U-Net (here-

after PUnet) architecture proposed by Kohl et al. (2018) to work on galaxy images. We chose this architecture

with the intent of providing a probabilistic segmentation, i.e. with pixel-wise uncertainty. In addition, our

method is independent of the position of the galaxy and can thus work on large field of galaxies without a first

detection step.

4.3.1 Model

The global architecture of our model follows the one used by Kohl et al. (2018), who developed the PUnet for

the detection of cancerous tumours, trained with images for which the ground-truth segmentation is uncertain

(distinct segmentations made by various specialists). The architecture of the PUnet is made of three parts. A

schematic representation of the architecture is shown in Figure 4.15, with the detailed architecture of the model

in Figure C.3.

First, there is a classical U-Net (Ronneberger et al., 2015) architecture, whose goal is to create realistic

segmentation maps from input galaxy images. The U-Net is the deterministic part of the model. A U-Net is

constructed following a compression / decompression architecture analogous to the VAE presented in Sec-

tion 3.2.2. The first difference with the VAE is that the target prediction is different from its input. Indeed, we

do not want to reconstruct the image of the galaxy but only its mask or segmentation (see Section 4.1.2), which

we thus need to be able to create. As for the VAE, an encoder compresses the image in a lower dimensionality

space, usually referred to as the bottleneck for U-Nets (similar to what we called latent space for the VAE),

which can be seen as an optimal compression of the image. The bottleneck is similar to a classic Auto-Encoder,

because the compressed information is deterministic, with no distribution created. The code compressed in the

bottleneck is then fed to the decoder, which creates the segmentation. Yet, a piece of residual information is

given at each step of the decompression, which does not exist in the VAE. At each decompression step DCN,
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the decoder layers take as input a concatenation of the previous decompression step DCN+1 and the spatially

corresponding compressed information of the encoder CN+1. This way, each layer receives information coming

from the smaller scales (output of DCN+1), but also the larger ones (output of CN). See the sketch shown

in Figure 4.15 for a visual explanation. This compression/decompression scheme with skipped connections is

known to produce a state of the art segmentation maps (Ummadi, 2022; Siddique et al., 2021). In our case,

the output is a “one-hot map”, i.e. each channel is a binary map, representing the three classes (background,

isolated region, blended region). This representation allows us to perform an easy weighting of the classes during

training.

To capture the uncertainty of the data, two other networks are added to the classical U-Net, which are

trained simultaneously. They both encode their input into a six dimensional distribution, in our case, a multi-

dimensional Gaussian distribution. The first network, called GT Encoder (for ground-truth encoder), takes as

input a concatenation of the ground-truth segmentation map and the image to capture the aleatoric uncertainty

of the scene. The ground truth was concatenated in the original work by Kohl et al. (2018) because there were

multiple ground truths. We decided to follow an analogous approach even though we have a unique ground

truth. The second network, called Image Encoder takes only the image as input, which is the only piece of

information available at inference time. The goal of this second network is to mimic the behaviour of the GT

Encoder, but with a unique input. During training, both networks are fed, while during inference, only the

Image Encoder is employed. These two networks constitute the probabilistic part of the network.

Finally, we combine the two parts using a third component, called the Combinatory network. First, a

sample is drowned from the Image Encoder (from the GT Encoder during training) and tiled to match the

shape of the ground-truth, with as many filters as the dimension of the encoded distribution. This cube is then

concatenated to the output of the U-Net and fed to the Combinatory network. A series of convolutions without

any compression is applied to output the final prediction, which is again a one-hot predicted segmentation map.

Because we use a sigmoid activation in the last layer (which is better for training), we need to apply an arg-max

function during prediction to produce a binary segmentation map. The combination of the three models (four

during training) is called PUnet.

To capture the uncertainty of the prediction, multiple samples can be drawn from the Image encoder at

inference time, with the unique realisation of the U-Net. Because we have a distribution, the samples can differ,

and thus each realisation is usually different. We can compute the uncertainty of the mode by taking the pixel-

wise dispersion of the realisations. If the PUnet is confident of its prediction, all the realisations will be very

similar, and the dispersion will be zero in all pixels after the argmax, while if it is uncertain, the realisations

will differ more, leading to a non-zero dispersion. We will see in the results section that the model can capture

a pixel-wise meaningful uncertainty. To summarize, the proposed approach produces five types of outputs, each

of them with a distinct meaning:
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• a classical segmentation map from a single realisation which provides a first order estimation.

• a cube containing several samples of the segmentation maps.

• The pixel-wise mean of the cube, to produce continuous labels between 0 and 2. The pixels are not

anymore integers representing the classes but floats, ranging between the integers of the classes (e.g. if a

pixel is predicted to be isolated in all realisations, the mean will be exactly 1, while it will be between 0

and 1 if it is sometimes background and sometimes isolated.

• The pixel-wise dispersion of the cube, where large values correspond to the most uncertain pixels.

• A “thresholded” segmentation map, where we apply different acceptance thresholds to the mean map. It

allows us to have some flexibility in the computation of completeness vs purity of our results (see 4.3.4).

For example, a high threshold will boost purity; a threshold of 1.9 in the blending regions means that

all pixels with a lower value than 1.9 - i.e. pixels where at least 10% of the realisations have predicted

a non-blended pixel - are considered to be isolated. Reducing the threshold (e.g. 1.1) will lead to high

completeness but low purity. Having this possibility to choose between completeness and purity is essential

because the optimal choice is usually a function of the science case.

4.3.2 Data

The galaxies used for the training are the same as presented in Section 4.2. Yet, in order to build a general

algorithm which can work on large fields, galaxies don’t have to be centered in the stamps. We divide the large

fields created for the forecast into 128 × 128 pixel2 stamps following a fixed grid. The masks of the galaxies

are computed on the noise-free images, with nσ = 1, producing large masks. Note that classical segmentation

algorithms such as SExtractor usually struggle to produce 1σ masks, because lowering the detection threshold

leads to a large number of false detection (too much local minima). The individual masks are then added to

the large field to produce the segmentation map. For this first analysis of the PUnet, we have only considered

three classes: background (0), isolated pixel (1) and overlapping region (2). We have clipped the pixels > 2

(i.e. pixels with more than two galaxies) to 2. Even if this is a limitation of the model, which can be easily

overcome by introducing a fourth class/layer in the PUnet prediction, we recall that this class is scarce in our

data set (less than 1% of the blended objects). We then add the noise corresponding to the survey (with the

procedure described Section 3.3.1. We then produce stamps of the segmentation field using the same fixed grid

as the one used for the image stamps. We have, for now, only tested on the EWS, with the corresponding noise

described in Section 3.2.5. The noisy stamps are then pre-processed with a hyperbolic sine (arcsinh) function,

and each of them is normalised by their maximum flux. This individual normalisation should result in a more
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Figure 4.15: Schematic of a PUnet. In the bottom, the classical U-Net model: different scales are mixed: for
example the DC2 takes as input the results of DC3 and the results of C2. On the top, the two encoders, which
capture the uncertainty of the image and ground-truth. On the right, the Combinatory network combines the
probabilistic and deterministic outputs to produce the final segmentation.
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robust training, less specific to a given survey. The price to pay is that our model not sensible to the relative

fluxes’ differences between the various images. We have simulated 150 000 images with this procedure.

The test sets are prepared following an analogous methodology but we artificially increase the abundance of

blended systems to better assess the accuracy of the model. It results in a field with ∼ 3000 isolated galaxies

and the same number of blended objects.

We would like to emphasise three properties of the data set that make the problem more complex compared

to standard computer vision segmentation applications. First, the three classes are strongly imbalanced. ∼ 96%

of the pixels belong to the background, ∼ 3% to isolated galaxies, and < 1% correspond to the overlapping

regions we would like to focus on. The imbalance between the classes is resolved with the weighted Dice loss

(see next section for further information); we do not apply any data augmentation. Second, there is a significant

fraction of images with no galaxies on them, which we call background stamps. The model could easily fall into

a mode where it predicts only background. Finally, because we arbitrarily divide the large fields into stamps

following a fixed grid which results in many galaxies being in between two adjacent stamps. It means that our

algorithm needs to learn the shape of a galaxy and recognise a truncated galaxy profile.

4.3.3 Training

The loss function L is a weighted sum of two terms: a reconstruction loss Lrec and a KL divergence (see

Section 3.2.2) LKL:

L = Lrec + βLKL . (4.3)

Reconstruction loss

The reconstruction loss is the usual loss for a U-Net architecture, i.e. quantifying the error made on the

prediction. We have tested several forms, all implemented in our model. First, we used a standard binary

crossentropy loss:

Lrec,bce = −
1

N

N∑
i=1

yi log (ŷi) + (1− yi) log (1− ŷi) , (4.4)

Where the yi are the N pixels of the ground-truth batch (with the one-hot values flattened to a single vector),

and the ŷi the corresponding predictions. This loss is called binary cross-entropy because we can interpret the

predicted output between 0 and 1 as a PDF. Nevertheless, this PDF is known to be poorly correlated both with

the epistemic and aleatoric uncertainty of the problem. We can see that for each layer (i.e. each class), the

loss function is minimum if yi = ŷi, which is the focus of a reconstruction loss. Nevertheless, this loss, usually

used for classification, is not necessarily the most suited for segmentation. Indeed, more than a pixel-wise

reconstruction error, the loss function in our case should reward an accurate reconstruction of the shapes. This

is what the Dice loss (Li et al., 2019) does. It can be seen as a differentiable version of the IoU. The Dice loss
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is expressed as

Lrec,Dice = 1−
2

N∑
i

ŷiyi

N∑
i

ŷi +
N∑
i

yi

. (4.5)

Because yi can only take 0 or 1 values, we can interpret the numerator as the intersection of the truth and

the prediction: it is zero if at least one of the two is zero, i.e. the pixel does not belong to the class (yi = 0), or

it does (yi = 1), but it is wrongly identified (ŷi = 0). The denominator can be seen as the union of the ground

truth and the prediction. Thanks to this denominator, the absolute value of the loss is scaled by the size of the

areas of the classes. The factor 2 in the numerator is necessary to make the loss zero (the fraction goes to one)

when for all pixels and every class, ŷi = yi.

We have also implemented a weighted version of those two losses to mitigate the impact of the unbalanced

training set. Thanks to the one-hot encoding of the segmentation map, we can easily separate the losses into a

sum of the losses in each class:

Lrec = Lrec,bkg + Lrec,iso + Lrec,blend , (4.6)

and then weight them to obtain

Lrec = α0 Lrec,bkg + α1 Lrec,iso + α2 Lrec,blend , (4.7)

For this first test, we have fixed the weights to reflect the expected frequency of the three classes, i.e. α0 = 0.04,

α0 = 0.94, α0 = 0.99. We have not experimented yet with different values. An interesting future work could be

to leave the weights as trainable parameters.

KL loss

The KL loss ensures that the Image encoder learns the same distribution pIE as the GT encoder, pGTE, by

minimizing the KL divergence between the two distributions:

LKL = E[log pGTE(X,Y )− log pIE(X)] , (4.8)

where both distributions are multivariate Gaussian distributions with ten dimensions. We trained for fifteen

epochs with a batch size of 32 and a β (see Equation 4.3) increasing exponentially from 10−6 to 10−2.

We find that the Dice loss produced a better IoU metric (see next section), but with a larger mode collapse,

i.e. less dispersion between the realisations, and correlating less with the true error. Regarding the weighting

of the loss, we find that the global loss converged slower when we apply the weights, but with a faster learning

on the blended regions.
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4.3.4 Results

Qualitative inspection

As a first test, we perform a visual inspection of the network outputs in Figure 4.16. It shows a set of typical

predictions extracted from the test data set to provide a qualitative overview of the model behaviour. For

three stamps, we show, from left to right, the input image, the ground truth, the mean segmentation of

64 realisations, the dispersion of those 64 realisations, and the pixel-wise residual between the truth and a

thresholded segmentation (with tiso = 0.5 and tblend = 1.5). In addition to the overall satisfying prediction

of the masks, various interesting properties can be highlighted. First, in the first row, we can see that the

model performs well since it is an easy case where the flux difference between the two galaxies is large (we can

barely see the second faint galaxy in the input image). Indeed, we see that the residuals are similar for the two

galaxies, with only the outskirts being under-predicted. Still, on this first stamp, we see another faint galaxy

in the bottom right corner, strongly truncated by the stamp. Yet, we see that our model can segment it with

reasonable accuracy. Then, looking at the fourth column of the first row, we see that the dispersion is higher

in the blended region, showing that this is where the model finds the bulk of the uncertainty is. It seems to

confirm that the dispersion correlates with the complexity of the scene as expected. The second row illustrates

that the density of sources does not significantly impact the quality of the predictions. In addition, looking

closely at the dispersion, we see that it is higher in the outskirts of the galaxy, where the SNR is lower. This

is also an expected and sought-after behaviour of the uncertainty. Finally, the last column shows the ability of

the model to predict “blanck” segmentations, i.e. only background. It represents an improvement with respect

to the model from Boucaud et al. (2020) which failed at predicting only background noise.

In addition, we show in Figure 4.17 a large field predicted by the model, which is a fraction of what we used

to perform the quantitative tests.

Quantitative inspection

To compute the metrics, we need to predict large fields of galaxies, while our model only is trained with

128×128 pixel stamps. An interesting feature of our PUnet is that it is fully convolutional, in the sense that no

operations are shape-dependent4, meaning that we could theoretically feed the network with an arbitrarily large

input image, and it will predict the corresponding size segmentation. Nevertheless, our test using the model

shows a fast decrease in the segmentation quality when increasing the size of the stamp. The reason is not

obvious because convolution is known to be insensitive to the position of the objects. In addition, the size of the

convolution kernel cannot explain that the results are worst with bigger images: being already relatively small

compared to the size of the image, increasing it should not change much the way the weights filter the image.

4Apart from the fact that we do a series of down-samplings, which would not be possible if the input was too small. However
this scheme only imposes a minimum size for the input, but has no upper limitation.
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Input Image Ground Truth Average Prediction
Dispersion among

 Predictions Residuals

Figure 4.16: Examples of outputs of the probabilistic segmentation model on our test data set. Each row illus-
trates a different scenario. Columns from left to right: input image; ground-truth; an average of 50 realisations;
the standard deviation of the realisations; the pixel-wise absolute difference between truth and prediction. The
first row highlights the informative uncertainty for the segmentation with overlapping galaxies and the capacity
to predict truncated objects correctly. The second row shows that the uncertainty follows the residuals at the
galaxy border, where the predicted segmentation is not well defined. The bottom row acts as a null case by
showing the capacity of our model to identify a pure background image and not over-segment.

A possible explanation may be that the image is very compressed on the bottleneck, putting into connection

pixels that were very far away in the input image, even with a small convolutional kernel. Yet, the scale of the

galaxies does not change when increasing the size of the image. The larger correlation distance needed to do

the segmentation of the image is small, being at maximum the size of the galaxy. We will pursue this research

in the future; being able to produce large fields directly represents a potent tool.

We implemented two methods for this first test and started working on a third one. First, the simpler one

is to perform as during training, i.e. cutting the large field in 128 × 128 stamps and reconstructing the field

by “sticking” the predictions together. Because it is how it has been trained, this basic method works but has

some continuity problems when the galaxies are truncated in the border of the stamps. While it is usually not

problematic for the completeness and purity, it can significantly impact the IoU of those truncated galaxies.

We show in Figure 4.18 an example of those problematic reconstructions. Then, we implemented a detection

in two steps. First, we predict the large field with the classic method presented just after. By noticing that

122



]

0 50 100 150 200 250 300 350

0

50

100

150

200

250

300

350

0 50 100 150 200 250 300 350

0

50

100

150

200

250

300

350

0 50 100 150 200 250 300 350

0

50

100

150

200

250

300

350

0 50 100 150 200 250 300 350

0

50

100

150

200

250

300

350

Figure 4.17: Large field segmented by the PUnet. From top to bottom and left to right: the input segmentation,
the mean prediction, its variance, and the residuals

with this first approach, the completeness is very high (i.e. we can at least detect all objects in the field), we

can construct a first catalogue with an approximate centre of all galaxies. We can then do a second detection

by cutting stamps around all the objects found in the first step. By cleaning the stamp (i.e. keeping only the

segmentation of the centred galaxy), we can be sure that no galaxy will be predicted within a truncated stamp.

We have found that this method increases by few percents the metrics on the blended objects, along with the

IoU. Nevertheless, it is more computationally expensive because we have to predict everything twice, with one
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detection per galaxy. An interesting approach could be to use the dispersion on the galaxies produced in the

first run and then run the second detection only on the object with the higher dispersion. Yet, we have not seen

a clear correlation of the dispersion with the truncated galaxies yet, making this approach difficult for now.

The third approach we have started implementing is to perform the detection with a sliding window. Instead

of having a fixed grid, we could predict by moving the stamp by a few pixels and averaging the different

predictions. We could even weight the various predictions, putting less weight on the weighted average for the

pixels on the border of the predicted stamp. The step of the moving window can also be fine-tuned. We have

yet to analyse the results of this approach.

Figure 4.18: Illustration of the discontinuity in the pre-
diction of truncated galaxies. The white line represents
the border of the stamp when it was predicting the
galaxy. The two galaxies were predicted in two differ-
ent stamps, each time truncated close to their middle.

Completeness Purity
Isolated 0.99 0.98
Blended 0.87 0.94

Figure 4.19: Global scores on a large field of galaxies.
Both the completeness and purity are close to 1 for the
isolated objects. For blended objects, we still reach a
completeness close to 0.9, even considering faint objects
(IE < 25.3). Our rate of false positives is also low
(purity of 0.94).

The global completeness and purity using a single-step approach are shown in Table 4.19. We want to

emphasise here that we are analysing objects down to magnitude IE = 25.3, i.e. close to the limiting detection

point of the EWS. We see that for isolated objects, both purity and completeness are close to one, i.e. the

model detects every objects in the field with a very low amount of false detection. It is known that with, for

example, SExtractor, it is hard to reach both good completeness and purity because one needs to fine-tune

the detection threshold, which balances the two metrics. We also see satisfying results on the blended objects,

with high purity and close to 90% of detected blends.

Thanks to our probabilistic summaries, we could also compute a completeness-purity curve, i.e. showing the

evolution of the completeness and the purity with the threshold we chose to consider a pixel as really blended

in the mean prediction.

Finally, we show the shape reconstruction results in Figure 4.20, where the IoU is plotted per bins of

magnitude for isolated and blended objects. We recall here that the IoU of a blended object is defined as

the reconstruction of the blended regions of a blended scene. The magnitude is the one of the faintest galaxy

involved. First, we can see that the IoU is high for isolated objects, with a little dependence on the magnitude,

ranging from ∼ 0.92 to ∼ 0.77. We emphasise here that the IoU is a metric that decreases fast, with values
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around 0.6 still considered satisfying (see the examples on the left of Figure 4.20 for a corresponding instance

of different IoUs). The blended regions are, as expected, more difficult to reconstruct, but we still reach more

than 0.55. We also see that the dependency on magnitude is less obvious.

Figure 4.20: Intersection over Union in bins
of magnitude, for isolated and blended galaxies.
Larger magnitudes mean fainter objects with lower
signal-to-noise.

Figure 4.21: Mean dispersion of the detected ob-
ject by bin of magnitude. The increase of the dis-
persion with magnitude is an expected behavior
for a physically motivated uncertainty.

Uncertainty calibration

Figure 4.21 shows the mean dispersion of galaxies per bin of magnitude. To do so, for each detected galaxy, we

take the larger mask predicted among all the realisations and then take the mean dispersion of every pixel in

the area in every realisation. We see that the dispersion increases with magnitude, which is expected behaviour.

In addition, we already saw in the qualitative inspection that the dispersion was correlated with the complex

regions of the segmentations. Note that we have not yet properly calibrated the dispersion such that it can be

directly interpreted as, e.g. a 1σ error on the different class. One way to do this would be to use the average

map of many realisations. With this map, we could plot a ROC curve (true positive rate against false positive

rate) depending on the threshold which distinguishes between an isolated pixel and a blended pixel (remember

that in the mean maps, the pixels are no longer 1 for isolated and 2 for blended, but a continuum between 1 and

2). Fixing this threshold to reach the coverage probability of blended detection will calibrate the uncertainty.

4.3.5 Reconstruction of the individual masks

As we have shown during this study, the PUnet only predicts three classes for every pixel, which is enough for

identifying the blends. Nevertheless, as we discussed in Section 4.1.3, another interesting segmentation is the

amodal instance segmentation, i.e. to be able to identify and separate, in a blending area, the different objects

involved in the blend. Our segmentation lies between the semantic segmentation and the amodal instance

segmentation. Note that detection algorithms such as SExtractor or Asterism predict instance segmentation

maps.
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Figure 4.22: From PUnet output to amodal instance segmentation. The first row represents the individual
galaxies involved in the blend region, presented in the last column. The second row shows the galaxies recon-
structed from the blended scene only, along with the residual (blended region minus the sum of the isolated
reconstructed galaxies.

Going from our method to giving each galaxy map a distinct label is trivial for isolated objects. For

that, we can use for example the Scikit Image python package (van der Walt et al., 2014), and especially

its skimage.measure.label methods, which identify non-connected object areas, which is an easy task when

dealing with segmentation masks. For the blended objects, the task is more complex. We developed an algorithm

to separate the different parts of the blended region to reconstruct the galaxies. We show in Figure 4.22 a complex

blended scene from which we can reconstruct all the individual masks of each galaxy. A partial scheme of the

procedure is shown in Figure 4.23, and in Algorithm 3. The algorithm is based on the idea that all galaxies are a

sum of their isolated regions and their blended regions. By separating each region and summing the appropriate

parts, we can reconstruct the individuals masks. We show the pseudo codes for galaxies blended once in the

appendix, but our methods works for higher order of blends.

We can notice that the procedure can reconstruct the masks in several scenaros. First, the galaxy named

“gal 2”, which is totally blended inside “gal 1”. Then, the “gal 1”is blended twice by two galaxies, in two distinct

places. Then the three other galaxies show that we can reconstruct galaxies even if they have an overlapping

region with three galaxies blended in the same place. We can see that the residual is small and only in the

outskirt of the triple blend region. The procedure still has to be perfected for some specific cases which need to

be treated differently.

4.3.6 Future developments

This work is an ongoing project. Based on the promising preliminary results, we envision several improvements.

We plan to make the weights of the Dice losses trainable and fine-tune the other hyperparameters. We

will compare our results to classical detection algorithms such as SExtractor (Bertin & Arnouts, 1996), or

the current Euclid deblending algorithm, Asterism (Tramacere et al., 2016). We have limited the analysis to
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only one data set with similar properties to the training set. We will further investigate the model’s behaviour

on more realistic data (observations or complex simulations), with other noise levels, etc. We will pursue the

uncertainty’s calibration to understand better the link between the dispersion of the prediction and the aleatoric

uncertainty. Finally, we may use a sliding window to predict large fields instead of a fixed cut grid.

4.4 Conclusion

With these two studies, we have quantified the impact of blended sources for Euclid, and we developed a new

algorithm to address this problem. We have shown that the amount of galaxy blending in the EWS is about

5% in an intermediate case, but is sensitive to various parameters, for which we have partially explored the

impact on the forecast. This number, while problematic, should not be a major problem for the survey, but

should be at least detected to reject those galaxies in order to avoid biases in the WL measurements. For the

EDS, the amount of blended galaxies rises up to 15%, which is more problematic, even more knowing that the

EDS represents only ∼ 5 deg2. For those, it would be judicious to develop actual deblending algorithms, to

reconstruct the separate profiles. For a more detail analysis of the impact of various parameters on the forecast,

we redirect the reader to the interactive plots, https://share.streamlit.io/hbretonniere/deblending_

forecast/main/Home_page.py.. We have then showed the first application of a deep learning probabilistic

model to the segmentation of astronomical images. We have shown that our model reaches great level of both

completeness and purity. In addition, it can detect large masks (up to the noise level) without increasing the

amount of false detection. By training on non centered galaxies, our model can be applied to any field, and

can also detect truncated galaxies. Being probabilistic, our model can output the pixel-wise uncertainty of the

segmentation maps, which is of big interest for all downstream steps in the analysis pipeline. We have also

shown promising results on this uncertainty calibration, with the most uncertain regions being indeed the most

complex regions of the stamp. Finally, while the output of the PUnet is not an amodal instance segmentation,

we have developed a procedure to reconstruct the individual and separate masks of the galaxies involved in a

blend. This second work is another proof of the significant potential of using deep learning methods for large

galaxy surveys. Note than we have also used mono-chromatic image (VIS filter), but the use of the NIR bands

would certainly help a lot the detection of blended regions, as it is shown e.g. in Arcelin et al. (2021).
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Analysis of the Euclid Morphology

Challenge: morphology of millions of
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In Chapters 3 and 4, I have presented my efforts in developing new tools for Euclid and more generally large

galaxy surveys. Those two first projects focused both on galaxy morphologies, with two different approaches

and definition of “morphology”. The first focused on the complex morphologies, or structures, which we can

classify or quantify by non parametric models. In the second, we focused in an even broader definition of the

morphology, looking at the overall shape or segmentation of the galaxy. In this chapter, I will come back to

an intermediate step between the global shape and the precise description of the structures: the parametric

morphology. As we have seen, the simulations I have developed and implemented for Euclid were important to

forecast Euclid capacity to resolve “interesting” objects for galaxy morphology science. Here, I will present –with

more classical data analysis tools – how precise Euclid can measure the parametric morphology of galaxies. This

analysis takes place in a project called the Euclid Morphology Challenge (hereafter EMC), that was started

before my thesis and is yet under refereeing. This challenge was created to provide a framework to chose the

galaxy fitting software to be implemented in the Euclid pipeline.

Our goal was to probe the robustness and accuracy of the most optimal outcome of each software package,

to examine the code-to-code scatter and investigate the known bias toward over-estimating the fitting accuracy.

This paper presents a tabulated score of the performance of each code to help choice of the optimal code for

future Euclid observations.

The EMC organisation and analysis was a joint effort by the Euclid MER Organisation Unit (OU-MER)

and the galaxy morphology work package. MER is a central part of the Euclid Ground Segment1, in charge

of producing and assembling the official galaxy and star catalogues that will be released to the rest of the

pipeline. It receives the images prepared by the VIS OU, and runs a detection step with SourceXtractor++.

With this detection, it creates an entry for each objects of the catalogue. The challenge is then to “fill” the

columns describing the object, with also additional flags such as the blending information (see Chapter 3). The

EMC deals with the photometric and parametric information, i.e. the flux, and the double Sérsic parameters.

Because of the importance of parametric parameters for galaxy science, the effort was shared with the Euclid

Galaxy Morphology Work Package. I was involved in two separates steps of the challenge: I have produced one

of the simulation used in the challenge, and then led the analysis of the results for the morphology part. The

results of the EMC are presented in two companions papers. The first part focuses on the photometry analysis.

1The pipeline segment in charge of delivering the final data to be analysed by the Science Working Groups (SWG)
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I am the third author of this part, because of my implication in the simulation, but also of the analysis, the

production of the final catalogues and the development of the online plotting tool. I am the first author of the

second paper, focusing on morphology, for which I led the analysis.

Most of the text follows Euclid Collaboration: Bretonnière et al. (2022b). Yet, I have adapted it such that

it is self-consistent, without having to read the companion paper Euclid Collaboration: Merlin et al. (2022),

here after EMC2022a.

5.1 Introduction

Measurements of galaxy morphology offer easily accessible information for constraining physical processes that

regulate galaxy growth and evolution. Galaxy morphologies are therefore among the most important observables

available from extragalactic imaging campaigns and continues to be so throughout the era of big data astronomy.

This is because the distribution of the stellar light emitted by a galaxy can be correlated to its stellar populations,

angular momentum, and the star-formation and merger histories (e.g., Cole et al., 2000; Conselice et al., 2003;

Kormendy & Kennicutt, 2004; Förster Schreiber et al., 2009; Brennan et al., 2017).

A fundamental goal of extragalactic astronomy is understanding how the diversity of galaxy morphologies

is established across time. This is predicated on earlier observations, which already revealed that galaxies

come in various types (e.g. Hubble, 1926). The most fundamental distinction draws a line between disc-

dominated structures that often appear with bright spiral arms, and bulge-dominated galaxies with smooth

light distributions. Most galaxies are in fact a combination of both shapes, featuring both a bulge and a disc

with varying weights. This simple scheme describes the essential building blocks of nearby galaxies. However a

descriptive classification for grouping galaxies into two rough classes is a simplification, and in reality the visible

part of most galaxies result from a combination of multiple components.

Characterising and classifying galaxies based on their optical morphologies is not straightforward. A number

of different approaches for quantifying galaxy structure and morphology have been developed, documented, and

tested in the last few decades, each designed with specific applications in mind. The general goal of all of

these methods is to obtain a quantitative measurement, and an error budget, of the morphological properties

of galaxies that are easy to understand, use, quantify, and replicate. Contemporary examples include visual

classifications (e.g., Lintott et al., 2008; Mortlock et al., 2013; Bait et al., 2017), non-parametric morphologies

(Conselice, 2003; Lotz et al., 2004; Pawlik et al., 2016), one-dimensional intensity profile fitting of a galaxy’s

light distribution, either treating each galaxy as a whole (e.g., Sersic, 1968; Peng et al., 2002; Buitrago et al.,

2008, 2013), or decomposing them into two separable components (two-dimensional surface brightness fitting,

e.g., Simard et al., 2011; Lang et al., 2014), machine learning techniques (e.g., Huertas-Company et al., 2008,

2011; Vega-Ferrero et al., 2021), and structural kinematics (Förster Schreiber et al., 2009; Falcón-Barroso et al.,
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2017; van de Sande et al., 2017). The increasingly challenging nature of observations of fainter and more

distant galaxies makes defining and distinguishing between different structures a non-trivial task. Traditional

visual classifications also become ambiguous for many objects, especially for early-type galaxies. In addition,

techniques need to be able to efficiently deal with the ever increasing sample sizes of galaxies in contemporary and

future all-sky surveys, with an increased statistical accuracy. Light profile fitting is a quantitative, generally

automatic, or semi-automatic, and often a faster approach, compared to the qualitative visual classification

process. This is especially important for statistical approaches using the very large datasets we are expecting

with missions such as Euclid in the near future.

As explained in Section 1.3.2 the Euclid Surveys will provide a unique combination of high spatial resolution

and wide area coverage, enabling studies of galaxy morphology with unprecedented statistics. The uncommonly

large wavelength range of the VIS filter provides unknown effects on determining galaxy morphologies with

Euclid, since no previous large studies have used such a wide filter. While this filters was especially designed

with Euclid core cosmological science in mind, it is essential to fully characterise the use of this filter for

the measurement of galaxy morphologies. Euclid ’s other instrument is the Near Infrared Spectrometer and

Photometer (NISP), which will observe in three infrared bands YE, JE and HE, covering approximately 950 to

2020 nm (Euclid Collaboration: Schirmer et al., 2022).

Euclid ’ nominal requirements are to image 15 000 deg2 or 35% of the accessible sky down to at least 10σ

depth of magnitude IE ∼ 24.5 in the optical and down to a 5σ depth of magnitude IE ∼ 24.0 at near-IR

wavelengths (YE = 24.0, JE = 24.2, and HE = 23.9). Observing strategies and initial tests of the instrument

forecast deeper values and higher sensitivity than the nominal requirements. In addition, the EDS will provide

images two magnitudes deeper in a smaller area of 40 deg2. Euclid will thus provide an unprecedented number

of high spatial resolution images for morphology measurements, which will be an extraordinary database for

a range of legacy science key questions including galaxy formation and evolution and a plethora of follow-up

experiments.

As presented Section3.1.2, a general description of galaxy profiles is characterised by the Sérsic law (Sersic,

1968), which can describe a variety of shapes, from a disc or underlying smooth component of spiral galaxies

(Freeman, 1970; Kormendy, 1977) to elliptical galaxies and bulges (de Vaucouleurs, 1948b). The practice

of fitting the Sérsic law to astronomical images of objects has become a widely used routine. Its aim is to

measure and quantify the shapes of galaxy profiles (i.e. the surface brightness profile) and thus roughly infer a

morphological type to further explore this intrinsic property while reducing the scatter about each classification

(Naim et al., 1995; Ravindranath et al., 2004). The success of Sérsic profiling for morphology measurements

has been repeatedly shown: especially massive elliptical galaxies are well described by one-component Sérsic

profiles (Graham & Guzmán, 2003; Trujillo et al., 2001) out to ∼ 8 effective radii (Tal & van Dokkum, 2011).

Both deep imaging and investigations of larger face-on samples of late type galaxies confirm that this type is

132



well represented by an exponential profile (Sérsic profile of n = 1) down to faint limits of µ = 27mag arsec−2

(Pohlen & Trujillo, 2006) and out to ∼ 17 effective radii (Bland-Hawthorn et al., 2005).

Given the large amount of galaxies that will be observed by Euclid, it is essential to obtain a fast and reliable

criterion to measure morphological parameters of galaxies from Euclid provided images, as this will be a crucial

ingredient to form a better view of the global evolution of galaxies.

In order to understand capabilities of measuring morphologies from Euclid -detected galaxies, we have anal-

ysed the results of the EMC to test, quantify and evaluate the performances of galaxy morphology measurements

by existing codes on simulated Euclid data. The Challenge comprises a simulated dataset of five fields, each

realised with single-Sérsic, double-Sérsic, and neural network generated galaxies in the IE band. In addition,

one of the fields has been simulated in the near infrared red (NIR), to match the NISP filters (YE, JE, HE) and

in the five u, g, r, i, z Rubin bands to test the accuracy of multi-band based model fitting with ancillary data.

See Figure 5.1 for a visualisation of the bandwidth and wavelengths. Rubin LSST will complement Euclid in

science and technical aspects by observing the southern hemisphere in optical bands.

We first describe the data that formed the base of the challenge (Section 5.3): these are single-Sérsic

simulations, double-Sérsic simulations and ‘realistic’ simulations which use a VAE (see Section 3.2.2) trained on

observed COSMOS galaxies. We then describe the metric we designed to quantify the comparison (Section 5.4).

In our results section (Section 5.6), we step through each parameter separately and include a comparison of

the recovery statistics, for single-Sérsic and double-Sérsic runs. In Section 5.6.3, we briefly summarise multi-

band fits for the four codes that provided multi-band results. This is an in-depth investigation that was briefly

introduced in the companion paper. This companion paper is using the same challenge data, but is devoted

to comparing results for photometry hereafter. Section 5.6.5 focuses on quantifying the uncertainty predictions

that were requested as part of the challenge. We conclude our analysis with a global score in Section 5.8. One

goal of the Challenge is to find elements that will help to make an appropriate choice for the task of measuring

morphological parameters for galaxies observed with Euclid . The score we developed here is however not able

to represent all science objectives, for which individual choices will be required. Section 5.8 summarises and

discusses the global analysis.

5.2 Software packages

Seven different experts in galaxy fitting were proposed to participate in the challenge. In the end, five software

packages were tested. Each software package incorporated its own preferred scheme for dealing with the data and

was run by the developer or developing team themselves. Each participant was free to choose setup parameters

and criteria according to their best practice and experience, hoping that this would ensure the best possible

outcome. This could include independent tests or cross-checks from comparing their software to a subset of the
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Figure 5.1: Summary of the different filters used in the EMC. We can see the very broad range of the Euclid
filters, extended in the ultra-violet by Rubin’s u and g bands. with the two survey, we cover ∼ 1500 nm. From
Euclid Collaboration: Merlin et al. (2022).

“True” parameters of the simulated data, which we made available to the developers. Therefore, we expect that

their knowledge contributes to the best possible performance of each code. No further specifics, e.g., concerning

the preparation or the handling of the data, were given to the participants. Each code has different ways

of identifying unreliable fits, and we refer the reader to the publications describing each code for additional

information. In this section, we will briefly present the different software.

The five participants are (in alphabetical order), DeepLeGATo (Tuccillo et al., 2018), Galapagos-22 (Häußler

et al., 2022), Morfometryka (Ferrari et al., 2015), ProFit3 (Robotham et al., 2017) and SourceXtractor++4

(Bertin et al., 2020; Kümmel et al., 2020). At their cores, all software packages describe the morphology

or structure of each galaxy from its surface brightness distribution. All but one (DeepLeGATo) make use of

parametric methods, which use functional forms to fit the light distributions from imaging data. DeepLeGATo

bases its photometric galaxy profile modeling on convolutional neural networks. More information about the

versions and the parameter files used for the challenge are given in the same Github repository used for the

online plot platform, https://github.com/Hbretonniere/Euclid_Morphology_Challenge.

DeepLeGATo

DeepLeGATo is a deep learning-based algorithm, working with CNNs, developed first in Tuccillo et al. (2018),

written in Python. Each CNN is trained to learn one of the wanted outputs, specialising thus in predicting a

physical parameter. While they are all based on VGG-nets (Simonyan & Zisserman, 2014) with a shallower

depth, they can slightly vary their architecture. Each takes as input fixed stamps (128× 128 pixels) of centred

galaxies and outputs one number. They are thus supervised regression networks without any emphasis on

the uncertainty prediction. Nevertheless, as we have already mentioned, the ML community has made a huge
2https://github.com/MegaMorph/galapagos
3https://github.com/asgr/ProFound
4https://github.com/astrorama/SourceXtractorPlusPlus
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effort to tackle the uncertainty quantification, and it is a task that is currently investigating for DeepLeGATo .

In addition, working with fixed stamps images can impact the quality of the results, for example, by cutting

the edges of large galaxies and reducing the amount of information to predict the different parameters. The

training of the precise networks used for the challenge varies slightly from the one presented in Tuccillo et al.

(2018), with simulation resembling the one of the EMC. Another specificity of DeepLeGATo is that in addition

to being specialised in a different parameter, each network has two sets of weights, one trained for bright galaxies

(IE ≲ 23.5), and one trained with faint galaxies IE ≳ 23.5. While this specialisation can increase the prediction

accuracy, e.g. with great results for faint objects, it can also be a limitation for the implementation in the Euclid

pipeline. Note that this issue can be resolved with, e.g. a first prediction of the magnitude with one of the

networks, and thus a second prediction if the first one is outside of the speciality of the first one. In addition,

this double training can cause a discontinuity in the prediction regarding the magnitude, as we will see in the

following. DeepLeGATo only provided the results for the single-band analysis, for the single and double Sérsic

simulations. Note that because it is not a parametric fitting model, it does not have a “free Sérsic mode” (see

Section 5.6.3).

Galapagos-2

Galapagos-2 is a model fitting code developed by (Häußler et al., 2022), mainly in IDL and Prolog. It is the

next generation of the Galapagos software by Barden et al. (2012). It uses as a first step a detection with

SExtractor (Bertin & Arnouts, 1996) (and thus does not need the input positions such as DeepLeGATo), and

then a fitting step based on Galfit (Peng et al., 2002) or GalfitM (Häußler et al., 2013). This fitting is done

using Levenberg–Marquardt (Levenberg, 1944) algorithm to fit the parameters of a Sérsic profile, with as a first

guess the results returned by SExtractor. Contrary to DeepLeGATo, Galapagos-2 can require some tuning

from the user, choosing some input parameters such as the detection level and the type of detection, usually the

same as required by SExtractor. It also requires an RMS map, the PSF model and a pixel-wise flag map to

identify dead pixels. The deblending, along with the identification and masking of bright neighbouring sources,

is done on the fly, decreasing the computational time. Galapagos-2 can produce single and double Sérsic fitting

jointly. While it is not investigated in this study, it can interest galaxy science. In addition, it was developed

with a focus on multi-band analysis, with a joint analysis of all the bands together. While it is not at the core

of the EMC shape parameter analysis, we will show its power on one structural parameter (b/t). Galapagos-2

also produces numerous flags about the quality of the fit. While it is out of the scope of this paper to thoroughly

analyse them, we inspected some of them for the fairness of the analysis (see Sections 5.6.1 and 5.7.2.

135



Morfometryka

Morfometryka is also a fitting algorithm, developed in Ferrari et al. (2015), in python. It was first developed for

non-parametric fitting, e.g. predicting the CAS parameters (see Section 3.1.3). The background estimation and

object segmentation are done on the fly, using the PSF model and a stamp cut around a known input position.

The orientation of the galaxy along with its axis ratio is computed thanks to the light-profile moments. Using

this orientation, it first performs a 1D analysis of the luminosity along the main axis of the galaxy. It then

uses those first measurements to compute the flux on increasing radii ellipses, which can then be used to

define the radius5 The other parameters (parametric and non-parametric) are computed inside the radii defined

earlier. A second 2D analysis is finally performed to adjust the fitted parameters. Morfometryka also provides

different flags about the quality of the fit. In this paper, we considered two of them about the convergence

(QF_CONVERGENCE) and the galaxy/star classification (TARGETISSTAR). See Sections 5.6.1 and 5.7.2 for more

information.

Note that while for this challenge, the software was not optimised for parametric fitting, a better version is

on preparation, notably by using the lessons learnt participating in the EMC. Morfometryka only provided the

single Sérsic fit results.

ProFit

ProFit is a Bayesian-based fitting algorithm, developed by Robotham et al. (2017). While the core of the code

is written in C++ and R for a faster execution, it is wrap up with Python interfaces. It is based on a previous

work of the developers, ProFound, used for detection and flux extraction (Robotham et al., 2018). This first

software of the pipeline takes a fixed stamp size of 500×500 pixels to create the segmentation map and take care

of deblending. As Galapagos-2 was using SExtractor for the initial guess, ProFit uses ProFound. The second

step of the pipeline is using Highlander, a Markov Chain Monte-Carlo (MCMC, see, e.g. Van Ravenzwaaij,,

2016) to sample the posterior probability of each Sérsic model parameters. Using a uniform prior, two chains of

100 steps are computed to converge to the posterior distribution. The maximum likelihood gives the predicted

parameters. Note that because of the Bayesian nature of the software, the full covariance matrix is produced

during the process. While it is out of the scope of this work to analyse it, it can be of interest to the user.

As for Morfometryka, the participation in the challenge helped the development of a new version of ProFit,

called ProFuse, already available (Robotham et al., 2022). ProFit can work in a multi-band fashion, but this

method was not used to predict the multi-band data of the challenge. ProFit returned all simulation results.

5The Petrosian radius is defined as the radius rp where the Petrosian ratio SB(r)/SB(R < r), i.e. the surface brightness at a
certain distance r divided by the mean surface brightness inside the isophote of this distance is equal to a certain threshold, usually
0.2.
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SourceXtractor++

SourceXtractor++ is a galaxy fitting code developed by Bertin et al. (2020) and Kümmel et al. (2020). It is the

successor of the SExtractor, already mentioned in the text. It is written in C++. This new version was developed

to improve mainly the photometry. The first step of the pipeline is to pre-process the input image withPSFEx,

which allows a better modelisation of the PSF. While it was allowed in the challenge, it was of interest for the

comparison to see the precise impact of this step in the process, which the other software could also use as a

pre-processing step. We discuss this in the text and mainly in Section 5.7.1. As for Galapagos-2, it uses a

first detection step using the classic SExtractor, with parameters such as the detection threshold especially

tuned for the EMC, to achieve a good balance between performance and completeness (see Section 5.6.1), with

a slightly different setup for the single and double Sérsic cases. As we will discuss in the text, the priors of the

different parameters were also specially tuned for the challenge, not using the SExtractor ones as a first guess.

The software is continuously updated since the EMC, which uses the version 0.12.

We resume the different fits provided by the software teams Table 5.1.

Table 5.1: Information about the different set of simulation fitted by the software packages. B4 and Bf corre-
spond respectively to the fixed and free Sérsic index bulge model.

Single Sérsic Double Sérsic
B4

Double Sérsic
Bf

Multi-band Realistic

DeepLeGATo × × ×
Galapagos-2

Morfometryka × × × ×
Profit

SourceXtractor++

5.3 Data

The EMC addressed the robustness of structural measurements by comparing “True” input parameters of simu-

lated Euclid galaxies to outcomes/fitted “Predicted” values of the software packages (often referred to as “codes”

for simplicity) we test. Simulated galaxies with known input parameters provide full control over measurement

errors while minimising systematic errors. In this section, we briefly introduce the data used in the challenge.

We created five fields of 25000×25000 pixel each, at 0.1′′ pixel−1 scale, corresponding to a FoV of∼ 0.482 deg2

which is the typical field size in which the OU-MER pipeline operates. The fields were made available to the

Challenge participants through an online repository, which included a description, lists of source positions and

true values of one field that included single Sérsic and double Sérsic information for internal consistency checks.

Each field was realised in three versions that are described in more detail below: single Sérsic, double Sérsic, and
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with “realistic” morphologies for the IE band. In one of the five fields we also provide double Sérsic simulations

in nine different bands, simulating the three NIR YE, JE, HE filters and ancillary data from the five optical

Rubin bands u, g, r, i, z to test multi-band capabilities. I have contributed to the elaboration of the single

Sérsic simulation, and was also fully in charge of the realistic morphology fields.

We simulate roughly 314 000 galaxies in each field, ranging from IE =∼ 15 to IE =∼ 30 magnitudes. For each

field we provided five lists of objects in the format ID, x, y (pixel space) to the participants. Four lists included

the simulated objects brighter than given VIS nominal SNR thresholds for 100σ (IE ∼ 22), 10σ (IE ∼ 24.6),

5σ (IE ∼ 25.25), and 1σ (IE ∼ 27.1). The fifth list included all simulated sources, including objects below

SNR = 1. We asked the participant to fit at least galaxies with a SNR over 5σ, which corresponds to galaxies

with IE ≤ 25.3. The vast majority (more than 99%) of galaxies have a magnitude IE ≥ 20 (Figure 5.3) which

is useful to keep in mind when examining the results.

The double Sérsic simulation follow the same procedure than described Section 3.2.5, i.e. the one we used

to compare the FVAE galaxies with the Euclid SIM galaxies. The single Sérsic also follow this procedure, but

with only one component with a varying Sérsic index. The realistic morphologies are produced with the same

FVAE model (Sections 3.2.2 and 3.2.6), but the flow is additionally conditioned on the magnitude, to take care

of the morphology / magnitude correlations. Note that the flux is still rescaled afterward with Galsim. The

input is also a single Sérsic catalogue, which is the more natural behaviour of the FVAE, which is trained with

single component description of the HST COSMOS galaxies. As for the previous chapters, the challenge was

designed to mimic the observational depth and conditions of the EWS. Participants received the Euclid PSF

used e.g. for the Euclid’s Scientific Challenge6 8. Without temporal or spatial variation, it is assumed to be

constant over the FoV. Rubin’s PSFs were simulated with PhoSim (Peterson et al., 2015). The three simulations

have the same limitations than presented in Chapter3, i.e. the Sérsic indices only range from 0.3 to ∼ 6, q is

limited between 0.1 and 0.9, and there is no large galaxies produced with the FVAE. An example of the three

simulation is show in Figure 5.2.

On top of the galaxy profiles, we add noise realisations that matches the Euclid Wide Survey depth. The

noise realisation is a sum of two sources, a Gaussian and a Poisson component, with the same procedure

described Section 3.3.1. The main difference with the simulations used in the previous chapters of my thesis

is the input catalogue. Indeed, the EMC does not use the Euclid Flagship catalogue, but a catalogue created

using the EGG simulator (version v1.3.1, Schreiber et al., 2017). This software uses real galaxy catalogues, such

as CANDELS (Koekemoer et al., 2011), to produce realistic distribution of galaxies, both in their density,

position, flux and structural parameters. To do so, it uses various scaling relations (see Section 1.2.2). The

redshifts of the galaxies are drawn and mapped to a certain probability galaxy stellar mass (M∗), using stellar

mass functions. Then, a SFR is computed, using the M∗ vs. SFR scaling relation. Other information, such as

6Euclid’s Scientific Challenges are official benchmark tests in preparation for the launch of the satellite.
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Figure 5.2: Example of the same field simulated with the three different methods: single Sérsic (left), double
Sérsic (middle) and realistic (right). As explained in the text, the Flow is not conditioned to the position angle,
which is thus random compared to the single and double Sérsic. From Euclid Collaboration: Merlin et al.
(2022).

b/t or color dependencies are scaled to match the observations, in order to keep a multi-dimensional matching

between the created catalogue and CANDELS (e.g. keeping the color–flux dependencies). Finally, a spectral

energy distribution (SED) is computed for each galaxy, which, after integration, give the total flux of the

galaxy. An appropriate scatter is introduced in the different steps of the pipeline to reproduce the diversity

of the observations, while keeping the tightness of the scaling relations. The result is a catalogue with double

component Sérsic catalogue, comparable to the Flagship catalogue.

The single Sérsic catalogues are derived from the double Sérsic with empirical formulae to match observations

such as COSMOS, with e.g. for the radius re:

re =



re,d if b/t == 0

re,b if b/t == 1

[(1− b/t).re,d]
0.8

+ [b/t.re,b]
0.8 if 0 < b/t < 1 and re,b < re,d

[(1− b/t).re,d]
2
+ [b/t.re,b]

2 if 0 < b/t < 1 and re,d < re,b

Figure 5.3 gives an overview of the distributions of the parameters we analyse in this paper for all galaxies

with SNR greater than 5σ: IE, effective radius re (plotted as logarithmic re), axis length ratio q, Sérsic index n

for all simulated single component galaxies, and bulge-to-total ratio b/t also for double component galaxies. The

5σ limit is defined based on the total flux of the galaxy, and roughly corresponds to IE ∼ 25.3 (see EMC2022a

for more details).

Our analysis is performed on a common catalogue (see Section 5.6.1 for more info) that consists of 212 000

objects for the single Sérsic simulations, 207 064 for the double Sérsic simulations, and 204 229 for the realistic

morphologies. Due to a technical issue with one of the contributing software packages that occurred during the
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measurements of the mono-band single and double Sérsic simulations of one of the fields, only four of the five

fields were completed by all the participants. As a consequence, we only used the four completed fields for our

analysis, and only three fields for the double Sérsic because one of the field was used for the multi-band analysis

only.

Figure 5.3: Distributions of simulated ’True’ galaxy parameters that were measured in the EMC. Top Left: IE

distribution down to 5σ detections. Top right: Effective radii for the entire single component galaxy (blue), and
for bulges (orange) and discs (green) separately. Middle Left: Axis ratios distributions. Middle right: Sérsic
index distributions for single component galaxies. Note that Sérsic indices of bulges are fixed to n = 4 and discs
to n = 1. Bottom left: bulge-to-total ratio distribution.We also show the magnitude vs redshift histogram of
the True Universe on the right.

5.4 Metrics

We use four main indicators to evaluate and compare the different codes: completeness, bias (B), dispersion

(D), and outlier fraction (O). We also combine them in a global score, S to ease the comparison of the different

codes. Each of these parameters is computed for each galaxy structural parameter (p) and is plotted in bins of

apparent magnitude to quantify the impact of signal-to-noise. In the following, we provide a definition of each

of these accuracy estimators, which slightly differ from the ones used in EMC2022a. Changes were necessary to
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better capture the specifics of our parameter distribution.

5.4.1 Bias

The individual bias bp on a structural parameter p of a galaxy is defined as the difference between the predicted

value, Predp, and the true simulated value, Truep:

bp = (Predp − Truep) , (5.1)

where p = {re, q, n} for single-Sérsic fits and p = {b/t, re,b, re,d, qd, qb} for double component fits. Sometimes it

is appropriate to calculate the relative bias, b̃p, which is defined as

b̃p =
Predp − Truep

Truep
. (5.2)

The use of either the absolute or relative bias depends on the parameter. For example, the same absolute bias

has a different meaning in a small galaxy than in a large galaxy: a measurement error of 0.1′′ for a galaxy of

re = 0.2′′ is more problematic than the same error on a galaxy with re = 3.0′′. This is not the case for other

parameters, such as q and b/t, which have a constrained dynamical range between 0 and 1. We also chose to use

the absolute bias for the Sérsic index, even though this is less straightforward to measure, since the dependence

of the profile on n is not linear. For galaxies with n > 4, the impact of increasing n on the surface brightness

profile is small, which implies that errors on large Sérsic indices are generally less severe than on small values of

n. However, since this dependence is not linear, the relative bias does not properly encapsulate this behaviour.

In order to make the interpretation easier, we simply use the same absolute definition of b. The choice is also

motivated by the fact that the majority of galaxies in our simulations have a low Sérsic index, for which the

absolute bias is well suited (see Figure 5.3).

We also define the global bias Bp of a population as the median of all individual biases of the population,

bp:

Bp = Q0.5(bp) , (5.3)

or if we take the relative bias,

B̃p = Q0.5(b̃p) , (5.4)

which is the value reported in all subsequent sections. A statistically unbiased measurement thus corresponds to

Bp = 0. Notice that Bp can have positive and negative values if a given parameter is over- or under-estimated,

respectively. This metric is computed on all the objects of the common catalogue, without removing the outliers,

which are discussed in Section 5.4.3.
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5.4.2 Dispersion

The dispersion of a population, Dp on a parameter p is defined as the 0.68 quantile (Q0.68) of the absolute

population biases from which we subtract the median bias:

Dp = Q0.68 (|bp| −Q0.5 (bp)) . (5.5)

Here again, the absolute bias b is used for q, n, and b/t, while the relative bias b̃ is used for the effective

radii. The median bias is removed to recentre the distribution around zero, so that the quantile matches the

significance of a standard deviation. We use the 0.68 quantile because it is less sensitive to outliers than the

standard deviation. Outliers are quantified independently (see Section 5.4.3). Note, however, that for Gaussian

distributions both Q0.68 and the standard deviation correspond to the same measurement. Figure 5.4 illustrates

the advantage of our dispersion metric compared to a simple standard deviation, comparing the classic standard

deviation with our definition in presence of a single outlier. Whenever we use the absolute error b̃, we define

the dispersion as D̃p.

Figure 5.4: Illustration of our dispersion metric choice. In both plot, we plot the median, the standard deviation
and our definition of the dispersion, defined Eq. 5.5 for a Normal Gaussian distribution. In the right figure, we
add an outlier at y = 100. We can see that our definition is not sensible of the presence of an outlier, compared
to the standard deviation.
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5.4.3 Outlier fit fraction

In addition to bias and dispersion, we also quantify the fraction of ‘outliers’, which could equally be called

‘fraction of bad fits’. We define an outlier on a given structural parameter p when its bias bp is larger than a

given threshold (tb), which we fix to be tb = 0.5 for all parameters p. The fraction of outliers (O) is thus the

number of objects above the threshold divided by the total number of objects in the considered bin. Since the

bias b is not always defined in the same way for all parameters (see Section 5.4.1), the meaning of O also differs

in the following three cases:

• Effective radius: because we use the relative bias b̃, tb = 0.5 means that we consider an outlier if the

relative error is larger than 50%.

• Axis ratio and bulge-to-total ratio: because the bias is absolute, but the range of possible values

is limited to [0, 1], tb = 0.5 means that an outlier is defined when the error is larger than 50% of the

maximum possible error.

• Sérsic index: since the bias is not relative and the range is not bounded, the outlier definition cannot

be seen as a percentage in this case; see the discussion in Section 5.4.1.

We emphasise here that the bias and dispersion metrics are computed including the outliers.

5.4.4 Global score

Finally, in order to summarise the overall performance of a given code and to compare more easily the codes

to one another, we define a global score Sp on a given parameter p, which encapsulates the four previous

measurements, i.e. C, Bp, Dp, Op:

Sp = (1− C) +
∑
i

wi (kBBp,i + kDDp,i + kOOp,i) . (5.6)

kB, kD and kO are weights applied to each of the different precision indicators. In our case, we set the same

relative weight that has been calibrated empirically, so that the order of magnitude of the score, and thus its

interpretation, is consistent with the companion paper EMC2022a:

kB = kD = kO = 2.1 . (5.7)

With this calibration, scores generally range from 0.2 to 2, the lower the better. The sum is performed over

bins of apparent magnitude. The different wi are therefore factors that weight the score with regard to the SNR

of the bin and the fraction of objects in the bin (fewer objects and lower SNR will lead to a smaller weight,

and thus smaller impact on S); see EMC2022a for more details, where the definitions of the diagnostics are
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similar, but not identical, due to different use cases. We emphasise that the score is intended to provide a

first-order estimation of the performance of the different codes using a single number, but should not be used on

its own to chose a ‘best code’ appropriate for every scenario. This is due to a number of additional important

considerations, like the execution time or user-friendliness, which are left out. We therefore acknowledge that

our global score is a simplification and point out that alternative metrics, which could be adapted for specific

science goals, might result in different conclusions. In order to support the user in tailoring the diagnostics

to their individual science case, we have created an interactive plotting tool, which is published alongside this

paper. It enables the recreation and adaptation of most figures shown in this paper.

5.5 Interactive plot platform

We describe here the interactive web page we have created to accompany this paper: https://share.streamlit.

io/hbretonniere/euclid_morphology_challenge. It will allow the reader to create most of the plots we

present in this paper but with control over some choices we made for the representation. The tool was con-

structed using the Streamlit python package. All plots can be computed on the fly, with the common catalogues

for each type of simulation (i.e., using the results of the EMCuclid Morphology Challenge which were the base

for the analysis presented in the paper) . The following is a brief introduction to the tool. We recommend

the use of Firefox, Opera or Chrome browsers, and found that the platform is unstable in Safari. We show in

Figure5.5 a screen-shot of the platform.

The main plotting parameters are located on the top of the left panel of the page. First, choose a type of

simulation in the dataset option: single Sérsic, double Sérsic, realistic or multi-band. Depending on the type

of simulation, additional options appear, for example the fitting made with a free Sérsic index for the bulge

component of the double Sérsic simulations. Then, just below the dataset panel, the different types of plots

will appear: the summary plots (e.g. Figure 5.11 ), the trumpet plots (e.g. Figure 5.7), the summary score

plot (Figure 5.32, or the error prediction (e.g. Fig5.27). The options vary depending on the selected dataset

(e.g., 2D plots are only available for the double Sérsic dataset). Next, choose the parameters to analyse and

select the different software packages. For each, you can select or deselect the parameter/software, or click the

"all parameters" or "all softwares" button to select them all. Finally, for the summary and trumpet plots, you

can change the x-axis, i.e. the true parameter in addition to the number of bins. The available options are the

IE magnitude, redshift, half-light radius or Sérsic index. According to the options selected in the panel on the

left, the figure will change in the panel on the right. Above the plot, there is a check box called Demo version.

When selected, only 1% of the catalogue is used to draw the plots. It should only be used to play with the

parameters until the right plot is selected. Then, it must be un-checked to produce plots using all measurements

of the combined catalogue, as was used in the plots of the paper. The slider button allows easy control over
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Figure 5.5: Screenshot of the interactive plot platform.

the value of the outlier threshold (see Section 5.4). Here again, the plot will change accordingly, for example

changing the third columns of the summary type plots. Another slider control changes the x-axis range, and

the y-axis if we are working on the 2D summary plots. By default, the y-axis range is fixed to hard-coded

values. You can undo this limitation by un-checking the limit y axis range button. If only one parameter

is selected, three other sliders will appear to control the y-axis ranges.

Finally, below the figure, a checkbox allows one to save the results used to produce the summary plot, as a

python dictionary. The dictionary D is structured as follow:

D = dict[i][p] , (5.8)

and contains all the bins of the metric i, on a parameter p and software s where i = 0, 1, or 2 for the bias,

dispersion and outlier fraction.

The different buttons and options change depending on the data set or plot type. For example, when plotting

the global score, four additional sliders appear to control the weights of the metrics (see Equation 5.6). You

will also be able to remove the bin weighting, to have an equal weight for all magnitudes.

5.6 Results

Summarising the results in a reasonable number of figures is difficult since the problem is multi-dimensional

with several degeneracies between the different structural parameters. For simplicity, we only show the metrics
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as a function of apparent IE magnitude in the main text as taken from the “True” input values, which is a proxy

for SNR. We understand this is a limited representation of the complexity of the problem but it is a reasonable

trade-off between readability and information provided. We remind the reader that an online interactive plotting

tool7 is available for full exploration of the data. Using this tool, the interested reader is able to investigate

independently how fits trend with other parameters, such as Sérsic index or the size.

First, we analyse Section 5.6.1 the completeness of the different codes, which we used to produce the common

catalogues used for the rest of the analysis. Then, for each type of simulation, the results are presented as follows:

we measure our three metrics B, D and O for every structural parameter and every code. These values are

summarised in the global score S, in Tables 5.2 (single Sérsic and realistic) and 5.3 (double Sérsic). The metrics

are analysed by discussing two main types of figures. The first type is a scatter plot of magnitude versus b or b̃

for individual objects. Because the dispersion increases towards fainter objects (high magnitudes), the scatter

plot produces a trumpet-like shape. The two metrics, B and D, are represented with a running orange line (D

is represented as error bars centred on B). In this first type of figure, we also show the distribution of the bias

b on the right inset plot, with the reference 0 bias in thick blue lines and the overall bias in dashed white lines.

The outlier threshold tb is represented by dashed red lines. The second type of plot, which we call “summary

figure”, shows our three metrics B, D and O values in 11 bins of magnitude, from 14 to 26. This allows us to

plot in the same figure the five different codes for a direct comparison.

5.6.1 Completeness

Completeness is an important metric for any galaxy fitting algorithm: indeed, even though a software performs

very well on the different Sérsic parameters, if it is only capable of doing it on 10% of the galaxy in a field, it

become much less powerful. To investigate this effect, we compute the percentage of galaxy successfully fitted

by each code regarding the total number of galaxies in our 5σ input catalogue. Note that the term “successfully”

is difficult do define. Indeed, all the participants did not return the same kind of successful fits: some return

every galaxies which where in the input catalogues but with e.g. negative values to indicate a non fitting, other

returned only the galaxies they were considered successful, while other provided flags describing the relative

success of the fit. It was thus our responsibility to chose fairly what to consider as a successful fit, keeping in

mind that we will perform all our analysis on a subset catalogue for which all codes provided successful fit on

all galaxies. Because of this, we do not want to be too restrictive in order to not bias our catalogue by e.g.

removing galaxies which are hard to fit and detected as such by one the code with a specific flag.

Galapagos-2 provided five different types of flags: USE_FLAG_SS indicates that the single Sérsic fit did not

run into fitting constraints and thus can be trust; USE_FLAG_BULGE_CONSTR and USE_FLAG_DISK_CONSTR give

the same definition, but for the double Sérsic bulge and disk components separately. USE_FLAG_BULGE_BRIGHT
7https://share.streamlit.io/hbretonniere/euclid_morphology_challenge
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and USE_FLAG_DISK_BRIGHT, indicate whether the bulge and the disc are bright enough to be trusted, i.e. b/t

> 0.2 and b/t < 0.8. Morfometryka provided different flags too, two of them being of interest for this study:

QF_CONVERGENCE with similar definition as USE_FLAG_SS, and TARGETISSTAR, which is original supposed to

detect stars.

Considering all this, we made the following choices:

• Galapagos-2: the use of USE_FLAG_SS correlates with difficult objects, i.e. which all codes struggle to

fit. For this reason, to not bias the catalogue, and because it represented a non negligible fraction of the

catalogue, we did not took the flag into account. For the flags concerning the individual components of

the double Sérsic simulations, we did not took the flags neither, because we could not do the same with

the other codes for which the flags or information were for the whole galaxy. Thus, we took all galaxies

into account, but analyse some of the flags Section 5.7.2. We also refer to the main paper of the software

for more information.

• Morfometryka: we took out the object flagged as not converged QF_CONVERGENCE = 0, because they were

not particular objects and a negligible fraction of the catalogue. We did not considered the TARGETISSTAR,

because it did not flagged stars only but also small and compact galaxies. We nevertheless study the impact

of this flag in Figure 5.8.

• For the other software, we took all galaxies removing NaNs and negative magnitude values.

We show in Figure 5.6 the completeness of all codes in the different simulations per bin of magnitude. We

first see the same global and expected behaviour for all codes, but DeepLeGATo: the completeness decrease

with the magnitude, fainter objects being harder to detect and validly fit. We also see that for all codes

and simulations for IE < 23, the completeness is ≳ 95%. Going further in the analysis, we can notice some

more complex behaviour. First, the fact that DeepLeGATo as an increasing completeness from IE ∼ 17 to

IE ∼ 23.2. We can explain this because DeepLeGATo works with a fixed stamp size, which can be problematic

when fitting the largest (and thus brightest) objects. We can also see that the different behaviour are not always

smooth. This can be explained because the detection task is more correlated with the surface brightness than

the magnitude: bright but tiny objects (high magnitude but small surface brightness) can be hard to detect.

The SNR definition being also based on the flux and not the surface brightness can also explain the lower

completeness of, e.g. Galapagos-2 and DeepLeGATo, with small objects at IE ∼ 25 being indeed hard to detect

and would be lower than 5σ with another definition. Nevertheless, we kept this definition for the completeness

inspection because our other metrics are computed against the magnitude. Finally, the different results can be

explained by two things: better performance of the software (e.g. ProFound finding more faint objects), a lower

threshold of detection (e.g. for SourceXtractor++ and Galapagos-2 , which both have to tune SExtractor
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(a) Single Sérsic (b) Double Sérsic

(c) Realistic morphologies

Figure 5.6: EMC completeness for the three type of simulation.

input parameters), or by the fact that, e.g. DeepLeGATo simply use the input positions to search for the objects,

and returned all the objects that the software was able to predict.

The final common catalogues results in respectively 212 000, 204 000 and 207 000 for single Sérsic , realistic

and double Sérsic .

We remind the reader that even if we remove the non-valid objects from the analysis, it will still have an

impact on the final global score S, which take into account the completeness.

5.6.2 Single Sérsic results

In this section, we analyse results from the fitting of single-component Sérsic functions that describe the radial

surface brightness profile, fitted on the IE-band images only. Figure 5.11 summarises the results, along with

Table 5.2 and Section5.6.2. In addition, Figure 5.31 shows residuals between the simulation and the modelled

galaxies. Naturally, single-Sérsic fits are less sensitive to small scale features, since they essentially smooth

over the individual components of a galaxy. Despite this drawback, they are generally the fastest and most

straightforward measure of the sizes (via the half-light radius, Section 5.6.2), axis ratios (Section 5.6.2), and

shapes (via the Sérsic index Section 5.6.2) of galaxies. All participants returned results for this analysis, which

is why figures in this section have five individual results for comparison.
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Half-light radius

Figure 5.7 shows that the global behaviour of all five software packages is similar, with the expected trumpet

shape visible in all plots, i.e., the scatter increases for faint objects. Moreover, the scatter plots generally do

not show a significant bias (with the exception of DeepLeGATo for bright objects). Another commonality of all

codes is that the trumpet plot is skewed towards positive values, i.e., the majority of outliers (points outside

the two red dashed lines) are due to an overestimation of the size.

Beyond this common general behaviour, some peculiarities are notable. This includes the bias in Morfometryka’s

plot (in red), indicating a bi-modality at the faint end, with around 13% of objects consistently fitted with a

lower radius than expected (the relative bias is around −0.5). This is due to convergence problems for objects

close to the lower limit, when the fits do not update beyond the first guesses that the software uses, so outputs

stall at Sérsic indices between 0.1 and 0.2. Morfometryka recognizes the unreliability of these fits with an

internal flag that is given to objects with sizes smaller than the PSF’s FWHM. Generally, these objects also

have low Sérsic indices. This flag, ‘TARGETISSTAR’, is designed to flag stars, which these are not, but their small

sizes and low Sérsic indices are recognized internally as such. Such flags were not provided to the authoring

team as part of the challenge. They represent around 14% of the common catalogue. We decided to keep these

objects in the overlapping catalogue even after the flags were provided. The reason for this is that removing

them would bias codes that were generally able to fit these objects, and because of the non-negligible fraction

of the catalogue they represent. Nevertheless, even if Morfometryka is not able to fit these objects, they are

able to recognise the problem and flag them. We show in Figure 5.8 a version of the trumpet plot without those

particular objects.

DeepLeGATo (in purple) also shows a characteristic behaviour, with a strong negative bias and dispersion

for very bright objects (IE < 18), and an apparent discontinuity around 24.5 mag. The first can be explained

by the fact that the dataset used to train the model lacks bright objects which are rare in the observations.

This is a well known effect of machine learning models, which are sensitive to the distribution of properties

apparent in the training dataset. The second distinctive observation of all DeepLeGATo plots, the discontinuity

around 24.5, is a direct consequence of the training strategy of the neural networks in bins of SNR. The abrupt

change corresponds to a change of the deep learning model. Indeed, in an attempt to improve performance on

both bright and faint objects, the DeepLeGATo algorithm was trained separately for two sets of objects, objects

fainter and brighter than magnitude 24.5 (which corresponds to an SNR of 10). This leads to two sets of weights

and thus to two models, which can and do behave differently. This behaviour is seen in all structural parameters

for which DeepLeGATo produced results.

Looking ahead to the ‘summary plot’ in Figure 5.11, the first row of the plot compares the effective radius

measurements that we are discussing here. Each column shows one of the three accuracy indicators: bias (B);
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Figure 5.7: Scatter plots showing the recovery of the
the half-light radius measured from the single Sérsic
simulation. Each panel shows a different code. The
main plot of each panel shows the relative bias per
galaxy as a function of apparent IE magnitude, while
we summarise the bias distribution as a histogram on
the right. The opacity is proportional to the density;
darker means more points. The blue solid line high-
lights a zero bias for reference, and the gray dash line
represents the mean value of the bias for all magnitude
bins together. The orange points indicate the running
mean bias B in bins of magnitude, with error bars rep-
resenting the dispersion D (see Section 5.4).

Figure 5.8: Trumpet plot for the single Sérsic effective
radius fitting, removing the objects flagged as “stars”
by Morfometryka. Wee see that the bi-modality saw
in Figure 5.7 vanishes here.

dispersion (D); and outliers fraction (O). Note that to better highlight the small differences between the codes,

the y-axis range has been reduced.

The first column, B, reveals that in general all codes slightly overestimate galaxy sizes, which confirms the

trend seen in the trumpet plots. Only DeepLeGATo dramatically under-estimate the radius of the very bright

galaxies, with a decreasing bias from −0.4 (outside the plotted area) at IE = 14.5 to −0.05 at IE = 17.5. In

addition to the lack of bright objects in the training set, this can be explained by the fact that DeepLeGATo

works with a fixed stamp size of 64 × 64 pixel, which can cut the edges of the galaxy profile and thus lead to

an under-estimation of its radius. We can also see that ProFit very slightly under-estimates the radius for

the first bin (very bright galaxies). However, given that this bin has less than ten galaxies, the statistics may

not be large enough to point to a particular trend. We again note that the first four bins only hold around

100 galaxies, which represent less than 1% of the entire catalogue. Importantly though, the absolute value
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of the bias remains smaller than 7% for all magnitudes and all codes (and for IE > 17 for DeepLeGATo, as

discussed), which means that despite their different approaches, there are no major differences between the

B values of the different codes. We can see that for the three brightest bins, Galapagos-2, Morfometryka,

and SourceXtractor++ perform very similarly, with Galapagos-2 reaching a slightly smaller bias. ProFit’s

bias is less stable; tt first has a slightly higher bias, which decrease between IE = 17 and IE = 23.5. For those

intermediate magnitudes, Galapagos-2 and SourceXtractor++ perform very similarly, while DeepLeGATo and

Morfometryka have a higher positive bias. Finally, for the very faint galaxies (IE > 24), SourceXtractor++

has a bias close to zero, followed by Morfometryka, DeepLeGATo, Galapagos-2 and ProFit.

The second column of the summary figure compares the dispersion D of all codes. The trends are generally

comparable, staying below 0.1 at IE < 24 for all codes except for DeepLeGATo for bright objects. Here again,

and for the same reasons explained in the previous paragraph, DeepLeGATo shows a high dispersion, decreasing

from about 0.8 (off the displayed plotting area) at IE = 14.5 to 0.2 at IE = 17.5. We can also see the

higher dispersion for ProFit in the first magnitude bin. The four codes behave similarly with differences of

only a few percent for IE < 23.5, with SourceXtractor++ having the smaller dispersion, followed by ProFit

and Galapagos-2, DeepLeGATo and Morfometryka. For fainter objects, DeepLeGATo’s dispersion stays below

0.10, while SourceXtractor++, Galapagos-2 and ProFit increase to 0.15. Morfometryka shows the largest

dispersion, up to 0.45 (again, off the plotting area) for the lowest SNR bin. As seen in the trumpet plot, the

dispersion at the faint end is dominated by a long tail in the distribution, with a large fraction of objects being

estimated to be too large.

Regarding the fraction of outliers (third column), we see that at the bright end, all codes except DeepLeGATo

have no bad fits (the only bin with a non-zero outlier fraction is ProFit and that concerns only one galaxy).

For IE < 23, all the codes have less than 10% outliers, with ProFit and Galapagos-2 showing the smallest

numbers of bad fits, followed by SourceXtractor++ and Morfometryka. For fainter objects, all measurements

except for DeepLeGATo, and to some extend SourceXtractor++, increase significantly, up to approximately

30% for Morfometryka and 20% for ProFit and Galapagos-2. On the contrary, DeepLeGATo has close to zero

outliers for 23 ≤ IE ≤ 26 and SourceXtractor++ also keeps a relatively small fraction of bad fits, with up to 5%

for the fainter objects. Morfometryka’s outlier fraction for faint objects is due to the accumulation of galaxies

around b = −0.5, which we have commented on before and are flagged during a regular output catalogue with

the flag ‘TARGETISSTAR’ (see also Figure 5.8).

We remind the reader that even if the individual three metrics in Figure 5.11 seem unfavourable for

DeepLeGATo measurements of bright galaxies, this has little impact on the global score S, affecting only 93

galaxies, i.e less than 1% of the fitted catalogue.
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Axis ratio

We now move on to the axis ratio q. Recall that q has the opposite interpretation compared to ellipticity, a high

q describing a circular galaxy. We see in the trumpet plot of Figure 5.9 an overall good recovery from all codes,

with almost zero bias and a reasonably low dispersion. The discontinuities between SNR bins for DeepLeGATo

is much less noticeable, and the bias for bright objects is also lower. Evidently, also Morfometryka’s buildup of

unreliable size measurements for small objects (and Sérsic indices as we will see in the next section) are not a

problem for providing accurate axis ratios.

The second row of Figure 5.11 shows the summary of the three metrics for q. Axis ratios are measured

remarkably well, with a bias smaller than 3% for IE < 26 for all codes, and for IE < 23 for Galapagos-2.

Galapagos-2 has a slightly larger bias than the other codes for the faint objects, with a tendency to estimate

more elongated galaxies. However, it remains smaller than 0.07 even in the faintest object bin. We still see

a large bias for DeepLeGATo, which oscillates between around −0.09 and 0.07 from IE = 14 to IE = 17 (cut

by the y-axis range in the graph for visualisation purposes). For IE < 24, SourceXtractor++ and ProFit

behave similarly well (nearly no bias), followed by a fraction of percent for Morfometryka and Galapagos-2.

Morfometryka over-estimates q for faint objects and under-estimates it for bright objects. In the last (faintest)

magnitude bin, we can see that SourceXtractor++ and DeepLeGATo slightly over-estimate q, while the other

three under-estimate it, which could suggest that the problem comes from the difficulty of the task at very low

SNR, rather than a problem linked to the estimation of the PSF.

Regarding the dispersion, all codes except DeepLeGATo have a smooth increase with magnitude, from zero

up to respectively 0.10 for SourceXtractor++ and DeepLeGATo, 0.15 for Morfometryka and ProFit, and 0.20

for Galapagos-2, and it remains smaller than 0.1 for all codes at IE < 24. For IE < 22, Morfometryka and

SourceXtractor++ achieve the smallest dispersion. DeepLeGATo’s high dispersion at the bright end relates to

issues already expanded on previously.

The outlier fraction (third column in Figure 5.11) is overall below 1% for all codes and magnitudes. This

is another sign that the ellipticity is one of the parameters which is generally recovered reliably by all software

packages, even though an outlier threshold of 0.5 is quite permissive. Indeed, galaxies with a true value of

0.5 cannot be fitted as outliers, but we chose to keep this definition for simplicity of the metric. Furthermore

because the metric is the same for all codes, we believe this comparison to be fair. We can see that even

though DeepLeGATo has the strongest bias and dispersion for bright objects, they are still well below the outlier

threshold, and stay very close to zero even for the faintest galaxies. For the other software packages, the fraction

of outliers starts to be non-zero for 19 ≤ IE ≤ 21. The interested reader is invited to use the interactive plotting

tool released together with this work to investigate the result on the fraction of outliers. It allows one change

(and therefore to decrease) the outlier threshold.
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Sérsic index

In this section we inspect the estimation of the Sérsic index of galaxies (Figure 5.10). As a reminder, the Sérsic

function is a simplified model that does not capture the entire galaxy, but gives important information about

how the intensity varies with radius. Compared to other morphological parameters retrieved from single-Sérsic

model fitting, the Sérsic index is regarded as the most challenging parameter to recover (Buitrago et al., 2013;

dos Reis et al., 2020). Because the dependence of light profiles on the Sérsic index is exponential, we always

analyse log10(n) instead of n in the following (see e.g. Kelvin et al., 2012 for an extended discussion).

All codes display the familiar trumpet shapes with the known caveats in DeepLeGATo and Morfometryka.

Beyond that, we observe that DeepLeGATo, Morfometryka and SourceXtractor++ tend to be skewed towards

negative values for faint objects (indicating the prediction of smaller log10(n) compared to the truth), while

Galapagos-2 and ProFit show the opposite trend.

Figure 5.9: Fitting results for the axis-ratio of the sin-
gle Sérsic simulation. See Figure 5.7 caption and Sec-
tion 5.6 for extended information.

Figure 5.10: Fitting results for the Sérsic index of the
single Sérsic simulation. See Figure 5.7 caption and
Section 5.6 for extended information.

The third row of Fig 5.11 presents the metrics for the logarithm of the Sérsic index. While DeepLeGATo’s

performance for fitting bright objects is less biased compared to the previous parameters, it still has the largest

negative bias for the smallest magnitude bins, which means it predicts bright galaxies without steep cores (i.e.,

bulges). Beyond this bright end, DeepLeGATo is the only code that does not over-estimate the Sérsic index,

i.e., does not predict steeper galaxy profiles in their cores. For fainter galaxies, from IE = 17 to IE = 26,

DeepLeGATo achieves the most robust bias calibration, mitigated by the fact that it has the highest dispersion.

SourceXtractor++ and ProFit have a similarly small bias (around 0.01) for IE < 23, which then decrease close
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Figure 5.11: Summary plot for the single Sérsic simulation. The different rows show the results for the three
different structural parameters: half-light radius re (top), axis ratio q (middle) and Sérsic index n (bottom).
Columns represent (1) the mean bias B, (2) the dispersion D, and (3) the fraction of outliers O, per bin of
IE magnitude (see text for details). Note that the y-axis is sometimes cut at low values to highlight the small
differences between the software packages. Each code is plotted with a different colour as labelled.

to zero for SourceXtractor++ and increases to around 0.5 for ProFit. Morfometryka’s and Galapagos-2’s

bias steadily increase for ever fainter galaxies. Galapagos-2 increase up to 0.07, while Morfometryka abruptly

falls to −0.1 due to the known accumulation of objects that were not successfully modelled.

The behaviour of the dispersion (second column) is similar for all codes except for DeepLeGATo for IE < 23,

with a dispersion lower than 0.10. SourceXtractor++ has the lowest dispersion, followed by Galapagos-2

and ProFit, Morfometryka, and DeepLeGATo. Here again, the difference between the four first codes is very

marginal. The dispersion D then increases for every code, up to 0.16 for SourceXtractor++ and DeepLeGATo,

0.2 for ProFit, 0.25 for Galapagos-2, and 0.65 for Morfometryka, which can once again be explained by the

cluster of points around 0.5. None of the codes suffer from bad fits (third column, O) for IE < 19, and just up

to few percents for IE < 22. The fraction then increases steeply at faint magnitudes. The increase is highest for

Morfometryka, from about 1% at IE = 20 up to 34% at the faintest bin, again related to the discussed failed

fits. Galapagos-2 increases to 15% only in the faintest bin. DeepLeGATo achieves the lowest number for all

magnitudes, followed by SourceXtractor++ also at the faint end.

Global scores

The blue numbers in Table 5.2 summarise the global scores (see Eq. 5.6) for the three parameters of the single-

Sérsic simulations and for the five codes. An average global score µS is also provided. They are also plotted
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Table 5.2: Comparison of the scores S obtained by the different software packages in all structural parameters
for the single Sérsic simulations. Numbers in blue are results from Galsim simulations (discussed in Sec. 5.6.2),
and numbers in black quote results from measurements of simulations with the deep generative model FVAE
(discussed in Sec. 5.6.4). The last column is the mean of the parameters. A smaller S means a better fit.

FVAE

Galsim
Sre Sb/a Sn µS

DeepLeGATo
∅

0.37

∅

0.25

∅

0.38

∅

0.33

Galapagos-2
2.05

0.58

0.79

0.43

1.29

0.60

1.38

0.54

Morfometryka
∅

1.10

∅

0.37

∅

1.20

∅

0.89

ProFit
1.82

0.47

0.65

0.21

0.78

0.40

1.09

0.36

SourceXtractor++
1.84

0.38

0.60

0.18

0.75

0.29

1.06

0.28

in the first part of Figure 5.32. The best score is obtained for SourceXtractor++, which achieves a value

of S = 0.28. In addition, the table also shows that some codes behave better than others for some specific

structural parameters. For example, Morfometryka is better for the axis ratio than for the effective radius,

where it is highly penalised by the large dispersion for faint objects that we discussed. We emphasise again

that this score is very sensitive to the different weights on the number of objects, the SNR, and the weights of

the metrics. In particular, the weights of the smallest magnitude bins(from IE = 14 to IE = 19) have close to

no impact on the score, because of the very small number of objects in those bins. It explains why DeepLeGATo

has a good global score while performing worse than the other codes for bright objects, while other codes

like Galapagos-2 or Morfometryka perform best for certain parameters. By the nature of how we set up the

metric, the order of the global score ranking can therefore change if we adjust the different weights to reflect a

specific emphasis. We encourage the reader to explore the interactive tool released with this work, to tune this

score to their particular science case.

Results regarding the redshifts

In addition to this analysis regarding the magnitude of the objects, we also present some results regarding the

true redshift of the galaxies. Here, we detail the general trend by looking at selected examples for q and single

Sérsic. In Figures. 5.12 and 5.13, we show examples of the scatter- and summary-plots as a function of true

redshift of galaxies (rather than IE magnitude, which was shown throughout the paper). We first see that most

galaxies are at a redshift smaller than two: we see a higher density of point toward zero bias (darker colour) than

at higher redshift (see also Figure 5.3). In the scatter plot, the dependence on the quality of (the exemplary) q
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prediction and the redshift is less clear than it was with magnitude, without the characteristic trumpet shape.

Nevertheless, both the running bias and dispersion demonstrate that the dispersion is higher at higher redshifts.

We detect clear trends in all codes in the three metrices, bias, dispersion and outlier fraction (Figure 5.13).

We can also see that in general, the metrics get worse from redshift z ∼ 0 to z ∼ 2, and then reach a plateau.

We detail in Figure 5.3 the distribution of redshifts as a function of IE. This further helps to link the papers

presented here with redshift.

Figure 5.12: Trumpet plot for the single Sérsic q fitting
regarding the true redshift. See Figure 5.7 for extended
information.

Figure 5.13: Summary plot for the fitting of the Single
Sérsic simulations regarding the true redshift.

5.6.3 Double Sérsic results

We now analyse the measurements from the double-Sérsic simulations. Figure 5.20 summarises the results,

along with Table 5.3 and Section5.6.3.

As expected, separating the galaxy light into two components is a more degenerate problem than the single-

Sérsic model fitting. This is enhanced by the fact that bulges and b/t in our sample are generally small, i.e.

the bulge component has a low SNR compared to the disc (see Figure 5.3). We also note that Morfometryka

did not provide results for the bulge-disc decomposition. It is therefore excluded from the comparison in the

following sections. Another difference compared to the single-Sérsic dataset is that one of the fields contained

multiple bands including Euclid NIR and Rubin filters. In the following we only show results for 3/5 fields with

VIS-only data. The multi-band dataset is analysed separately in Section 5.6.3. Finally, we note that while the

simulations were made with a bulge Sérsic index fixed to n = 4, and a disc with a fixed n = 1, we asked the

participants to also model the galaxies with a free bulge Sérsic index. We compare the results for free and fixed
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bulge fittings in Section 5.6.3. Here, we concentrate on the model using a fixed value of n. Notice that because

DeepLeGATo does not fit a model, it does not have those two different versions.

Bulge-to-total flux ratio

We first inspect how accurately the bulge-to-total flux ratio b/t is recovered. The results are shown in Fig-

ure 5.14. First, we see that SourceXtractor++ and DeepLeGATo are less impacted by the low SNR at the faint

end of the plot than the other two codes, with the trumpet shape highly concentrated towards zero bias (peaked

Gaussian distribution in the histograms). Galapagos-2 and ProFit have highly non-Gaussian distributions of

biases, with a tendency of over-estimating b/t for faint objects. This is obvious both in the distributions of b/t

and of the bulge radius (Figure 5.15). This suggests that in cases where the bulges are small and faint, these

codes tend to fail to properly disentangle the flux of the bulge from the flux of the disc. As a consequence,

a part of the disc’s flux gets attributed to the bulge. A possible explanation for the SourceXtractor++ and

DeepLeGATo ability to avoid this effect could be the use of favourable priors. Surprisingly, the figure shows that

the metrics are better for faint objects, where the constraining power of the data is theoretically the lowest,

and therefore the estimation is mostly driven by the prior. SourceXtractor++ uses an explicit prior of 0.022

for b/t, which matches the average b/t in the simulation. It was calibrated by the participants on a sub-sample

of the dataset with known ground truth. DeepLeGATo also implicitly learns the prior from the data during

training, by maximizing the likelihood. Galapagos-2 uses arbitrary priors and initially places half the light

in the bulge and half in the disc. ProFit starts with reasonable initial guesses for the profile solution based

on runs of the ProFound software on the cutouts (Robotham et al., 2018), but these initial conditions remain

less accurate than the ones used by SourceXtractor++. These trends seem to confirm that the information

contained in the images at the faint end is limited and therefore the final results are in most cases driven by

the priors.

The summary of the metrics is provided in Figure 5.20; the first row detailing b/t. For IE < 23, Galapagos-2

achieves the lowest bias, followed by SourceXtractor++. ProFit has a tendency to over-estimate b/t, even for

the brighter objects with increasing bias up to 0.37 for the faintest objects. Galapagos-2 has a similar bias in

the faint end, but starts rising at fainter magnitudes (IE ≃ 23 versus IE ≃ 19 for ProFit). DeepLeGATo starts

to be competitive around IE = 20, and achieves the lowest bias at the faint end, followed by SourceXtractor++.

DeepLeGATo generally under-estimates b/t, which is the opposite trend than the one seen in the other codes.

This may be due to DeepLeGATo’s learning being driven by the implicitly learned prior rather than by a dis-

entangling of light based on profile fitting. Galapagos-2 has the smallest dispersion (second column) for the

brightest objects, but then D increases to 0.14 for fainter objects. This is comparable to ProFit from IE ≃ 17.5

onward. DeepLeGATo has a high dispersion up to IE ≃ 21, which decreases from 0.5 to 0.05 at the faint end –

a similar dispersion to SourceXtractor++. SourceXtractor++ stays relatively stable at all magnitudes, with

157



Figure 5.14: Fitting results for the bulge-to-total flux ratio using the double Sérsic simulation. See Figure 5.7’s
caption for extended information.

dispersion between ∼ 0.05 (bright) and 0.10 (faint). The trends for the outlier fractions are similar in all codes,

with ProFit’s outliers starting to increase from IE ∼ 19 onward and up to a fraction of 30% for the faintest

galaxies. Galapagos-2 has close to no outliers up to IE ≃ 22 and a fraction of 0.28 for the faintest galaxies.

Compared to Galapagos-2, SourceXtractor++ has a slightly larger outlier fraction, but then keeps outliers to

under 5% in the faintest bins. DeepLeGATo retains the lowest number of outliers for 20 < IE < 26, but reports

some bad fits among the brightest objects.

Bulges half-light radius

In this subsection, we inspect the estimation of the effective radius of the bulge component. Figure 5.15 clearly

reflects the difficulty in obtaining reliable structural measurements of bulges. First, for all codes, the bias

distributions are skewed towards positive values, i.e. an over-estimation of the true size. This can be directly

linked to the fact that the bulge-to-total flux ratios are generally over-estimated. Figure 5.3 shows that bulge

radii are small, and because the bulges are generally smaller than the discs, they are submerged inside the disc

profiles, making it increasingly challenging to accurately estimate their radii.

The second row of the summary figure (Figure 5.20) details this observation. Note that the scale is loga-

rithmic for the bias and the dispersion, to help appreciate the differences for faint objects. We can see that the

four codes (except DeepLeGATo) for the first two bins of very bright objects) have a similar value absolute for

IE < 20. SourceXtractor++ and ProFit slightly over-estimate the radius while DeepLeGATo and Galapagos-2

slightly under-estimate it. For fainter objects, DeepLeGATo keeps the lowest bias, followed by Galapagos-2 and
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SourceXtractor++ and then ProFit for IE < 22.5. For the challenging faint galaxies, SourceXtractor++ de-

creases to close to zero bias, which could be explained by the correct choice of priors, as discussed in the previous

subsection. Galapagos-2 and ProFit’s B rise up to approximately 10 and 60, respectively, at the faint end.

A similar behaviour is visible in the dispersion: ProFit and Galapagos-2 increase in similar ways up to 4

at IE = 23, which rises up to 80 for ProFit, while DeepLeGATo and SourceXtractor++ keep their dispersions

below 1. The challenge of fitting bulges becomes even more obvious when we look at the outlier fraction. Indeed,

we can see that for the faintest bins – and always according to our arbitrary definition of outlier – more than

half of the galaxies are poorly fit, close to 100% for ProFit. For brighter objects (IE < 23.5), Galapagos-2

maintains the lowest number of outliers, from close to zero to around 10%, while SourceXtractor++ goes up

to ∼ 30%, and ProFit 50%. Again, this seems to reflect the fact that when the fit can be robustly constrained

by the data because it has high SNR, Galapagos-2 performs well since the prior is not that relevant.

In order to better understand this large bias and fraction of outliers, we show in Figure 5.17 the different

metrics as a function of the bulge-to-total fraction (x-axis) in addition to magnitude (y-axis). It is well known

that the accuracy of bulge-disc decompositions are correlated with magnitude and bulge-to-total ratios. Under-

standing the metrics in relation to the true value of a galaxy’s b/t can help to disentangled those two effects. In

this figure, we want to highlight the absolute magnitude of the bias and dispersion, independent of their sign.

The plot therefore shows for which types of objects measurement errors are large versus where they are small.

For this, we compute the absolute mean bias per bin of magnitude and b/t ,

|B̃re | = |b̃re | ,

while the dispersion is the same as for the other cases (see Eq. 5.5). In this figure, the colour of the square

shows the bias |B̃p| (lighter colours indicate smaller bias), and the coloured discs indicate the dispersion (the

redder the point the smaller the dispersion). The first column plots results for the bulge radius, the second

for the disc radius, and each line is a different software code. Note that we limit the magnitudes to faint

galaxies (IE > 18.5) and that for ProFit and Galapagos-2, the colour-bars are on a logarithmic scale to

accommodate the large values. The expected behaviour is particularly clear for ProFit (third row), which we

use here to for demonstration. The bias of the bulge radius B becomes smaller for brighter and more bulge-

dominated galaxies (lower right corner of the plot) and the dispersion is low. On the contrary, a faint galaxy

with small b/t has a high bias and high dispersion. The opposite is seen for disc radii: biases are highest in

faint bulge-dominated galaxies. The figure therefore confirms that most of the catastrophic fits for Galapagos-2

and ProFit correspond to faint galaxies with low b/t. When the bulge component is dominant, the overall

accuracy improves significantly. For example, for Galapagos-2, the dispersion stays below 1.5 if we remove

the extreme bin of b/t (b/t < 0.2), and the bias remains under 2. We can see the same behaviour for ProFit
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if we remove the low b/t (first column), and faint objects (top row), with a dispersion and bias staying lower

than 3. The plot also uncovers some unexpected behaviour: SourceXtractor++ struggles to measure bulge

and disc radii for faint bulge dominated objects, but also for brighter objects (disc radius) and bright objects

with small bulges. We encourage the reader to go to the online platform and adapt those graphs according to

their interests, e.g., removing the extreme cases, for a better visualisation.

Figure 5.15: Fitting results for the bulge radius
using the double Sérsic simulation. Notice that
only four codes provided results for the double Sér-
sic simulation. From top to bottom and from
left to right: DeepLeGATo, Galapagos-2, ProFit,
SourceXtractor++. See Figure 5.7 caption for ex-
tended information.

Figure 5.16: Fitting results for the disc radius using
the double Sérsic simulation. See Figure 5.7 caption
for extended information.

Discs half-light radius

Figure 5.16 shows the trumpet plots for the half-light radius measurements of the disc component. Results are

noticeably more symmetric than for the bulge component and in fact are similar to the results reported for the

single-Sérsic case. One noticeable difference is the bias of DeepLeGATo, which is inverted; bright galaxies are

estimated with larger discs compared to the truth. As previously discussed this is related to discs generally being

larger than bulges and the small bulges contained in the simulations. While being symmetric, the ‘trumpets’

(and thus the bias distributions) are significantly wider, with prominent wings in the histograms.

The third row of Figure 5.20, confirms that the overall reliability of the estimation of the disc structural

parameters is comparable to the single-Sérsic re fit, with a slightly higher bias and dispersion. Beyond that

global view, trends for bright galaxies are opposite to these for the single-Sérsic radius estimation: an over-

estimation of the radius for DeepLeGATo and an under-estimation for the three others. We can see that all

codes maintain absolute biases smaller than 0.04 – apart from DeepLeGATo , for galaxies brighter than 21, and
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Figure 5.17: Bias B and dispersion D for the effective radius of bulges (left column) and discs (right column)
components in the double Sérsic simulation, as a function of bulge-to-total ratio (x-axis) and apparent IE

magnitude (y-axis). Each row shows a different code. For ProFit and Galapagos-2, the colour scale is
logarithmic. In each panel, the colour of the squares is proportional to the mean bias D (the lighter the
smaller), and the colour of the dot inside each square indicates the dispersion D (the redder the lower). For
most of the codes, we find the expected behaviour: both the bias and the dispersion increase for faint objects
and at small b/t for bulges, and big b/t for discs.
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the fainter bin of Galapagos-2 (with a bias of 0.15). SourceXtractor++ retains its disc radius bias close to

0 over all magnitudes except for the last one, where it goes up to 0.04. ProFit has a slightly larger negative

bias at intermediate magnitudes. Similarly to bulges, the dependence on magnitude is not as obvious as for the

single-Sérsic case, because of the additional dependence on b/t. However, the impact is less obvious for discs,

given the b/t distribution skewed towards small bulges (Figure 5.3). The second column of Figure 5.17 again

explores bias and dispersion for b/t and magnitude trends. It shows that accuracy increases for bright objects

and low b/t. Regarding the dispersion (Figure 5.20), we can see a steady increase with magnitude, peaking at

0.19, (SourceXtractor++), 0.21 (DeepLeGATo), 0.30 (Galapagos-2), and 0.47 (ProFit). The outlier fraction

is less linear but with similar ranking. ProFit has the lowest fraction of bright outliers, but is the highest in

the faint bins. For the faint bin, DeepLeGATo has the smallest fraction, followed by SourceXtractor++. The

fractions in the last bins are nevertheless higher than for the single-Sérsic fit, with respectively, 5%, 10%, 29%,

and 30% for DeepLeGATo, SourceXtractor++, Galapagos-2, and ProFit.

Bulges axis ratio

Figure 5.18 presents the accuracy in the estimation of the axis ratio q of the bulge components. The characteristic

trumpet shape is no longer preserved, and distributions tend to be flatter, especially for the faint objects. These

results are quantified in the fourth row of Figure 5.20. SourceXtractor++, ProFit, and DeepLeGATo maintain

an absolute bias smaller than 0.1 for 17 < IE < 26. SourceXtractor++ has close to no bias, while ProFit has

a tendency to under-estimate the bulges q, i.e predicting galaxies that are too elongated. It is the opposite for

DeepLeGATo, which over-estimates q, especially for the brightest galaxies. Galapagos-2 is well calibrated for

IE < 19, and then starts to under-estimate q, with a negative bias down to B = −0.42 on the faintest galaxies.

For the dispersion D, DeepLeGATo and SourceXtractor++ achieve the lowest values for faint objects, around

0.25. ProFit and Galapagos-2 have a strong increase for IE > 20, up to 0.5 and 1, respectively. For brighter

objects, all codes except DeepLeGATo achieve comparable results. Finally, DeepLeGATo and SourceXtractor++

achieve a very low outlier fraction only with few percent. For IE < 20, the three codes (excluding DeepLeGATo)

behave similarly, but then O rises for ProFit and Galapagos-2 for IE < 22.5, and ends at 0.3 for ProFit and

0.42 for Galapagos-2. DeepLeGATo’s fraction of outliers ranges from approximately 100% (bright) to 1% (faint).

We also investigated the 2D distributions of the metrics as a function of magnitude and b/t, in the same

way we did for the radius in Figure 5.17. We found that removing cases with extreme b/t significantly improves

the results at all magnitudes. We let the interested readers explore this behaviour with the online tool.

Discs axis ratio

In general, software packages were able to measure the axis ratio q of the disc components (Figure 5.19) more

accurately than for the bulges. They are comparable to results from the single-Sérsic case, albeit with a higher
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Figure 5.18: Fitting results for the bulge axis ratio us-
ing the double Sérsic simulation. See Figure 5.7 caption
for extended information.

Figure 5.19: Fitting results for the disc axis ratio using
the double Sérsic simulation. See Figure 5.7 caption
for extended information.

dispersion and a larger negative bias for faint objects for Galapagos-2 which tends to under-estimate q.

We can make a more in-depth comparison of the metrics by looking at the last row of Figure 5.20. Their

general behaviour is comparable to the bulge axis ratio, but with smaller values. The absolute bias remains

smaller than 0.3 for all codes for IE < 23 (apart from DeepLeGATo which is again unreliable for bright objects).

Galapagos-2’s and ProFit’s biases are well calibrated for IE < 22.5, but then decline to a value of −0.2.

For the faintest bins, SourceXtractor++ has a slight tendency to under-estimate the axis ratio, while ProFit

and DeepLeGATo over-estimate it. For the dispersion, Galapagos-2 is also the best calibrated for IE < 21,

but increases up to 0.45 for the faintest bins, while ProFit increases to 0.23, SourceXtractor++ to 0.18, and

DeepLeGATo to 0.15. DeepLeGATo again starts to be comparable to other codes for IE > 20, and improves

to achieve the smallest dispersion for faint objects. Galapagos-2 is also the best calibrated for IE ≲ 18 for

the fraction of outliers, with less than 4% of outliers, and up to 12% in the faintest bins. It is still the

second lowest for intermediate bins, followed by SourceXtractor++ and ProFit by a few percent. From

magnitudes18 to 26, DeepLeGATo achieves the lowest number of bad fits, below 3%, followed by a fraction of

percent by SourceXtractor++ in the faintest bins. At intermediate magnitudes (IE ≃ 17), DeepLeGATo and

ProFit increase to around 5%, and SourceXtractor++ to 7%.

Free versus fixed bulge component

We additionally asked participants to perform the bulge-disc decomposition with two different settings. In the

first, participants kept the Sérsic index of the bulge fixed to n = 4, which is also the value that was used in

the simulations. In the second setting, the Sérsic index was set as a free parameter. A comparison is provided
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Figure 5.20: Summary plot for the double Sérsic sim-
ulations. From top to bottom: bulge effective radius,
disc effective radius, bulge axis ratio, disc axis ratio,
and bulge over total flux ratio. See Figure 5.11 caption
for extended information.

Figure 5.21: Comparison of the fitting between the
fixed (solid line) and free (dashed line) bulge Sérsic
index models. We can see that overall, letting n free
worsens the results according to our metrics for the disc
component parameters and b/t, while it is less clear for
the bulge parameters. In addition to the usual double
Sérsic parameters, we show in the last row the fitting
of the bulge Sérsic index for the “bulge free” model.

in Figure 5.21, where dashed lines indicate the case of a free bulge Sérsic index and solid lines when the bulge

is fixed. The disc effective radius and axis ratio measurements (right column) deteriorate in all codes when

the bulge Sérsic index is left free, from a few percent to 10% in extreme cases (fainter objects). The effect is

weakest for SourceXtractor++, which seems to be less sensitive to the change of model. As discussed before, the

favourable results could come from their choice of prior for n. We notice the most dramatic effect of switching

from free to fixed bulge Sérsic index in ProFit, which increases the dispersion of b/t measurements by more than

10% for bright objects. Changes for the bulge component are less clear, with some codes achieving better results
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with n free and others worse. For instance, Galapagos-2 has a higher bias when inferring the bulge effective

radius with a free bulge Sérsic index, while ProFit obtains a better result for bias and dispersion, but much

higher outlier fraction for bright objects. Finally, the change in the bulge components for SourceXtractor++

is very small, which could confirm the interpretation about priors, for which we saw in the previous section

that it is stronger for bulge components. In some cases, we observe a significant difference between the free and

fixed Sérsic index models especially for the very bright objects. We cannot find a straightforward explanation

for this behaviour, but we highlight again that this bin represents only a handful of objects. Finally, the

last row of Figure 5.21 illustrates how well a fixed Sérsic index n = 4 is recovered when the parameter is

left free in the model. We observe the same type of behaviour as for the other bulge-component parameters:

SourceXtractor++ achieves the lowest bias and dispersion, driven by an appropriate prior selection, which is

in this case perfectly known. Galapagos-2 achieves comparable results for the very bright objects, but then

tends to over-estimate n for faint galaxies, i.e. giving too steep bulge profiles. The dispersion also gets higher,

as for ProFit. The effect on the bias is the opposite for ProFit, which always under-estimates n.

Multi-band fits

Galaxies change appearance with varying wavelengths (Kelvin et al., 2012; Vulcani et al., 2014; Kennedy et al.,

2015). As a result, the chosen waveband may influence the classification and the determination of a galaxy

structural parameters (see e.g., Häußler et al., 2022 for a detailed discussion). As discussed in the introduction,

in addition to the VIS images, which deliver the highest spatial resolution, Euclid will also provide NIR images

in three filters. In addition, a variety of ground-based surveys such at the LSST will overlap with the Euclid

footprint. While the main focus of the Euclid Morphology Challenge is on VIS, we included the option to

test the capability of software packages to fit images in multiple wavelength ranges. The multi-wavelength

simulations we provided are rather simplistic, with only the total magnitude and the bulge-to-total ratio b/t

changing with wavelength. While the first is extensively analysed in EMC2022a, we focus here on the results

for b/t. We expect that b/t is best recovered in VIS and challenging in other bands due to their lower SNR,

lower resolution, noise correlation, and artifacts related to the re-sampling. However, it is interesting to check

whether the constraints provided by VIS help to improve the morphology estimated in the lower resolution

images.

We received multi-band fitting measurements from Galapagos-2, ProFit, and SourceXtractor++. Not

every team interpreted the task to provide multi-band fitting in the same way and thus methods and decisions

vary from code to code. The Galapagos-2 team ran all the bands simultaneously to produce the different

parameters. In their bulge-disc decompositions, they fixed all the parameters apart from the magnitude, for

which complete freedom to vary with wavelength was ensured. The b/t we compare in Figure 5.22 is constructed

from these magnitude outputs. Note that we only show results as a function of IE magnitudes, which is the
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deepest image by far. The strength of codes like Galapagos-2 lies in improvements for shallower data, like

the NIR images. These can be explored in the online tool. SourceXtractor++ also fitted all the bands in a

joint analysis, with the exception of b/t, which SourceXtractor++ provides directly. This means that the b/t

parameter was fit independently in each band and the overall model amplitude could scale freely. ProFit fitted

all bands independently, and thus galaxies can have different structural parameters in the different bands. This

choice disadvantages the fitting process in the faint or low SNR bands (filters with narrow pass-bands). It did

however give us a good indication that B, D, and O increase for all morphological parameters that we probe,

from IE to NIR y band, typically from a few percent in bright galaxies to 10 and more percent in faint galaxies.

Note that ProFit has the option for a multi-band joint analysis, but this mode was not used for the challenge.

Figure 5.22 summarises the results of fitting b/t across the nine bands, roughly arranged by wavelength8 (four

Euclid filters highlighted by blue shading and five Rubin filters highlighted by red shading), and for three classes

of galaxies: bright (14 ≤ IE ≤ 20, top row); intermediate (20 ≤ IE ≤ 23, middle raw); and faint (23 ≤ IE ≤ 26,

bottom row). The figure uses successful results from galaxies in the one multi-band field, combined in an

overlapping catalogue of around 70 700 objects. Bias B, dispersion D and outlier fraction O increase in the five

Rubin compared to the Euclid bands. This is expected, since they are narrower and thus have less throughput

and being a ground based telescope, Rubin’s PSF is larger than Euclid ’s PSF (0.7′′ vs. 0.16′′), which leads to a

lower resolution. Second, looking at the brighter galaxies, we see that the difference between Euclid and Rubin

bands is larger for ProFit than for the two other software packages. This is a direct indication of the benefit

of fitting images simultaneously. A multi-band approach increases the SNR of measurements in faint bands

(e.g., Häußler et al., 2013). On the contrary, for Galapagos-2 and SourceXtractor++, we can see that there

is close to no effect of the band width on the three metrics of the bright objects. The effect stays low even for

intermediate and faint galaxies (second and third rows). An interesting exception is the extremely faint Rubin

u band, where results are especially unreliable. This result relates back to the dominance of IE, which is by far

the widest, and thus offers the most information from its deeper image.

In general, results are comparable to the analysis of single-band IE b/t measurements (see Section 5.6.3 and

Figure 5.20). Differences between Galapagos-2 and SourceXtractor++ become apparent for faint galaxies

(bottom row), where SourceXtractor++ results are consistently more stable across all bands. The difference

again highlights the importance of the prior or initial guess, especially for faint galaxies. These results suggest

that the simultaneous analysis of Euclid and Rubin will improve the accuracy of measurements in the narrow

bands, mainly by exploiting information from the deep IE band. It also highlights the important synergies

between the two experiments (Guy et al., 2022).

8Recall that IE is very wide, 550−900 nm, essentially combining Rubin’s r, i, and z bands. See Figure 1 of EMC2022a for more
information.
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Figure 5.22: Results for the fitting of b/t in double Sérsic multi-band data. The three lines represent the results
on three different selection of galaxies. From top to bottom: Bright galaxies (14−20mag), intermediate galaxies
(20 − 23mag), and faint galaxies (23 − 26mag). The three columns represents our three metrics, the bias B,
the dispersion D and the outlier fraction O, which are plotted on the y-axis of the corresponding columns.
The x−axis represents the different bands, ordered by increasing wavelength (IE overlaps with g, r and i). The
background colours show the Euclid bands in blue and the Rubin bands in red.
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Table 5.3: Comparison of the scores S obtained by the different codes in all structural parameters for the double
Sérsic simulation (with a fix bulge Sérsic index fit in red, and with with a free bulge Sérsic index fit in black
in black). The last column is the mean of the parameters, first for the bulge components and b/t, second for
the disk components and b/t. DeepLeGATo is not a model fitting algorithm, and thus as no fix or free bulge
Sérsic index modes. A smaller S means a better fit.

Free Bulge Fit

Fix Bulge Fit
Sre,b Sre,d Sb/a,b Sb/a,d Sb/t µb, µd

DeepLeGATo
∅

2.42

∅

0.49

∅

0.50

∅

0.21

∅

0.23

∅

1.05 ; 0.31

Galapagos-2
17.45

23.13

1.46

0.91

2.74

3.50

1.29

0.51

0.99

0.95

7.06 ; 1.26

9.19 ; 0.96

Profit
37.65

89.37

1.37

1.14

1.92

1.76

0.60

0.51

1.22

1.17

13.6 ; 1.06

30.76 ; 0.93

SourceXtractor++
3.00

3.00

0.51

0.48

0.54

0.53

0.29

0.29

0.27

0.26

1.26 ; 0.36

1.26 ; 0.34

Global scores

Finally, Table 5.3 presents the scores S for the double-Sérsic simulations, fitted with a fixed (in red) and a

free (in black) bulge Sérsic index. The score reflects and summarises the analysis previously discussed. First,

the average score for the bulge component parameters (first number of the last column) is much larger than

the values obtained for the disc parameters. It is indeed penalised by the large values of bulge radius fitting,

which range from 2.42 to 89.37. For the disc components, we see that the average score is much lower than for

bulges, with values smaller than 1.2 and hence comparable to the single-Sérsic simulation. DeepLeGATo again

scores lowest for the two components, since it maintains accuracy for faint objects, which are the majority of

the dataset. This outweighs its poor performance at the bright end. On the contrary, software packages that

achieve better results for the bright objects are penalised by their lower performance at the faint end. The table

also summarises differences between free and fixed Sérsic index, as discussed in the previous section.

5.6.4 Realistic simulation results

We call "realistic" simulations those based on an approach using deep neural networks (Section 3.2). These are

therefore inherently different, and by design more closely resemble real galaxies. In our analysis, each galaxy

is characterised by the three parameters effective radius re, axis ratio q and Sérsic index n, comparable to the

description of single Sérsic simulations, but with more complex morphologies. We also notice that as explained

earlier in Section 3.2.3, the limited control of the simulation input parameter can induce a bias in the True

parameters. A comparison with the results of the Sérsic simulations is therefore not straight forward, but it

offers valuable insights into what impact complex structures have on galaxy profile fitting. Notice that only
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Galapagos-2, ProFit and SourceXtractor++ provided a prediction for the realistic simulation which is why

figures are limited to three panels. To the best of our knowledge, a comparison study on the same set of realistic

galaxy morphologies has not been conducted before".

Half-light radius

Figure 5.23 shows the scatter plot for the half-light radius based on the deep learning simulations. The overall

performance is degraded compared to the single-Sérsic simulation, meaning that the distributions are wider

and the measurements are significantly biased, especially at the faint end. However, these factors are difficult

to disentangle. A decreasing accuracy is expected because the Sérsic model is less suited for complex surface-

brightness profiles compared to the analytic simulations. However, the process of generating these simulations

is not free of biases either. As explained in Section 5.3, galaxies in this case have been generated following a

data-driven approach trained on HST observations. The mapping between structural parameters and galaxy

images is also learned empirically and it is therefore not perfect. Interestingly, all codes behave similarly, i.e.,

there is an under-estimation of the radius for faint objects. This might be an indication that the degradation

could be partly explained by the fact that the input is also biased. If this is the case, then we can expect

performance for all metrics on real Euclid observations to be between the analytic and the realistic results.

The top row of Figure 5.26 (note that because bright galaxies were not simulated for this type of simulation,

we reduce the x-axis range from IE = 20 to IE = 26) shows that the bias is similar for the three codes for IE < 23,

but remains more stable for Galapagos-2 (B = 14), followed by ProFit (B = 19) and SourceXtractor++

(B = 24). The dispersion ranges from around 0.3 (0.39 for ProFit) at the bright end to 0.6 at the faint

end, with few percent of differences. This is a factor of approximately3 increase compared to the analytic

Sérsic simulation. The fraction of outliers also increases to 15% (SourceXtractor++), 23% (ProFit), and 34%

(Galapagos-2), which is slightly higher compared to the single-Sérsic case. For the three codes, O follows a

U-shape, increasing at the bright and faint ends. The increase for bright objects might again reflect a simulation

bias since the model was trained with a small number of very bright galaxies, but also the fact that brighter

galaxies have more structures, and thus a larger departure from a Sérsic profile.

Axis ratio

Figure 5.24 shows the results for the galaxy axis ratio q. The first impression is similar to that for the half-light

radius: the wings of the trumpet shape are wider compared to the single-Sérsic case; however, the bias is no

longer an issue as it was for the radius. The three codes are overall very consistent with each other.

Looking at the second row of Figure 5.26, we see a small bias for all codes, from less than a 0.01 for

Galapagos-2 (0.02 for SourceXtractor++ and 0.035 for ProFit) up to 0.04 for ProFit and SourceXtractor++

for faint objects. As for the single-Sérsic case, the bias for Galapagos-2 and ProFit decreases in the fainter
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Figure 5.23: Fitting results for the effective radius of
the realistic simulation. Notice that only three codes
provided results for the double Sérsic simulation. From
top to bottom and from left to right: Galapagos-2,
ProFit, SourceXtractor++. See caption of Figure 5.7
for further information.

Figure 5.24: Fitting results for the axis ratio of the Re-
alistic simulation. See caption of Figure 5.7 for further
information.

magnitude bins, down to −0.04 for Galapagos-2, but are low in general (|B| < 0.04). This might be an

indication that the input simulations are less affected by systematics for this structural parameter in particular.

The overall ellipticity is indeed less dependent on the galaxy surface-brightness profile. The dispersions are

somewhat higher than for the single-Sérsic case, but stable for SourceXtractor++ around 0.16, and from 0.17

up to 0.28 for the other two software packages. For the outliers, SourceXtractor++ and Galapagos-2 achieve

similar results, with a fraction around 2% (4% for Galapagos-2 at the fainter end), while ProFit seems more

affected by the features in the simulation, with 4.5% to 7% of outliers, which is approximately 10 times higher

than for the single-Sérsic case (compared to 5 times larger for the other software codes).

Sérsic index

We finally focus on the estimation of the Sérsic index n. As explained in Section 5.6.2, we analyse log10(n)

instead of n. Figure 5.25 is very similar to that of the axis ratio: the trumpet shape is wider than for the single-

Sérsic case, but with no major bias. In the last row of Figure 5.26, we see that indeed, SourceXtractor++ has

close to no bias for the all ranges of magnitude, while ProFit and Galapagos-2 retain a low bias (< 0.05),

with an increase up to 0.14 for Galapagos-2 in the faintest magnitude bin. The dispersion of Galapagos-2

and ProFit are very similar (and the lowest, compared to SourceXtractor++) around 0.18, here again until

the faintest magnitudes. In the last bin, SourceXtractor++ achieves a reasonable bias (0.25), while ProFit

goes up to 0.30 and Galapagos-2 to 0.43. The dispersion and biases are roughly 2 times larger than in the
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single-Sérsic case. The same behaviour can be seen in the outlier fraction, with a small fraction (5%) for IE < 23.

The outlier fraction of SourceXtractor++ does not increase significantly for fainter objects, but it O reaches

20% in ProFit, and 40% in Galapagos-2, which is, for all codes, much larger than the outlier fractions we

reported from simulations created with analytical profiles.

Figure 5.25: Fitting results for the Sérsic index of the
realistic simulation. See Figure 5.7 caption for ex-
tended information.

Figure 5.26: Summary plot for the realistic simulation.
From top to bottom: effective radius, axis ratio and
Sérsic index. See Figure 5.11 caption for extended in-
formation.

Global scores

Table 5.2, which we already discussed in Section 5.6.2, also shows in black the results for the more realistic

simulations. Overall, measurements are less accurate in the deep learning generated images, with a degradation

between 2 times to 5 times, based on our metrics. The most stable parameter compared to the analytic

simulation is q, followed by n. The hardest to capture in realistic simulations is the radius re. Overall,

SourceXtractor++ and ProFit achieve similar results, where ProFit benefits from its high completeness, and

Galapagos-2, though less complete, achieves robust results in more complex morphologies. Average scores µS ,

range from 1.8 (Galapagos-2), to 2.5 (ProFit), and 3.8 (SourceXtractor++).

5.6.5 Uncertainty quantification

Another goal of this challenge is to review the ability of software packages to predict the uncertainty related to

each measure. Each participant was asked to provide the 1σ uncertainty for every parameter and every galaxy,

called σp. To quantify the quality of this prediction, we tested whether each parameter prediction Pp of each
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galaxy falls inside the predicted error interval,

Tp ∈ [Pp − σp, Pp + σp]. (5.9)

If it does, then we attach a flag ‘1’. If it does not fall within this interval, then the prediction is flagged ‘0’.

Following a frequentist approach9, if σp is indeed the 1σ uncertainty, then 68% of the galaxies should be flagged

1. DeepLeGATo does not feature in this section because the network only provides point estimates and no

reliable uncertainty estimation was available in the version that was used to obtain results for this challenge.

Single Sérsic simulation

Figure 5.27 assesses how well uncertainties are predicted in each code for the single-Sérsic -simulations per bin

of IE magnitude. The red dashed line indicates the fraction of objects that should be obtained if the uncertainty

was well calibrated. We also show the overall calibration of the entire sample, which we present on the same

plot on the right, highlighted by blue shading.

It becomes immediately obvious that the uncertainty is always under-estimated for all codes and parameters.

Galapagos-2, Morfometryka, and SourceXtractor++ under-estimate the uncertainties of their effective radius

measurements in similar ways: around 58% of object are well-calibrated (instead of 68%). Size uncertainty esti-

mations are worse for bright objects, which is common for all codes. This suggests that the uncertainty is mostly

related to the flux of the objects. This under-estimation is most substantial in Morfometryka, which has almost

no well-calibrated bright objects, but over-estimates uncertainties in the faint end. This behaviour is similar,

but less striking for SourceXtractor++. The middle and right panels show uncertainty calibrations for axis ratio

and Sérsic index measurements. The performance we just described is roughly comparable in all parameters.

Nevertheless, reported uncertainties for the axis ratio seem to be best calibrated by SourceXtractor++ (the

bar is close to 68%). They are also less affected by the magnitude. ProFit’s uncertainty estimation of axis

ratios is also much better calibrated than for the radius, with a global score of 60%, similar to Morfometryka.

Overall, Galapagos-2 has only 45% of its axis ratio measurements well calibrated. This is also the average

estimation for uncertainties of the Sérsic index (between 45% and 50% are correctly estimated), worse in bright

objects than in faint objects.

Double Sérsic simulation

In Figure 5.28 we evaluate uncertainty estimations of measurements from the double-Sérsic simulations. We

collect and compare uncertainty estimates for three codes SourceXtractor++, Galapagos-2, and ProFit. While

we see similar trends to single-Sérsic estimates–better calibrations for faint than for bright objects, we also notice

9We only have one prediction for each object, thus we are not able to perform a proper Bayesian analysis.
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Figure 5.27: Uncertainty calibration for the single Sér-
sic simulation. The x-axis represents four bins of IE

magnitudes. The y-axis shows the fraction of object
per bin of magnitude for which the True value of a
parameter falls in an interval of the predicted 1σ un-
certainty centered on the predicted value. The final bin
is for all objects, regardless of their magnitude.

Figure 5.28: Uncertainty calibration for the double Sér-
sic simulation. See Figure 5.27 caption for extended
information.

some improvements. e.g. SourceXtractor++ is overall well calibrated for the bulge radius and for the bulge q.

Importantly though, the all codes still under-estimate their uncertainties, especially in bright objects. For the

disc q, ProFit is better calibrated, with a score of 60%, while Galapagos-2 only scores 30%, and the same for

the bulge q. Some of these may be alleviated by employing Galapagos-2-specific flags, which were not used in

this analysis but introduced in EMC2022a, and investigated in detail in Häußler et al. (2022). For the bulge q,

ProFit over-estimates the uncertainty. For the disc radius, all the codes are under calibrated, with a score of

about 60% for SourceXtractor++ and Galapagos-2, and 40% for ProFit.

5.7 Discussion

5.7.1 Effect of PSFEx

The challenge instructions to the participants did not restrict or predict procedure steps, but left maximal

freedom to allow for best choices of the experts. This lead to individual decisions and interpretations of the

Challenge requirements. One such choice by SourceXtractor++ was to employ the full pipeline, including

some important pre-processing steps. In preparation for model fitting with SourceXtractor++, the team made
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modifications to the data that was provided by the challenge team, in order to treat them the same way

they would treat real data. In particular, the Rubin-like and Euclid NIR images were re-sampled back to

their original pixel scale (0.2′′ and 0.3′′ respectively). The team also extracted oversampled PSF images using

thePSFEx software. They thus used the provided PSF images in the given sampling and have oversampled PSF

images in all bands. This choice was made based on the team’s assumption that it was an essential condition

to deliver satisfactory results. The outcome of the SourceXtractor++ team’s internal checks found that PSF

images were sufficiently well oversampled (two times for Rubin-like data, and three times for the Euclid NIR

bands), but not for the IE band. They concluded that their own PSF created byPSFEx could improve results

for morphometry and stellar photometry with a 1/0.45 oversampling factor. Figure 5.29 compares outputs

that do and don’t use this step of the SourceXtractor++ pipeline. Dashed lines (withoutPSFEx) uses the PSF

we provided, the solid line uses the re-sampled PSF afterPSFEx was employed. Especially the performance of

measuring the axis ratio and Sérsic index improve, but also the effective radius.

Figure 5.29: Summary plot with the comparison of the fitting with (solid line) or without (dashed line) the use
ofPSFEx. WithPSFEx (as in the rest of the paper), the results are still slightly different from the paper because
we only analyse one field.
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5.7.2 Inspection of selected quality flags

As presented Section 5.6.1, some participating software packages also include flags with additional information

which allow the independent user to choose to reject objects based on certain criteria. In addition, some codes

give more flags than others and therefore lead to more or less restrictive common catalogues. Since we are

interested in relative fit qualities, we have decided to use a common catalogue that is as inclusive as possible,

i.e., that maximizes the number of objects to test how the individual codes deal with the same set of difficult

objects. This naturally affects the result on a code-by-code basis to some extend. In order to investigate the

gravity of this affect, we here test a number of selected flags.

Regarding Galapagos-2 , we have tested the impact of the constrain flags (USE_FLAG_SS, USE_FLAG_BULGE_CONSTR

and USE_FLAG_DISK_CONSTR) on the summary figures. For the single Sérsic case, we remove all galaxies which are

not constrained, which represented 4% of the common catalogue. These are mainly faint galaxies (Figure 5.30),

improving the results by few percent in the last magnitude bin. Removing those galaxies also improves the

results for Morfometryka and ProFit, which indicates that all three codes returned unreliable measurements

for these galaxies, but only Galapagos-2 specifies this with a flag. For the double Sérsic simulation, presented

in the right panel of Figure 5.30, we remove galaxies where the bulge or the disk fits were not constrained. This

is the case for 13% of the catalogue, mainly because the bulges were not constrained. This is a non negligible

impact for the bulge components, and that the impact is greater for Galapagos-2 than for other codes. This

indicates that the same galaxies are successfully fit by some codes, and not by others, some of the codes (like

Galapagos-2 and Morfometryka) have additional quality flags in place to inform the user.

As mentioned in the text, we also studied the impact of the objects flagged as “TARGETISSTAR” by Morfometryka.

We have shown in Figure 5.8 the trumpet plot of the fitting of the single Sérsic effective radius fitting by

Morfometryka, and conclude that taking into account this flag will remove the bi-modality, as explained Sec-

tion 5.6.2.

5.8 Summary and conclusions

The Euclid Surveys will become a reference dataset for studies involving galaxy structure and morphology due to

the unique combination of wide area and high spatial resolution. In this paper, we have described the results of

the Euclid Morphology Challenge to quantify the performance of five state-of-the-art surface-brightness-fitting

software packages on simulated Euclid imaging data. This paper is the second part of the two paper discussing

the EMC. While the companion paper (Euclid Collaboration: Merlin et al. 2022) focuses on results related to

the photometry, we have focused on the results concerning the morphological parameters only. We compare the

results after measuring structural properties of simulated galaxies in fields that mimic Euclid observations with

the VIS instrument from DeepLeGATo, Galapagos-2, Morfometryka, ProFit, and SourceXtractor++. The
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Figure 5.30: Summary plot comparing the fit on single Sérsic (left) and double Sérsic (right) simulations with
or without taking Galapagos-2 constrain flags.

simulations we use include single- and double-component Sérsic profiles, as well as more realistic data-driven

generated galaxies. In addition, one field was provided in multiple bands that included Euclid NIR YE, JE, and

HE filters and ancillary data from the five optical Rubin bands u, g, r, i, and z, to test possible multi-band

fitting routines.

Figure 5.31 visually summarises some of the main results of this work. This figure shows one example of a

bright, intermediate, and a faint galaxy as fitted by each software package and for each type of simulation. We

also show the residual images obtained after subtracting the best fit model from the original image. The figure

illustrates several of the key trends raised in this work.

Single-Sérsic simulations (first three rows) yield the best results, with the lowest residuals, always remaining

below 4σ of the noise level. All codes show very similar results, confirming that one component fits are robust

down to an SNR of 5 for simple simulations.

Bulge-disk decompositions (middle three rows) are more challenging to perform, as evident from the residuals

of subtraction, with clear features remaining. However, the results vary for each code. DeepLeGATo and

SourceXtractor++ in particular appear to show smaller residuals at the faint end. We argue that this result is
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mainly due to assuming a prior distribution that is close to the true distribution, as opposed to the other codes.

The fit at low SNR is therefore highly dependent on the assumed prior, reflecting the limited constraining power

of the data.

The fitting of realistic simulations (last three rows) results in systematic uncertainties that arise from using

simple Sérsic models to describe the surface brightness distribution of galaxies at high spatial resolution. As a

consequence, the residuals disclose the more complex structures that the basic model is unable to capture. For

example, the brightest example galaxy (first row of the block), reveals a complex morphology with spiral arms

and clumps. Galapagos-2 and SourceXtractor++ tend to fit the bright bulge of the galaxy, but not the disc.

However, in order to capture the global flux distribution of the galaxy, the bulge flux is over-estimated, leading

to a very strong positive residual in the bulge, and a negative residual in the disc. ProFit fits a galaxy with

a lower Sérsic index, which leads to a lower residual, where only the non-linear complex features of the galaxy

remains. For the intermediate and faint galaxies (two last rows), we see here again some complex structures in

the residual, which are very similar in all the codes. To our knowledge, this is the first time that several fitting

codes have been tested on the same non-analytic simulations.

Figure 5.32 summarises the main trends through the global score S for every parameter, as well as for each

code, and type of simulation. We emphasise that while this score is informative, it is not intended as a universal

ranking of the different codes. For this reason, we provide an online interactive tool along with this publication,

which allows the user to plot different quantities to accommodate and support choices of each unique science

case.

We summarize below the main conclusions of our analysis below.

• Single-Sérsic parameters (re, q, n) of Euclid VIS galaxies can be estimated with a bias and a dispersion

lower than 10% down to a SNR per pixel of approximately 1. This will include imaging for 400 million

objects by the end of the mission. Despite some differences between the different software codes tools,

they all achieve consistent results.

• We find that bulge-disc decompositions are often unstable. In particular the properties of internal struc-

tural components (i.e. bulges and discs) can only be recovered in a reliable way (B < 0.1, D < 0.1) when

they dominate light distributions (b/t > 0.8 for bulges and b/t < 0.3 for discs), even for bright objects.

Interestingly, we find that the bulge-to-total ratio is well recovered with less than a 10% dispersion, es-

pecially by DeepLeGATo and SourceXtractor++. We argue that this is related to the priors assumed by

these two codes, which are closer to the true distribution.

• The different software packages are also tested on galaxies generated with more realistic morphologies.

We find the the overall performance degrades by a factor between 2 and 5 on average, depending on

178



Figure 5.32: Summary of the global scores Sp for the single Sérsic, double Sérsic and realistic simulation. The
x-axis shows the different parameters, of the different simulations (single Sérsic , double Sérsic and realistic in
shaded blue, red and green). The global score µS corresponds to the mean of the Sp. The y-axis represents the
corresponding global score S, for each parameter and code. The lower the score the better.

the structural parameter in all the considered metrics, i.e., bias, dispersion and number of outliers. We

discuss, however, that this factor might be enhanced by some intrinsic biases in the simulations.

• All codes tend to underestimate the uncertainties in the measurement by a factor of around 2. This is

even true for Bayesian codes like ProFit.

• A simultaneous fit of Euclid and Rubin-like images results in an improvement of the structural parameters

obtained from ground based data, highlighting the significant synergies between the two projects.

• Deriving good initial values or priors is important for all fitting parameters, especially during a bulge/disc

decomposition (e.g., Lange et al., 2016) where the constraining power of data is limited.

• An improved model of the PSF that takes into account the under-sampling can play an important role in

improving the accuracy of the shape measurements.

• While we do not perform an in-depth analysis of the computational time and resources, we can stress

that there are non-negligible differences between the various software packages, with, e.g. DeepLeGATo

being very fast in GPUs, while Bayesian analysis such as ProFit requires longer runs. See the appendix

of EMC2022a for a more detailed analysis.

Regarding the global results of the EMC, we repeat here the same general conclusions that we discussed in
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the companion paper, EMC2022a, namely:

“We did not attempt to investigate the performance of the model-fitting algorithms in the context of the

Euclid Deep Survey (Laureijs et al., 2011). It is reasonable to expect that the results should be similar to

those obtained for the Wide Survey at equivalent S/N, although the increased level of contamination and

blending might worsen the performance. Dedicated simulations would be required to quantitatively confirm

this hypothesis, but this is beyond the scope of the present study.

The results of the EMC set the baseline to decide which algorithm is to be implemented in the Euclid

pipeline. One possible way to proceed might be to use the computational power of DeepLeGATo to provide fast

and reliable priors to SourceXtractor++; we will investigate this option in the next future. However, given

the many different approaches and techniques adopted by the participants (different use of priors, different pre-

processing strategies, different approaches for multi-band fitting, etc.) and the other parameters not included

in the metric that should be taken into account (such as the computing time, required resources, compatibility

with the current pipeline, accuracy of uncertainty budget estimates etc.), it is important to stress that the

results presented in this work and in EMC2022[a] must be interpreted with caution. We followed one possible

approach to analyse in a compact way a very complex and multi-layered data set; and we emphasise that some

of the software packages might be better suited than the ones obtaining the best score here, for other specific

science cases. We invite the interested reader to check the full set of results using the online tool.

It is worth stressing that the results obtained for the EMC [...] were used by the developers to improve and

in some cases significantly upgrade the software packages, which is per se a relevant outcome of this work.

Future work will include testing at least some of the software packages in more realistic environments using

Euclid official simulations, and finally the implementation in the Euclid pipeline of the chosen algorithms.”

An additional study would have been to study the impact of blending in the galaxy fitting: by running

the PUnet in our field, allowing us to identify the blended galaxies, we could have compare the results of the

different software packages on a sub sample of blended and non-blended galaxies.
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Chapter 6

Summary and conclusions

In this thesis manuscript, I have detailed my work which essentially revolves around galaxy morphology, with

also some implications for cosmology. My work has been part of a more global collective effort within the

Euclid Consortium, aiming to improve the data processing pipeline for a better preparation of the mission. I

have particularly focused on evaluating the practical potential of data-driven approaches such as deep learning

to address different problems. I have namely explored generative modelling to provide realistic simulations

(Chapter 3) and probabilistic deep learning for detection and deblending (Chapter 4). I have also contributed

to precisely quantifying the potential of Euclid for measuring galaxy structure with state-of-the-art approaches

(Chapter 5).

This thesis is the achievement of three years of research, to which two extra years of Master thesis need to be

added. In addition to the scientific papers used to build this manuscript, I tried to use a pedagogical approach

to write this thesis manuscript. To this intent, I wrote an introduction (Chapter 1) with a hierarchical approach,

from the very basics of cosmology and galaxy formation to the specifics goals of my thesis. Even though the

content of my work is focused on more technical aspects, I believe it was important to provide the reader with a

broader context of why this thesis is scientifically relevant. Since my work lies at the frontier between cosmology

and astrophysics, software engineering and data science, I tried to address some of the main aspects of these

areas. Even though the outcome of my work was not direct cosmological results, I think I could not present a

work fully dedicated to Euclid, a cosmological mission, without introducing the cosmological context. I tried,

historically and pedagogically, to go from the Galilean space to the most state-of-the-art model of our Universe.

I hope this short summary of the main aspects of cosmology might be a good gateway for non-experts. Following

this hierarchical introduction, the main results which led to our current understanding of galaxy formation and

evolution through time are presented in Section 1.2, but also the missing pieces of our models. It illustrates

why studying galaxy morphology is an important ingredient for constraining galaxy formation. It is also the
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core of my thesis. Finally, to introduce the more technical ingredients of my work, I have presented the concept

of large galaxy surveys. Showing why these missions are crucial for both cosmology and astrophysics and why

they need new tools such as data-driven approaches, I have motivated the main concepts and methods I used

for this work.

Since the thesis mainly focuses on deep learning, and since it is not yet a standard tool in astrophysics, I have

dedicated a chapter to introducing some of the basic concepts. (Chapter 2). Following as well a pedagogical

approach, it was written to give any reader the basic context of how machine learning and deep learning are

used in extragalactic astronomy. It also concisely describes the basic blocks and methodologies to build, train

and test a neural network. I hope this approach will give the readers the tools for understanding the more

complex deep learning algorithms I have developed and used in my work. It was also intended to be a possible

reference for future students in astrophysics willing to use deep learning techniques.

Realistic galaxy image generation

In the first chapter of results (Chapter 3), based on my first published work (Euclid Collaboration: Bretonnière

et al., 2022a), I have described our efforts to improve the galaxy simulations currently used by the Euclid

Consortium and how to use them to forecast the potential of Euclid to detect complex galaxy morphologies.

With this work in close collaboration with the authors of Lanusse et al. (2021), we started to demonstrate the

significant impact that deep learning generative models can have on simulations. We were able to demonstrate

that we can simulate complex galaxies beyond analytical models and that we can actually use these simulations

to produce scientific results. We were able to use these simulations to forecast up to what redshift, stellar mass

and surface brightness Euclid will be able to resolve complex galaxy structures. These statistics, which were

never calculated for Euclid before, are important for all the galaxy science which will be done within Euclid. For

example, there is an ongoing effort on the galaxy morphology work package to find new ways to classify galaxy

morphologies. My forecast will be used to know which method should be employed and up to which magnitude,

but also how much data we will have to process. In addition, we have spent a significant amount of time thinking

about how to generalize this type of approach to other large galaxy surveys. We have first created a benchmark

to compare the execution time of my model with analytical profiles to find the best way to use them with a

reasonable computational cost. In addition, we showed that it is possible by proposing an implementation and

working with Euclid developers to load deep learning models inside a constrained environment. In my opinion,

these efforts are crucial to reach an approval of scientific results with deep learning and their official usage inside

large missions.

While we have limited the use of the FVAE to a specific case to work on the Euclid simulation pipeline and

forecast global numbers about galaxy morphology, I believe it has great potential. For example, we know that
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multi-band imaging is a powerful tool for galaxy science (but also cosmology through photo-z). With multi-band

imaging observations (e.g. HST CANDELS), a VAE could learn how to simulate complex galaxy morphologies

with including colour gradients. We have already started implementing such a FVAE (Section A.1), which could

be of interest for Euclid and for any large galaxy survey preparation. In addition, the property of the flow to

be conditioned on any physical parameter is very promising. Indeed, regarding morphology, there are currently

no existing classical or data-driven methods to simulate precise types of galaxy structures, such as bars, rings,

dwarf galaxies etc. The work we have started with the CANDELS dataset could be a first step towards a FVAE

conditioned on such parameters. Here again, such an emulator can be of interest to many scientists working on

galaxy formation. Also, note that even though the detail of the structures simulated by our FVAE was enough

for the purpose of the paper, we could significantly improve their complexity and precision by training on an

adapted training set, using, for example, a cut on magnitude thanks to our forecasts. This could of interest for

researchers working on the local universe. They require precise and well resolved structures. These simulations

could be used for example to train the models which will be used for classifying galaxy morphology.

Deblending forecast

In Chapter 4, Section 4.2, I have then presented my work on the impact of galaxy blending for Euclid . We have

done the first systematic quantification of the number of blended objects in Euclid, classified with different flags

depending on the amount of overlap between galaxies. We have shown that the number of problematic blended

objects will be relatively small for the Euclid Wide Survey (∼ 6% of the galaxies) but much more problematic

for the Euclid Deep Survey (∼ 16% of the galaxies). I also have presented our work on an online platform which

allows anyone to do a personalised forecast on a specific science case.

While we focused here on the Euclid Survey, it would have been interesting to simulate the exact same fields

with the properties of different surveys. For example, to precisely explore the differences between ground-based

and space-based surveys (e.g. Euclid vs Rubin).

Probabilistic detection of blended objects

In Chapter 4, Section 4.3, I have shown how we developed, based on the work of Boucaud et al. (2020), a

new method for detecting galaxies. It focuses on blended objects and uncertainty quantification with prob-

abilistic architecture. This approach was motivated by the deep learning-based works such as Morpheus or

SourceXtractor++, but lacked a good calibration of the uncertainty. In addition, I think that segmentation of

blended galaxies is among the best problems to tackle with deep learning: this is a classical computer vision

problem for which we know machine learning is powerful, and it is a scientific domain where the black-box issue

is not that problematic. Indeed, how the model performs the deblending is not crucial if we can prove that the

segmentation is meaningful and robust. We have started to show the potential of the PUnet in Bretonnière et al.
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(2021), and we are currently producing a finer analysis to be submitted to an astrophysical journal. Following

a current trend in the community, I believe that a well-calibrated uncertainty in deep learning could enable to

move another step forward in the direction of a broader acceptance of these techniques, which in my opinion,

are crucial for this era of data-driven astrophysics and cosmology. Providing the community segmentation with

a pixel-wise uncertainty can be a good way to adapt to specific science cases, e.g. allowing the user to choose

between completeness and purity.

Another aspect that we focused on is the possibility of a model to be as independent as possible of the training

survey. While we had no time to test it, our model’s reconstructing truncated profiles makes it more independent

of the telescope’s field of view. In addition, our stamp-wise normalisation should make it independent of the

telescope sensitivity. Finally, the fact that our masks are only a function of the SNR should make it more robust

to the instrument (e.g. the PSF) than a radius-dependent definition. I think all these efforts are crucial to

making deep learning methods easily usable by the community instead of being restricted to one specific science

case and instrument.

Here again, there is still a lot of potential to explore. First, a complete comparison between other state-

of-the-art algorithms would be interesting, for example, to see if some are better for specific blended scenes.

A segmentation challenge like the one I presented in Chapter 5 could give an interesting insight into a large

number of existing software. While we had a promising result on the meaning of the uncertainty, understanding

more in-depth how the PUnet models this uncertainty would be very interesting, for the PUnet in particular

but also the community focusing on uncertainty quantification. For this, exploring the distribution learned by

the encoder could be insightful. I would also want to take into account the epistemic uncertainty of the model,

with, for example, the use of MC-dropout (Gal & Ghahramani, 2015).

Finally, the next step, already started with the individual map reconstruction, would be to completely

separate the sources with a proper reconstruction of the separate profiles. We have started implementing the

PUnet as a possible deblender algorithm inside the SourceXtractor++ pipeline and begun discussing with the

MER team for a possible integration of the PUnet inside the Euclid Ground Segment.

Morphology challenge

In Chapter 5, I have presented my work around the so-called Euclid Morphology Challenge. As the name

suggests, this challenge tackles Euclid ’s capacities to retrieve the parametric morphology of galaxies. I was

involved both in the generation of the data used for the challenge and the analysis of the results, which led

to two Euclid Pre-Launch Key Papers, Euclid Collaboration: Merlin et al. (2022) (third author), and Euclid

Collaboration: Bretonnière et al. (2022b). It was the first time that so many state-of-the-art fitting software

were compared on the exact same data set and analysed by a team which is not biased towards any codes. In

addition, to help the Euclid Consortium choose a galaxy-fitting software, it helped some participants identify
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weaknesses in their software. Acknowledging that this kind of study is not just a “competition” but can effectively

improve the software is a good lesson.

Because of the great dimensionality of the problem (five participants, between four and six parameters to

analyse, on three types of simulations), we were confronted with what we could call the “curse of plotting”.

Indeed, the amount of information in the data set is enormous, and thoroughly analysing it is not compatible

with a standard scientific paper. We first had to make scientific choices to determine the critical information to

deliver the most results and thus limit to an acceptable number of plots. But we have also tackled this big-data

problem by developing a web interface where interested readers can fully reproduce the paper and beyond. All

the plots can be fully customised in the sense that all the scales can be chosen for better visualisation. Still, the

metrics can also be plotted regarding parameters not analysed in the paper. This allows everyone to extract

more information than the one we chose for the article. In my opinion, this kind of tool could be more broadly

used to explore data sets that are becoming more and more complex with the new surveys. Having reproducible

but also results that can be adapted to particular science cases can add significant value to a scientific study.

Regarding the continuation of this challenge analysis, it would be insightful to investigate more carefully

the uncertainty calibration, e.g. by looking at the correlation between the error and the uncertainty. It could

provide clues to see if it is really calibrated on the difficulty of the fit or more on fixed physical parameters

(e.g. does faint objects always have high uncertainty, even if they are well-calibrated). There is still a lot to

study regarding the multi-band data. It would be interesting to analyse with more complex simulations, i.e.

having non-identical structural parameters in each band, instead of just b/t as it was in the current challenge.

Another possible challenge currently discussed in the Consortium would be to focus on local galaxies with

multi-component fitting.

We also learnt a lot about the difficult and somewhat cumbersome task of organising and analysing a

challenge. For example, we have learnt that the participants’ instruction must be very clear from the beginning

or to consider the plots we want to study prior to the organisation. I think that in cases such as this one, instead

of a “challenge”, this study type should be approached more as a precise comparison. It is very insightful about

the software’s different behaviour, strengths and weaknesses, understanding why some can perform better in

particular scenarios, etc. With this kind of approach, all can benefit in a more friendly way from the results

of the study. In addition, it is usually impossible to define a global score that can reflect the software’s overall

performance. I think that we could provide this knowledge and experience to other kinds of challenges, which

are undoubtedly a great way to improve the community. We have already started to help and advise a team

organising a challenge about mergers classification.
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Additional projects

Finally, I present in Appendix A other works that I have conducted or closely mentored: multi-band emulation

with the FVAE, catalogue comparison with Self-Organising Maps, and star formation history prediction with

CNNs. The first one was conducted first by myself and then by an intern I mentored. Same for the second

project. I have learnt a lot with these two projects, trying to share my expertise and learning with and from

them. The last project was started during a one-week “hackathon”. Here again, In my opinion, this way of doing

science can be compelling, by mixing people from different backgrounds around the same type of techniques. It

also imposes working together sometimes on the same computer, an experience from which one can learn a lot

about the day-to-day habits of other scientists. While it is usually hard to keep these projects long-term, we

are still frequently meeting, in a different but interesting work rate.

Working in a large consortium

Working inside the Euclid Collaboration has been challenging but also an excellent place to learn how to work

in large teams, with several groups and to acquire various skills. Indeed, by closely collaborating with the

Euclid simulation team, the team responsible for the catalogue production, and science working groups such as

galaxy morphology, I have learnt technical, analysing and scientific knowledge. It also allowed me to present my

work at various conferences, advertising my papers but opening new collaborations and discussing new ideas

to improve or use the tools I developed. Finally, it allowed me to work in two countries and three institutes,

teaching me how to adapt to different environments. I have learnt a lot working with these groups, with other

specialities (galaxy science, cosmology, deep learning), and I think this is an excellent way to learn during a

thesis but also to do science in general by interacting and developing interdisciplinary studies.
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Appendix A

Additional projects

During my thesis, I also spent time working on parallel projects, on my own or supervising master students.

While they did not fully worked, or are not mature enough yet for publication, I think it is a non negligible

part of my three years of work, and I will thus briefly present them here.

A.1 Multi-band emulation with FVAE

The FVAE I have presented and deeply analysed during this thesis works on a single band, i.e. producing

only VIS like images. Nevertheless, there is no specific reasons for the network not to work with multi-band

data. Theoretically it is only needed that the input contains information about the different bands to learn

the correlation between filters. To do so, I have during my first year started to prepare the dataset, and the

architecture, with HST multi-band images, the CANDELS survey. I spent some time dealing with the different

bands, building the most suitable training set. In addition, because CANDELS has a detailed morphological

information (with e.g. a spheroid/spiral/irregular classification), it was a first step to condition the flow to more

complex morphological parameters.

I then supervised with M.Huertas-Company a master student, Thomas Sainrat, to pursue this work, in

addition with helping him on deblending-related work. We selected the HST band which is the closest to the

Euclid VIS band (F850). Our model is thus now working with an input made of two filters, a concatenation

of the F160 and F850 band, with their corresponding PSF and noise level. We obtained encouraging results at

the end of the internship, with the production of multi-band galaxies. I show in FigureA.1 an example of the

reconstruction of a spiral galaxy, in the two selected bands. We can see that there seems to be more structures in

the VIS reconstructed image than in the NIR one, as it is with the input. In addition, we found meaningful color

dependence on the 2D surface brightness, where we compared the difference in magnitude between the galaxy

in VIS and NIR (from the catalogue for the observed images, and from a SExtractor fitting for the FVAE
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Figure A.1: Multi-band reconstruction of a CAN-
DELS galaxy. T.Sainrat

Figure A.2: Color differences in multi-band emu-
lation. Courtesy to T.Sainrat.

emulations, see Figure A.2). We also started to stack 1D profiles to see if we found the expected behaviour, e.g.

the central part should be brighter in IR (old red star in the bulge) than in the disk (young blue stars).

While we still lack of human-power to pursue this projects, I hope to be able to supervise the implementation

of more complex behaviours.

A.2 Catalogue comparison with Self Organising Maps

This project was first motivated with the idea of giving a quality quantification to the galaxy emulated by

our FVAE. One first approach to do this is to compare the training catalogue and the catalogue used for the

new simulations. Indeed, one can expect a strong correlation between the density of galaxies in the catalogue

parameter space and the quality of the emulation: if a galaxy in the new catalogue is very different from any

galaxy in the training catalogue, the flow and the decoder will struggle to map and decode it. On the contrary,

if the galaxy is similar to the average galaxy used for training, we can expect a better reconstruction. In this

project, we wanted to compare the two catalogues (COSMOS and the Euclid Flagship), and give a flag to the

simulation directly link to the density mention earlier. In addition we wanted to see if there were galaxies which

we should not simulate because diverging too much from COSMOS. Finally, it is also a a good way to test the

Flagship, which is a simulated catalogue. However defining the density of points in the catalogue parameter

space is not trivial: we are talking here of a complex manifold at four dimensions (magnitude, radius, ellipticity

and Sérsic index), or even more if we are interested in the double Sérsic component catalogues, which is difficult

to sample (see the discussion about the curse of dimension Section 3.2.2).

One way to perform this study is to use a dimensionality reduction technique, i.e. to project meaningfully
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the four dimensions in a 2D space, where it is easy to compute the density. This is a known task for ML

algorithms, with architectures such as UMAPs (McInnes et al., 2018) or t-SNE (van der Maaten & Hinton,

2008). Yet, we chose a third type of algorithm, called Self Organising Maps (SOMs), which has the advantage

of producing a discrete 2D space, which is ideal to compute densities. We have explored this idea with O.Roth,

a first year master’s degree student. I will present briefly the methods (Section A.2.1), and the first results on

the COSMOS/Flagship comparison (Section A.2.2).

A.2.1 Self organising maps

SOMs is a simple one-layer ML algorithm. Its objective is to map a n-D space (n > 2) into a smaller space

(usually 2D). In addition, the output space is discrete, in the sense that the possible values inside the 2D space

are quantified, forming a fixed grid with cells. The resolution of this grid (i.e. the number of cells) is one of the

hyper-parameter of the model. Each cells (or unit) U⃗i is a vector with as many values as the dimension of the

input space, which are the weights of the model. We can see the SOM as a 2D grid with different layers. Thus,

if we have a N = n×m grid, and the input space has k dimension, the network will have N × k weights. SOMs

are not trained with gradient descent. For each input x, a distance, e.g. the Euclidean distance, is computed

between x and each U⃗i. Doing so, we can compute the best matching unit (BMU), defined as the “closest” node

from the input. This BMU will be updated (i.e. trained) to be closer to the input, with a certain rate. In

addition, the other units will also be updated to be closer to the input, but with a decreasing rate the more far

they are from the BMU, forming circles of equal learning rate. This procedure is repeated on each input xi.

Finally, the radius in which the units are updated (or the slope of the decrease) is decreased during training.

This way, in the beginning, most of the nodes are connected, leading to a global organisation of the SOM. Then,

with the decreasing area of connection, the SOM can learn finer structure. When the SOM is trained, we can

test if it has learned a meaningful mapping of the inputs.

A.2.2 Results on the Flagship and COSMOS catalogues

We wanted to compare the Euclid Flagship and the COSMOS catalogue. The way to do this is to first train

a SOM on the more general (i.e. the one with the most diversity), and the project the COSMOS galaxies

in this previously trained SOM. For each galaxy of the Flagship we want to simulate, we will see how many

similar COSMOS galaxies fell in the corresponding cell. I show first in FigureA.3 the result of the training of

the SOM in the Flagship, which we chose as the base of the SOM. Indeed, the Flagship being a simulation, as

explained earlier, there is no observation bias or limitation, leading to a larger catalogue both in numbers but

also diversity and range of parameters. We trained a 50 × 50 cells SOM, with a four dimensional input, the

VIS magnitude, the half light radius re, the Sérsic index and the axis ratio q. On the most left panel, we see a
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Figure A.3: Flagship catalogue projected in a SOM. We can see that the different parameters are smoothly
organised, and recognise the expected anti correlation between magnitude and radius. Courtesy to O.Roth.

color map (RGB) of the thee first layers of the SOM, showing its overall organisation. We can see that it looks

smooth but also complex, with different shapes. Then we projected a Flagship sub sample of 10 000 galaxies,

and for each cell, we computed the mean over all the galaxies that felt in the cell, and this for the four physical

parameters. Thus, we can see how the different parameters are organised in this 2D space, the regularity but

also their correlations. We can see that the Sérsic index and q are particularly smoothly organised, with a

diagonal organisation from bottom-left (high Sérsic index) to top-right (low Sérsic index), and from top-left

(highly elliptical galaxies) to bottom-right (circular galaxies). For the VIS magnitude and the radius (that we

clipped to a maximum of re = 5 arcsecond, we see a clear (and expected) correlation, with large galaxies being

in the same place as the low magnitude (faint) galaxies, shown in the top-left dark spot of the magnitude panel.

The rest of the SOM is more complex. This figure shows us that the training was successful, with a regular and

physically motivated organisation of the galaxies in the 2D space.

We then tried to project the COSMOS catalogue in this SOM. The results are shown in Figure A.4. First,

we can see an expected results with no galaxies projected in the high magnitude regions, because COSMOS does

not contain faint galaxies. We can also see a smooth transition between the empty regions and the dense ones.

The most relevant feature of this projection is that the vast majority of the COSMOS catalogue is projected on

the borders of the SOM, in particular in the corners. For example, the top left corners contains 6128 galaxies,

i.e. ∼ 7.5% of the catalogue. This behaviour is problematic, because we expect the COSMOS catalogue to

be included in the Flagship, while our results seem to show that a large fraction of the COSMOS galaxies are

different than the ones in the Flagship. We did not have the time to investigate further this problem, which

could also come from a bad training or a wrong normalisation of the data.

A.3 Star formation history with CNNs

This last project took place during a hackhaton in the Astro-Info winter school, where I gave a course on

generative networks for CNRS researchers. The subject was to infer the star hormation histories of galaxies (see

Section 1.2.2) with deep learning, and in particular try to infer the amount of information in images compared
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Figure A.4: Cosmos projected in the True Universe SOM. We can see that the largest magnitudes, which are
not present in COSMOS, are indeed not covered. Courtesy to O.Roth.

to spectra. The results I show here are the work we did during the hackathon and pursue the next weeks up to

today. It is still a work in progress.

Our first task was to predict the time T50 at which a galaxy reaches half of its mass. Our dataset contained

both the SED and the corresponding images of ∼ 10 000 galaxies, along with their mass growth histories. All

the data came from a large magneto-hydrodynamic simulation, the TNG simulation (Nelson et al., 2019).

Our first result, presented in Figure A.6 compares the quality of the prediction of T50 using the different

inputs. First, we trained a CNN on the SED only, then a similar CNN but with the image only, and finally a

concatenation of the two. In this latter, we first extract information from the image, reducing the image to a

vector of size 10, and then do the same with the spectra, using the same architectures as before, but increasing

the number of neurons in the last dense layer. We then use a concatenation of these two vectors as input for

a fully connected network which output the prediction. We can see that the three results are similar, which is

surprising for two reasons:

• We were expecting the result to be worse with images only compared to spectra only, the SFR signal being

mostly in the spectra.

• We were expecting the concatenation of the two to be better than the individual one, the input being

more informative.
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Figure A.5: SFH predictions architectures.
Figure A.6: T50 prediction from SEDs (or-
ange), images (blue) and both (green).

This could mean that as seen by the DL model, the information about SFH is equivalent in the two data sets,

which could be very interesting, knowing that spectra are much more costly to perform. Another possibility

could be that our model on the spectra is not powerful enough to extract all its information.

We are currently investigating all those issues, with better simulations and models.
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Appendix B

VAE loss complete calculation

KL [q(z|x) || p(z|x)] =
∫
z
q(z|x) log q(z|x)

p(z|x)
dz

=
∫
z
q(z|x) log q(z|x)dz −

∫
z
q(z|x) log p(z|x)dz

= E
z∼q

[log q(z|x)]− E
z∼q

[log p(z|x)]

= E
z∼q

[log q(z|x)]− E
z∼q

[
log

p(x|z)p(z)
p(x)

]
= E

z∼q
[log q(z|x)]− E

z∼q
[log p(z)]− E

z∼q
[log p(x|z)] + E

z∼q
[log p(x)]

= KL [q(z|x)||p(z)]− E
z∼q

[log p(x|z)] + E
z∼q

[log p(x)] .

Bayes

We can rewrite the last term:

E
z∼q

[log p(x)] =
∫
z
q(z|x) log p(x)dz

= log p(x)
∫
z
q(z|x)dz

= log p(x) ,

p(x) independent of z

normalisation of a probability

Such that:

KL [q(z|x) || p(z|x)] = KL [q(z|x)||p(z)]− E
z∼q

[log p(x|z)] + log p(x) .

Knowing that a KL divergence is non negative, we can write:

KL [q(z|x)||p(z)]− E
z∼q

[log p(x|z)] + log p(x) ≥ 0

log p(x) ≥ E
z∼q

[log p(x|z)]−KL [q(z|x)||p(z)]

log p(x) ≥ E
z∼q

[N (f(z), cId]−KL [q(z|x) || p(z)]

log p(x) ≥ E
z∼q

[
1√
2πc

exp

(
− (x− f(z))2

2c

)]
−KL [q(z|x) || p(z)]
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Because we want to maximise the likelihood of the data p(x), we can define our loss as the minimisation of the

right hand side:

LVAE = − E
z∼q

[
1√
2πc

exp

(
− (x− f(z))2

2c

)]
+KL [q(z|x) || p(z)]

= E
z∼q

[
(x− f(z))2

2c

]
+KL [q(z|x) || p(z)]

argmin, not exact value
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Appendix C

Detailed architectures and algorithms

used in this thesis

Algorithm 3 Assign blendedness

semantic = sk.measure(stamp) ▷ Identify all groups of seperated galaxies
for g, group in enumerate(max(semantic)):
maxblend = max(segg)
if maxblend = 1: ▷ Isolated galaxy

iso = segg
Save iso

elif maxblend = 2: ▷ Blended galaxies
Ablends = segg[segg > 1]
blends = sk.measure(segg[segg <= 1]) ▷ Label overlapping regions
nbiso = 0
for blend in blends:
segg[other_blends] = 1 ▷ Replace other blends by isolated pixels
segg = segg − blend ▷ Remove the blend region
separarted = sk.erode(segg) ▷ Separate the different regions
for s in separated:

iso = s + blend ▷ Reconstruct the galaxy
if max(iso) == 1 : ▷ Check if the galaxy is fully isolated
Save iso
segg = segg − iso ▷ Remove the galaxy
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Appendix D

Acronyms

I list here all the acronyms used in the manuscript. In parenthesis are clarifications for acronyms which can

vary in different contexts.

• ACS: Advanced Camera for Surveys

• AGN: Active Galactic Nuclei

• BH: Black Hole

• BMU: Best Matching Unit

• CAS: Concentration Asymmetry Smoothness

• CfA: Center for Astrophysics

• CNN: Convolutional Neural Network

• DL: Deep Learning

• DM: Dark Matter

• CDM: Cold Dark Matter

• EDFN: Euclid Deep Field North

• EDS: Euclid Deep Survey

• ELBO: Evidence Lower BOund

• EMC: Euclid Morphology Challenge

• EWS: Euclid Wide Survey

• FN: False Negative

• FP: False Positive

• FVAE: Flow Variational AutoEncoder

• GAEV: Galaxy and AGN EVolution

• GAN: Generative Adversarial Network

• GR: General Relativity

• GT: Ground Truth

• HOD: Halo Occupation Distribution

• HST: Hubble Space Telescope

• IoU: Intersection over Union

• JWST: James Webb Space Telescope

• KL: Kullback–Liebler (divergence)

• LSST: Legacy Survey for Space and Time (Large

Synoptic Survey Telescope)

• MADE: Masked Autoencoder for Distribution

Estimation
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• MAF: Masked Autoregressive Flow

• MCMC: Monte Carlo Markov Chain

• MER: (OU) Merging

• ML: Machine Learning

• MLP: Multi-Layer Perceptron

• MNIST: Mixed (Modified) National Institute of

Standards and Technology

• MSE: Mean Square Error

• NIR: Near InfraRed (spectrometer)

• NISP: Near Infrared Spectro-Photometer

• OU: Organisation Unit

• PDF: Probability Distribution Function

• PSF: Point Spread Function

• PUnet : Probabilistic U-Net

• RGB: Red Green Blue

• SDSS: Sloan Digital Sky Survey

• SED: Spectral Energy Distribution

• SFH: Star Formation History

• SFR: Star Formation Rate

• SGD: Stochastic Gradient Descent

• SIM: (OU) SIMulations

• SNR: Signal to Noise Ratio

• SOM: Self-Organising Maps

• SVM: Support Vector Machine

• SWG: Science Working Group

• TN: True Negative

• TU: True Universe

• TP: True Positive

• UMAP: Uniform Manifold Approximation and

Projection

• VAE: Variational AutoEncoder

• VIS: Visible imager

• WL: Weak Lensing

• WP: Work Package

• 2dF: Two degree Field (survey)
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