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R É S U M É

L’utilisation écoénergétique des nœuds de capteurs est un défi majeur dans la conception
des réseaux de capteurs sans fil (RCS). En effet, la durée de vie du réseau est déterminée
par les sources d’énergie limitées des nœuds de capteurs dont le remplacement ou la
recharge est presque impossible en raison de leur déploiement dans des environnements
difficiles. Une façon efficace de prolonger la durée de vie du réseau est de concevoir un
protocole de routage écoénergétique pour les RCS en utilisant l’intelligence artificielle telle
que l’apprentissage par renforcement (RL) qui peut apprendre la dynamique du réseau
des RCS. D’après la littérature, la majorité des protocoles de routage écoénergétique
basés sur RL pour les RCS sont de nature distribuée. Bien que le protocole de routage
basé sur RL distribué permette aux capteurs sans fil de s’adapter de manière adaptative
à la nature dynamique changeante de l’environnement des RCS, ce qui entraîne une
réduction de la complexité de calcul et du temps d’apprentissage du processus, il est
toutefois limité à la recherche des chemins de routage optimaux globaux. Cela entraîne
une dégradation de la durée de vie du réseau et de la consommation d’énergie. Un
protocole de routage écoénergétique basé sur RL centralisé peut atténuer le défi de la
recherche des chemins de routage optimaux globaux en raison de la vue globale des RCS.
Cette thèse présente trois contributions qui sont présentées dans la suite.

Tout d’abord, cette thèse présente la conception d’un protocole de routage Lifetime-
Aware Centralized Q-Routing Protocol (LACQRP) pour les RCS afin de maximiser
la durée de vie du réseau. Ceci est réalisé en mettant en œuvre l’algorithme de Q-
learning sur la passerelle des RCS, qui agit également en tant que contrôleur ayant une
connaissance globale de la topologie du réseau. La passerelle génère tous les arbres
couvrants de poids minimum possibles basés sur la distance (All-MSTs) qui forment
l’ensemble des tables de routage (TR) pour un RCS composé de 100 nœuds de capteurs.
La maximisation de la durée de vie du réseau est obtenue en apprenant au contrôleur
les TR qui minimisent le maximum d’énergie de consommation des nœuds de capteurs.
Les résultats de simulation montrent que le LACQRP apprend les TR optimales qui
maximisent la durée de vie du réseau et présente un meilleur taux de convergence, une
durée de vie de réseau et une consommation d’énergie moyenne lorsqu’il est comparé à
certains protocoles de routage distribués basés sur la RL pour l’optimisation de la durée
de vie (c’est-à-dire RL-Based Routing (RLBR) et RL for Lifetime Optimization (R2LTO)).
Bien que LACQRP prolonge la durée de vie du réseau, le temps de calcul augmente
de manière exponentielle avec le nombre de nœuds de capteurs. Par conséquent, cette
méthode n’est pas pratique pour les RCS à grande échelle.

Deuxièmement, cette thèse propose également une méthode appelée Protocole de
routage centralisé pour l’optimisation de la durée de vie avec l’algorithme génétique
(GA) et Q-learning (CRPLOGAQL) pour réduire le temps de calcul de LACQRP. Pour
ce faire, l’algorithme de All-MSTs de LACQRP est remplacé par les arbres couvrants
de poids minimum proposés basés sur GA. Les simulations d’évaluation montrent que
CRPLOGAQL peut fournir un routage sous-optimal avec un temps de calcul réduit
par rapport à LACQRP. Le Q-learning déployé dans LACQRP et CRPLOGAQL est la
technique RL majoritairement utilisée pour trouver le chemin de routage optimal dans
les RCS. Cependant, pour les protocoles de routage RL centralisés avec un grand espace
d’états et d’actions, le Q-learning de base utilisé pour mettre en œuvre ces protocoles

v



souffre d’une dégradation de la durée de vie du réseau et de la consommation d’énergie
du réseau en raison du grand nombre d’épisodes d’apprentissage requis pour apprendre
les TR optimales.

Enfin, dans cette thèse, une technique efficace basée sur RL sans modèle appelée
Least-Square Policy Iteration (LSPI) est utilisée pour optimiser la durée de vie et la
consommation d’énergie du réseau pour les RCS afin de surmonter la limitation de Q-
learning. Le protocole conçu qui en résulte est appelé Protocole de routage centralisé pour
l’optimisation de la durée de vie et de l’énergie avec GA et LSPI (CRPLEOGALSPI). Les
résultats de la simulation montrent que le protocole CRPLEOGALSPI améliore la durée
de vie et la consommation d’énergie du réseau par rapport au protocole CRPLOGAQL.
En effet, CRPLEOGALSPI choisit une TR dans un état donné en considérant toutes les TR
possibles et n’est pas sensible au taux d’apprentissage. De plus, alors que CRPLOGAQL
évalue la politique optimale à partir des Q-valeurs, CRPLEOGALSPI met à jour les
Q-valeurs en fonction des informations les plus récentes concernant la dynamique du
réseau à l’aide de fonctions pondérées.
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A B S T R A C T

The sensor nodes’ energy-efficient utilization is a major challenge in the design of
Wireless Sensor Networks (WSNs). This is because the network lifetime is determined
by the sensor nodes’ limited energy sources whose replacement or recharging is almost
impossible due to the mostly deployment of the sensor nodes in harsh environments. An
effective way to prolong the network lifetime is by designing an energy-efficient routing
protocol for WSNs using artificial intelligence such as Reinforcement Learning (RL)
that can learn the network dynamics of WSNs. From the literature, the majority of the
RL-based energy-efficient routing protocols for WSNs are distributed in nature. Though,
the distributed RL-based routing protocol enables the wireless sensors to adaptively
adjust to the dynamic changing nature of the WSNs environment which leads to reduced
computational complexity and learning process time. However, the distributed RL-based
routing protocols are limited to finding the global optimal routing paths. This leads
to degradation in network lifetime and energy consumption. A centralized RL-based
energy-efficient routing protocol can alleviate the challenge of finding the global optimal
routing paths due to the global view of the WSNs. This thesis has three contributions
which are presented in the sequel.

First, this thesis presents the design of a Lifetime-Aware Centralized Q-Routing Protocol
(LACQRP) for WSNs to maximize the network lifetime. This is achieved by implementing
Q-learning on the sink of the WSN, which also acts as a controller that has global
knowledge of the network topology. The sink generates all possible distance-based
Minimum Spanning Trees (MSTs) which form the set of Routing Tables (RTs) for a
WSN with 100 sensor nodes. The maximization of the network lifetime is achieved
by the controller learning the RT(s) that minimizes the maximum of the sensor nodes’
consumption energies. The simulation results show that the LACQRP learns the optimal
RT(s) that maximize the network lifetime and has a better convergence rate, network
lifetime, and average energy consumption performance when compared with some
distributed RL-based routing protocols for lifetime optimization, which are RL-Based
Routing (RLBR) and RL for Lifetime Optimization (R2LTO). Although LACQRP extends
the network lifetime, the computation time increases exponentially with the number of
sensor nodes. Therefore, this method is impractical for large-scale WSNs.

Second, this thesis also proposes a method called Centralized Routing Protocol for
Lifetime Optimization with GA and Q-learning (CRPLOGAQL) to reduce the computa-
tion time of LACQRP. This is achieved by replacing the All-MSTs algorithm of LACQRP
with the proposed GA-based MSTs. Evaluation simulation shows that CRPLOGAQL
can provide a suboptimal routing with reduced computation time when compared with
LACQRP. Q-learning deployed in LACQRP and CRPLOGAQL is the majorly used RL
technique to find the optimal routing path in WSNs. However, for the centralized RL-
based routing protocols with large state space and action space, the baseline Q-learning
used to implement these protocols suffers from degradation in the network lifetime and
network energy consumption due to the large number of learning episodes required to
learn the optimal RT(s).

Finally, in this thesis, an efficient model-free RL-based technique called Least-Square
Policy Iteration (LSPI) is used to optimize the network lifetime and energy consumption
for WSNs to overcome the limitation of Q-learning. The resulting designed protocol
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is called a Centralized Routing Protocol for Lifetime and Energy Optimization with
GA and LSPI (CRPLEOGALSPI). Simulation results show that the CRPLEOGALSPI
has improved performance in network lifetime and network energy consumption when
compared with CRPLOGAQL. This is because CRPLEOGALSPI chooses an RT in a given
state considering all possible RTs and it’s not sensitive to the learning rate. Also, while
CRPLOGAQL evaluates the optimal policy from the Q-values, CRPLEOGALSPI updates
the Q-values based on the most updated information regarding the network dynamics
using weighted functions.
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1
I N T R O D U C T I O N

1.1 background of the research

A Wireless Sensor Network (WSN) can be defined as a collection of application-specific,
low-powered, tiny devices called sensor nodes that are spatially deployed in a geographic
area to monitor, collect, process, and cooperatively communicate real-time physical or
environmental properties, such as temperature, sound, motion, pressure, humidity, etc.
to a central device called the sink using the wireless medium [79, 114].

The advantages of WSN technology, when compared to traditional solutions of network-
ing, are scalability, low costs, accuracy, reliability, flexibility, and deployment ease [118].
This has made WSNs efficient in different application fields, such as military, security,
environment, and healthcare. However, the Quality of Service (QoS) requirements posed
by these applications are limited by the resource constraints of the WSN, which are low
power, short transmission range, low bandwidth, low memory, and limited processing
and computing speed of the sensor nodes [100].

A wireless sensor node is a device that consists of a power unit, sensing unit, processing
unit, and radio transceiver unit. The majority of the energy consumed in a sensor node is
due to data communication with other sensor nodes [143]. The power unit consists of a
limited energy source that supplies energy to the other units. Sensor nodes are mostly
deployed in harsh environments, which makes sensor battery replacement difficult.

Subsequently, as the routing of data packets takes place between the sensor nodes and
the sink, the energy gets reduced. Routing means finding the best possible routes from
the sensor nodes to the sink [147]. A routing protocol is required between source sensor
nodes which also act as routers in WSNs, to find the best paths between source nodes
and the sink for reliable communication. Routing protocols are responsible for setting up
paths for communication among sensor nodes and the sink [45].

Thus, routing in WSNs is an energy-consuming technique, which makes energy
consumption and increasing network lifetime major challenges in WSNs [102]. This
implies that if the path followed by a source sensor node to sink is not the best, more
energy will be consumed. Energy-efficient routing protocols are expected to distribute
the load among sensor nodes to reduce the energy consumption in WSNs and prolong
the network lifetime [132].

Route optimization methods, therefore, play a vital role in WSNs, as optimal routing
leads to less energy consumption and thus prolongs the network lifetime. Route optimiza-
tion algorithms in WSNs consider multiple metrics, which include path length, energy,
and network lifetime [68]. Thus resulting in a multi-objective optimization problem.
Moreover, the dynamically changing topology of WSNs, resulting from sensor nodes
stopping activities due to battery expiration from energy consumption, makes route
optimization in WSNs a Non-deterministic Polynomial-time (NP)-hard problem [53].

This makes routing that uses traditional route optimization techniques based on a
deterministic algorithm or dynamic programming such as Dijkstra and Floyd–Warshall
not suitable for complex and highly changing conditions of WSNs. This is because of the
huge assumptions regarding network condition changes and traffic flows [32]. Artificial
intelligence, such as Reinforcement Learning (RL) and Genetic Algorithms (GA), can
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2 introduction

be applied to find sub-optimal solutions by taking into consideration changing network
conditions as they appear in practice [8, 125]. RL is a category of machine learning that
solves a problem by learning with the trial-and-error method [31] while GA, is a type of
evolutionary and search-based adaptive heuristic algorithm [109].

The energy-efficient utilization of sensor nodes can be achieved using three control
techniques, which are decentralized control, distributed control, and centralized con-
trol [40]. In decentralized control, the nodes are divided into clusters. Each cluster has a
central node that coordinates the activity of the nodes in each cluster. The activity of the
nodes is therefore determined by the interaction of the central node of each cluster [33,
61]. For distributed control, each node makes local decisions with its partial knowledge
of the entire network. This normally results in non-optimal routes in terms of energy
consumption [104]. By contrast, in centralized control, the network’s global knowledge
is known by the sink using its centralized database. The sink carries out the routing
decisions. The centralized method can lead to optimal routes [39].

The global knowledge of the sink/controller in the centralized control approach enables
the use of optimal routing paths considering the constraint problem of energy-efficient
routing in the WSN while maximizing the network lifetime [16]. In the centralized control
approach, the routing and load-balancing decisions of the network are made by the
sink since the sensor nodes have no intelligence. Therefore, the sensor nodes send data
packets to the sink in a multi-hop manner using the routing path selected by the sink and
stored as the sensor nodes’ Routing Table (RT) [23]. An RT here is a Minimum Spanning
Tree (MST) of the WSN graph. Therefore, the possible RT of the sensor nodes can be the
possible MSTs generated by the sink after the network initialization [77].

However, the traditional centralized control approach for WSNs is limited by the sink
using a predetermined routing path to receive data packets from the sensor nodes [122].
Since the predetermined routing path is selected, not taking into consideration the
optimization problem of finding the best routing path(s) to balance the residual energy
of sensor nodes during data transmission, the network lifetime is degraded. This is
because the usage of the predetermined routing path does not consider the energy
consumed by the sensor nodes to send packets to the sink [85]. This challenge of learning
an energy-efficient way of selecting the best routing path(s) for the WSN’s centralized
control technique can be obtained by making the sink intelligent. One way of making the
sink intelligent is to deploy artificial intelligence, such as RL, at the sink.

1.2 problem statement

Routing protocols are needed for energy and lifetime-efficient WSNs due to the limited
power of wireless sensor batteries and deployment in harsh environments which make
replacement difficult [116]. Intelligent routing protocols are required because of the
dynamic and complex WSNs environment [20]. This has resulted in the use of RL algo-
rithms to design energy-efficient routing protocols in WSNs so that the network lifetime is
improved. The RL-based energy-efficient routing protocols find the optimal routing path
over a certain time of the learning process to optimize the network lifetime [1]. From the
literature, the majority of the RL-based energy-efficient routing protocols for WSNs are
distributed in nature. The learning objects for the distributed RL-based routing protocols
are the wireless sensor nodes which have the state information about the neighboring
wireless sensors and take routing decisions depending on the defined reward function.

Though, the distributed RL-based routing protocol enables the wireless sensors to
adaptively adjust to the dynamic changing nature of the WSNs environment which leads
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to reduced computational complexity and learning process time. However, the distributed
RL-based routing protocols are limited to finding the global optimal routing paths. This
leads to degradation in network lifetime and energy consumption. A centralized RL-
based energy-efficient routing protocol can alleviate the challenge of finding the global
optimal routing paths due to the global view of the WSN. The sink of the WSN can act as
the central controller with the learning agent. The sink requires all possible routing paths
that connect with all sensor nodes without forming a loop (spanning trees) since the WSN
can be represented as a graph. Centralized RL-based energy-efficient routing requires the
use of MSTs. This is because the transmission energy of a sensor node is a function of link
distance. Therefore, the sink can use the All-MSTs algorithm [115] to generate all possible
routing paths with minimum total link distance. However, the problem of calculating
all MSTs of a network graph is NP-hard. This makes the computational complexity
of the All-MSTs algorithm vary exponentially with the number of sensor nodes in the
WSN graph. This makes the most used baseline Q-learning for RL-based energy efficient
protocols to require a long term of learning to find the optimal MST(s) that minimizes
the network energy consumption while maximizing the network lifetime.

1.3 significance of the research

The distributed RL-based routing protocols are limited to finding the global optimal rout-
ing paths. This leads to degradation in network lifetime and energy consumption [146].
Novel solutions for centralized RL-based energy-efficient routing protocol are designed
to alleviate the challenge of finding the global optimal routing paths due to its global
view of the WSNs.

The centralized control technique can use an All-MSTs algorithm to generate all the
possible routing paths in the WSN. However, the problem of generating all the MSTs of a
network graph is NP-hard. This makes the centralized control technique that uses the
All-MST algorithm unfeasible in practice for very large WSNs. GA can be deployed at the
sink to alleviate the NP-hardness associated with generating all the MSTs of large-scale
WSN graphs using the All-MSTs algorithm. The centralized routing technique for lifetime
optimization that uses GA enables the sink to generate a subset of MSTs for a large-scale
WSN graph in polynomial time. The subset of all MSTs is then used as RTs by the sensor
nodes to send data packets to the sink. Q-learning [7] is a kind of RL that can be used to
learn the RT(s) that maximize the lifetime of the WSNs.

However, due to the large state space and action space as a result of the generated
MSTs of the network graph, the baseline Q-learning can suffer from degradation in the
convergence speed and network lifetime due to the large number of learning episodes
required to learn the optimal routing path. Moreover, Q-learning is very sensitive to
parameter settings; for example, changes in the learning rate affect the network lifetime.
To overcome these limitations, a highly efficient model-free RL-based technique called
Least-Squares Policy Iteration (LSPI) [8] can be used to replace Q-learning because LSPI
chooses a routing path in a given state considering all possible routing paths. Also, LSPI
is not sensitive to the learning rate. Moreover, while Q-learning evaluates the optimal
policy from the Q-values, the LSPI updates the Q-values based on the most updated
information regarding the network dynamics using weighted functions.
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1.4 aim and objectives

This research aims to design novel solutions for centralized RL-based routing protocols
to maximize the network lifetime while minimizing the energy consumption in WSNs.

The research objectives are as follows:

(i) Performance analysis of some existing energy and lifetime aware distributed RL-
based routing protocols to identify their strengths and weakness.

(ii) Design of lifetime-aware centralized RL-based routing protocol for WSNs.

(iii) Design of a centralized routing protocol for lifetime optimization using GA and
Q-learning.

(iv) Design of a centralized routing protocol for a lifetime and energy optimization in
WSNs using GA and LSPI.

1.5 scope of the research

The scope of this research is limited to RL-based methods for quality of service optimiza-
tion in WSNs. The performance analysis of existing distributed RL-based energy-efficient
routing protocols is carried out to provide the basis for the design of novel solutions for
centralized RL-based energy-efficient protocols for WSN. The performance metrics con-
sidered in the research work include network lifetime, energy consumption, convergence
rate, and simulation time. The WSN is modeled as a graph and performance analysis is
carried out with simulations using the Python environment.
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2.1 introduction

This chapter provides a fundamental review of WSN and the mathematical techniques
employed in this research work. These mathematical techniques include reinforcement
learning, genetic algorithm, and graph theory. This chapter also entails a review of similar
research work.

2.2 wireless sensor network

A WSN can be defined as a collection of application-specific, low-powered, and tiny
devices called sensor nodes that are spatially deployed in a geographical area to monitor,
collect, process, and cooperatively communicate real-time physical and/or environmental
properties such as temperature, sound, motion, pressure, humidity, etc. to a central device
called a sink using the wireless medium [114]. The collected data is sent to the sink (local
user) using multi-hop transmissions. Subsequently, the sink sends the data to a remote
user through a gateway known as the base station connected to the internet as shown in
Figure 2.1.

Figure 2.1: A WSN [118]

The advantages of WSN technology, when compared to traditional solutions of network-
ing, are scalability, low costs, accuracy, reliability, flexibility, and deployment ease [118].
This has made WSN be used in different application fields such as military, security, envi-
ronment, and healthcare. Sensor nodes are used in the military for battlefield monitoring.
In the case of the environment, sensor nodes can be used to forcast weather changes and
natural disasters ahead of time. For security, sensor nodes can be used for surveillance
and to provide alertness to terrorist attacks. While, for health, sensor nodes can be used
to monitor a patient’s health condition [77]. However, the QoS requirements posed by
these applications are limited by the resource constraints of the WSN which are low
power, short transmission range, low bandwidth, low memory, and limited processing
and computing speed of the sensor nodes [100].
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2.2.1 Architecture of Sensor Network

A WSN is made up of wireless sensor nodes. Basically, a wireless sensor node is a device
that consists of the power unit, sensing unit, processing unit, and radio transceiver unit
as shown in Figure 2.2.

Figure 2.2: Architecture of Wireless Sensor [143]

The sensing unit consists of one or more sensors. Each sensor is connected to an
Analog-to-Digital-Converter that digitized the analog signals from a sensor and sends
the digital signal to the processing unit. The processing unit tasks include processing
data and coordinating the functions of other units of the sensor. The communication
unit connects the sensor node with another through the wireless medium and the power
unit supplies energy to the other units. The majority of the energy consumed in a sensor
node is from data communication with other sensor nodes [45]. The power unit consists
of a limited energy source that supplies energy to the other units. Consequently, the
sensor nodes are mostly deployed in harsh environments which makes sensor battery
replacement difficult. This makes the energy-efficient utilization of the sensor nodes vital
in order to prolong the network lifetime [72].

2.2.2 WSN Structure and Control

The sensor field to be monitored play a vital role in finding the network topology
size and deployment. WSNs are usually deployed in two ways which are structured
deployments and unstructured deployments. In structured deployment, the sensor nodes
are deterministically placed in predefined locations. Structured deployment is easy to
manage because it contains few sensor nodes deployed in a small indoor deployment
area. Structure deployment is also used in large outdoor area environment that requires
many sensor nodes. For Unstructured deployments, many sensor nodes are deployed
in an ad-hoc manner. Unstructured deployment is used if the sensor field is large and
inaccessible by the network designers. The resulting WSN from unstructured deployment
is difficult to manage. Subsequently, WSNs can be controlled in three ways which are
centralized control, decentralized control, and distributed control [102].

(i) Centralized control: The network’s global knowledge is known by the sink by
means of its centralized database. The sink carries out the routing decisions. The
centralized method can lead to optimal routes.

(ii) Decentralized control: The nodes of the network are divided into clusters. Each
cluster has a central node that coordinates the activity of the nodes in each cluster.
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The activity of the nodes is therefore determined by the interaction of the central
node of each cluster.

(iii) Distributed control: Each node takes local decisions with its partial knowledge
about the entire network. This normally results in non-optimal routes in terms of
energy consumption.

2.2.3 WSN Communication Standard

IEEE 802.15.4 protocol is the communication standard that supports WSN design require-
ments of low bandwidth, low complexity, low-cost implementation, short transmission
range, and low power consumption. The bands of operation of the physical layer of IEEE
802.15.4 are between (0.868/0.915 - 2.4) GHz. Both commercial and academic wireless
sensor nodes support IEEE 802.15.4 protocol [85].

Two types of communication can be defined for WSNs. These are single-hop communi-
cation and multi-hop communication. In single-hop communication, the transmission
range of all sensor nodes in the network is adequate to send the monitored data directly
to the sink as shown in Figure 2.3.

Figure 2.3: Single-Hop Communication

However, this leads to an increase in energy consumption of the sensor nodes and
subsequent depletion of the energy source of the sensor nodes especially when the sensor
nodes are deployed in a large geographical area. Since sensor nodes are deployed in a
large geographical area, the need to reduce the energy consumption of sensor nodes and
consequently increase the lifetime of the WSNs leads to the frequent use of multi-hop
communication.

In multi-hop communication, sensor nodes collaborate together to send the monitored
data to the sink as shown in Figure 2.4.
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Figure 2.4: Multi-Hop Communication

This results in the routing problem which involves finding the optimal multi-hop path
for a sensor node to send the monitored and captured data to the sink [40].

2.2.4 Challenges in WSNs

The design and deployment of WSNs are mostly dependent on the application intended.
The different challenges in WSNs are energy consumption, QoS, adaptability, localization,
security, and privacy. Therefore is vital to find a trade-off solution for these challenges in
designing and deploying WSNs [40].

2.2.4.1 Energy Consumption

Different applications in WSNs have different power level requirements. The reduction of
the energy consumption of the sensor nodes is one of the most important challenges in
the design of WSNs [12]. This is because the lifetime of the sensor nodes is determined
by the limited energy of the sensor nodes and the rate of energy dissipation. Also, in
many cases, replacing or recharging the sensor nodes is almost impossible. An effective
way to prolong the lifetime of the sensor node is by designing an energy-efficient routing
protocol for WSNs. This is because more energy is consumed by the sensor nodes if the
routing path used in sending data to the sink is not the best [31].

The lack of battery replacement, which is essential for affordable WSN deployment,
requires energy-efficient operations. Since high reliability and low delay may demand
a significant energy consumption of the network, thus reducing the WSN lifetime, the
reliability and delay must be flexible design parameters that need to be adequate for
the requirements. Controllers can usually tolerate a certain degree of packet losses and
delay. Hence, the maximization of the reliability and minimization of the delay is not the
optimal design strategies for the control applications [67].

2.2.4.2 Quality of Service

There are two perspectives on QoS in WSNs. These are application-specific and network-
specific. For the application-specific QoS, there are mainly two metrics used to measure
the QoS which are latency and data reliability. Data reliability is the measure of the
accuracy of the data received by the sink. Meanwhile, Sensor information must be sent
to the sink of the network with a given probability of success because missing this
data could prevent the correct execution of control actions or decisions concerning the
phenomena sensed. However, maximizing the reliability may increase substantially the
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network energy consumption. Hence, network designers need to consider the trade-off
between reliability and energy consumption [19].

Latency is the measure of the end-to-end data packet delivery delay. Sensor information
must reach the sink within some deadline. A probabilistic delay requirement must be
considered instead of using average packet delay since the delay jitter can be too difficult
to compensate for, especially if the delay variability is large. Re-transmission of old data
to maximize reliability may increase the delay and is generally not useful for control
applications [46].

Subsequently, the network-specific QoS gives a measure of how the WSNs can meet
the application-specific QoS while efficiently utilizing network resources of bandwidth
and energy of sensor nodes. Examples of parameters used to measure network-specific
QoS are network throughput and lifetime [115].

2.2.4.3 Adaptability

WSNs should be designed taking consideration flexibility, scalability, fault tolerance, and
self-management in mind. Flexibility implies that a WSN can support many application
scenarios. Some of the applications require that more nodes are added to the network.
The Scalability of a WSN implies that the network can scale with the number of sensor
nodes. Consequently, since once WSNs are deployed, it is expected that the network
function with little or no human intervention, WSNs should have fault tolerance and
self-management ability [67].

That is due to the link failure inherent in the wireless medium and the limited energy
of the sensor nodes, a WSN should be robust and intelligent to take into consideration the
dynamic changes of the network topology [40]. Also, Since the processing resources are
limited, the protocol procedures must be computationally light. These operations should
be performed within the network to avoid the burden of too much communication with
a central coordinator. This is particularly important for large networks. The protocol
should also be able to adapt to size variation of the network, for example, caused by
moving obstacles, or the addition of new nodes.

The network operation should adapt to application requirement changes, varying
wireless channels, and network topology. For instance, the set of control application
requirements may change dynamically and the communication protocol must adapt its
design parameters according to the specific requests of the control actions. To support
these changing requirements, it is essential to have an analytical model describing the
relation between the protocol parameters and performance indicators (reliability, delay,
and energy consumption) [9].

2.2.4.4 Security and Privacy

WSNs are prone to security attackers due to the wireless medium and the multi-hop
transmissions. The two main security issues suffered by WSNs are node authentication
and privacy preservation. Privacy means that data confidentiality is preserved using
robust and intelligent security mechanisms during the routing of the data from the
source to the destination. Node authentication involved the use of a well-structured
mechanism to ensure that malicious nodes those not have access to the data transmitted
in the WSNs [93, 109].
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2.2.5 WSNs Applications

WSNs can contain different kinds of sensors: seismic, sonars, biomedical, magnetic,
thermal, visual, infrared, acoustic, radar e.t.c which can monitor, track or detect a wide
variety of ambient conditions like temperature, pressure, humidity, direction, speed,
movement, soil makeup, light, noise levels, the absence or presence of certainty of objects,
and mechanical stress levels on attached objects. This has made a wide range of WSN
application to be possible [17, 60, 91].

This wide range of applications includes solar system climate exploration, weather
analysis, and prediction, monitoring of the environment, battlefield surveillance and
monitoring, homeland security, monitoring of space assets for potential and human-made
threats in space, ground-based monitoring of both land and water, intelligence gathering
for defense, urban warfare, and beyond, monitoring seismic acceleration, temperature,
strain, Global Positioning System (GPS) data, and wind speed [128].

The ever-increasing applications of WSNs can be mainly grouped into five classes
which are military, environmental, health, home, and industrial applications. These
applications are explained in the sequel.

2.2.5.1 Military Applications

The first field of human endeavors that applied WSNs is the military which has resulted
in the motivation of research in WSNs. The earliest research effort was carried out in the
late 90s and is known as smart dust which involves the development of very small size
sensor nodes for spying activities in hostile environments [65, 139].

WSNs are an integral part of military command, communications, control, computing,
surveillance, intelligence, reconnaissance, and targeting systems. The rapid deployment,
fault tolerance, and self-organization characteristics of WSNs make sensing techniques
for the military very promising. Because WSNs are based on the dense deployment of low
energy consumption low-cost and disposable sensor nodes, the damage of some sensor
nodes by hostile action does not interrupt military operations when compared to the
damage of a traditional sensor. This makes the WSN concept suitable for battlefields. Some
of the military applications of WSNs are monitoring equipment and ammunition; combat
monitoring; intruder detection; battlefield surveillance; reconnaissance of opposing forces
and terrain; targeting; battle damage assessment; and biological, chemical, and nuclear,
attack reconnaissance and detection [6, 22, 151].

2.2.5.2 Environmental Applications

The independent coordination abilities of WSNs are used in the attainment of a large
diversity of environmental applications. Part of these environmental applications of WSNs
are movement tracking of small animals, birds, and insects; monitoring environmental
situations that impact livestock and crop; irrigation; planetary exploration and earth
monitoring; biological/chemical detection; precision agriculture; biological, earth, and
environmental monitoring in soil, marine, and atmospheric contexts; forest fire detection;
geophysical or meteorological research; flood detection; and pollution studies [47].

2.2.5.3 Health Applications

WSNs find usage for biomedical applications because of the rapid developments of
advanced smart integrated medical sensors and biomedical implanted devices. Examples
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of health applications for WSNs are the administration of drugs in hospitals; monitoring
and tracking of patients and doctors in the hospital; diagnostics; patient integrated
monitoring; internal processes and movements monitoring of small animals like insects;
interfaces provision for the disabled; and human physiological data telemonitoring [43,
80, 97].

2.2.5.4 Industrial Applications

Industrial fields have long used wired sensor networks for industrial access control,
building automation, sensing, and control functions. However, the wired sensor networks
are limited because the cost of upgrading the sensor system of an industrial plant is as
deploying a new system. Industrial applications have also utilized manual monitoring for
preventive maintenance. While wired sensor networks have a high cost of deployment,
manual systems monitoring requires personnel and has limited accuracy. WSNs have been
used to reduce these limitations because of their high granularity, deployment ease, and
high accuracy provided by wireless communication stations powered by batteries [11].

Examples of industrial applications are material fatigue monitoring; virtual keyboards
building; inventory management; product quality monitoring; constructing smart office
spaces; office buildings environmental control; automatic manufacturing environments
guidance and robot control; interactive museums; interactive toys; automation and control
of factory process; disaster areas monitoring; smart structures with embedded sensor
nodes; diagnosis of a machine; factory instrumentation; transportation; actuators local
control; monitoring and detecting car theft; tracking and detection of a vehicle; rotating
machinery, anechoic chambers, and wind tunnels; and realization of cognitive radio
networks distributed spectrum sensing [3]

2.2.5.5 Urban Applications

WSNs offered different kinds of sensing capacities that provide the ability to acquire about
a given area, be it a building, a room, or outdoors an unrivaled amount of information.
This makes the temporal and spatial features of any event in an urban environment to be
measured by WSNs thereby providing countless amount of applications. Transportation
systems, monitoring of structural health, smart cities, and smart homes are a few examples
of urban applications of WSNs [117].

In large cities monitoring various parameters is crucial for the optimal life of the
citizens. Smart cities entail monitoring different parameters like the number of vehicles
moving in a particular direction, and real-time provision of traffic data to authorities in
large cities to make life optimal for citizens. Therefore, applications like indicating car
parking spots, monitoring traffic levels, etc are achieved by WSNs [58, 74, 133].

As WSN technology forge ahead, it became possible for the actualization of smart
homes which involves embedding smart sensor nodes and actuators in home appliances
like Digital Versatile Disc (DVD) players, vacuum cleaners, refrigerators, microwave ovens,
and also water monitoring systems. These sensor nodes inside the home appliances can
interact with an external network and each other through satellite or the internet. This
has enabled end-users to manage home appliances remotely or/and locally quite easily.
Therefore, the use of WSNs at home has enabled the interconnection of various appliances
with convenient control. For example, wireless sensors read the utility meters at homes
remotely and send the read data to a remote center using the internet or satellite [112,
135].
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2.2.5.6 Discussion

The operation of WSNs for all applications faces general issues, due to challenges in
wireless communication and resource constraints of the sensor nodes. Particularly, WSN
sensor nodes are limited because of severe energy constraints. This is because the energy
sources are provided by batteries which are difficult or impractical to be either replaced
or recharged since sensor nodes are usually deployed in difficult or impossible-to-reach
locations. Therefore, the achievement of energy conservation is a crucial problem for
WSNs. The different WSNs applications need different specifications of requirements for
their realization in real-world applications.

For example in military applications, the sensor nodes are scattered in the field to
monitor and protect military personnel from being harmed by intruders. In this situation
changing or charging the sensor nodes’ batteries is difficult or not possible, therefore the
sensor nodes must be power efficient since sensor nodes in this application cannot be put
to hibernate or sleep mode. Likewise, the sensor nodes use to collect data should operate
responsively without failure. This implies that in case of a failure in any sensor node,
the other sensor node should work independently to keep the WSN active. Likewise,
the sensor nodes used in the military application should be designed to consume low
power, yielding to increasing the efficacy and reliability of the WSN. Also, the routing
protocols used on the network should be scalable, and adaptable to changes in the size
of the sensor nodes and traffic load to provide the required throughput. This implies that
WSNs for military applications should meet optimal throughput, security, reliability, and
resistance to intervention and jamming.

For health applications basically use for the purpose of monitoring patients, the sensor
nodes have to work for a longer period. This implies that the sensor nodes and routing
protocol should be power efficient. Sensor nodes with longer life can monitor the state of
a patient effectively. For example blood pressure monitoring system for blood pressure
state and a diabetes monitoring system for sugar level. This requirement is crucial because
often the sensor nodes are implanted in the patient’s body and cannot be put in sleep
mode to enable continuous monitoring and transmission. The sensor nodes have to be
responsive, autonomous, and reliable to collect and transmit the data regularly with
very high reliability. Scalability and adaptability to changes in the network environment,
while accurate information is being collected, are very crucial.

In environmental applications, communication should withstand jamming because
emergency alerts should be transmitted without delay. Also, the WSN should be opera-
tional despite the loss of a certain number of nodes.

For industrial applications, most functions are time-critical and there is a remarkable
presence of interference due to electromechanical signals. Therefore, communication
should yield optimal throughput, reliability, and resistance to interference and jamming.
There is also a need for the operations to be carried out under firm security standards.

Urban applications which are classified into indoor applications and outdoor appli-
cations need different specification requirements. For indoor applications, WSN should
yield firm security for privacy protection and withstand interference generated by other
home devices. Consequently, for outdoor applications, the communication should provide
high throughput levels, reliability, security, and resistance to intervention and jamming
because of the large amount of transmitted data. Also, the WSN should withstand the
loss of a certain number of nodes.

The summary of the specification requirements for the different WSN applications
mentioned is provided in Table 2.1.



2.2 wireless sensor network 13

Table 2.1: Summary of specification requirements for WSN applications
Application Type Specification Requirements

Energy Network Tolerance Reliability Throughput Security and Privacy

Military Very High Very High Very High Very High Very High

Environmental Very High Very High High Very High High

Health Very High High Very High Very High High

Industrial Very High Very High Very High Very High High

Urban Indoor Very High High Very High Medium Very High

Outdoor Very High Very High Very High Very High Very High

2.2.6 Protocol Architecture of WSNs

The protocol architecture provides the standardization of the interaction among sensor
nodes and sinks thereby enabling the development of compatible products (hardware
and/or software) by various vendors. The protocol stack enables the combination of
energy-efficient routing awareness management, integration of data networking protocols,
efficient power communication on the wireless link, and the promotion of cooperation
among sensor nodes [100]. The WSN protocol stack as shown in Figure 2.5 is made up of
the physical, data link, network, transport, and application layer.

Figure 2.5: WSN Protocol Stack [7]

The protocol stack also consists of synchronization, localization, topology management,
power management, mobility management, and task management plane.

(i) Physical layer: This layer enables data modulation, encryption, transmission, and
reception techniques.

(ii) Data link layer: This is in charge of ensuring good communication using data
stream multiplexing, frame detection, error control methods, and enabling channel
access through the Media Access Control (MAC) to reduce collision with neighbors’
broadcasts and provide power-aware communication as a result of the noisy nature
of the wireless media and the changing topology of WSNs.

(iii) Network layer: This is responsible for data routing using wireless multi-hop routing
protocols among sensor nodes and sink.
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(iv) Transport layer: This is in charge of maintaining data flow if the wireless sensor
network application needs it and is linked to the internet.

(v) Application layer: This enables the building of different types of application software
depending on the sensor nodes sensing tasks. This layer enables the software and
hardware of the lowest layer explicit to the end users.

(vi) Task, mobility, and Power management levels: These are in control of controlling
the task distribution, node movements, and consumed energy across the whole
protocol stacks. These planes enable sensors to organize their tasks and collaborate
in an energy-efficient manner thereby prolonging the lifetime of the sensor nodes
and sharing.

2.2.7 Routing in WSNs

Routing means finding the best possible routes from sensor nodes to the sink. A routing
protocol is required between source sensor nodes acting as routers in WSNs to identify
the best paths between source nodes to the sink for reliable communication to occur.
Routing protocols are responsible for setting up paths for communication to occur among
sensor nodes and the sink. Routing protocols are categorized as the flat routing protocol
also known as the data-centric routing protocol and the hierarchical routing protocol [8].

In a flat routing protocol, all sensor nodes have a special global address and are at the
same level. Examples of flat routing protocols are flooding, gossiping, and direct diffusion.
Subsequently, in a hierarchical routing protocol, the sensor nodes of the WSNs are divided
into clusters forming a hierarchy. Examples of hierarchical routing protocols are low-
energy adaptive clustering hierarchy (LEACH), threshold-sensitive energy-efficient sensor
network (TEEN), power-efficient gathering in sensor information systems (PEGASIS),
and adaptive threshold-sensitive energy-efficient sensor network (APTEEN) [7]. In WSNs,
every sensor node is initially preinstalled with a battery that has a limited amount of
energy and can’t be easily replaced. But, as the routing of data packets takes place
between the sensor nodes and the sink, the energy gets reduced. Thus, routing in WSNs
is an energy-consuming technique, which makes reducing energy consumption and
increasing network lifetime major challenging problems in a WSN [106].

This implies that if the path followed by a source sensor node to sink is not the
best, more energy will be consumed. Energy-efficient routing protocols are expected to
distribute the load among sensor nodes to reduce the energy consumption in WSNs and
prolong the network lifetime [13]. Therefore, special care must be considered in designing
routing protocols for WSNs. Route optimization methods, therefore, play a vital role
in a WSN, as optimal routing will lead to less energy consumption and thus prolong
the network lifetime. Route optimization algorithms in WSNs consider multiple metrics
which are path length, energy, and network lifetime which results in a multi-objective
optimization problem.

Also, the dynamic changing topology of WSNs as a result of sensor nodes stopping
activities due to battery expiration from energy consumption makes route optimization in
WSNs an NP-hard problem [98]. This makes traditional routing that uses traditional route
optimization techniques based on a deterministic algorithm or dynamic programming
such as Dijkstra and Floyd-Warshall unsuitable for complex and highly changing condi-
tions of WSNs. This is because of the huge assumptions regarding network condition
changes and traffic flows. Artificial intelligence such as RL and GA can be applied to
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get sub-optimal solutions by considering changing network conditions as they appear in
practice [8].

2.2.7.1 Routing Problem in WSNs

Practical WSNs are not fully connected. This means that all sensor nodes are not directly
connected to each other due to the limited power resources and transmission range. If
each sensor node is associated with a unique identification index (ID), the set of sensor
nodes in the WSN can be defined as S = {1, 2, ..., n}, with the sink of the WSN being
node 1.

All the nodes that a node i can communicate directly with are those within its com-
munication range. This set of nodes is referred to as the neighbor of node i and it
is represented as Ni, i ∈ S . Modeling the WSN as an undirected graph implies that
i ∈ Nj ⇐⇒ j ∈ Ni.

This means that for nodes that are not directly connected to communicate, packets will
have to hop between nodes along the paths between these nodes resulting in multi-hop
routing. Therefore, a path P from sensor node i to the sink is a sequence of pairwise
neighboring sensor nodes that begins at sensor node i and terminates at node 1, the sink
of the WSN. That is P = {p0, p1, ..., pn}, where p0 is the source sensor node i, pn is the
sink, node 1, and pi ∈ Ni−1.

The routing algorithms that are required to find paths between non-neighboring nodes
need some kind of metric to enable the generation of a good path when comparing
different paths. A routing algorithm generates a routing path by comparing the links
between sensor node i and its neighboring nodes and assigning a cost required for
communication between two neighboring nodes.

The cost of sending packets between two neighboring nodes i and j at time t is
represented by a cost function given as c(i, j, t), j ∈ Ni. The time variable implies that the
cost of a link varies over time. This allows the definition of the cost function for an entire
path at time t which can be given as:

c(P , t) = ∑
pi∈P

c(pi, pi+1, t) (2.1)

2.3 reinforcement learning

RL is a field of machine learning that enables an agent to learn the dynamic behavior
of its environment by taking an action depending on its current state which improves
the learning with time (maximizing the concepts of cumulative reward) using trial and
error interaction on the environment [131]. For example, a sink interacts with all the
sensor nodes in the network to make routing decisions for the sensor nodes. In this case,
the agent is the controller, the environment is the controller’s neighborhood, the state
is the current multicast tree the nodes are using to send data packets, and the action is
the selection of the next unicast tree to be used by all the nodes to send packets. An RL
problem is solved by modeling the problem as a Markov Decision Process (MDP) [120]
as shown in Figure 2.6.

The MDP consists of four tuples (S, A, P, R), where S denotes the set of states, A is
the set of actions, P is the matrix of state transition probability and R is the reward
function. The combination of P and R is used to describe the model of the environment.
The probability to be in a given state St+1 = ŝ from a current state St = s by taking action
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Figure 2.6: RL Model as an MDP [131]

At = a, and getting a reward Rt+1 = r is known as the transitional probability given in
Equation 2.2 [76]:

p(ŝ, r|s, a) = Pr(St+1 = ŝ, Rt+1 = r|St = s, At = a) (2.2)

The reward function enables the environment to provide feedback as a form of reward
to the agent. The reward is the measurement of the effect of the recently taken action by
the agent from its current state.

The two methods of RL problems are model-free and model-based methods. In the
model-free method, the agent enhances its policy without inferential knowledge of the
model of the environment. That is the matrix of the state transition probabilities is
not needed. Whereas, in the model-based method, the agent learns the model of the
environment by computing the matrix of the state transition probabilities and then
enhances its policy to approach optimality.

The model-based methods learn faster than the model-free methods because the
information stored in their internal model is reused. However, the model-based methods
are not mostly used in practice due to their dependency on the initial environmental
model accuracy and larger size of storage cost and computations. Consequently, in both
methods, the role of the agent is to maximize a discounted global reward received over
time while finding a policy, that map states to actions.

A policy πt determines the behavior of learning of an agent at a given instance of time
t. In RL, what is bad or good in an immediate sense is depicted by a reward function.
While what is bad or good in the long run is depicted by a value function. There are
two types of Q-value functions which are the action-value function and the state-value
functions. The action-value function computes how good it is for an agent in a given
state to take a given action. While the state-value function computes how good it is for
an agent to be in a given state.

The majority of the work carried out on RL to solve unicast routing problems in
networks used model-free methods. This is because they don’t need the network’s
environmental models which are difficult to get as a result of their dynamically changing
properties like the residual battery capacities, lifetime of nodes, etc. in WSN.

In RL, the quality of taking an action, At = a from a state, St = s is given by a Q-value,
Q(s, a) which is known as the state-action value function. The aim of finding a solution
to an MDP is to obtain an optimal policy, which maps states to actions in a view to
maximizing the cumulative reward. The aim of finding a solution to an MDP is the same
as finding the Q-fixed points given by the Bellman equation as given in Equation 2.3.
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Qπ(s, a) = r(s, a) + γ ∑̂
s

p(ŝ|s, a)max
â
{Qπ(ŝ, â)} (2.3)

where Qπ(s, a) is the expected, discounted total reward when taking action a at state s,
and thereafter following policy π, r(s, a) is the expected reward gotten immediately by
taking an action a when in a state s, and it is calculated as in Equation 2.4:

r(s, a) = ∑̂
s

p(ŝ|s, a)R(s, a, ŝ) (2.4)

where p(s|s, a) is the probability transition model that gives the probability of being in
a state s after taking an action a when in state s. R(s|s, a) is the immediate reward gotten
when an agent takes an action a when at state s and transit to state ŝ. The second term
in Equation 2.4 is the expected maximum future reward. γ is the discount factor and
models the fact that the future reward is less valuable than the immediate reward.

In the context of a centralized learning routing technique, each minimum spanning tree
(MST) is a state s, and for each of the other MSTs which is a possible next state ŝ, is an
action a with transition probability p(ŝ|s, a) = 1. Taking action a, at state s means the sink
sends the selected MST as the routing table to the sensor nodes for data transmission to
the sink. This enables getting the optimal routing path from a succession of table look-up
processes. This challenge of learning the optimal routing policy is similar to solving the
Bellman equation given in Equation 2.3

2.3.1 Q-Learning

Watkins, (1989) proposed a model-free learning technique called Q-learning to solve
the Bellman equation deterministically when the state probability and reward system
is known [140]. Q-learning is an off-policy temporal-difference control algorithm, that
enables the direct approximation of the Bellman equation. Q-learning has been mostly
used for solving unicast routing RL problems in networks. This is because the technique
was proven to converge to optimum action values with one as the probability if and only
if all actions are continuously sampled in all of the states.

In this technique, the quality of being in a state s ∈ S and choosing an action a ∈ A
is measured by an action-value function called Q-value. The Q-value is a measure of
the long-run reward that the agent gets from each pair of state-action. The estimate of
this action-value function q(s, a) which is used to find the best action for a given state
is realized by caching the Q-values Q(St, At) of pairs of state-action using the iterative
update rule given in Equation 2.5.

Q(St, At) = (1− α)Q(St, At) + α

[
Rt+1 + γ ∗max{Q(St+1, a)}

]
(2.5)

Where 0 < α ≤ 1 is the learning factor and 0 ≤ γ ≤ 1 is the discount factor. The extent
to which the newly learned Q-value affects the old Q-value is dependent on the learning
factor. The closer the value of α is to one, the more the impact of the newly computed
Q-value on the old one. If is equal to one, then the recently learned Q-value replaces the
old Q-value completely. The discount factor controls the agent’s liking for future rewards
with respect to the current reward. If γ is equal to 1, both the immediate reward and the
future reward are considered equally.
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Q-learning being a model-free RL method is suitable for learning optimal routing
strategy in WSNs because of its simplicity and non-requirement of any knowledge of the
underlying transition and reward mechanism. However, Q-learning suffers the following
drawbacks when used in learning optimal routing strategies in WSNs.

(i) A large number of iterations are required to learn the optimal routing path, this
leads to the degradation of the convergence speed and routing performance.

(ii) It is very sensitive to parameter settings, for example, changes in the learning rate
affect the routing performance.

2.3.2 Least-Squares Policy Iteration

Least-Squares Policy Iteration (LSPI) is a model-free, off-line, and off-policy approxima-
tion policy iteration RL technique proposed by Lagoudakis and Parr (2003) [89]. LSPI
addresses the challenges associated with Q-learning by replacing the direct evaluation
of the optimal state-action value function of the Bellman equation by approximating Q-
values for each policy using a linear weighted function approximator. That is, given a set
consisting of k state-action-dependent basic functions φ(s, a) that provide the information
of the selected state-action pair features as given in Equation 2.6.

F =

{
φj(s, a) : S× A 7→ R, j = 1, ..., k

}
(2.6)

The basic functions are fixed and manually designed. The state-action value function
is therefore approximated as the weighted linear combination of the k basic functions as
given in Equation 2.7.

Q̂π(s, a) =
k

∑
j=1

φj(s, a)wj = φ(s, a)Tw (2.7)

where wj is the weight associated with the jth basic function. From the approximated
form of Equation 2.3 using Equation 2.7, the matrix form of Equation 2.3 can be written
as in Equation 2.8.

Ψw ≈ R + γPπΨw (2.8)

where Ψ is a matrix of basic functions for each state-action pair and is of size |S||A| × k.
Equation 2.8 can be reformulated as Equation 2.9 for a linearly dependent columns of

Ψ.

ΨT(Ψ− γPπΨ)wπ = ΨTR (2.9)

Solving the linear system in Equation 2.9 leads to the extraction of the weights associ-
ated with Q̂π(s, a) in Equation 2.7. The equation for extracting the weights can be written
as in Equation 2.10.

wπ = X−1y (2.10)
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where X and y are given in Equation 2.11 and Equation 2.12, respectively.

X = ΨT(Ψ− γPπΨ) (2.11)

y = ΨTR (2.12)

LSPI being a model-free off-policy learning algorithm learns X and y using sampling
from the environment. Subsequently, the learned X and y are used to learn the weights
to approximate the state-value function Qπ of a fixed policy π from the obtained sam-
ples using the Least-Squares Temporal-Difference Learning (LSTDQ) [89]. The LSTDQ
is an algorithm similar to the Least-Squares Temporal-Difference (LSTD) learning al-
gorithm [26] and learns the approximate state-action value function of a fixed policy,
therefore allowing action selection and policy improvement without a model.

Therefore with a set of samples D =

{
(si, ai, ri, ŝi)|i = 1, 2..., M

}
gotten from the envi-

ronment, the approximated version of Ψ, PπΨ, and R is constructed using Equations 2.13,
2.14, and 2.15, respectively.

Ψ̂ =



Ψ(s1, a1)
T

...

Ψ(si, ai)
T

...

Ψ(sM, aM)T


(2.13)

ˆPπΨ =



Ψ(ŝ1, π(ŝ1))
T

...

Ψ(ŝi, π(ŝi))
T

...

Ψ( ˆsM, π( ˆsM))T


(2.14)

R̂ =



r1
...

ri
...

rM


(2.15)

Therefore, the approximated X̂ and ŷ can be given as in Equation 2.16 and 2.17,
respectively.

X̂ =
Ψ̂T(Ψ̂− γ ˆPπΨ)

M
(2.16)
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ŷ =
Ψ̂T R̂

M
(2.17)

Since in a practical evaluation of X̂ and ŷ, M is finite, therefore the solution to the
system will not be affected if the factor 1/m is dropped. If X̂ and ŷ combined can be
gotten in a single sample, then constructing an iteration update rule for X̂ and ŷ is
feasible.

Assuming X̂0 = 0 and ŷ0 = 0 initially, the current learned approximates of X and
y for a fixed policy π, will be X̂t and ŷt , respectively. Therefore, Equation 2.18 and
Equation 2.19 will give the approximated values of X̂t+1 and ŷt+1, respectively of a new
sample (st, at, rt, ŝt).

X̂t+1 = X̂t + φ(st, at)

[
φ(st, at)− γφ(ŝt, π(ŝt))

]T

(2.18)

ŷt+1 = ŷt + φ(st, at)rt (2.19)

The weight is updated as the iteration procedure repeats with the improved policy
until the optimal policy is reached. That is the weights of policies between successive
iterations do not differ significantly. Therefore, the learning agent in a given state chooses
its action in each learning round using the learned policy given in Equation 2.20.

π(s|wπ) = argmax
a

(φ(s, a)Twπ) (2.20)

2.3.3 Exploitation versus Exploration

Reinforcement learning requires an agent to enhance the present solution while trading
between exploitation and exploration of the solution search space. Exploration is a local
search that improves on an existing solution by concentrating on the few promising
regions of the solution search space. That is when an agent acts with exploitation, the
action with the best Q-value will be greedily selected (greedy strategies). One of the main
disadvantages of exploitation is that the search can be stuck about in a local optimum
because the action selection may never explore actions with low Q-values. Conversely,
exploration is a global search that improves an existing solution by considering a larger
size of the search space to explore new promising solutions that are yet to be considered.

This implies that if an agent chooses an action with exploration, a random action
will be selected to gain new knowledge concerning the environment and possibly find
superior actions. Therefore, exploration is more likely to result in a global optimum.
Though an agent chooses the best rewarding action with exploitation at a one-time step,
the total rewards are maximized with exploration in the long run. Therefore, for the
convergence of the Q-value that will lead to an optimal policy, a trade-off is required
between the exploitation and exploration when RL is applied to a large solution space. In
achieving this trade-off, most heuristics that scales well in term of cost are mostly used
which are as follows[76, 140].
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(i) Greedy strategy: This technique is solely exploitation where the action with the
highest Q-value is selected. That is:

At = argmax
a∈A

{Qt(s, a)} (2.21)

It is important to note that the greedy strategy alone may not converge to the global
optimum. This is because actions with initial low Q-values will not be explored.

(ii) ϵ - greedy strategy: This strategy is a randomized strategy that selects the action
with the highest Q-value using Equation 2.21, with the probability ϵ ∈ [0, 1] that a
random action is selected from the eligible actions from the current state in order to
explore new actions. Nevertheless, this technique may lower the exploited reward
after a long period of learning.

(iii) Probability distribution based strategy: This is also known as the Boltzmann ex-
ploration that selects an action based on converting the Q-values into selection
probabilities for every action of every state and samples are carried out on the
results using the Boltzmann probability distribution given as:

Pr{At = a} = e
Q(s,a)

τ

∑b∈A e
Q(s,b)

τ

(2.22)

τ is known as the temperature parameter. A low value of τ favors exploitation
while a high value of τ favors exploration. This method is clearly suitable when the
best action is clearly distinguished from others. However, it suffers degradation in
its performance when the actions close values.

(iv) Interval-based strategies: This method controls exploration by storing the statistics
of the number of successes and trials of each action. An action is selected based on
its Q-value and the potential of the action success probability using the:

At = argmax
a∈A

(Qt(s, a) + cb+) (2.23)

The b+ is a bonus that decreases over time and is obtained by counting the number
of times a state has been visited N(s) and the selection of the corresponding
state-action combination N(s, a). More specifically b+ is given as:

b+ =

√
ln N(s)
N(s, a)

(2.24)

c > 0 is a parameter used to adjust the exploration degree. The higher the value of
c, the more the bonus b+ has more leverage thereby resulting in an increase in the
explorative character.

2.3.4 Q-Routing Protocol

RL was first applied to solving routing problems in networks by Boyan and Littman in
1994 and the name of the routing protocol was called Q-Routing [25]. Q-routing protocol
is an adaptive protocol for routing packets in networks. The protocol achieves a balance
between load balancing to avoid network congestion and the baseline shortest-path
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routing along popular routing paths in the network by trying different routing policies
and gathering statistics to compare which routing decisions yield better delivery times.

Q-Routing is a distributed protocol because each node only uses local communication
with its direct neighbors to evaluate its actions. Q-Routing protocol can cope with
changing network conditions like dynamic network loads and dynamic topologies
because it is online and adaptive.

Q-routing protocol uses Q-learning to minimize the delivery delay of packets from the
sources to their destination. Let Qi(d, j) represent the delivery delay estimated for node i
to send a packet to destination node d through its neighbor node j. The delivery time
includes all delays that the packet experiences which includes the processing time, queue
time, and transmission time.

This implies that a node, i generating or/holding a data packet to send to the sink, d
through the neighbor, j estimates the delivery delay, Qi(d, j) which it takes for the next
forwarder to route the packet to the sink. Since every node maintains a neighboring table
that contains its Q-value to the destination, when a sensor node, i has a packet to send
to the sink, it chooses the next forwarder, k with the minimum Q-value using greedy
strategy. The minimum Q-value is estimated as:

τj = min
k∈Nj
{Qj(d, k)} (2.25)

Then node i updates its Q-value which is the estimated delivery time associated with
the neighbor node j using:

Qnew
i (d, j)← (1− α)Qold

i (d, j) + α

[
Ri,j + τj

]
(2.26)

where Ri,j is the immediate reward require to send packets from node i to node j, α is
the learning rate, and the discount factor γ is 1.

The immediate reward Ri,j is given as:

Ri,j = ϑi + χi,j (2.27)

where ϑi is the queuing time of the packets at node i and χi,j is the link cost (transmision
time) between node i and node j.

The pseudocode of the Q-Routing protocol is given in the Algorithm 1

Algorithm 1 Q-Routing Protocol

1: Initialize the Q-value matrix of node i, Qi(∗, ∗).
2: while Until the terminal condition is reached do
3: if Node i has packet to send then
4: Select neighbor node j with lowest Q-value.
5: Send packet to next forwarder node j
6: Feedback is received by node i from node j with Equation 2.27.
7: Node i updates it Q-value with Equation 2.26.
8: end if
9: end while
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However, Q-routing suffers from slow convergence, Q-value freshness (a node has
no accurate path quality when the route is not used for a long time in routing, which
leads to the non-optimal selection of the next forwarder), and it is very sensitive to the
parameter setting.

2.4 genetic algorithm

A Genetic Algorithm (GA) is a search-based heuristic technique based on the concept
of natural selection and genetics. GA is a subset of evolutionary algorithms proposed
by Charles Darwin. Evolutionary algorithms are inspired by the theory of biological
and natural evolution. GA was developed by John Holland and David E. Goldberg at
Michigan University. GA is used to find optimal or sub-optimal solutions to NP-hard
optimization problems [86].

GA imitates the procedure of natural selection. This means that individuals who
can adapt to changes in their environment can survive, reproduce and go to the next
generation in line with the Darwinian Theory of “Survival of the Fittest”. Five phases are
considered in GA. These are initial population, fitness function, selection, crossover, and
mutation. The GA terminates if it convergences or the number of generations specified is
reached [82].

2.4.1 Initial Population

GA starts with a set of possible solutions to the given optimization problem called
population [90]. A solution is an individual that is defined by a set of variables called
Genes. The combination of genes into a string results in the formation of a chromosome
(solution). The set of genes of a chromosome is denoted using a string. Mostly, binary
digits are used (a string of 0s and 1s). Therefore the genes are encoded in a chromosome.
Figure 2.7 gives the relationship between a population, chromosomes, and genes.

Figure 2.7: Population, Chromosomes, and Genes.

2.4.2 Fitness Function

The fitness function is a function that takes an individual from a population as a candidate
solution to a given optimization problem and evaluates how "fit" the solution is with
reference to the optimization problem. The fitness function gives the probability of
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an individual being selected as a parent for reproduction for the next generation. The
probability value is known as the fitness score. Therefore the individuals with the optimal
fitness score are selected for mating in the next generation [69].

2.4.3 Selection

This is a phase in the genetic algorithm that involves choosing the two fittest parents
from the population to breed for the next generation. The most popular technique of
parent selection is known as fitness proportionate selection [10]. In fitness proportionate
selection, the probability of selecting an individual for breeding is proportional to its
fitness score. That is the probability, pi of selecting the ith individual is given as in
Equation 2.28 [94].

pi =
fi

∑N
j=1 f j

(2.28)

where N is the size of the current population.
In the case where the individuals of the population have the same fitness score, the

parents can be selected randomly. This method of selection is known as random selection.

2.4.4 Crossover

Crossover is a phase of a genetic algorithm that is used to combine the genes of two
parents from an existing population to form a new child. Crossover is done by randomly
choosing a crossover point among the genes of the parents and subsequently interchang-
ing the genes until the crossover point is reached [90]. This leads to the formation of a
new child that is added to the population. The crossover operation is shown in Figure 2.8.

Figure 2.8: Crossover Operations

2.4.5 Mutation

The mutation is a genetic operator that results in a new solution by randomly flipping
the genes in a chromosome with a probability greater than a random variable [10]. The
mutation prevents premature convergence by introducing diversity to the population.
The mutation operation is shown in Figure 2.9.
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Figure 2.9: Mutation Operations

The standard GA algorithm is presented in the Algorithm 2 [126].

Algorithm 2 Genetic Algorithm

1: Define fitness function, FF
2: Initialize the number of generation, t = 0
3: Create random individuals in the initial population, P(t)
4: Evaluate individual fitness in P(t) using FF
5: while Termination condition is not reached do
6: t = t + 1
7: Select individuals from population P(t− 1) to P(t)
8: Generate new individuals from P(t) with crossover and mutation
9: Evaluate individual fitness in P(t) with FF

10: end while
11: return best individuals found during the evolution.

2.5 graph theory

Graph theory entails the study of graphs. A graph is a mathematical structure that
models pairwise relations between objects. A graph in the context of WSNs consists of
vertices which are the sensor nodes and edges which are the wireless links that connect
two unique sensor nodes. A graph can be classified as an undirected graph or a directed
graph. For an undirected graph, The edge connection between two vertices is symmetrical,
while for a direct graph, the edge connection between two vertices is asymmetric.

A graph can be represented mathematically as G = (V, E), where V is the set of
vertices and E ⊆ {{u, v} | u, v ∈ V and u ̸= v} is the set of edges, which are unordered
pairs of vertices (this means that an edge is associated with two distinct vertices.

An undirected graph of an unordered pair of vertices {u, v} is called connected if a
path leads from u to v. Otherwise, the unordered pair is called disconnected. That is, a
connected graph is an undirected graph in which every unordered pair of vertices in the
graph is connected. Otherwise, it is called a disconnected graph.

2.5.1 Minimum Spanning Tree

A tree is an undirected graph in which any two vertices are connected by exactly one path.
In other words, a tree is a graph without cycles and each edge is a bridge. A spanning
tree is a tree that connects all the nodes of a graph without forming a cycle. A minimum
spanning tree of a graph is a spanning tree that has a minimum total edge weight. A
minimum spanning tree may not be unique in a graph with an integer edge. Therefore, a
graph can have more than one minimum spanning tree with the same minimum total
edge weights.
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The classical algorithms for finding MST of a connected undirected graph are Kruskal’s
algorithm [87], Prim’s algorithm [113], and Boruka’s algorithm [44]. The classical MST
algorithm is explained in the sequel.

2.5.1.1 Kruskal’s algorithm

Kruskal’s algorithm belongs to the class of greedy algorithms. Kruskal’s algorithm
constructs an MST considering only the edge having minimum weight among all available
edges. Given a weighted nontrivial graph G = (V, E) that is connected, let w : E → R
be the weight function of G. The first stage is creating a “skeleton” of the tree T that is
initially set to be a graph without edges, that is T = (V, ϕ).

The next phase entails sorting the edges of G by weights in nondecreasing order. In
other words, the edges of G are labeled as E = {e1, e2, ..., en}. Where w(e1) ≤ w(e2) ≤
. . . ≤ w(en) and n =| E |. For each edge, ei, Kruskal’s algorithm adds ei to T if ei does
not result in T having a circle. Kruskal’s algorithm runs in O(| E | log | E |) time. The
pseudocode of Kruskal’s algorithm is given in Algorithm 3.

Algorithm 3 : Kruskal’s algorithm

Input: A connected graph G(V, E) having w as the weight function.
Output: An MST of G.

1: m←| V |
2: T ← ϕ

3: sort E = {e1, e2, ..., en} so that w(e1) ≤ w(e2) ≤ . . . ≤ w(en)

4: for i← 1, 2, . . . , n do
5: if ei /∈ E(T) and T ∪ {ei} is acyclic then
6: T ← T ∪ {ei}
7: if | T |= m− 1 then
8: Return T
9: end if

10: end if
11: end for

2.5.1.2 Prim’s algorithm

Prim’s algorithm, like Kruskal’s algorithm, adopts a greedy method to compute an MST
of a connected weighted graph G = (V, E), where n = |V| and m = |E|. Prim’s algorithm
runs in O(n2) time. The pseudocode of Prims’s algorithm is given in Algorithm 4. For
individual v ∈ V, let cost[v] be the minimum edge weight of all edges linking v to a
vertex in the tree T, and parent[v] be the parent of v in T.

Prim’s algorithm organizes vertice v not contained in T in the minimum-priority queue
Q, according to prioritized cost[v]. cost[v] is first set to a number that is larger than any
weight in the graph G, which is usually infinity and the parent of every vertice is set to
NULL since the construction of the MST T has not started as provided in Lines 1 to 3.
From lines 4 to 6, an arbitrary vertex r is chosen from V which is the root of T, and Q is
set to be all vertices from V.

At this stage cost[r] is set as zero, this makes r to be the only vertice with a cost that is
less than infinity. In lines 7 to 12, during the first execution of the while loop, r is the first
vertice extracted from Q to process. Line 8 extracts a vertex u from Q based on the key
cost, thus moving u to the vertex set of T. Line 9 takes all vertices adjacent (neighbors) to
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u into consideration. The while loop updates the cost and parent fields of every vertex v
adjacent to u that is not in T. If parent[v] is not equal to NULL, then cost[v] is less than
infinity, and cost[v] is the weight of an edge linking v to a vertex already in T. Lines 13

to 14 generate the edge set of the MST and return this edge set.

Algorithm 4 : Prim’s algorithm

Input: A connected graph G(V, E) having w as the weight function.
Output: An MST, T of G.

1: for each v ∈ V do
2: cost[v]← ∞
3: parent[v]← NULL
4: end for
5: r ← any vertex of V
6: cost[v] = 0
7: Q← V
8: while Q ̸= ϕ do
9: u← extractMin(Q)

10: for each v ∈ adj(u) do
11: if v ∈ Q and w(u, v) < cost[v] then
12: parent[v]← u
13: cost[v]← w(u, v)
14: end if
15: end for
16: end while
17: T ← {(v, parent[v] | v ∈ V − {r})}
18: return T

2.5.1.3 Boruvka’s algorithm

Boruvka’s algorithm is an algorithm that builds an MST in a connected weighted graph
G = (V, E) that has distinct edge weights. Boruvka’s algorithm runs in O(m log n)
time, where n =| V | and m =| E |. The pseudocode of Boruvka’s algorithm is given in
Algorithm 5. A spanning forest T of G is initialized in lines 1 and 2. The spanning forest
T is a subgraph of G that contains all the vertices and no edges of G.

The trivial graph Kn represents the n components of the initial forest. A spanning tree
of G is constructed through a recursive procedure with the while loop contained in lines
3 to 6. For every component, T

′
of T, the algorithm considers every out-going edge of T

′

and selects an edge e
′

with minimum weight among all such edges and is added to the
edge set of T. This makes two different trees to be joined together by a bridge. The final
graph at the end of the loop will be an MST of G.



28 literature review

Algorithm 5 : Boruvka’s algorithm

Input: A connected distinct weighted graph G(V, E) having w as the weight function.
Output: An MST of G.

1: n←| V |
2: T ← Kn

3: while | E(T) |< n− 1 do
4: for each component T

′
of T do

5: e
′ ← minimum edge weight that leaves T

′

6: E(T)← E(T) ∪ e
′

7: end for
8: end while
9: return T

2.6 review of similar works

The first hop-by-hop routing protocol to utilize RL is called Q-routing proposed by
Boyan and Littman, (1994) [25]. Q-routing minimizes the packet delivery delay. However,
Q-routing suffers from Q-value freshness and slow convergence, and it is very sensitive
to parameter setting. Different routing protocols such as [28, 29, 49, 88, 111, 130] have
also applied RL to optimize network delivery delay.

Different authors have done network lifetime and energy optimization routing protocols
based on RL for WSNs. The sequel presents some of these works.

Zhang and Fromherz, (2006) designed RL-based constrained flooding for WSNs to op-
timize the number of packets transmitted when sending data packets from source nodes
to the sink [148]. The cost of flooding is reduced by using Q-learning to learn the packet
sending cost which can be a delivery delay, hop counts, etc., thus enabling energy saving.
The estimated cost of the sender which is captured in the Q-value is encapsulated in each
data packet. The action of the RL-based constrained flooding is packet broadcasting using
either constrained propagation, differential delay, or probabilistic retransmission without
using control packets. Simulation results showed that the RL-based constrained flooding
has improved energy efficiency when compared with direct routing [99] and backbone
tree [62] that uses direct diffusion [70]. However, direct routing has better packet delivery
delay than RL-based constrained flooding.

Zhang and Huang, (2006) designed an RL-based and constraint-based routing strategy
for WSNs called an adaptive tree routing protocol [149]. The adaptive tree routing protocol
maximizes the network lifetime taking into consideration, load balancing, network
congestion mobile sinks, and link failures using Q-learning. The parameters used for
finding the optimal route for a given application include the maximum number of failed
confirmations retransmissions, Q-values learning rate, NQ-values updates rates, and
reset threshold for a parent. Simulation results show that adaptive tree routing protocol
can find the best routing tree to the sink despite sink mobility and node failures without
incurring more control packets for tree maintenance. The adaptive tree routing protocol
has improved lifetime, latency, and delivery ratio when compared with backbone tree [62]
and grid routing [30] protocols.

Wang and Wang, (2006) proposed a routing algorithm called Adaptive Routing for
WSNs using RL (AdaR) to maximize the network lifetime [137]. The protocol uses the
multiple factors of hop count, residual energy, link reliability, and the number of routing
paths crossing a node to determine the optimal routing path. AdaR converges faster
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than Q-routing to the optimal solution and does not suffer from the problem of initial
parameter setting. However, there was no explicit definition of the network lifetime.
Also, AdaR has a high computation complexity when compared with Q-routing. This is
because AdaR required the collection of samples to be used for learning.

Zhang and Fromherz, (2006) proposed an energy-efficient routing protocol based on
RL for WSNs called constrained flooding [148]. The protocol enables energy saving by
adapting Q-routing to optimize the cost of sending data packets to the sink in WSNs
with flooding. This reduces the number of packet transmissions and a corresponding
reduction in the energy consumption of the WSNs.

Nurmi, (2007) proposed an energy-aware and selfishness RL-based routing protocol
for ad hoc networks [107]. The protocol uses RL, function approximation, and stochastic
approximation to choose the next forwarder. The protocol provides a generic model to
evaluate the node energy consumption, ratio of packet re-forwarding, and selfishness.
This enables the dynamic association of a forwarding probability to each of the nodes’
neighbors. However, the selfishness and energy function was not provided, since the
protocol is generic.

Dong et al., (2007) proposed for ultra-wideband sensor networks a Reinforcement
Learning Based Geographical Routing Protocol (RLGR) [41]. The protocol seeks to
improve the network lifetime by reducing packet delivery delay and distributing energy
consumption among nodes uniformly. RLGR considers hop counts to the sink and
residual energy of nodes in choosing the next forwarder. RLGR improved the network
lifetime by at least 75 percent when compared with Greedy Perimeter Stateless Routing
(GPSR)[78] by simulation. However, RLGR suffers from slow convergence to the optimal
routing paths due to its distributive nature.

Arroyo-Valles et al., (2007) proposed for WSN a geographical routing algorithm called
Q-Probabilistic routing (Q-PR) [18]. Q-PR uses RL and a Bayesian decision model to
make routing decisions based on a delayed reward of previous actions and the immediate
interaction between neighboring nodes. Q-PR maintains the trade-off between network
lifetime and the expected number of re-transmissions while increasing the packet deliv-
ery ratio. But, Q-PR suffers the following limitations: the message’s importance is not
balanced with the energy cost of using a constant discount factor of one, the selection
of the next forwarder requires the requisites of neighbors and non-refinement of the
estimation of the residual energy of the sensor nodes.

GhasemAghaei et al., (2007) designed two adaptive swarm intelligence-based routing
algorithms for WSNs which are Adaptive Routing (AR) algorithm and the Improved
Adaptive Routing (IAR) algorithm [50]. AR algorithm is a modification of the adaptive
Ant-based Dynamic Routing (ADR) for packet-switched communication networks. The
modification was achieved by replacing the RL queue parameters of the ADR algo-
rithm [95] with the WSN RL parameters. However, the AR algorithm did not converge to
an optimum solution. The IAR algorithm improved the AR algorithm by adding the cost
between the neighbor node and the sink and a coefficient. The performance of the AR
algorithm and the IAR algorithm is validated by comparison with Flooded Piggybacked
Ant Routing, Sensor-driven Cost-aware Ant Routing [150], and Basic Ant Routing [36],
in terms of latency, success rate, energy consumption, and energy efficiency. AR yields
good performance results, and the IAR yield the best performance results in every tested
condition.

Naruephiphat and Usaha, (2008) proposed for Mobile ad hoc network (MAGNET) a
routing protocol for balancing the tradeoff between minimizing energy consumption and
maximizing network lifetime [105]. This is achieved by using RL to select routing paths
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based on the energy consumption of paths and the residual energy of nodes. The protocol
yields a high ratio of packet delivery using low network energy consumption and thereby
promotes in the long run, network lifetime. The network lifetime considered is the time
when the first node depletes its energy source, however, sensing is still possible unless
the node with the depleted energy source is the sink.

Förster and Murphy, (2008) designed a distributed multicast routing algorithm based
on RL called E-FROMS [48]. E-FROMS balanced the energy consumption in a multiple
sinks WSN by learning the optimal spanning tree that minimizes the energy-based
reward. The reward is a function of the hop counts of a path and the minimum sensor
nodes’ residual energy on the path for sending packets from a source node to multiple
mobile sinks. Each sensor node is an agent with its state as a set of sinks, and for each
sink, the set of paths to that sink. The action is to select the next hop to send packets
to multiple destinations using the epsilon-greedy exploration policy. The strength of
E-FROMS is that the communication overhead is low which enables the achievement of
good bandwidth utilization. However, the state space and action space overhead is high
and very high, respectively.

Wen et al., (2008) proposed an Energy and Delay model using ant algorithms (ED
ANTS) to minimize the delivery delay in an energy-efficient manner in a round of data
transmission for WSNs [141]. RL-algorithm is used to train the energy and delay model
in order to provide a trade-off between the network energy consumption and delay of
the WSNs. This caused the maximization of the network lifetime while minimizing the
delivery time of the data transmission. Simulation using the OPNET simulator shows
that ED ANTS performs better than existing ant-based routing protocols which are
AntNet [27] and AntChain [38] in terms of delay and energy cost per round.

Hu and Fei, (2010) proposed for underwater sensor network (UWSN) a Q-learning-
based energy-efficient and lifetime-aware routing (QELAR) for finding the optimal
routing path in the network [64]. The protocol makes the residual energy of the nodes
to be distributed evenly and thereby increasing the network lifetime. The packets in
the network are forwarded based on a reward function that takes into consideration
the energy distribution of a group of nodes and the residual energy of each node. The
limitations of QELAR are high overhead due to control packets and slow convergence to
the optimal routing paths due to the protocol’s distributive nature.

Sharma et al., (2012) proposed a tailored Q-learning-based approach for energy-efficient
routing in WSNs [124]. The main aim of the protocol is to use an improved Q-Learning
algorithm to minimize the energy consumed by wireless sensors. The protocol enables
sensor nodes to learn the best routing strategy to efficiently route when performing data
aggregation to the sink.

Yang et al., (2013) proposed a reinforcement learning-based routing protocol between
sensor nodes and mobile sinks, which are vehicles [145]. The protocol enables the direct
interaction between the sensor nodes and the mobile sinks taking multiple metrics such
as residual energy, and hop count in learning the routing paths. However, the protocol
incurred high overhead due to control packets.

Oddi et al., (2014) extend the Q-Routing protocol, designed for wired networks, to
be utilized in WSNs [108]. The proposed routing protocol called optimized Q-Routing
optimizes the network lifetime, by balancing the routing load among the sensor nodes,
taking into consideration the sensor nodes’ current residual energies while minimizing
the control overhead. However, OPT-EQ-Routing requires too many iterations to converge
to the optimal paths.
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Jafarzadeh and Moghaddam, (2014) proposed a routing protocol for WSNs called
Energy-aware QoS routing RL-based (EQR-RL) [73]. EQR-RL optimizes the energy in
WSNs while guaranteeing the delivery delay of packets. EQR-RL employs the probability
distribution-based exploration strategy to choose the next hop to forward data packets.
The reward function of the protocol is based on weighted metrics of selected forwarder
residual energy, link delay, and the ratio of packets between the packet sender and the
selected forwarder. But, EQR-RL suffered from high convergence time to the optimal
route.

Guo et al., (2014) proposed an intelligent routing protocol for WSNs built on RL named
reinforcement-learning-based lifetime optimization (RLLO) routing protocol [54]. RLLO
uses the residual energy of the sensor node and hops count to the sink in its reward
function to update agents’ Q-values. The agents in RLLO are the sensor nodes. The
routing protocol is implemented in NS2. Simulation results show improved performance
when compared with energy-aware routing (EAR) and improved energy-aware routing
(I-EAR) using network lifetime and packet delivery as performance metrics. However,
RLLO is prone to a very high probability of network isolation.

Patel and Shah, (2015) designed a shortest-path Q-routing protocol for WSNs to
minimize energy consumption and maximize the network lifetime [110]. The protocol
learns the shortest link distance route from the source sensor nodes to the sink using Q-
learning. The shortest link distance route concept is taken from Dijkstra’s algorithm [37]
used for routing data packets in networks. The shortest-path Q-routing protocol network
lifetime is compared with existing Energy-aware Q-routing protocol [35] on homogeneous
topologies, heterogeneous topologies, and hybrid topologies. The simulation results show
that the shortest-path Q-routing protocol performs better than the Energy-aware Q-
routing protocol for all topologies. However, the shortest path Q-routing protocol can
be improved to increase the network lifetime by integrating a Q-Routing Compression
(Q-RC) protocol [21] that learns the best path to aggregate and compresses data packets
from the sources before routing toward the sink.

Debowski et al., (2016) proposed a hybrid protocol called Q-Smart Gradient-based
routing protocol (QSGrd) for WSNs [34]. QSGrd optimizes the energy consumption in
WSNs by combining transmission gradient and Q-learning. In QSGrd, each neighbor
of a node is associated with transmission success probability which depends on the
maximum transmission range and the distance between nodes. The transmission success
probabilities of the neighbors of a node result in a transmission gradient. Subsequently,
the transmission probabilities are used to update the Q-values. The optimal routing
paths are learned using the average least number of transmissions to the sink and the
residual energy of the next hop with RL. However, QSGrd suffered these limitations:
slow convergence to the optimal routing paths, the static parameter of the Q-learning
leads to network performance degradation, and increased computation time.

Le and Sangman, (2017) designed an RL-based Communication Range Control (RL-
CRC) scheme for WSNs [92]. The scheme uses Q-learning to maintain the optimal degree
of each sensor node with the aim of adapting the communication range of each sensor
node while maintaining the connectivity of the network for the dynamically changing
WSNs. This enabled the minimization of interference, transmission power, and energy
consumption at the sensor nodes. Simulation results showed that RL-CRC has improved
reduction in energy consumption when compared to classic communication range control
schemes which are Fuzzy-logic Topology Control (FTC) [66] and Local Tree-based Reliable
Topology (LTRT) [101] while maintaining nearly equal average communication range.
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Renold and Chandrakala, (2017) proposed for WSNs a routing protocol called Multi-
agent Reinforcement Learning-based Self-Configuration and Self-Optimization (MRL-
SCSO) [119]. In this protocol, the reward function is defined using the buffer length and
the node residual energy. The next forwarder selected is the neighbor with the maximum
reward value. The protocol also incorporates the sleeping scheduling scheme to decrease
the energy consumption of nodes. The network lifetime of MRL-SCSO is higher than that
of the Collect Tree Protocol (CPT) [51] when compared by simulation. But, MRL-SCO
requires an increased number of episodes to learn the network.

Akter and Yoon, (2018) proposed an RL-based protocol for duty cycle interval control
in WSN [5]. The protocol used Q-learning to find the maximum duty cycle interval that
supports various delay requirements while maintaining the given delay success ratio.
The agent of the protocol resided in the sink of the WSN. Simulation results showed
that the protocol reduces the energy consumption of sensor nodes and maximizes the
network lifetime while guaranteeing the required delay and delay success ratio.

Soni and Shrivastav, (2018) designed two algorithms which are the RL-based clustering
algorithm (RLBCA) and the on-demand mobile sink traversal (ODMST) algorithm to
maximize the network lifetime while minimizing the network energy consumption [129].
The RLBCA creates optimal cluster heads using Q-learning. The learning agent of the
RLBCA is the sensor nodes that use the nearest neighbor energy level to form clusters.
This enables the sensor nodes to learn the cost of the route to send data packets to
the cluster head. The ODMST algorithm enables the mobile sink to collect data from
the cluster heads based on demand to improve the network lifetime. Simulation results
showed that RLBCA and ODMST algorithm improves the network energy consumption
and lifetime when compared with Two-Tier Data Dissemination (TTDD) [96], Delay
Bound Reduced k-Means (DBRkM) [81], Energy-efficient Particle swarm optimization
based routing algorithm with Mobile Sink (EPMS) [136] RLLO and RL-CRC.

Kim et al., (2019) proposed an RL-based topology-aware routing protocol for under-
water WSNs [84]. The protocol takes into account the local topology of sensor nodes to
enable the sensor node to transmit information in the right direction. The protocol also
considers the changes in channel status and the residual energy of the sensor node so
as to minimize the network energy consumption. The simulation result shows that the
protocol performs better than QELAR in terms of total energy consumption and latency.

Geo et al., (2019) proposed for WSN a Q-learning routing protocol called a Rein-
forcement Learning-Based Routing (RLBR) to optimize the network lifetime [55]. RLBR
search for optimal paths for transmitting packets from each node to the sink taking into
consideration of hop count, link distance, and residual energy in its reward function.
RLBR utilizes transmit power adjusting and data packet carrying feedback scheme to
increase packet delivery, balance the energy consumption, and reduce the overall energy
consumption. RLBR performs better than Q-Routing, and MRL-SCSO in terms of net-
work lifetime and energy efficiency. However, RLBR suffers from slow convergence to
the optimal routing paths.

Bouzid et al., (2020) proposed a routing protocol for WSNs known to optimize lifetime
and energy consumption [24]. R2LTO learns the optimal paths to the sink by considering
the hop count, residual energy, and transmission energy (distance) between nodes. R2LTO
consists of two processes, which are the discovery process to know the network topology
and the continuous learning routing process. The effectiveness of R2LTO is carried out by
comparison with Q-routing and RLBR by simulation, and the results show that R2LTO
performs better in terms of network lifetime and energy efficiency. However, R2LTO
suffers from slow convergence to the optimal routing paths.
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Kaur and Aulakh, (2021) designed an RL-based LEACH protocol (RL-LEACH) for
WSNs [83]. An optimal cluster number of the network is first evaluated by analyzing the
energy consumption of the network for both inter and intra-clustering communication.
The protocol uses Q-learning to enable each sensor node to select an optimal Cluster
Head (CH) by taking into consideration the distance and energy consumption required
to send data from the sensor node to the CH. Simulation results showed that RL-LEACH
has improved performance in energy consumption, network lifetime, and packet delivery
ratio when compared to the classical LEACH protocol.

Sapkota and Sharma, (2021) designed an RL-based routing protocol to optimize the
network lifetime in WSN [121]. The agents which are the sensor nodes choose the next
forwarder with Q-learning by using the inverse of the distance between connected sensor
nodes as the reward function. Simulation results showed that the proposed protocol has
improved performance when compared with the baseline direct diffusion protocol [71].
But, the protocol requires an increased number of episodes to learn the network.

Mutombo et al., (2021) proposed an RL-based Energy Balancing Routing (EBR-RL)
protocol for WSNs [103]. EBR-RL protocol maximizes the network lifetime by balancing
the energy consumption between sensor nodes. EBR-RL protocol operates in two stages.
The first stage set up the network and the second stage carries out the data transmission
using RL. EBR-RL protocol has better performance in terms of network lifetime and
energy saving when compared with existing energy-efficient routing protocols. However,
EBR-RL suffers from slow convergence to the optimal routing paths.

Abadi et al., (2022) designed an RL-Based Energy Efficient Control and Routing Protocol
(RLBEEP) for energy management in WSNs [2]. RLBEEP improves the lifetime of the
network using three energy management techniques. The first technique uses Q-learning
to learn the route with the minimum length that reduces the energy consumption of
the sensor node. The second technique uses a sleep schedule to improve the energy
consumption of sensor nodes. The last technique is the adaptation of sensor node data
transmission based on the received data rate change. Simulation results show that
RLBEEP performs better than RLBR and Delay-aware data fusion (DADF) [42] protocols
in terms of network lifespan and throughput.

Joshi and Kumar, (2022) designed an RL-based energy-aware routing protocol to
maximize the lifetime and throughput of multimedia WSN [75]. The protocol first
utilizes adaptive clustering to select cluster heads considering the distance and average
remaining residual energy of heterogeneous sensor nodes. After the adaptive clustering,
the protocol learns the route for inter-cluster data aggregation so that the network
lifetime is maximized while minimizing the network energy consumption using a State-
Action-Reward-State-Action (SARSA). Simulation results show that the designed protocol
has improved network lifetime and throughputs when compared with existing routing
protocols such as Sleep-awake energy-efficient distributed (SEED) clustering [4], Firefly-
based hierarchical maximum likelihood (FHML) [52], Harmony search-based particle
swarm optimization (HPSO) [123], and GA-based energy-efficient clustering (GEEC) [138].

Uddin, (2022) proposed an RL-based data aggregation protocol for CHs (RL-CH)
in wireless multimedia sensor networks (WMSN) to maximize energy efficiency and
network lifetime [134]. RL-CH protocol selects CHs using evolutionary game theory
and learns the best path between the CHs to send data to the sink using Q-learning
considering hop count and residual energy of the CHs in the reward function. The state
of the agent of the RL-CH includes all CHs and the sink. The action of the agent is to
select the best neighboring CH to forward data packets toward the sink. Simulation
results show that the RL-CH protocol performs better in terms of end-to-end delay,
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packet delivery ratio, energy efficiency, and network lifetime when compared with the
evolutionary game-based routing (EGR) protocol [56] serving as a baseline.



3
A N A LY S I S O F I M PA C T O F Q - L E A R N I N G PA R A M E T E R S O N
D I S T R I B U T E D R L - B A S E D L I F E T I M E - AWA R E R O U T I N G
P R O T O C O L S P E R F O R M A N C E

3.1 introduction

RL has been used in WSNs to balance energy consumption, reduce energy consumption
and maximize the network lifetime. This is because RL can find the best routing path in
WSNs considering the residual energy of sensor nodes, link distance of sensor nodes to
the sink, and hop counts of sensor nodes to the sink. This chapter entails the analysis
of the impact of Q-learning parameters which are learning rate and discount factor on
selected distributed RL-based lifetime-aware routing protocols performance for WSNs on
the environment designed with Networkx.

3.2 methodology

This section presents the network model, routing and learning process, and the en-
ergy model used for the performance analysis of the distributed lifetime-aware routing
protocols.

3.2.1 Network Initialization Procedure

The WSN consists of a set of sensor nodes and a sink. After the network initialization,
each sensor node broadcasts its status information which includes a unique identifier
(ID), x − y location, load (number of data octets to transmit per second to the sink),
residual energy, and maximum transmission range. The sink collects all the sensor nodes’
status information and builds the network graph G = (V , E), where V = {v1, ..., vn} is
the set of sensor nodes and E = {e1, ..., em}⊆V × V is the set of network links between
two distinct connected nodes in the network.

Two sensor nodes are only connected if their cartesian distance is less than or equal
to the maximum transmission range of the sensor nodes. The initial path quality of
each sensor node is calculated as the ratio of the initial residual energy and the hop
count to the sink. The sink computes the minimum hop count from each sensor node by
constructing a minimum spanning tree graph using Prim’s algorithm with a unit distance
between two connected nodes. This minimum hop count is sent to each sensor node by
the sink using a notification packet. Each sensor node acts as an agent and initializes the
Q-value which gives the path quality using Equation 3.1. Each sensor node, sv encodes
the Q-value on the notification packet and broadcasts it to all neighboring sensor nodes.

Q(sv) =
ER(sv)

H(sv)
(3.1)

where Q(sv) is the Q-value, ER(sv) is the initial residual energy, and H(sv) is the hop
count to the sink of the sensor node, sv.

35
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This enables each sensor node to initialize its neighbor information which includes
the sensor node’s ID, x − y location, residual energy, hop count, and Q-value on its
neighboring table.

3.2.2 Routing and Learning Procedure

After the network initialization process, the sensor nodes not only generate data packets
for transmission but also act as a router. Each sensor node is an agent that learns the
best routing path to the sink. The state space of an agent is the set of neighboring sensor
nodes with the state as the sensor node holding the generated packet. Consequently, the
action space of an agent is the set of neighboring sensor nodes’ IDs, and the action is to
select a neighboring sensor node as the next forwarder.

A sensor node, sv generating or/holding a data packet, P to send to the sink, sd
through the next forwarder, s f estimates the path quality, Qsv(sd, s f ) which it takes for
the next forwarder to route the packet, P to the sink. Since every sensor nodes maintain
a neighboring table that contains its Q-value and hop count to the sink, when a sensor
node, sv has a packet to send to the sink, it chooses the next forwarder, s f with the
maximum Q-value using the epsilon greedy strategy. This is to ensure the exploration of
the solution search space. That is given a probability value of epsilon, ϵ ∈ [0, 1] and a
random number, r ∈ (0, 1) generated in each learning round, the next forwarder, s f is
selected using Equation 3.2.

s f =


Random action, i f r ≥ 1− ϵ

argmax
s f∈Ng(sv)

{Qsv(sd, s f )}, otherwise.
(3.2)

This is because when the packet, P is sent to s f by sv, the sensor node, sv receives a
reward which is used to measure the feedback from s f that gives the path quality to get
the sink from s f using Equation 3.3.

Qs f (sd) = max
sk∈Ng(s f )

{Qs f (sd, sk)} (3.3)

where Ng(s f ) is the set of the next forwarder neighboring sensor nodes. Subsequently,
the sensor nodes, sv update their path quality and hop count using Equations 3.4 and
3.5, respectively.

Q(sv) = Qsv(sv, s f ) (3.4)

h(sv) = h(s f ) + 1 (3.5)

The path quality, Qsv(sd, s f ) which it takes for the next forwarder to route the packet,
P to the sink is updated using Q-learning as shown in Equation 3.6.

Qnew
sv

(sd, s f )← (1− α)Qold
sv
(sd, s f ) + α

[
Rt + γ ∗Qs f (sd)

]
(3.6)
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The extent to which the newly learned Q-value affects the old Q-value is dependent on
the learning rate, α(0, 1]. The closer the value of α is to one, the more the impact of the
newly computed Q-value on the old one. If is equal to one, then the recently learned
Q-value replaces the old Q-value completely.

The discount factor, γ[0, 1] controls the agent’s liking for the future rewards with
respect to the current reward. If γ is equal to 1, both the immediate reward and the future
reward are considered equally.

The reward got when a sensor node, sv chooses the next forwarder, s f is modeled using
that of RL-based Lifetime Optimization (RLLO) routing protocol [54], RL-Based Routing
(RLBR) protocol [55], and RL for Lifetime Optimization (R2LTO) routing protocol[24] for
WSNs.

The reward function of RLLO is given as:

R(sv, s f ) =
Er(s f )

h(s f )
(3.7)

where Er(s f ) and h(s f ) are the residual energy and hop count of the next forwarder
respectively.

The reward function of RLBR is given as:

R(sv, s f ) =
Er(s f )

dn(sv, s f )h(s f )
(3.8)

where d(sv, s f ) is the link distance between the source node and the next forwarder and
n is the path loss exponent. d(sv, s f ) and n is given in Equation 3.9 and Equation 3.10,
respectively.

d(sv, s f ) =
√
(x(s f )− x(sv))2 + (y(s f )− y(sv))2 (3.9)

where (x(sv), y(sv)) and (x(s f ), y(s f )) are the position coordinates of the source node
and next forwarder, respectively.

n =

2, i f d ≤ do

4, otherwise.
(3.10)

where do is known as the reference distance that is defined in Section 3.2.3
The reward function of R2LTO is given as:

R(sv, s f ) =
Er(s f )

Tx(sv,s f )

Tx(max) h(s f )
(3.11)

where Tx(sv, s f ) is the estimation of the transmitted energy to send a packet from the
source node to the next forwarder. TX(max) is the highest transmitted energy.

The Q-value of each sensor node, sv is initialized using Equation 3.1 at the beginning
of the learning round. Also, the path Q-value of each sensor node, sv to its neighboring
sensor node, sk is initialized as zero for RLLO, RLBR, and R2LTO. At each learning round,
the packet generated by each sensor node, sv is routed to the sink by learning the optimal
routing path, P. The first sensor node in the routing path, P is the source sensor node, sv.
Subsequently, for every neighboring sensor node, sk of the source sensor node, sv that is
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not in the routing path, P of the source sensor node, sv, the reward R(sv, sk) is computed
using Equation 3.7, Equation 3.8, and Equation 3.11 when dealing with RLLO, RLBR, and
R2LTO, respectively. Also, the path quality of the source sensor node to its neighboring
sensor node, Qsv(sv, sk) is computed likewise using Equation 3.6. These path Q-values
are then stored in the sensor node, sv temporary path Q-values, TQ. The next forwarder,
s f of sv is selected using the information contained in TQ with Equation 3.2. The next
forwarder, s f is added to the routing path, P. If s f is not the sink, then s f becomes the
source node holding the packet. These processes are repeated until the next forwarder
becomes the sink node. In the process of the learning round, if any sensor node depletes
its energy source, the protocol is terminated. The algorithm of the RLLO, RLBR, and
R2LTO is provided in Algorithm 6, Algorithm 7, and Algorithm 8, respectively.

Algorithm 6 RLLO

Input: G(V, E), α, γ, ϵ, L
Output: Optimal Route

1: for i = 1 to L do
2: Initialize Q(sv) ∀ sv ∈ S using Equation 3.1
3: Initialize Qsv(sv, sk) = 0 ∀ sk ∈ Ng(sv)

4: for sv ∈ S do
5: P = {sv}
6: TQ = {}
7: while True do
8: for sk ∈ Ng(sv) do
9: if sk /∈ P then

10: if d(sv, ss) ≥ d(sk, ss) then
11: Compute R(sv, sk) using Equation 3.7
12: Compute Qsv(sv, sk) using using Equation 3.6
13: TQ← Qsv(sv, sk)

14: end if
15: end if
16: end for
17: Choose s f ∈ Ng(sv) as next forwarder using Equation 3.2
18: Update Q(sv) using Equation 3.4
19: Update h(sv) using Equation 3.5
20: P← s f
21: if s f is sink then
22: Break
23: end if
24: end while
25: if E(sv) = 0 ∀ sv ∈ S, then
26: Break
27: end if
28: end for
29: end for
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Algorithm 7 RLBR

Input: G(V, E), α, γ, ϵ, L
Output: Optimal Route

1: for i = 1 to L do
2: Initialize Q(sv) ∀ sv ∈ S using Equation 3.1
3: Initialize Qsv(sv, sk) = 0 ∀ sk ∈ Ng(sv)

4: for sv ∈ S do
5: P = {sv}
6: TQ = {}
7: while True do
8: for sk ∈ Ng(sv) do
9: if sk /∈ P then

10: if d(sv, ss) ≥ d(sk, ss) and/or h(sv) ≥ h(sk) then
11: Compute R(sv, sk) using Equation 3.8
12: Compute Qsv(sv, sk) using using Equation 3.6
13: TQ← Qsv(sv, sk)

14: end if
15: end if
16: end for
17: Choose s f ∈ Ng(sv) as next forwarder using Equation 3.2
18: Update Q(sv) using Equation 3.4
19: Update h(sv) using Equation 3.5
20: P← s f
21: if s f is sink then
22: Break
23: end if
24: end while
25: if E(sv) = 0 ∀ sv ∈ S, then
26: Break
27: end if
28: end for
29: end for
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Algorithm 8 R2LTO

Input: G(V, E), α, γ, ϵ, L
Output: Optimal Route

1: for i = 1 to L do
2: Initialize Q(sv) ∀ sv ∈ S using Equation 3.1
3: Initialize Qsv(sv, sk) = 0 ∀ sk ∈ Ng(sv)

4: for sv ∈ S do
5: P = {sv}
6: TQ = {}
7: while True do
8: for sk ∈ Ng(sv) do
9: if sk /∈ P then

10: Compute R(sv, sk) using Equation 3.11

11: Compute Qsv(sv, sk) using using Equation 3.6
12: TQ← Qsv(sv, sk)

13: end if
14: end for
15: Choose s f ∈ Ng(sv) as next forwarder using Equation 3.2
16: Update Q(sv) using Equation 3.4
17: Update h(sv) using Equation 3.5
18: P← s f
19: if s f is sink then
20: Break
21: end if
22: end while
23: if E(sv) = 0 ∀ sv ∈ S, then
24: Break
25: end if
26: end for
27: end for

3.2.3 Energy Consumption Model

The energy consumed by the vth sensor node, ECsv in a round of data transmission is the
summation of the energy consumed by the sensor node in sending and receiving data
packets and is given in the Equation 3.12 [63].

ECsv(p, d) = Etx(p, d) + Erx(p) (3.12)

The energy consumed by a sensor node for sending and receiving data packets is given
in Equation 3.13 and Equation 3.14, respectively [127].

Etx(p, d) =

Eelec pℓ+ E f s pd2 i f d ≤ do

Eelec pℓ+ Emp pd4 i f d > do

(3.13)

Erx(p) = Eelec pτ (3.14)
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where p is the number of bits per packet, d is the distance between the source node and
the destination node, ℓ is the number of packets sent by a sensor node per round, τ is
the number of packets received by a sensor node per round, Etx(p, d) is the transmitted
energy, Erx(p) is the received energy, Eelec is the electronic energy consumed to transmit
or receive unit data of the packet. E f s, Emp are the transmit amplifier efficiency and
depend on the transmitter amplifier model (free space model is employed when d ≤ do,
otherwise the multipath model is employed). do is the baseline distance and is obtained
by equating the two expressions of Etx(p, d) at d = do and is given as:

do =

√
E f s

Emp
(3.15)

The energy consumption of a sensor node to send data packet(s) is a function of a
continuous distance in Equation 3.13, but in practice, the transmission power of a sensor
node at less than the transmission range is used. To implement this in the simulation the
distance between two neighboring sensor nodes is used since the sensor nodes are only
connected if the distance is less than or equal to the transmission radius.

3.3 simulation and results discussions

The performance analysis of the distributed RL-based lifetime-aware routing techniques
is achieved by analyzing the impact of the learning rate and discount factor on the
rate of convergence, network lifetime, and average energy consumption per round with
simulations. This is to enable the right choice of the learning rate and discount factor
to maximize the network lifetime and reduce average network energy consumption per
round. The performance metric of the network lifetime and average network energy
consumption per round of the RLLO, RLBR, and R2LTO are compared for network
lifetime maximization. The network lifetime is computed as the number of rounds
taken for the first sensor node to deplete its energy source. The average network energy
consumption per round is the ratio between the total energy consumption of the sensor
nodes and the network lifetime. The RLLO, RLBR, and R2LTO are implemented with
Python 3.8 under the “PyCharm” development environment. The Python Networkx
module [57] is used to implement the graphical structure of the WSN. The Python code
is executed on the SLURM (Simple Linux Utility for Resource Management) cluster on
the IRIT’s OSIRIM platform. The Computer nodes of the OSIRIM platform adopted are
the 4 AMD EPYC 7402 bi-processor computing nodes at 2.8 GHz, with 48 processors and
512 GB of RAM each. These nodes enable more than 24 threads and/or 192 GB of RAM
for the same process. The simulation parameters used to implement the network and the
deployed WSN are shown in Figure 3.1 and Table 3.1, respectively.



42 distributed rl-based lifetime-aware routing protocols

Figure 3.1: The Deployed WSN

Table 3.1: WSN Simulation Parameters

Parameters Values

Number of sensor nodes 100

Number of sink node 1

Deployment area 1000 m × 1000 m

Sensor node deployment Random

Sink position (500, 500)

Transmission range 150 m

Data packet size 1024 bits

Packet generation rate 1 /s to 10 /s

Initial energy of sensor nodes 10 J to 100 J

Eelec 50 nJ/bit [63]

e f s 10 pJ/bit/m2 [127]

emp 0.0013 pJ/bit/m4 [127]

The impact of the learning rate on the network lifetime while the discount factor and
epsilon are kept constant at 1 and 0.1, respectively of the distributed RL-based lifetime
aware routing protocol considered which are RLLO, RLBR, and R2LTO is examined as
shown in Figure 3.2.
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Figure 3.2: Network Lifetime of Distributed RL-based Lifetime Aware Routing Protocols with
Learning Rate

It is seen in Figure 3.2 that as the learning rate of the protocols increases toward 1, the
network lifetime decreases. This is because as the learning rate increases, the faster the
tendency of the newly learned Q-value to replace the old learned Q-value. This makes
the protocols lose the memory of the learned optimal routing paths for each sensor node
to the sink. This causes a decrease in the network lifetime because there is an increase
in the sensor nodes’ energy consumption when non-optimal paths are used for routing.
The increase in the network energy consumption as the learning rate increases makes
the network have an increase in the average energy consumption per round as shown in
Figure 3.3.

Figure 3.3: Average Energy Consumption of Distributed RL-based Lifetime Aware Routing Proto-
cols with Learning Rate

Therefore, both protocols, have a better performance in network lifetime and average
energy consumption per round when a lower learning rate (that is 0.1) is used.
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Subsequently, the impact of the discount factor on the network lifetime for the RLLO,
RLBR, and R2LTO is examined by varying the discount factor while the learning rate
and epsilon are both kept at 0.1 as shown in Figure 3.4.

Figure 3.4: Network Lifetime of Distributed RL-based Lifetime Aware Routing Protocols with
Discount Factor

It is seen in Figure 3.4 that as the discount factor of the protocols increases toward
1, the network lifetime increases. This is because as the discount factor increases, the
immediate reward and future reward tend to be considered equally. This will make the
learning process utilize the cumulative reward. Thus the learning agent will choose the
best routing paths, resulting in an increased network lifetime because of reduced energy
consumed by the sensor nodes in using optimal routing paths in sending data packets to
their next forwarder.

Figure 3.5: Average Energy Consumption of Distributed RL-based Lifetime Aware Routing Proto-
cols with Discount Factor
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The decrease in the network energy consumption as the discount factor increases
make the network have a decreasing average energy consumption per round as shown in
Figure 3.5.

Therefore, both protocols, have a better performance in network lifetime and average
energy consumption per round when a higher discount factor (1) is used.

The convergence of the normalized average Q-value with the network lifetime for both
protocols when the learning rate is 0.1 and the discount factor is 1 is shown in Figure 3.6.

Figure 3.6: Normalized Average Q-value of Distributed RL-based Lifetime Aware Routing Proto-
cols with Learning Round

As seen in Figure 3.6 the convergence rate of the protocols is low because each sensor
node learns the next forwarder locally and needs many iterations to select the optimal
next forwarder, this leads to the degradation of the network lifetime and average energy
consumption per round.

3.4 conclusion

Performance analysis of the impact of Q-learning parameters for distributed RL-based
routing protocols to improve the WSNs network lifetime and the energy consumption is
presented in this chapter. The lifetime and energy consumption is better for a low learning
rate and high discount factor. This resulted in an improved lifetime and average energy
consumption per round of the distributed RL-based lifetime-aware routing protocols. The
lower the learning rate, the better the preservation of the learned optimal routing path.
The higher the discount factor, the more the learning process utilizes the cumulative
reward. Thus the learning agent will choose the best routing paths which will result
in an increased network lifetime because of reduced energy consumed by the sensor
nodes in sending data packets to their next forwarder. However, the convergence rate
of the distributed RL-based lifetime-aware routing protocols is low because each sensor
node learns the next forwarder locally and needs many iterations to select the optimal
next forwarder, this leads to the degradation of the network lifetime and average energy
consumption per round. In the next chapter, a novel solution in the case of a centralized
RL-based lifetime-aware approach will be provided.
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L I F E T I M E - AWA R E C E N T R A L I Z E D R O U T I N G P R O T O C O L F O R
W I R E L E S S S E N S O R N E T W O R K S U S I N G Q - L E A R N I N G

4.1 introduction

This chapter presents the design of a Lifetime-Aware Centralized Q-routing Protocol
(LACQRP) for WSN to maximize the network lifetime. This is achieved by implementing
Q-learning on the sink of the WSN, which also acts as a controller that has global
knowledge of the network topology. The controller generates all possible distance-
based minimum spanning trees (MSTs), which form the set of routing tables (RTs). The
maximization of the network lifetime is achieved by the controller learning the routing
table that minimizes the maximum of the sensor nodes’ consumption energies using
Q-Learning.

4.2 methodology

This section presents the network model, the implementation of the All-MSTs algorithm,
and the designing and implementation of the LACQRP.

4.2.1 Network Model

The topology of the WSN is modeled as a weighted graph, G = (V, E). V is the set of
network nodes (vertices) and E is the set of network links (edges). The connection between
two nodes in the network is represented by a distance edge weight. In the proposed
routing protocol, each WSN node broadcasts Hello packets after the initialization of the
network. Based on the received Hello packets, the sink/controller builds the network
graph and computes a list of all routing tables (RTs) based on distance-based Minimum
Spanning Trees (MSTs) [144]. The choice of the distance-based MST is because the
transmission energy that the sensor nodes use to send packets is a function of the
distance between nodes.

4.2.2 All-MSTs Algorithm

The algorithm and the complexity of generating all MSTs are explained in the sequel.
The node set and edge set of the network graph are V = {v1, ..., vn} and E =

{e1, ..., em}⊆V × V, respectively. An integer weight w(e) > 0 is associated with each
edge e ∈ E. The sum of the weights of constituent edges for an MST is depicted as weight
w(T). The list of all MSTs of the network graph is obtained by using a set of fixed edges
F = {e1, ..., ek} and a set of restricted edges R⊆E in G that is disjoint with F, where k is
the number of elements in F.

An MST is said to be (F, R)-admissible if it contains all edges of F, but does not
contain those of R. An MST of G, obtained by any standard MST algorithm [44] is
used to divide the problem P of finding an MST into a set of mutually disjoint sub-
problems P({e1, ..., ei−1}, {ei}), where i = 1, ..., n− 1. This implies that the sub-problems

47
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i = 1, ..., n− 1 list all the MSTs that contain e1, ..., ei−1, but do not contain ei. Therefore the
problem P becomes P(F, R): List all the MSTs, which are (F, R)-admissible.

An MST that is (F, R)-admissible is denoted by T(F, R) = F∪{ek+1, ..., en−1}. For
i = k + 1, ..., n − 1, Fi and Ri are defined as Fi = F∪{ek+1, ..., en−1} and Ri = R∪{ei},
respectively. Moreover, let e be an arbitrary edge of an (F, R)-admissible MST, T of G.
Deleting e from T divides it into two non-connected components V1 and V2. Cut(e)
is the set of edges that can substitute e and reconnect V1 and V2, and is defined as
Cut(ê) = {e∗ ∈ E|e∗ ∈ (V1 ×V2)∪(V2 ×V1)}.

From the cut-set optimality condition for MST, for a pair of edges e ∈ T and
e∗ ∈ Cut(e)\{e}, T∪{e∗}\{e} defines an MST. Renumbering the vertices of the (F, R)-
admissible MST at each sub-problem P(F, R) in a post-order fashion as T is transverse
from an arbitrary root as {vi|i = 1, ..., n}, this makes T to be rooted at vn, thereby making
ei to be an edge connecting vi to be its parent vertex in T. An interval [σi, ψi] is associated
with vi and represents the set of descendants of it. This implies that j ∈ [σi, ψi]⇐⇒ vj is
a descendant of vi in T rooted at vn.

Denoting Ei = {(vi, vj) ∈ E|(vi, vj) /∈ T} as a set that is not tree edges incident on
vertex vi and the set of quasi-cuts, Q to be a set of elements of the form (w, v, v∗) ∈ Q.
This implies e = (v, v∗) ∈ E has weight w(e) = w and is a candidate of a cut-set edge. Q
is then use to find the substitute e∗i of ei ∈ T\F which enables getting T∪{e∗i }\{ei} as a
new MST and updating it for the next ith sub-problem.

The algorithm for generating all the possible MSTs of a network graph using this
description is given in Algorithm 9.
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Algorithm 9 : All-MSTs Algorithm

Input: F, R, T
Output: All MSTs

Q = {}
for i = 1 to n− 1 do

for e = (vi, vj) ∈ Ei\R do
if j < σi then

Reverse the direction
if (w(e), j, i) ∈ Q then

Delete it from Q
Insert (w(e), i, j) into Q

end if
end if
if j ∈ [σi, ψi] then

if (w(e), j, i) ∈ Q then
Delete it from Q

end if
end if
if j > σi then

Insert (w(e), i, j) into Q
end if

end for
if ei /∈ F then

Find (w, i∗, j∗) ∋ w = w(ei) and j∗ ∈ [σi, ψi]

if such an (w, i∗, j∗) is found with j∗ ∈ [σi, ψi] then
Delete (w, i∗, j∗) from Q, and go to line 21

end if
if such an (w, i∗, j∗) is found with j∗ /∈ [σi, ψi] then

Set e∗i = (vi∗ , vj∗). {Subsitute for ei found.}
end if

end if
end for
for i = k + 1 to n− 1 do

if e∗i exists, then
Set Ti = T ∪ {e∗i }\{ei}
Output Ti {Comment: A new MST is found}
Set Fi = F ∪ {ek+1, ..., ei−1} and Ri = R ∪ {ei}
Call All MST(Fi, Ri, Ti) recursively

end if
end for

The All-MSTs algorithm runs in O(Nm log n) time and O(m) space. Where n, m,
and N are the number of nodes, edges, and MSTs of the network graph, respectively.
This is because Q includes a maximum of m elements, and for every non-tree edge, a
maximum of two Inserts and two Deletes are performed. Also, for every tree edge, a
maximum of one Find is performed. Because Q is an order set, every Inserts, Deletes,
and Find is executed in O(log m) time. Therefore the total substitutes are performed in
O(m log m) = O(m log n) time. The other computation like traversing G along T, finding
intervals [σi, ψi], and renumbering V in post-order manner is done in O(m) time.
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4.2.3 Lifetime-Aware Centralized Q-Routing Protocol

The lifetime of the network is considered as the time required for the first sensor node to
die. Therefore, a centralized RL-based unicast routing protocol is designed for a WSN to
maximize the minimum Estimated Node Residual Energy (ENRE) of the sensor nodes
in the network. Therefore, the optimization problem is to find the MST of the WSN such
that:

Minimum ENREn ( f or all n) is Maximized (4.1)

This is because, despite using the MSTs as the routing tables (RTs) to minimize the energy
consumption of sensor nodes, the number of paths crossing each sensor node in the
different RTs differs. This parameter makes the energy consumption of each sensor node
to be different when using the different RTs for routing. The RT that has the minimum
number of paths crossing a particular sensor node will drain less energy from the sensor
node.

Therefore, to prolong the time taken for the first sensor node to die, the proposed
routing protocol tends to find the RT that has the least number of paths crossing a
particular sensor node to be used for routing packets to the sink.

The learning agent is located at the controller which also acts as the sink. The sink
collects all the data sent by the sensor nodes in the network. The controller builds all the
possible RTs. Therefore, the state space S and action space A of the learning agent are the
lists of all RTs. The state of the learning agent is the RT that the sink is using to receive
packets from the sensor node at the current learning round and the action is to choose
the next RT that will optimize the network lifetime.

After, each round of data transmission by the sensor nodes to the sink, each sensor
node sends its residual energy to the sink. Based on the residual energy of each sensor
node, the sink estimates the energy consumption of each sensor node in the previous
round of data transmission.

To make the learning meaningful, the Q-value in Equation 4.2 is made to denote the
value of the maximum energy consumption of the sensor nodes in the network when
using a particular RT in sending data packets to the sink.

Qt(st, at) = (1− α)Qt−1(st, at) + α

[
Rt + γ ∗max

a∈A
{Q(st+1, a)}

]
(4.2)

where α is the learning rate and γ is the discount factor.
The achievable reward Rt in each learning round is modeled as the maximum of the

energy consumption by the sensor nodes in the network when a particular RT is used
and is given as:

Rt = max
n∈V
{ECn} (4.3)

where ECn is the energy consumption of the nth sensor node and V is the set of sensor
nodes in the WSN.

This implies that the sink evaluates the effectiveness of the RT based on the reward
function after a round of data transmission. To maximize the minimum estimated node
residual energy of the sensor nodes and thereby maximize the lifetime of the WSN,
exploration of the solution search space is ensured by choosing the RT with a minimum
Q-value using the epsilon-greedy strategy [131].
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That is given a probability value of epsilon, ϵ ∈ [0, 1] and a random number, r ∈ (0, 1)
generated in each learning round, the action at is selected as:

at =


Random action, i f r ≥ 1− ϵ

argmin
a∈A

{Qt(s, a)}, otherwise.
(4.4)

Because the Q-matrix of the learning agent scales with the state space and action
space. Also, Q-learning performance depends on the reward function and how the action
space is scanned. The Q-value for each state-action pair is initialized as the maximum
initial residual energy of the sensor nodes, Emax. This will enable fast convergence to the
optimal RT(s) with an epsilon-greedy strategy.

The proposed LACQRP for finding the optimal RT for maximizing the network lifetime
of the WSN is given in Algorithm 10.

Algorithm 10 : LACQRP

Input: Learning rate, Discount factor, Epsilon, Number of learning rounds, List of RTs
Output: Optimal RT

1: Initialize the Q-value for each state-action pair as Emax.
2: Initialize a random RT as the current state of the sink.
3: for i = 1 to Number of learning rounds do
4: The sink chooses an RT using Equation 4.4 and broadcasts it to each sensor node.
5: Each sensor node sends data to the sink using the RT.
6: The sink evaluates the effectiveness of the RT using Equation 4.3.
7: The sink updates its Q-value using Equation 4.2.
8: The sink updates its state as the current RT.
9: if Any sensor node depletes its energy source, then

10: break
11: end if
12: end for
13: return The optimal RT is the RT with the highest percentage utilization.

Since Algorithm 10 depends on Algorithm 9 to generate all MSTs, which are used as the
RTs, the asymptotic time complexity of Algorithm 10 is the same as that of Algorithm 9.

Also, Algorithm 10 requires the initialization of a Q-matrix which depends on the size
of the list of RTs. Therefore the asymptotic space complexity of Algorithm 10 is O(N).
Where the upper bound of N is n(n−2).

The convergence of the LACQRP to the optimal RT will be demonstrated by simulation.
The optimal RT is the RT that has the highest percentage utilization. The percentage
utilization of an RT is the ratio between the time the RT is used and the network lifetime.
That is, the percentage utilization of an RT is given as:

URT =
TRT

LT
(4.5)

where URT is the percentage utilization of an RT, TRT is the time the RT is used, and LT
is the network lifetime.
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4.3 simulation and results discussions

The performance of the LACQRP is achieved by simulations using the performance
metric of convergence rate, network lifetime, and average energy consumption. The
performance analysis of the LACQRP is achieved first by analyzing the impact of the
learning rate and discount factor on the rate of convergence, network lifetime, and
average energy consumption per round. This enables the right choice of the learning
rate and discount factor to maximize the network lifetime and reduce average network
energy consumption per round. The convergence rate, network lifetime, and average
energy consumption of the LACQRP are compared with two distributed RL protocols
for network lifetime maximization for WSN which are RLBR [55] and R2LTO [24]. The
network lifetime is computed as the time taken for the first sensor node to deplete its
energy source. The average energy consumption is computed as the total network energy
consumption divided by the network lifetime. The energy consumption of the nth sensor
node in each round is the difference between its previously estimated node residual
energy, ENREPrevious

n and its currently estimated node residual energy, ENRECurrent
n after

the end of a round. Therefore, the energy consumption of the nth sensor node after a
learning round is given as:

ECn = ENREPrevious
n − ENRECurrent

n (4.6)

ECn is the energy consumption of the nth sensor node after a round. The energy consumed
in sending and receiving data is computed by the energy model provided in Section 3.2.3

The simulation parameters used to implement the network and the randomly generated
connected WSN are the same as in Figure 3.1. and Table 3.1, respectively.

4.3.1 Impact of Learning Rate on LACQRP Network Lifetime and Average Energy Consumption

The impact of the learning rate on the LACQRP network lifetime while the discount
factor and epsilon are kept constant arbitrarily at 0 and 0.1 respectively, while the initial
residual energy and packet generation rate of sensor nodes are 100J and 1/s, respectively
is examined as shown in Figure 4.1.

Figure 4.1: Network Lifetime of LACQRP with Learning Rate
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It is seen that as the learning rate of the protocols increases toward 1, the network
lifetime increases. This is because as the learning rate increases, the faster the tendency
of the LACQRP to learn the optimal MSTs that maximize the network lifetime from
the large solution search space of the LACQRP due to the utilization of all MSTs of the
network graph. This causes an increase in the network lifetime because there is a decrease
in the sensor nodes’ energy consumption when optimal paths are used for routing. The
decrease in the network energy consumption as the learning rate increases makes the
network have a decrease in the average energy consumption per round as shown in
Figure 4.2.

Figure 4.2: Average Energy Consumption of LACQRP with Learning Rate

Therefore, LACQRP has a better performance in network lifetime and average energy
consumption per round when a higher learning rate (that is 1) is used.

4.3.2 Impact of Discount Factor on LACQRP Network Lifetime and Average Energy Consump-
tion

Subsequently, the impact of the discount factor on the LACQRP network lifetime while
the learning rate and epsilon are kept constant at 1 and 0.1 respectively, while the initial
residual energy (IRE) and packet generation rate (PGR) of sensor nodes are 100J and 1/s,
respectively is examined as shown in Figure 4.3.
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Figure 4.3: Network Lifetime of LACQRP with Discount Factor

It is seen that as the discount factor of the protocols increases toward 1, the network
lifetime decreases. This is because as the discount factor increases, the immediate reward
and future reward tend to be considered equally. This will make the learning process
utilize the cumulative reward. This will cause the non-convergence of the Q-values of the
learning agent and a consequent non-convergence of the optimal MSTs that maximize the
network lifetime. Thus the learning agent will not choose the best routing paths, resulting
in a decreased network lifetime because of increased energy consumed by the sensor
nodes in using non-optimal routing paths in sending data packets to sink. The increase
in the network energy consumption as the discount factor increases make the network
have an increasing average energy consumption per round as shown in Figure 4.4.

Figure 4.4: Average Energy Consumption of LACQRP with Discount Factor

Therefore, LACQRP has a better performance in network lifetime and average energy
consumption per round when a low discount factor (0) is used.
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4.3.3 Performance Comparison of LACQRP with RLBR and R2LTO for Homogeneous Sensor
Nodes IRE and PGR

The LACQRP learns the optimal MST with the highest percentage utilization that maxi-
mizes the network lifetime by comparing its Q-value convergence rate with that of RLBR
and R2LTO for the different rounds of data transmission as shown in Figure 4.5. The
Q-value convergence rate of LACQRP approaches one faster when compared with that
of RLBR and R2LTO. This is because LACQRP is centralized and has global knowledge
of the network information and learns the optimal MST that maximizes the network
lifetime. The maximum normalized Q-value of 1 for the LACQRP represents the optimal
MST that maximizes the network lifetime.

Figure 4.5: Q-Value Convergence Rate with Round of Data Transmission

Figure 4.6 shows the network lifetime of both protocols when the packet generation
rate is set as one packet per second and the initial sensor node’s energy is varied with
the same amount. The network lifetime increases with the initial sensor node’s residual
energy. This is because the lifetime of a sensor node is proportional to its residual energy.
The LACQRP has a better network lifetime performance of 46.34% and 11.28% when
compared to RLBR and R2LTO, respectively with increasing sensor node residual energy.
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Figure 4.6: Network Lifetime with Increasing Initial Sensor Node Energy

This is because the LACQRP agent has global information on the network topology
and can quickly learn the best MST from the list of all MSTs that maximizes the network
lifetime by balancing the energy consumption among sensor nodes and minimizes
average energy consumption as shown in Figure 4.7. LACQRP is different from the RLBR
and R2LTO which are distributed in nature and are constrained by the learning agent
having local information for the entire network. This results in a delay in learning the
optimal routing path and therefore degrades the network lifetime. Both RLBR and R2LTO
consider the energy of sensor nodes, their corresponding distances, and hop counts to the
sink in choosing the next forwarder. Subsequently, RLBR does not select a next forwarder
that has a greater distance or hops count to the sink when compared to the current node.
This makes the network lifetime of R2LTO to be higher than that of the RLBR at the
expense of increased energy consumption.

Figure 4.7: Average Energy Consumption with Increasing Initial Sensor Node Energy
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Subsequently, The network energy consumption for both protocols increases with the
increase of the initial energy of the sensor nodes. This is because the more the initial
sensor nodes’ energy, the more rounds of data transmission it takes for the sensor nodes
to deplete their energy. LACQRP has a reduced average energy consumption of 13.88%
and 25.47% when compared with RLBR and R2LTO, respectively. The reduction of the
energy consumption of the LACQRP is because it utilizes the distance-based MSTs
and network energy consumption decreases with minimum distance between sensor
nodes. Also, LACQRP learns the optimal MST that minimizes the sensor nodes’ energy
consumption globally since the sink has global network information and can find the
optimal MSTs to be used by all sensor nodes to send the data packet to the sink so that
the network energy consumption is minimized and the network lifetime maximized.

However, the performance improvement of the network lifetime and average energy
consumption of LACQRP, when compared with RLBR and R2LTO when the packet
generation rate of the sensor node is constant and the initial residual energy is increased,
comes with an increased computation time of 843% and 767% when compared with
RLBR and R2LTO, respectively as shown in Figure 4.8. This is because of the NP-hardness
of generating all MSTs by the LACQRP.

Figure 4.8: Computation Time with Increasing Initial Sensor Node Energy

The network lifetime of LACQRP is also compared with RLBR and R2LTO when the
initial sensor node energy is set as 100 J for increasing packet generation rate as shown
in Figure 4.9.
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Figure 4.9: Network Lifetime with Increasing Packet Generation Rate

The network lifetime of both protocols decreases as the packet generation rate increases.
This is because the energy consumption of the sensor nodes increases as the packet
generation rate increases. This will subsequently lead to the first sensor node depleting
its energy source on time. The LACQRP has a better network lifetime performance of
48.67% and 12.55% when compared to RLBR and R2LTO, respectively with increasing
packet generation rates at the sensor nodes. This is because the LACQRP convergences
quickly to the optimal MST that minimizes the sensor nodes’ energy consumption as
shown in Figure 4.10. This is against the distributed routing protocols of RLBR and
R2LTO that require more time to converge to the optimal routing path.

Figure 4.10: Average Energy Consumption with Increasing Packet Generation Rate

Subsequently, The network energy consumption for both protocols increases with
the increase of the packet generation rate of the sensor nodes. This is because the
more the sensor nodes’ packet generation rate, the more the sensor nodes deplete their
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energy. LACQRP has a reduced average energy consumption of 9.07% and 15.61% when
compared with RLBR and R2LTO, respectively. The reduction of the energy consumption
of the LACQRP is because of the utilization of the distance-based MST and can learn the
optimal MST that minimizes the sensor nodes’ energy consumption globally since the
sink has global network information and can find the optimal MSTs to be used by all
sensor nodes to send the data packet to the sink so that the network energy consumption
is minimized and the network lifetime maximized.

However, the performance improvement of the network lifetime and average energy
consumption of LACQRP, when compared with RLBR and R2LTO when the packet
generation rate of the sensor node is increasing and the initial residual energy is constant,
comes with an increased computation time of 921% and 887% when compared with RLBR
and R2LTO, respectively as shown in Figure 4.11. This is because of the NP-hardness of
generating all MSTs by the LACQRP.

Figure 4.11: Computation Time with Increasing Packet Generation Rate

4.3.4 Performance Comparison of LACQRP with RLBR and R2LTO for Heterogeneous IRE and
Homogeonous PGR of Sensor Nodes

The network lifetime and average energy consumption of LACQRP are also compared
with that of RLBR and R2LTO when the energy of the sensor nodes is different and the
packet generation rate is increased. The sensor nodes’ energy is different by assigning the
energy value from the range of 10J and 100J at the multiples of 10J. The packet generation
rate of the sensor nodes is then constantly increased from 1/s to 10/s at the multiples
of 1/s. For variable energy of the sensor nodes, LACQRP learns the optimal MSTs that
balance the energy consumption of the sensor nodes so as to maximize the network
lifetime. The Q-value convergence rate of LACQRP for variable sensor nodes’ energy
with that of RLBR and R2LTO for the different rounds of data transmission is shown
in Figure 4.12. The Q-value convergence rate of LACQRP approaches one faster when
compared with that of RLBR and R2LTO. This is because LACQRP is centralized and has
global knowledge of the network information and learns the optimal MSTs that maximize
the network lifetime.
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Figure 4.12: Q-Value Convergence Rate with Increasing Packet Generation Rate for Variable
Sensor Node Energy

The network lifetime of both protocols decreases as the packet generation rate increases
as shown in Figure 4.13. Consequently, LACQRP has an improved network lifetime
performance of 61.28% and 20.29% when compared with RLBR and R2LTO, respectively
when the energy of the sensor nodes is different and the packet generation rate of the
sensor nodes is increased.

Figure 4.13: Network Lifetime with Increasing Packet Generation Rate for Variable Sensor Node
Energy

Likewise, the average energy consumption of the protocols increases as the packet
generation rate at the sensor nodes increases as shown in Figure 4.14. LACQRP has
an improved average energy consumption performance of 9.27% and 19.34% when
compared with RLBR and R2LTO, respectively when the energy of the sensor nodes is
different and the packet generation rate of the sensor nodes is increased.
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Figure 4.14: Average Energy Consumption with Increasing Packet Generation Rate for Variable
Sensor Node Energy

However, the performance improvement of the network lifetime and average energy
consumption of LACQRP, when compared with RLBR and R2LTO when the packet
generation rate of the sensor node is increasing and the initial residual energy of the
sensor nodes is heterogenous, comes with a very high computation time when compared
with RLBR and R2LTO, respectively as shown in Figure 4.15. This is because of the
NP-hardness of generating all MSTs by the LACQRP.

Figure 4.15: Computation Time with Increasing Packet Generation Rate for Variable Sensor Node
Energy
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4.3.5 Performance Comparison of LACQRP with RLBR and R2LTO for Heterogeneous PGR
and Homogeonous IRE of Sensor Nodes

The network lifetime and average energy consumption of LACQRP are also compared
with that of RLBR and R2LTO when the packet generation rate of the sensor nodes is
different and the sensor nodes’ residual energy is increased. The sensor nodes’ packet
generation rate is different by assigning the packet generation rate value from the range
of 1/s to 10/s at the multiples of 1/s. The initial residual energy of the sensor nodes is
then constantly increased from 10J to 100J at the multiples of 10J. For the variable packet
generation rate of the sensor nodes, LACQRP learns the optimal MSTs that balance the
energy consumption of the sensor nodes so as to maximize the network lifetime. The
Q-value convergence rate of LACQRP for variable sensor nodes’ packet generation rate
with that of RLBR and R2LTO for the different rounds of data transmission, when the
initial residual of sensor nodes is the same at 100J, is shown in Figure 4.16. The Q-value
convergence rate of LACQRP approaches one faster when compared with that of RLBR
and R2LTO. This is because LACQRP is centralized and has global knowledge of the
network information and learns the optimal MSTs that maximize the network lifetime
when taking into consideration the variable packet generation rate of the sensor nodes.

Figure 4.16: Q-Value Convergence Rate with Variable Packet Generation Rate of Sensor Node

The network lifetime of both protocols increases as the sensor nodes’ residual energy
increases as shown in Figure 4.17. Consequently, LACQRP has an improved network
lifetime performance of 31.68% and 9.10% when compared with RLBR and R2LTO,
respectively when the packet generation rate of the sensor nodes is different and the
residual initial energy of the sensor nodes is increased.
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Figure 4.17: Network Lifetime with Increasing Initial Node Energy for Variable Packet Generation
Rate

Likewise, the average energy consumption of the protocols increases as the initial
residual energy of the sensor nodes increases as shown in Figure 4.18. Also, LACQRP
has an improved average energy consumption performance of 17.39% and 26.29% when
compared with RLBR and R2LTO, respectively when the packet generation rate of the
sensor nodes is different and the initial residual energy of the sensor nodes is increased.

Figure 4.18: Average Energy Consumption with Increasing Initial Node Energy for Variable Packet
Generation Rate

However, the performance improvement of the network lifetime and average energy
consumption of LACQRP, when compared with RLBR and R2LTO when the initial
residual energy of the sensor node is increasing and the packet generation rate of the
sensor nodes is heterogenous, comes with a very high computation time when compared



64 lifetime-aware centralized routing for wsns using q-learning

with RLBR and R2LTO, respectively as shown in Figure 4.19. This is because of the
NP-hardness of generating all MSTs by the LACQRP.

Figure 4.19: Computation Time with Increasing Initial Node Energy for Variable Packet Genera-
tion Rate

4.3.6 Performance Comparison of LACQRP with RLBR and R2LTO for Heterogeneous IRE and
PGR of Sensor Nodes

The convergence rate, network lifetime, and average energy consumption of LACQRP
are compared with RLBR and R2LTO when the sensor nodes’ initial residual energy
and packet generation rate are different. The sensor nodes’ initial residual energy is
different by assigning the energy value from the range of 10J and 100J at the multiples
of 10J. Similarly, The sensor nodes’ packet generation rate is different by assigning the
packet generation rate value from the range of 1/s to 10/s at the multiples of 1/s. The
convergence rate of both protocols is given in Figure 4.20. The convergence rate of
LACQRP approaches one faster when compared with that of RLBR and R2LTO. This is
because LACQRP is centralized and has global knowledge of the network information
and learns the optimal MST that maximizes the network lifetime while adapting to the
heterogeneous initial residual energy and packet generation rate of the sensor nodes
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Figure 4.20: Q-Value Convergence Rate with Round of Data Transmission for Different Sensor
Node PGR and IRE

This makes LACQRP has a better network lifetime performance of 68.45% and 19.96%
when compared to RLBR and R2LTO, respectively for different sensor node initial residual
energy and packet generation rate as shown in Figure 4.21.

Figure 4.21: Network Lifetime for Different Sensor Node PGR and IRE

The LACQRP learns the optimal MST that minimizes the sensor nodes’ energy con-
sumption globally as shown in Figure 4.22. LACQRP has a reduced average energy
consumption of 31.09% and 48.67% when compared with RLBR and R2LTO, respectively
for different sensor node initial residual energy and packet generation rate.
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Figure 4.22: Average Energy Consumption for Different Sensor Node PGR and IRE

However, the performance improvement of the network lifetime and average energy
consumption of LACQRP, when compared with RLBR and R2LTO when the initial
residual energy and packet generation rate of the sensor nodes is heterogenous, comes
with a very high computation time when compared with RLBR and R2LTO, respectively
as shown in Figure 4.23. This is because of the NP-hardness of generating all MSTs by
the LACQRP.

Figure 4.23: Computation Time for Different Sensor Node PGR and IRE

4.4 conclusion

This chapter presents the design of a lifetime-aware centralized Q-routing protocol for
WSN to maximize the network lifetime. The sink of the WSN, which also acts as the
controller has global knowledge of the network information and enables the generation of
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all possible distance-based MSTs which are used as routing tables. Q-learning is deployed
at the controller to learn the routing path that maximizes the lifetime for the first sensor
node to deplete its energy source. The proposed protocol learns the optimal MST(s) that
optimizes the network lifetime and reduces the average network energy consumption
for all the scenarios considered. The proposed protocol has a better convergence rate,
network lifetime, and average energy consumption when compared with the distributed
RL routing protocols of RLBR and R2LTO. The limitation of the proposed protocol is that
it depends on an algorithm that generates all MSTs of a network graph. The problem of
generating all MSTs of a graph is NP-hard (computational complexity is exponential).
To remove the NP-hardness of LACQRP, the next chapter will consider a sub-optimal
solution (a solution that does not guarantee that all MSTs are found, in a reasonable
time). When all or a subset of MSTs are found the controller will use them to learn which
ones are optimal in terms of network lifetime.





5
C E N T R A L I Z E D R O U T I N G F O R L I F E T I M E O P T I M I Z AT I O N U S I N G
G E N E T I C A L G O R I T H M A N D Q - L E A R N I N G F O R W S N S

5.1 introduction

This chapter presents an extension of the LACQRP for WSNs. The limitation of LACQRP
is the NP-hardness introduced by the All-MSTs algorithm used in generating the routing
tables (RTs). Therefore a Sub-Optimal Lifetime-Aware Centralized Q-routing Protocol
SOLACQRP for WSNs with GA and Q-Learning is designed to improve the time and
space complexity of the LACQRP. This is achieved by replacing the All-MSTs algorithm
of LACQRP with a sub-optimal solution that does not guarantee all MSTs are generated
in polynomial time using a GA. The network lifetime considered is the time taken for a
live sensor node not to be reachable to the sink. The sink rebuilds the network graph and
runs the GA-based MSTs after the death of sensor node(s) before data transmission until
the network graph is disconnected. The maximization of the network lifetime is achieved
by the sink learning the MSTs at each stage of network graph building that minimizes
the maximum of the sensor nodes’ consumption energies using Q-Learning until the
network graph is disconnected.

5.2 methodology

The GA-based MSTs and the centralized routing for lifetime optimization Using GA and
Q-Learning for WSNs are presented in the sequel.

5.2.1 GA-based MSTs

The set of nodes and edges of the network graph is denoted by V = {v1, ..., vn} and
E = {e1, ..., em}⊆V × V , respectively. Each edge e ∈ E is associated with an integer
weight w(e) > 0. Denote the sum of the weights of constituent edges for an MST as
weight w(T ). The problem of generating all MSTs of a graph is NP-hard [144]. That is
the computational complexity is exponential. To be able to implement the LACQRP in
practice, a sub-optimal solution that does not guarantee that all MSTs are found in a
reasonable time is achieved using GA [142].

The distance-based MST is considered. The distance-based MST is the spanning tree
having the possible minimum total cartesian distances between the connected vertices.
When all or a subset of MSTs are found the sink will use them to learn which ones are
optimal in terms of network lifetime. The population of the GA is obtained from MSTs
generated by a classical MST algorithm [44].

The classical algorithms for finding MST of a connected undirected graph are Kruskal’s
algorithm [87], Prim’s algorithm [113], and Boruka’s algorithm [44]. Kruskal’s algorithm
and Boruka’s algorithm can only find one MST of a network graph. This is because
Kruskal’s algorithm and Boruka’s algorithm look at the network graph in its entirety and
add the shortest edge to the existing tree until the MST is found. Subsequently, Prim’s
algorithm builds MST by initializing a random node as the root node. This makes Prim’s

69
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algorithm find several MSTs for a network graph that does not have distinct edge weights
when varying the root node [59]. Therefore the number of MSTs generated by Prim’s
algorithm by varying the root node is less than or equal to the number of nodes, n of the
network graph.

The Prim’s algorithm as presented in Algorithm 4 is described as performing the
following steps [113]:

1. Initialize a tree with a single vertex, chosen arbitrarily from the graph.

2. Grow the tree by one edge: of the edges that connect the tree to vertices not yet in
the tree, find the minimum-weight edge, and transfer it to the tree.

3. Repeat step 2 (until all vertices are in the tree).

The GA-based MSTs extract unique MSTs of the network as the initial population
of the GA using the classical Prim’s algorithm by selecting varying nodes as the root.
Prim’s algorithm is called using the network graph and varying root nodes as inputs. The
algorithm for generating the initial population for the genetic algorithm to find several
MSTs of the network graph is given in Algorithm 11.

Algorithm 11 Generate MSTs using Prim’s Algorithm

Input: G(V , E)
Output: MSTs

MSTs = {}
j = 0
while j < n do

Select vertex j as the root node
T = Prim(G, j) using Algorithm 4

if T /∈ MSTs then
MSTs← T

end if
end while
Return MSTs

The algorithm for generating the initial population MSTs using Prim’s algorithm runs
in O(Nm log n) time, where n, m, and N denote the number of nodes, edges, and MSTs
of the network graph G, respectively. The upper bound of N is n.

A sub-optimal solution (that is a solution that does not guarantee that all MSTs are
found) in a reasonable time using a genetic algorithm is as given in Algorithm 12.
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Algorithm 12 Genetic algorithm for generating MSTs

Input: cr, mr, Number of generations (NG)
Output: MSTs

1: P = {}
2: Generate k ≤ n unique MSTs using Algorithm 1
3: P ← k unique MSTs
4: for i = 1 to NG do
5: Pi = {}
6: nc =

100
cr

7: for j = 1 to nc do
8: T1, T2 ∈R P
9: G1 = T1 ∪ T2

10: T = Prim(G1, v)
11: if T /∈ Pi then
12: Pi ← T
13: end if
14: end for
15: nm = 100

mr
16: for j = 1 to nm do
17: T3 ∈R P
18: ei,j ∈R T3

19: G2 = T3 − ei,j
20: G∗ = G − ei,j
21: Cut Set = {ei,j | ei,j ∈ G∗ & ei,j /∈ G2}
22: e∗i,j ∈R Cut Set
23: G∗2 = G2 + e∗i,j
24: if G∗2 is a tree of G then
25: if G∗2 /∈ Pi then
26: Pi ← G∗2
27: end if
28: end if
29: end for
30: for T in Pi do
31: Evaluate f itness using equation 5.1
32: if f itness is True then
33: if T /∈ P then
34: P← T
35: end if
36: end if
37: end for
38: end for
39: Return P

Every chromosome in the population represents an MST, with its genes representing
the graph edges [15]. The population evolves when passed through the crossover operator
and the mutation operator, which generates new individuals (MSTs) by inheriting some
of their parents’ attributes (edges).

The objective function used to measure the fitness of the newly formed individual
is the cost of the MST of the graph. Individual fitness is given by the possibility of the
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new tree Tk formed by the crossover operator and the mutation operator having a total
distance edge weight equal to the total distance edge weight of a minimum spanning
tree T∗ of the graph as given in Equation 5.1.

f itness(k) = Poss
[

∑
i,j∈Tk

di,j = ∑
i,j∈T∗

di,j

]
(5.1)

where di,j for the distance-based GA MSTs is given in Equation 5.2.

di,j =
√
(x(i)− x(j))2 + (y(i)− y(j))2 (5.2)

The mutation operation is done by randomly choosing an edge, ei,j from a selected
individual, T3 in the population. The ei,j is deleted from T3 and the main network graph
G to form the sub-graphs, G2 and G∗, respectively. A random edge, e∗i,j belonging to the
cut set of G∗ is added to G2 to form a new sub-graph, G∗2 [14]. The cut set of G∗ is the
set of edges belonging to G∗ and does not belong to G2. The new individual generated
by the mutation operation must be a tree of G before acceptance. The new individual
generated by the mutation operator is illustrated in Figure 5.1. The mutation rate, mr is
used to specify the number of times applying the mutation operator before selecting the
fitness one.

Figure 5.1: MST Mutation

The crossover operation is done by randomly selecting two individuals, T1 and T2

from the population as parents to form children for the next generation. T1 and T2 are
united to form a sub-graph, G1 of G by applying the union operation [15]. The new
individual generated will be an MST of G1 and also of the network graph G as illustrated
in Figure 5.2. The crossover rate, cr determines how many times of applying the crossover
operator before taking the fitness individual.
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Figure 5.2: Crossover between two MSTs T1 and T2

5.2.2 A Centralized Routing Protocol for Lifetime Optimization using GA and Q-Learning

A Centralized Routing Protocol for Lifetime Optimization using GA and Q-Learning
(CRPLOGAQL) is designed to remove the NP-hardness associated with the LACQRP.
This is achieved by replacing the All-MSTs algorithm in LACQRP with the proposed
GA-based MSTs. The CRPLOGAQL optimizes the time it takes for the sink not to be
reachable by alive sensor node. This is achieved by finding the routing tables using
Q-learning after each stage of the network graph building such that the minimum of the
sensor nodes’ energies is maximized. This leads to the prolonging of the time taken for
sensor node(s) to die and hence the maximization of the time taken for the sink not to be
reachable by alive sensor nodes.

The learning agent of the CRPLOGAQL resides in the sink of the WSN. The action
space A and the state space S of the agent is the list of MSTs generated by the sink
using Algorithm 12. The learning agent state is the current MST that is used by the
sink in receiving data packets from the sensor nodes. The action of the learning agent
is to choose an MST from the action space after a round of data transmission based
on the performance of the previous MST using the predefined reward function. The
learning agent measures the performance of the chosen MST by using the maximum
of the energies consumption of the sensor nodes to send data packets as the reward
function. This is because there is a variation in the energy consumption of the sensor
nodes when different MSTs are used in data transmission. The variation in the energy
consumption is from the difference in the number of links crossing each sensor node in
the different MSTs.

The quality of being in a state s ∈ S and choosing an action a ∈ A is measured
by an action-value function called Q-value. The Q-value is a measure of the long-run
reward that the agent gets from each pair of state-action. The estimate of this action-value
function which is used to find the best action for a given state is realized by caching
the Q-values Q(st, at) of pairs of state-action using the iterative update rule given in
Equation 5.3. The learning of the agent is made meaningful by denoting the Q-value of
the learning agent as the maximum of the sensor nodes’ energy consumption when a
particular MST is used in receiving data packets by the sink.
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Qnew(st, at)← (1− α)Qold(st, at) + α

[
rt + γ ∗max

a∈A
{Q(st+1, a)}

]
(5.3)

The extent to which the newly learned Q-value affects the old Q-value is dependent on
the learning rate, α(0, 1). The closer the value of α is to one, the more the impact of the
newly computed Q-value on the old one. If is equal to one, then the recently learned
Q-value replaces the old Q-value completely. The discount factor, γ[0, 1] controls the
agent’s liking for the future rewards concerning the current reward. If γ is equal to 1,
both the immediate reward and the future reward are considered equally.

The achievable reward rt in each learning episode is given in Equation 5.4.

rt = max
v∈V
{ECv} (5.4)

The ECv is calculated by the sink after each episode using the difference between the
previously estimated sensor residual energy ESREPrevious

v and the currently estimated
sensor residual energy, ESRECurrent

v . Therefore ECv is as given in Equation 5.5.

ECv = ESREPrevious
v − ESRECurrent

v (5.5)

The energy model adopted for CRPLOGAQL is the same as LACQRP. The reward
function is minimized by selecting the MST that has a minimum Q-value using the
epsilon-greedy technique. Therefore, given a number, r ∈ (0, 1) generated randomly in
each episode and a likelihood epsilon value, ϵ ∈ [0, 1], the learning agent chooses its
action in each round using the policy given in Equation 5.6.

at =


argmin

a∈A
{Qt(s, a)}, i f r < 1− ϵ

Random action, otherwise.
(5.6)

Though no energy is consumed by the sensor nodes when there is no sending of data
packets to the sink, the, Q0(s0, a0) is initialized as the maximum initial residual energy of
the sensor nodes, Emax. This is to enable the fast convergence to the optimal MST(s) since
the learning agent is choosing an action with the minimum Q-value and the reward of
the learning agent is the maximum energy consumption of the sensor nodes.

The epsilon-greedy strategy employed by the learning agent ensures that the learning
agent will converge to the optimal MST(s). The optimal MST at each stage of the network
building is the MST with the highest utilization percentage. The utilization percentage of
an MST is given in Equation 5.7.

ζMST =
τMST

NE
(5.7)

where ζMST is the utilization percentage of an MST, τMST is the number of episodes
the MST is used, and NE is the number of episodes before the network is rebuilt.

The proposed CRPLOGAQL for finding the optimal routing table at each stage of
network building with a view to maximizing the time taken for the network graph to be
disconnected is given in Algorithm 13.
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Algorithm 13 CRPLOGAQL

Input: G(V, E), α, γ, ϵ, Learning round (L)
Output: Optimal MST(s)

1: Controller executes Algorithm 12

2: for i = 1 to L do
3: Initialize Q0(s0, a0) = Emax.
4: Initialize s0 as a random MST
5: Select an MST using Equation 5.6.
6: Broadcast the MST to all sensor nodes.
7: Sink receives data from the sensors using the MST.
8: Computes the reward using Equation 5.4.
9: Updates Qnew using Equation 5.3.

10: Updates st as the current MST.
11: if Any sensor dies, then
12: Delete the sensor(s) from G(V, E)
13: Delete links connected to the dead sensor(s)
14: Rebuild G(V, E)
15: if G(V, E) is connected, then
16: Do step 1

17: Do steps 3 to 14

18: else
19: break
20: end if
21: end if
22: end for

The initialized Q-matrix of Algorithm 13 depends on the number of generated MSTs,
N by Algorithm 12 that are used as routing tables. This makes the time complexity
of Algorithm 13 to be the same as Algorithm 12. Likewise, Algorithm 13 has a space
complexity of O(N).

5.3 simulation and results discussions

The performance of the proposed GA-based MSTs is first established for convergence
using simulations and compared with the All-MSTs algorithm [144] using the number
of MSTs generated and computation time as the performance indices. Subsequently, the
performance of the CRPLOGAQL is achieved by simulations using the performance
metrics of network lifetime, energy consumption, number of alive sensor nodes (NAN),
and computation time. These metrics of the CRPLOGAQL are compared with that of the
LACQRP as a means of validation. The network lifetime is computed as the time taken
for the sink not to be reachable by alive sensor node(s). The NAN is the number of alive
sensor nodes in the network lifetime. The computation time is the central processing
unit (CPU) time to achieve the network lifetime. The CRPLOGAQL and LACQRP are
coded with Python 3.8 under the “PyCharm” development environment. The graphical
structure of the WSN is implemented using the python networkx module [57]. The
Python code is executed on the SLURM (Simple Linux Utility for Resource Management)
cluster on the IRIT’s OSIRIM platform. The Computer nodes of the OSIRIM platform
adopted are the same as that of Section 3.3.
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5.3.1 Performance Comparison of GA-based MSTs with All-MSTs Algorithm

The choice of the crossover rate and mutation rate is achieved by combining the crossover
rate and mutation rate that yield the best convergence to a good number of MSTs in a
reasonable time for the deployed network which is the same as in Figure 3.1.

Figure 5.3 shows the number of MSTs generated by the GA-based MSTs when the
mutation rate is kept constant at 1 and the crossover rate is chosen among 0.01, 0.1, and
1.

Figure 5.3: Number of MSTs in each Generation with varied Crossover Rates.

When the crossover is 0.01 the genetic algorithm for generating MSTs converges to
a higher number of MSTs which is 376 for 1000 generations. This is because the lower
the crossover rate, the higher the number of crossover operations that are performed by
the GA-based MSTs. This leads to a higher possibility of finding newer individuals in a
generation. A crossover rate of 0.01 means 100 crossover operations in a given generation.
Therefore, the lower the crossover rate, the higher the speed of convergence to a larger
number of MSTs. There is a direct relationship between the speed of convergence and the
crossover rate of the GA-based MSTs because the crossover operation always leads to the
formation of an MST of the network graph.

The performance of the GA-based MST for constant mutation rate and varying
crossover rate when compared with the All-MSTs algorithm using the number of MSTs
generated and the computation time is given in Table 5.1.

Table 5.1: Performance Comparison of GA-based MSTs with All-MSTs algorithm for varying
Crossover Rate and fixed Mutation Rate.

GA-based MSTs All-MSTs

Crossover Rate MSTs Time (s) MSTs Time (s)

0.01 376 47.28 4723 391.29

0.1 262 21.53

1 146 12.78
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As seen in Table 5.1, the GA-based MSTs finds the highest number of MSTs (376) for
1000 generations when the crossover rate is 0.01 and the mutation rate is kept constant at
1. When compared with the All-MSTs algorithm, this resulted in 7.96% of the number
of the MSTs generated by the All-MSTs algorithm with a reduced computation time of
87.97%.

Consequently, to examine the effect of the mutation rate on the GA-based MSTs,
Figure 5.4 shows the number of MSTs generated by the GA-based MSTs when the
crossover rate is kept constant at 1 and the mutation rate is chosen among 0.01, 0.1, and
1.

Figure 5.4: Number of MSTs in each Generation with varied Mutation Rates.

When the crossover rate is kept constant and the mutation rate is increased, the number
of mutation operations that are performed by GA-based MSTs is reduced. This leads
to a reduced possibility of finding newer MSTs in a given generation. Though there is
no direct relationship between the speed of convergence and the mutation rate of the
GA-based MSTs. This is because the mutation operation does not always lead to the
formation of an MST of the network graph. The performance of the GA-based MST for
constant crossover rate and varying mutation rate when compared with the All-MSTs
algorithm using the number of MSTs generated and the computation time is given in
Table 5.2.

Table 5.2: Performance Comparison of GA-based MSTs with All-MSTs Algorithm for varying
Mutation Rate and fixed Crossover Rate.

GA-based MSTs All-MSTs

Mutation Rate MSTs Time (s) MSTs Time (s)

0.01 150 327.62 4723 391.29

0.1 149 50.87

1 146 12.78
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As seen in Table 5.2, the lower the mutation rate, the higher the computation time. This
is because the lower the mutation rate the higher the number of mutation operations
performed in a given generation. However, this higher number of mutation operations
attributed to the lower mutation rate does not yield a significantly higher number of
new MSTs generated in a given generation when compared to a higher mutation rate.
This is because the mutation operation does not always lead to the formation of an
MST as against the crossover operator that always produces an MST of the deployed
network. Therefore, the crossover rate, mutation rate, and the number of generations of
the GA-based MSTs used to implement the CRPLOGAQL are justified from Table 5.1
and Table 5.2, respectively, and are given in Table 5.3. The learning rate, discount factor
and epsilon used to implement the Q-Learning in CRPLOGAQL are the same as that of
LACQRP.

Table 5.3: Simulation Parameters of GA-Based MSTs for CRPLOGAQL

Parameters Values

Crossover rate 0.01

Mutation rate 1

Number of generations 1000

5.3.2 Performance Comparison of CRPLOGAQL with LACQRP for Homogeneous Sensor Nodes
IRE and PGR

Figure 5.5 shows the comparison of the number of alive nodes in each round of data
transmission of CRPLOGARL with that of the LACQRP when the initial residual energy
and packet generation rate of the sensor nodes are kept arbitrarily at 10 J and 1 /s,
respectively.

Figure 5.5: Number of alive Sensor Nodes with Data Transmission Round.

The number of alive sensor nodes of both routing protocols decreases with the network
lifetime. The decrease in the number of alive sensor nodes is due to the depletion of
the energy sources of the sensor nodes. As seen in Figure 5.5, mostly the number of
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rounds of data transmission for CRPLOGARL between the death of the sensor nodes is
lower than that of LACQRP. Therefore the CRPLOGAQL makes the network graph to be
disconnected faster when compared with LACQRP. This is because CRPLOGAQL only
uses a subset of all MSTs that does not contain all the optimal ones. This led to a reduced
network lifetime in CRPLOGAQL when compared with LACQRP.

Subsequently, the network lifetime with increasing the sensor nodes’ initial residual
energies from 1 J to 10 J for both routing protocols and the packet generation rate of the
sensor node is kept at 1 /s arbitrary is as shown in Figure 5.6.

Figure 5.6: Network Lifetime with Initial Sensor Node Energy.

As the initial sensor nodes’ residual energies increase, the network lifetime of both
routing protocols increases. This is because the network lifetime is proportional to the
residual energies of the sensor nodes. At lower initial residual energy of the sensor nodes,
that is from 1 J to 3 J both protocols tend to have the same network lifetime, this is
because LACQRP utilizes all MSTs which is large in size compared to the MSTs generated
by the GA-based MSTs. Therefore, at the smaller initial residual energy of the sensor
nodes, LACQRP has not fully learned the optimal MSTs before the network lifetime. But
as the initial residual energy of the sensor nodes increases considerably, the network
lifetime of CRPLOGAQL is lower than LACQRP, this is because LACQRP is using the
optimal MSTs to send packets to the sink and CRPLOGAQL only uses a subset of all
MSTs of the network graph which does not contain all the optimal ones to maximize
the network lifetime. The use of the subset of all MSTs by the CRPLOGAQL also makes
the protocol consume more energy as the initial residual energy of the sensor nodes
increases when compared with the LACQRP as shown in Figure 5.7. This is attributed to
the non-use of the optimal MSTs in sending the packet to the sink as compared with the
LACQRP which utilizes all possible MSTs of the network graph as the state space and
action space.
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Figure 5.7: Network Energy Consumption with Initial Sensor Node Energy.

The CRPLOGAQL has a lower network lifetime performance of 22.70 % and higher
network energy consumption of 27.18 % when compared with LACQRP for fixed packet
generation rate and increasing initial residual energy of the sensor nodes. However, due
to the NP-hardness of generating all MSTs in LACQRP, CRPLOGARL has a reduced
computation time of 95.26 % when compared with LACQRP as shown in Figure 5.8.

Figure 5.8: Computation Time with Initial Sensor Node Energy.

Subsequently, the network lifetime, network energy consumption, and computation
time performance of the CRPLOGAQL are compared with LACQRP for constant initial
residual energy and increasing packet generation rate of the sensor nodes. The initial
residual energy of the sensor nodes is kept constant at 10J while varying the packet
generation rate from 1/s to 10/s. Figure 5.9 shows the network lifetime for increasing
sensor nodes’ packet generation rate for both routing protocols.
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Figure 5.9: Network Lifetime with Packet Generation Rate of Sensor Nodes.

As the packet generation rate increases, the network lifetime of both routing protocols
decreases. This is because an increase in packet generation rates of the sensor nodes
will result in to increase in the energy consumption of the sensor. This causes the faster
depletion of the energy of the sensor nodes and regeneration of the network graph by
the sink until the network is disconnected and alive sensor nodes cannot forward packets
to the sink since the is no path to reach the sink.

The increase in the packet generation rate of both protocols resulted in a decrease in
the network energy consumption for both protocols as shown in Figure 5.10.

Figure 5.10: Network Energy Consumption with Initial Sensor Node Energy.

This is because of an increase in the number of data packets generated and transmitted
by the sensor nodes and the rounds of data transmission it takes for the sensor nodes to
deplete their energy decreases. Since the network energy consumption is the difference
between the summation of the residual initial energy before any data transmission
and the summation of the remaining energy of the sensor nodes after the network is
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disconnected, as the network lifetime decreases as the packet generation rate increases,
the network energy consumption also decreases.

The CRPLOGAQL has a lower network lifetime performance of 24.22 % and higher
network energy consumption of 24.20 % when compared with LACQRP for increasing
packet generation rate and fixed initial residual energy of the sensor nodes. However,
due to the NP-hardness of generating all MSTs in LACQRP, CRPLOGARL has a reduced
computation time of 95.05 % when compared with LACQRP as shown in Figure 5.11.

Figure 5.11: Computation Time with increasing PGR and fixed IRE of Sensor Nodes.

5.3.3 Performance Comparison of CRPLOGAQL with LACQRP for Heterogeneous PGR and
Homogeonous IRE of Sensor Nodes

In a more practical scenario, the packet generation rate of sensor nodes is heterogeneous.
Therefore the performance of CRPLOGAQL is compared with that of LACQRP for hetero-
geneous packet generation rate and homogenous initial residual energy of sensor nodes.
All sensor node generates and transmit a different number of packet(s) (between 1 and
10 inclusive) in every round of the data transmission until the network is disconnected.
To accommodate the large number of packets in the network and the number of rounds
required by both protocols to learn the best paths to maximize the network lifetime, the
initial residual energy of the sensor nodes is increased arbitrarily from 10 J to 100 J. This
is because the centralized agent mostly for LACQRP requires a long term of learning to
find the optimal paths due to the state space and action space.

Figure 5.12 shows the comparison of the number of alive nodes in each round of data
transmission of CRPLOGARL with that of the LACQRP when the initial residual energy
of the sensor nodes is set constant arbitrarily at 100 J and the packet generation rate of
the sensor nodes are heterogenous as stated.
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Figure 5.12: NAN with Data Transmission Round for Heterogeneous Sensor Nodes PGR

The number of alive sensor nodes of both routing protocols decreases as the round
of data transmission increases for the scenario of heterogeneous traffic. The decrease in
the number of alive sensor nodes is due to the depletion of the energy sources of the
sensor nodes as the round of data transmission increases. As seen in Figure 5.12, mostly
the number of rounds of data transmission for CRPLOGARL between the depletion of
the energy of the sensor nodes is lower than that of LACQRP for the heterogeneous
traffic at the sensor nodes. Therefore the CRPLOGAQL makes the network graph to
be disconnected faster when compared with LACQRP for heterogeneous traffic. This is
because CRPLOGAQL only uses a subset of all MSTs that does not contain all the optimal
ones. This led to a reduced network lifetime in CRPLOGAQL when compared with
LACQRP. The optimal MSTs give the optimal routes to transmit the different number
of packets generated by each sensor node to the sink in a way that the sensor nodes
energy consumption is balanced as the round of data transmission increases, minimizing
the energy consumption by each sensor node, and prolonging the network lifetime.
Figure 5.13 shows the network lifetime of CRPLOGAQL and LACQRP for heterogeneous
traffic at the sensor nodes when the initial residual energy is homogenous and increased
from 10J to 100J.
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Figure 5.13: Network Lifetime with increasing Initial Sensor Node Energy for Heterogeneous
Sensor Nodes PGR

As seen in Figure 5.13 as the initial residual energy of the sensor nodes increases with
the different traffic, the network lifetime of both protocols also increases. The higher the
initial residual energy of the sensor nodes, the more round of data transmission it takes
each sensor node to deplete its energy source. Subsequently, as the initial residual energy
of the sensor nodes increases, LACQRP performs better than the CRPLOGAQL in terms
of network lifetime and network energy consumption. The higher the initial residual
energy of the sensor nodes, the more the number of rounds the sink in CRPLOGAQL
utilizes the non-optimal MSTs to receive the different packets from the sensor nodes. This
causes CRPLOGAQL to consume more energy as the initial residual energy of the sensor
nodes increases as shown in Figure 5.14.

Figure 5.14: Network Energy Consumption with increasing Initial Sensor Node Energy for Het-
erogeneous Sensor Nodes PGR

The CRPLOGAQL has a lower network lifetime performance of 30.10% and higher
network energy consumption of 21.70% when compared with LACQRP for increasing
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homogenous initial residual energy and different packet generation rate of the sensor
nodes. However, due to the NP-hardness of generating all MSTs in LACQRP, CRPLOG-
ARL has a reduced computation time of 90.19% when compared with LACQRP as shown
in Figure 5.15.

Figure 5.15: Computation Time with increasing Initial Sensor Node Energy for Heterogeneous
Sensor Nodes PGR

5.3.4 Performance Comparison of CRPLOGAQL with LACQRP for Heterogeneous IRE and
Homogeonous PGR of Sensor Nodes

The NAN, network lifetime, network energy consumption, and computation time per-
formance of CRPLOGAQL is compared with that of LACQRP for heterogeneous initial
residual energy and homogenous packet generation rate of sensor nodes. Each sensor
node has different initial residual energy that is randomly chosen between 10J and 100J
inclusive by the multiple of 10J while the packet generation rate of the sensor nodes is
fixed and arbitrarily increased from 1/s to 10/s. Figure 5.16 shows the comparison of
the NAN in each round of data transmission of CRPLOGARL with that of the LACQRP
when the packet generation rate of the sensor nodes is set constant arbitrarily at 1/s
and the initial residual energy of the sensor nodes are heterogeneous. The network
lifetime and NAN performance of CRPLOGAQL are degraded when compared with
LACQRP when the initial residual energy of the sensor nodes is heterogeneous. This
is attributed to the subset of all MSTs of the network utilized by the CRPLOGAQL.
Therefore CRPLOGAQL does not learn all the optimal MSTs used as routing paths by the
sensor nodes to maximize the network lifetime for heterogeneous initial residual energy
of the sensor nodes. This makes the round of data transmission on average between the
reconstruction of the network graph by the sink while using CRPLOGAQL to be lower
when compared with LACQRP.
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Figure 5.16: NAN with Data Transmission Round for Heterogeneous Sensor Nodes Initial Energy

The CRPLOGARL has 78 alive sensor nodes when the network graph is disconnected.
This is against the LACQRP with 73 alive sensor nodes before the sink is no longer
reachable for data transmission. This resulted in CRPLOGAQL having 6.85% degradation
in NAN performance compared to LACQRP. Therefore the CRPLOGARL makes the
network graph to be disconnected faster when compared with LACQRP. Figure 5.17

shows the network lifetime of CRPLOGAQL and LACQRP for heterogeneous initial
residual energy at the sensor nodes when the packet generation rate is homogenous and
increases from 1/s to 10/s.

Figure 5.17: Network Lifetime with increasing Sensor Node PGR for Heterogeneous Sensor Nodes
Initial Energy

The CRPLOGAQL has a lower network lifetime performance of 28.97% and higher
network energy consumption of 40.12% when compared with LACQRP for increasing
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homogenous packet generation rate and heterogenous initial residual energy of the
sensor nodes as shown in Figure 5.17 and Figure 5.18, respectively.

Figure 5.18: Network Energy Consumption with increasing Sensor Node PGR for Heterogeneous
Sensor Nodes Initial Energy

However, due to the NP-hardness of generating all MSTs in LACQRP, CRPLOGARL
has a reduced computation time of 87.10% when compared with LACQRP as shown in
Figure 5.19.

Figure 5.19: Computation Time with increasing Sensor Node PGR for Heterogeneous Sensor
Nodes Initial Energy
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5.3.5 Performance Comparison of CRPLOGAQL with LACQRP for Heterogeneous PGR and
IRE of Sensor Nodes

The NAN, network lifetime, network energy consumption, and computation time per-
formance of CRPLOGAQL is compared with that of LACQRP when the sensor nodes
IRE and PGR are heterogeneous. This is achieved by choosing the IRE of the sensor
nodes randomly among 10J and 100J inclusive of the multiples of 10J. Also, the PGR of
each sensor node is randomly chosen among 1/s and 10/s inclusive of the multiples of
1/s. Figure 5.20 and Figure 5.21 show the NAN and network lifetime performance of
CRPLOGAQL when compared with LACQRP, respectively.

Figure 5.20: NAN with Data Transmission Round for Heterogeneous Sensor Nodes IRE and PGR

Figure 5.21: Network Lifetime for Heterogeneous Sensor Nodes IRE and PGR

As shown in Figure 5.20, the network disconnected faster with CRPLOGAQL when
compared with LACQRP. Also, the CRPLOGARL has 78 alive sensor nodes when
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the network graph is disconnected. This is against the LACQRP with 73 alive sensor
nodes before the sink is no longer reachable for data transmission. This resulted in
CRPLOGAQL having 6.85% and 31.66% degradation in NAN and network lifetime,
respectively performance compared to LACQRP. This is because the MST utilized by the
CRPLOGAQL in most of the rounds of data transmission is not optimal to maximize the
network lifetime for the scenario of heterogeneous traffic and IRE of sensor nodes. This
causes CRPLOGAQL to consume 29.97% more network energy with respect to LACQRP
as shown in Figure 5.22.

Figure 5.22: Network Energy Consumption for Heterogeneous Sensor Nodes IRE and PGR

However, the degradation of the NAN, network lifetime, and network energy con-
sumption performance of CRPLOGAQL to LACQRP comes with an improvement in the
computation time of 89.45% as shown in Figure 5.23.

Figure 5.23: Computation Time for Heterogeneous Sensor Nodes IRE and PGR
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5.4 conclusion

This chapter presented the design of a centralized routing protocol for lifetime opti-
mization using GA-based MSTs and Q-Learning for WSNs. The sink which contains
the learning agent generated subsets of all minimum spanning trees of the network
graph in polynomial time for routing purposes using the designed GA-based MSTs. The
Q-Learning deployed at the sink learned the optimal MST(s) for lifetime optimization at
each stage of the network building until the sink is not reachable by alive sensor nodes.
This maximized the time taken for the sink not to be reachable by alive sensor nodes.
The centralized routing protocol for lifetime optimization using GA-based MSTs and
Q-Learning has improved computation time when compared with the lifetime-aware
centralized Q-routing protocol that uses all minimum spanning trees of the network
graph. This can enable the real-life implementation of the centralized routing protocol for
lifetime optimization using GA-based MSTs and Q-Learning for WSNs feasible. However,
the centralized routing protocol for lifetime optimization using GA-based MSTs and Q-
Learning suffered a reduction in the performance of the network lifetime, network energy
consumption, and the number of alive nodes when the network graph is disconnected.
This is because the subset of the MSTs generated by the GA-based MSTs does not contain
all the optimal MST(s) and Q-Learning requires a large learning round to find the few
optimal MSTs. The next chapter will consider replacing Q-Learning with LSPI so as to
increase lifetime and energy consumption performance.



6
C E N T R A L I Z E D R O U T I N G F O R L I F E T I M E A N D E N E R G Y
O P T I M I Z AT I O N I N W S N S U S I N G G E N E T I C A L G O R I T H M A N D
L E A S T- S Q UA R E P O L I C Y- I T E R AT I O N

6.1 introduction

The Centralized Routing Protocol for Lifetime Optimization using Genetic Algorithm and
Q-Learning (CRPLOGAQL) presented in Chapter 5, use Q-Learning to find the optimal
routing path. However, due to the large state space and action space of the protocol, the
baseline Q-Learning used to implement the protocol suffers from degradation in the
network energy consumption and network lifetime due to the large number of learning
episodes required to learn the optimal routing path. Also, Q-Learning is very sensitive to
parameter settings, for example, changes in the learning rate affect the network lifetime.
To overcome these limitations, a highly efficient model-free RL technique called Least-
Square Policy Iteration (LSPI) is used to replace Q-Learning. This is because LSPI chooses
a routing path in a given state considering all possible routing paths and it’s not sensitive
to the learning rate. Also, while Q-learning evaluates the optimal policy from the Q-
values, LSPI updates the Q-values based on the most updated information regarding the
network dynamics using weighted functions. Therefore, this chapter presents the design
of a Centralized Routing Protocol for Lifetime and Energy Optimization using GA and
LSPI (CRPLEOGALSPI) for WSNs.

6.2 methodology

This section presents the network model, the design, and the implementation of the
CRPLEOGALSPI.

The design of the proposed protocol is carried out by first representing the WSN that
consists of a set of sensor nodes and a sink as a weighted graph. After the network
initialization, the sink constructs the possible MSTs that are used as the routing tables
(RTs) using the GA-based MSTs presented in Section 5.2.1. The construction of the MSTs
is repeated by the sink after the death of sensor node(s) during the round of data trans-
mission until the network graph is disconnected. The sink then uses LSPI to learn the
optimal or near-optimal MST(s) during the round of data transmission so as to maximize
the network lifetime while minimizing the network energy consumption. The perfor-
mance analysis of the CRPLEOGALSPI is carried out by means of a simulation using the
network lifetime, the number of alive nodes (NAN), network energy consumption, and
computation time as performance metrics. The novelty of this chapter is as follows:

(i) Formulation of a reward function for the joint optimization of the lifetime and
energy consumption for WSNs.

(ii) Design of a centralized routing protocol using a GA and an LSPI for WSNs to
improve their lifetimes and energy consumption performances.

91
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6.2.1 Network Model

The network model of CRPLEOGALSPI is the same as that of CRPLOGAQL as presented
in Section 4.2.1.

6.2.2 A Centralized Routing Protocol for Lifetime and Energy Optimization using LSPI

After the network initialization, the sink generates possible distance-based MSTs using
the GA MSTs algorithm presented in Chapter 5. The generated MSTs are used as the
routing tables (RTs) by the CRPLEOGALSPI. The optimization problem addressed by
CRPLEOGALSPI is to maximize the network lifetime while minimizing the network
energy consumption in the WSNs. The optimization problem is formulated as a bi-
objective mixed integer programming defining the objective function and the set of
constraints.

max
v∈V

{
ESREv

}
+ min

v,u∈V

{ |V|
∑
u=0

|V|

∑
v=0

eu,vECu,v

}
subject to (6.1a)

|V|

∑
u=0,u ̸=v

eu,v = 1 (6.1b)

|V|

∑
v=0,u ̸=v

eu,v = 1 (6.1c)

du,v ≤ Rmax (6.1d)

eu,v ∈ {0, 1} (6.1e)

Equation (6.1a) is the objective function and Equations (6.1b)–(6.1e) are the constraints.
The variable ESRVv is the estimated sensor node residual energy of the vth sensor node.
eu,v is the connection index when the uth sensor node is connected to the vth sensor node.
Eu,v is the energy consumption when the uth sensor node communicates with the vth
sensor node. du,v is the link distance between the uth sensor node and the vth sensor
node. Rmax is the network’s maximum transmission radius.

The first term of the objective function in Equation (6.1a) is used to maximize the
network lifetime, while the second term is used to minimize the network energy con-
sumption. The constraints in Equation (6.1b) and (6.1c) ensure that the routing path is
a tree. The constraint in Equation (6.1d) enables transmission between two connected
sensor nodes whose link distance is less than or equal to the maximum network trans-
mission radius. The constraint in Equation (6.1e) provides for the connectivity between
any two edges in the network graph.

Therefore, the CRPLEOGALSPI seeks to find the RT that maximizes the network
lifetime while minimizing the network energy consumption using LSPI. The network
lifetime considered in designing the CRPLEOGALSPI is the time for the network graph
to be disconnected. That is the time taken for an alive sensor node not to find a path
to reach the sink for data transmission. The CRPLEOGALSPI is deployed at the sink.
The state space and action space of the agent is the MSTs generated by the GA MSTs
algorithm.

For a current MST, s being used by the sink in receiving data from the sensor nodes,
the agent’s action is to choose another MST, a that maximizes the network lifetime while
minimizing the network energy consumption. The next state of the agent, ŝ is the same
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as the choosing action in the current learning episode, that is P(ŝ|s, a) = 1. The features
considered in designing the basic functions of the CRPLEOGALSPI for the state-action
pair are the maximum energy consumption of the sensor nodes, ECmax(s, a), and the
sum energies consumption of the sensor nodes, ECsum(s, a), when using a to receive data
packets by the sink.

The first basic function is used to model the maximization of the network lifetime,
while the second basic function is used to model the minimization of the network
energy consumption. The collection of the basic functions for the state-action pair (s, a)

is therefore given as φ(s, a) =
{

ECmax(s, a), ECsum(s, a)
}

.

The Q-values of the state-action pair are approximated using Equation 6.2

Q̂(s, a) = w1ECmax(s, a) + w2ECsum(s, a) = wφ(s, a)T (6.2)

where w1 and w2 are the weights associated to the basic functions ECmax(s, a) and
ECsum(s, a), respectively. w is the weight matrix of size 2× 1 and φ(s, a)T is the transpose
of the basic function matrix of size 1× 2.

The weight, w in the Equation 6.2 is approximated using a set of samples D ={
(si, ai, ri, ŝi)|i = 1, 2..., M

}
as given in Equation 6.3.

ŵ = X̂−1ŷ (6.3)

The set of samples D is gotten by taking a random action in a given state. The reward
earned is modeled as in Equation 6.4

ri = max
v∈V
{ECv}+ sum

v∈V
{ECv} (6.4)

where ECv is the energy consumption by the vth sensor node.
The algorithm used to generate the random samples by the sink is given in Algo-

rithm 14.
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Algorithm 14 Samples Generation Algorithm

Input: List of RTs, Maximum number of samples, |D|max, Number of iterations, N
Output: Set of samples, D

1: D = {}
2: Initialize a random RT as s0

3: for i = 1 to N do
4: si = so

5: The agent Choose a random RT, ai
6: The agent receives a reward, ri using Equation 6.4
7: si ← so

8: ŝi = so

9: if (si, ai, ŝi, ri) /∈ D then
10: D ← (si, ai, ŝi, ri)

11: end if
12: if |D| = |D|max then
13: break
14: end if
15: end for
16: Return D

Assuming X̂0 = 0 and ŷ0 = 0 initially, Therefore, Equation 6.5 and Equation 6.6 will
give the approximated values of X̂i+1 and ŷi+1, respectively of a new sample (si, ai, ri, ŝi)

X̂i+1 ← X̂i + φ(si, ai)

[
φ(si, ai)− γφ(ŝi, argmin

a∈A
(ŝi, a))

]T

(6.5)

where γ is the discount factor.

ŷi+1 ← ŷi + φ(si, ai)ri (6.6)

The network lifetime is maximized while minimizing the network energy consumption
by selecting the RT that has a minimum Q-value using the epsilon-greedy technique.
Therefore, given a number, r ∈ (0, 1) generated randomly in each episode and a likelihood
epsilon value, ϵ ∈ [0, 1], the learning agent chooses its action in each round using the
policy given in Equation 6.7.

at =


argmin

a
(φ(s, a)Tw), i f r < 1− ϵ

Random action, otherwise.
(6.7)

The proposed CRPLEOGALSPI for finding the optimal RT at each stage of network
graph building with a view to maximizing the time taken for the network graph to be
disconnected and minimizing the network energy consumption is given in Algorithm 15.
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Algorithm 15 CRPLEOGALSPI

Input: G(V, E), Basic Functions, φ, γ, ϵ, Learning round (L), stopping criterion, ε

Output: Optimal RT(s)
1: Sink executes Algorithm 12 to generate List of RTs
2: Sink collect set of samples, D with Algorithm 14
3: Initialize s0 as a random RT
4: Initialize X̂0 ← 0 and ŷ0 ← 0
5: Initialize weight, wo ← 0
6: ŵ← wo

7: repeat
8: w← ŵ
9: for (si, ai, ri, ŝi) ∈ D do

10: X̂i+1 ← X̂i + φ(si, ai)

[
φ(si, ai)− γφ(ŝi, argmin

a∈A
(ŝi, a))

]T

11: ŷi+1 ← ŷi + φ(si, ai)ri
12: end for
13: ŵ = X̂−1ŷ
14: until ||w− ŵ|| < ε

15: return w
16: for t = 1 to L do
17: st = so

18: Sink chooses an RT using Equation 6.7
19: Sink receives data from the sensors using the chosen RT.
20: Updates so as the current RT.
21: if Any sensor node dies, then
22: Delete the dead sensor node(s) from G(V, E)
23: Delete edges connected to the dead sensor node(s)
24: Rebuild G(V, E)
25: if G(V, E) is connected, then
26: Do steps 1 to 20

27: else
28: break
29: end if
30: end if
31: end for

6.3 simulation and results discussion

The performance analysis of the proposed routing protocol is achieved by simulations
using the performance metrics of network lifetime, number of alive sensor nodes (NAN),
energy consumption, and computation time. These metrics of the CRPLEOGALSPI are
compared with that of the CRPLOGAQL as a means of validation. The network lifetime
is computed as the time taken for the sink not to be reachable by alive sensor node(s).
The NAN is the number of alive sensor nodes in the network lifetime.

The CRPLEOGALSPI and CRPLOGAQL are coded with Python 3.8 under the “Py-
Charm” development environment. The graphical structure of the WSN is implemented
using the Python networkx module. The Python code is executed on the SLURM (Simple
Linux Utility for Resource Management) cluster on the IRIT’s OSIRIM platform. The
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Computer nodes of the OSIRIM platform adopted are the 4 AMD EPYC 7402 bi-processor
computing nodes at 2.8 GHz, with 48 processors and 512 GB of RAM each. These nodes
enable more than 24 threads and/or 192 GB of RAM for the same process.

The deployed network graph of the WSN is the same as in Figure 3.1. The simulation
parameters used to carry out the performance analysis are shown in Table 6.1

Table 6.1: Simulation Parameters for CRPLEOGALSPI

Parameters Values

Number of sink 1

Number of sensors 100

Area of deployment 1000 m × 1000 m

Deployment of Sensor node Random

Sink coordinate (500, 500)

Communication range 150 m

Bandwidth 1 kbps

Data packet size 1024 bits

Initial sensor energy 1 J to 10 J, 10 J to 100 J

Packet generation rate 1 /s to 10 /s

Discount factor 0.9

Epsilon 0.1

Sample size 100

Number of generations 1000

Crossover rate 0.01

Mutation rate 1

6.3.1 Performance Comparison of CRPLEOGALSPI with CRPLOGAQL for Homogeneous
Sensor Nodes IRE and PGR

The number of alive sensor nodes of the WSN at each round of data transmission of the
proposed routing protocol, CRPLEOGALSPI, as compared with CRPLOGAQL when the
initial sensor nodes energies and the packet generation rate of the sensor nodes are set
arbitrarily at 10 J and 1 /s, respectively, as shown in Figure 6.1.
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Figure 6.1: Number of alive Sensors with Round of Data Transmission.

As seen in Figure 6.1, the number of alive sensor nodes of both protocols remains con-
stant for certain rounds of data transmission and decreases subsequently. This behavior
continues for both protocols until the network graph is disconnected. The deaths of the
sensor nodes are because of the depletion of the energy of the sensor nodes as the round
of data transmission increases. The time for the sink not to be reachable by alive sensor
nodes of CRPLEOGALSPI is compared with CRPLOGAQL for increasing sensor nodes’
initial energy as shown in Figure 6.2.

Figure 6.2: Network lifetime with Initial Node Energy.

Consequently, on average, it took CRPLEOGALSPI more rounds of data transmission
for the sink not to be reachable by alive sensor nodes. This is because CRPLEOGALSPI
converges faster to the RT, maximizing the network lifetime while minimizing the
network energy consumption compared to CRPLOGAQL. This shows that the LSPI used
in implementing CRPLEOGALSPI utilizes data effectively and efficiently compared to the
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baseline Q-learning used to implement the CRPLOGAQL. The network lifetime increases
with the increase in the initial sensor node energy. This is because the lifetime of a sensor
node is proportional to the residual energy of the sensor node.

The proposed CRPLEOGALSPI has an improved network lifetime performance of
18.04% when compared to CRPLOGAQL with increasing sensor node residual energy.
This is because CRPLEOGALSPI utilizes LSPI which is more data efficient and conver-
gences faster to the RT which balances the energy consumption among the sensor nodes
and minimizes the network energy consumption as shown in Figure 6.3.

Figure 6.3: Network Energy Consumption with Initial Node Energy.

This is against the CRPLOGAQL that utilizes the baseline Q-learning that takes larger
episodes to converge to the RT that optimizes the network lifetime due to the many RTs.
The network energy consumption for both protocols increases with the increasing initial
energy of the sensor nodes. This is because the more the initial sensor nodes’ energies, the
more rounds of data transmission it takes for the sensor nodes to deplete their energies.
Subsequently, the CRPLEOGALSPI has a reduced energy consumption of 58.96% when
compared to CRPLOGAQL for increasing the initial energy of the sensor nodes. This
is because CRPLEOGALSPI optimizes jointly the network lifetime and the network
energy consumption using LSPI. This is against the CRPLOGAQL which optimizes only
the network lifetime using Q-learning. This also implies that CRPLEOGALSPI has a
reduced CO2 footprint when compared to CRPLOGAQL for increased initial sensor node
energy. This is because CO2 footprint is directly proportional to the network energy
consumption. However, the improved performance in the network lifetime and network
energy consumption of the proposed protocol comes with an increased computation time
of about ten times when compared to CRPLOGAQL for an increased initial sensor node
energy, as shown in Figure 6.4.
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Figure 6.4: Computation Time with Initial Node Energy.

This is because CRPLEOGALSPI requires the collection of samples to learn the optimal
path each time the network is rebuilt because of the death of sensor node(s).

The time for the sink not to be reachable by alive sensor nodes of CRPLEOGALSPI
is compared with CRPLOGAQL for increasing sensor nodes’ packet generation rate as
shown in Figure 6.5. The network lifetime decreases with the increased packet generation
rate of the sensor nodes. This is because the network lifetime of a sensor node is
inversely proportional to the number of packets transmitted by the sensor node. The
proposed CRPLEOGALSPI has an improved network lifetime performance of 14.91%
when compared to CRPLOGAQL with an increasing packet generation rate of the sensor
nodes.

Figure 6.5: Network Lifetime with Packet Generation Rate.
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This is because CRPLEOGALSPI utilizes LSPI which is more data efficient and conver-
gences faster to the RT which balances the energy consumption among the sensor nodes
and minimizes the network energy consumption as shown in Figure 6.6.

Figure 6.6: Network Energy Consumption with Packet Generation Rate.

This is against the CRPLOGAQL that utilizes the baseline Q-learning that takes
larger episodes to converge to the RT that optimizes the network lifetime due to the
many RTs. The network energy consumption for both protocols decreases with the
increasing packet generation rate of the sensor nodes. This is because the more the
number of data packets generated and transmitted by the sensor nodes, the fewer rounds
of data transmission it takes for the sensor nodes to deplete their energies. Subsequently,
the CRPLEOGALSPI has a reduced energy consumption of 56.36% when compared
to CRPLOGAQL for increasing the packet generation rate of the sensor nodes. This
is because CRPLEOGALSPI optimizes jointly the network lifetime and the network
energy consumption using LSPI. This is against the CRPLOGAQL which optimizes
only the network lifetime using Q-learning. This is contrasted with the CRPLOGAQL,
which optimizes only the network lifetime using Q-learning. This also implies that the
CRPLEOGALSPI has a reduced CO2 footprint when compared to the CRPLOGAQL for
an increased sensor node packet generation rate. This is because that CO2 footprint is
directly proportional to the network energy consumption.

But, the improved performance in the network lifetime and network energy consump-
tion of the proposed protocol comes with an increased computation time of about ten
times that of the CRPLOGAQL for an increased packet generation rate of the sensor
node, as shown in Figure 6.7. This is because the CRPLEOGALSPI requires the collection
of samples and iteration over the collected samples to learn the optimal policy each time
the network is rebuilt because of the death of sensor node(s).
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Figure 6.7: Computation Time with Packet Generation Rate.

6.3.2 Performance Comparison of CRPLEOGALSPI with CRPLOGAQL for Heterogeneous
PGR and Homogeonous IRE of Sensor Nodes

The performance of CRPLEOGALSPI is compared with that of CRPLOGAQL for hetero-
geneous packet generation rate and homogenous initial residual energy of sensor nodes.
This is achieved by each sensor node choosing a random PGR among 1 /s and 10 /s
inclusive of the multiples of 1 /s to be used in every round of the data transmission
until the network is disconnected. To accommodate the large number of packets in the
network and the number of rounds required by both protocols to learn the best paths
to maximize the network lifetime, the initial residual energy of the sensor nodes are
the same and increased arbitrarily from 10 J to 100 J. This is because the centralized
agent mostly for CRPLOGAQL requires a long term of learning to find the optimal paths
due to the large state space and action space. Figure 6.8 shows the comparison of the
number of alive nodes in each round of data transmission of CRPLEOGALSPI with that
of the CRPLOGAQL when the initial residual energy of the sensor nodes is set constant
arbitrarily at 100 J and the packet generation rate of the sensor nodes are heterogenous as
stated. The number of alive sensor nodes of both routing protocols decreases as the round
of data transmission increases for the scenario of heterogeneous traffic. The decrease in
the number of alive sensor nodes is due to the depletion of the energy sources of the
sensor nodes as the round of data transmission increases.
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Figure 6.8: NAN with Round for Heterogeneous Sensor Nodes PGR

As seen in Figure 6.8, mostly the number of rounds of data transmission for CR-
PLEOGALSPI between the depletion of the energy of the sensor nodes on average is
higher than that of CRPLOGAQL for the heterogeneous traffic at the sensor nodes.
Therefore the CRPLEOGALSPI has a higher network lifetime when compared with
CRPLOGAQL for heterogeneous traffic. This is because CRPLEOGALSPI converges
faster to the optimal MST(s), maximizing the network lifetime while minimizing the
network energy consumption compared to CRPLOGAQL. Also, as shown in Figure 6.8
CRPLEOGALSPI has 84 alive sensor nodes when the network graph is disconnected,
while the CRPLOGAQL has 87 alive sensor nodes before the sink is no longer reachable
for data transmission. This implies that CRPLEOGALSPI learns the optimal routes to
transmit the different number of packets generated by each sensor node to the sink in a
way that the sensor nodes energy consumption is balanced as the round of data transmis-
sion increases, minimizing the energy consumption by each sensor node, and prolonging
the network lifetime. Figure 6.9 shows the network lifetime of CRPLEOGALSPI and
CRPLOGAQL for heterogeneous traffic at the sensor nodes when the initial residual
energy is homogenous and increased from 10J to 100J.
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Figure 6.9: Network Lifetime with increasing Initial Sensor Node Energy for Heterogeneous
Sensor Nodes PGR

As seen in Figure 6.9 as the initial residual energy of the sensor nodes increases with the
heterogeneous traffic, the network lifetime of both protocols also increases. The higher the
initial residual energy of the sensor nodes, the more round of data transmission it takes
each sensor node to deplete its energy source. Subsequently, as the initial residual energy
of the sensor nodes increases, CRPLEOGALSPI performs better than the CRPLOGAQL
in terms of network lifetime and network energy consumption. This is attributed to
CRPLEOGALSPI learning the routing paths that jointly maximize the network lifetime
while minimizing the network energy consumption using LSPI which is more efficient
than Q-Learning. The higher the initial residual energy of the sensor nodes, the more the
number of rounds the sink in CRPLEOGALSPI utilizes the optimal MST(s) to receive the
different packets from the sensor nodes. This causes CRPLEOGALSPI to consume less
energy when compared with CRPLOGAQL as the initial residual energy of the sensor
nodes increases as shown in Figure 6.10.
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Figure 6.10: Network Energy Consumption with increasing Initial Sensor Node Energy for Het-
erogeneous Sensor Nodes PGR

The CRPLEOGALSPI has an increased network lifetime performance of 17.03% and a
reduced network energy consumption of 60.55% when compared with CRPLOGAQL for
increasing homogenous initial residual energy and different packet generation rate of the
sensor nodes.

However, the improved performance in the network lifetime and network energy
consumption of the CRPLEOGALSPI comes with an increased computation time of
84.30% when compared to CRPLOGAQL as shown in Figure 6.11.

Figure 6.11: Computation Time with increasing Initial Sensor Node Energy for Heterogeneous
Sensor Nodes PGR
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6.3.3 Performance Comparison of CRPLEOGALSPI with CRPLOGAQL for Heterogeneous IRE
and Homogeonous PGR of Sensor Nodes

The NAN, network lifetime, network energy consumption, and computation time perfor-
mance of CRPLEOGALSPI is compared with that of CRPLOGAQL for heterogeneous
initial residual energy and homogenous packet generation rate of sensor nodes. Each
sensor node has different initial residual energy that is randomly chosen between 10J
and 100J inclusive by the multiple of 10J while the packet generation rate of the sensor
nodes is fixed and arbitrarily increased from 1/s to 10/s. Figure 6.12 shows the compar-
ison of the NAN in each round of data transmission of CRPLEOGALSPI with that of
the CRPLOGAQL when the packet generation rate of the sensor nodes is set constant
arbitrarily at 1/s and the initial residual energy of the sensor nodes are heterogeneous.

Figure 6.12: NAN with Data Transmission Round for Heterogeneous Sensor Nodes IRE

The network lifetime and NAN performance of CRPLEOGALSPI are slightly higher
than that of LACQRP when the initial residual energy of the sensor nodes is hetero-
geneous. This is attributed to CRPLEOGALSPI learning the routing paths that jointly
maximize the network lifetime while minimizing the network energy consumption using
LSPI which is more efficient than Q-Learning utilize in CRPLOGAQL. This makes the
round of data transmission on average between the reconstruction of the network graph
by the sink while using CRPLEOGALSP to be relatively high when compared with
CRPLOGAQL. The CRPLEOGALSPI has 80 alive sensor nodes when the network graph
is disconnected, and the CRPLOGAQL with 78 alive sensor nodes before the sink is
no longer reachable for data transmission. This resulted in CRPLEOGALSPI having a
2.56% improvement in NAN performance compared to CRPLOGAQL. Therefore the
CRPLEOGALSPI makes the network graph to be disconnected less when compared
with CRPLOGAQL. Figure 6.13 shows the network lifetime of CRPLEOGALSPI and
CRPLOGAQL for heterogeneous initial residual energy at the sensor nodes when the
packet generation rate is homogenous and increases from 1/s to 10/s.



106 centralized routing for wsns using ga and lspi

Figure 6.13: Network Lifetime with increasing Sensor Node PGR for Heterogeneous Sensor Nodes
Initial Energy

The CRPLEOGALSPI has a high network lifetime performance of 9.94% and low net-
work energy consumption of 72.03% when compared with CRPLOGAQL for increasing
homogenous packet generation rate and heterogenous initial residual energy of the
sensor nodes as shown in Figure 6.13 and Figure 6.14, respectively.

Figure 6.14: Network Energy Consumption with increasing Sensor Node PGR for Heterogeneous
Sensor Nodes Initial Energy

However, the improved performance in the network lifetime and network energy
consumption of the CRPLEOGALSPI comes with an increased computation time of
79.26% when compared to CRPLOGAQL as shown in Figure 6.15.
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Figure 6.15: Computation Time with increasing Sensor Node PGR for Heterogeneous Sensor
Nodes Initial Energy

6.3.4 Performance Comparison of CRPLEOGALSPI with CRPLOGAQL for Heterogeneous
PGR and IRE of Sensor Nodes

The NAN, network lifetime, network energy consumption, and computation time per-
formance of CRPLEOGALSPI is compared with that of CRPLOGAQL when the sensor
nodes IRE and PGR are heterogeneous. This is achieved by choosing the IRE of the sensor
nodes randomly among 10J and 100J inclusive of the multiples of 10J. Also, the PGR of
each sensor node is randomly chosen among 1/s and 10/s inclusive of the multiples of
1/s. Figure 6.16 and Figure 6.17 show the NAN and network lifetime performance of
CRPLEOGAQL when compared with CRPLOGAQL, respectively.

As shown in Figure 6.16, the network disconnected relatively slower with CRPLEOGAL-
SPI when compared with CRPLOGAQL. Also, the CRPLEOGALSPI has 80 alive sensor
nodes when the network graph is disconnected, while the CRPLOGAQL has 78 alive
sensor nodes before the sink is no longer reachable for data transmission. This resulted in
CRPLEOGALSPI having 2.56% and 4.31% improvement in NAN and network lifetime, re-
spectively performance compared to CRPLOGAQL. This is attributed to CRPLEOGALSPI
learning the routing paths that jointly maximize the network lifetime while minimizing
the network energy consumption using LSPI which is more efficient than Q-Learning for
the scenario of heterogeneous traffic and IRE of sensor nodes.
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Figure 6.16: NAN with Data Transmission Round for Heterogeneous Sensor Nodes IRE and PGR

Figure 6.17: Network Lifetime for Heterogeneous Sensor Nodes IRE and PGR

This causes CRPLEOGALSPI to consume 37.19% less network energy with respect to
CRPLOGAQL as shown in Figure 6.18.
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Figure 6.18: Network Energy Consumption for Heterogeneous Sensor Nodes IRE and PGR

However, the improvement of the NAN, network lifetime, and network energy con-
sumption performance of CRPLEOGALSPI to CRPLOGAQL comes with a degradation
in the computation time of 86.45% as shown in Figure 6.19.

Figure 6.19: Computation Time for Heterogeneous Sensor Nodes IRE and PGR

6.4 conclusion

This chapter presented the design of a centralized routing protocol for a lifetime and
energy optimization using a GA and LSPI for WSNs. The sink generates the routing
tables of the network graph in polynomial time using a GA. The LSPI deployed at the
sink learns the optimal routing path for a lifetime and energy optimization at each
stage of the network graph, building after the death of sensor nodes. This leads to the
maximization of the time taken for the sink not to be reachable by the alive sensor nodes
while minimizing the network energy consumption. The centralized routing protocol for
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a lifetime and energy optimization using a GA and LSPI improve network lifetime and
energy consumption when compared with the Centralized Routing Protocol for Lifetime
Optimization using Genetic Algorithm and Q-learning. This is because the centralized
routing protocol for lifetime and energy optimization using GA and LSPI converges
faster to the optimal routing path and is not sensitive to parameter settings. However,
the improved performance in the network lifetime and network energy consumption of
the centralized routing protocol for a lifetime and energy optimization using a GA and
LSPI comes with an increased computation time when compared with the Centralized
Routing Protocol for Lifetime Optimization using Genetic Algorithm and Q-learning.
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C O N C L U S I O N A N D F U T U R E R E S E A R C H

7.1 summary of contributions

Wireless Sensor Networks (WSNs) consist of small-size, low-cost, low-processing devices
with a limited battery capacity that seeks to transmit information to a sink or base
station (BS) through multi-hop routing. This has made the sensor nodes’ energy-efficient
utilization a major challenge in the design of WSNs. This is because the network lifetime
is determined by the sensor nodes’ limited energy sources whose replacement or recharg-
ing is almost impossible due to the mostly deployment of the sensor nodes in harsh
environments. Intelligent routing protocols are required because of the need to achieve
optimal information delivery in dynamic, challenging, and complex WSNs environments.
This has resulted in the use of RL algorithms to design energy-efficient routing protocols
in WSNs so that the network lifetime is improved.

Chapter 3 entailed the performance analysis of the impact of learning rate and dis-
count factor on distributed RL-based routing protocols network lifetime and energy
consumption for WSNs. The network lifetime and energy consumption are better for a
low learning rate and high discount factor. This resulted in an improved lifetime and av-
erage energy consumption per round of the distributed RL-based lifetime-aware routing
protocols. The lower the learning rate, the better the preservation of the learned optimal
routing path. The higher the discount factor, the more the learning process utilizes the
cumulative reward. Thus the learning agent will choose the best routing paths which
will result in an increased network lifetime because of reduced energy consumed by the
sensor nodes in sending data packets to their next forwarder. However, the convergence
rate of the distributed RL-based lifetime-aware routing protocols is low because each
sensor node learns the next forwarder locally and needs many iterations to select the
optimal next forwarder, this leads to the degradation of the network lifetime and average
energy consumption per round.

Chapter 4 presented the design of a lifetime-aware centralized Q-routing protocol
to improve the convergence rate, network lifetime, and average energy consumption
when compared with the RL-distributed routing protocols. The sink of the designed
centralized routing protocol also acted as the controller that has global knowledge of
the network information and enables the generation of all possible distance-based MSTs
which are used as routing tables. Q-learning is deployed at the sink to learn the routing
path that maximizes the lifetime for the first sensor node to deplete its energy source.
The proposed protocol learns the best MST(s) that optimize the network lifetime and
reduces the average network energy consumption of the WSNs. The designed LACQRP
has a better convergence rate, network lifetime, and average energy consumption when
compared with the distributed RL routing protocols of RLBR and R2LTO. However, the
limitation of the LACQRP is that it depends on an algorithm that generates all MSTs
of a graph. The problem of generating all MSTs of a graph is NP-hard (computational
complexity is exponential).

Chapter 5 presented the design of a centralized routing protocol for lifetime opti-
mization using GA-based MSTs and Q-Learning for WSNs to remove the NP-hardness
associated with the LACQRP. The sink which contains the learning agent generated
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subsets of all MSTs of the network graph in polynomial time for routing purposes using
the designed GA-based MSTs. The Q-Learning deployed at the sink learned the optimal
MST(s) for lifetime optimization at each stage of the network building until the sink is
not reachable by alive sensor nodes. This led to the maximization of the time taken for
the sink not to be reachable by alive sensor nodes. The centralized routing protocol for
lifetime optimization using GA-based MSTs and Q-Learning has improved computation
time when compared with the lifetime-aware centralized Q-routing protocol that uses
all MSTs of the network graph. However, the centralized routing protocol for lifetime
optimization using GA-based MSTs and Q-Learning suffered a reduction in the perfor-
mance of the network lifetime, network energy consumption, and the number of alive
nodes when the network graph is disconnected. This is because the subset of the MSTs
generated by the GA-based MSTs does not contain all the optimal MST(s) and Q-Learning
requires a large learning round to find the few optimal MSTs.

Finally, Chapter 6 presented the design of a centralized routing protocol for a lifetime
and energy optimization using GA-based MSTs and LSPI for WSNs. The LSPI deployed
at the sink learns the optimal routing path for a lifetime and energy optimization at
each stage of the network graph, building after the death of sensor nodes. This leads to
the maximization of the time taken for the sink not to be reachable by the alive sensor
nodes while minimizing the network energy consumption. The CRPLEOGALSPI when
compared with the CRPLOGAQL has improved performance in network lifetime and
network energy consumption. This is because the CRPLEOGALSPI converges faster to the
optimal routing paths and is not sensitive to learning rate parameter settings. However,
the improved performance in the network lifetime and network energy consumption of
the CRPLEOGALSPI comes with an increased computation time when compared with
CRPLOGAQL.

7.2 future research

Lifetime and energy optimization of WSNs is a key and challenging problem that
requires ever-increasing attention because of the proliferation of WSN application-specific
requirements. A number of possible directions for extending and improving this research
work in the future are highlighted in the sequel.

(i) The RL-based optimization algorithm parameters which are learning rate, discount
factor, and epsilon impact its performance significantly. In this research work, the
tuning parameters are varied manually to examine the impacts on the proposed
techniques. Future should consider using RL-based hyper-parameter search to have
the optimal tuning parameter combinations for improving network performance.

(ii) The number of minimum spanning trees of a network graph grows exponentially
with the number of nodes. For WSNs with thousands or millions of nodes, the
Q-table utilized in this thesis becomes ridiculously large and impractical. Future
work should consider using Deep Q-learning to save memory for the Q-table while
reducing the amount of time to explore each state for very large WSNs.

(iii) Future work should consider developing a hybrid of energy-lifetime-aware RL-
based centralized routing protocol and RL-based distributed routing protocols
and compare the performance with the individual RL-based centralized routing
protocol and RL-based distributed routing protocol.
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(iv) The proposed techniques only considered RL-based lifetime and energy optimiza-
tion. Future work should incorporate joint optimization of other WSNs’ quality of
service parameters such as latency and Packet Delivery Ratio (PDR).

(v) The performance analysis of the proposed techniques is performed using simula-
tions. Future work can consider emulating the proposed techniques using Mininet
while considering the real-world parameters of a typical WSN, and taking into
consideration the cost of control packets.
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