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Modes de Bord Chiraux et Hélicoïdaux Couplés à un Supraconducteur

Résumé:
Depuis la découverte de l’effet Hall quantique (QH), les physiciens ont réalisé que la distinction entre
un isolant et un conducteur n’est pas aussi simple que la théorie des bandes des solides le suggère. En
effet, un métal normal dans le régime QH devient isolant dans son coeur et présente des états de bord
conducteurs. Un tel système avec un coeur isolant et une frontière conductrice est appelé un isolant
topologique, qui est à l’origine du domaine de recherche moderne des phases topologiques de la matière.
Dans cette thèse, nous étudions les conséquences de l’induction de corrélations supraconductrices dans
différents types de modes de bord à travers trois projets.
Nous considérons d’abord une région QH en contact avec un supraconducteur (SC), c’est-à-dire une
jonction QH-SC. En raison de réflexions d’Andreev successives, l’interface QH-SC héberge des états de
bord hybrides d’électrons et de trous appelés états de bord d’Andreev chiraux (CAES). Nous étudions
théoriquement le spectre d’énergie et les propriétés de transport de ces CAES en utilisant des approches
microscopiques, de liaisons fortes, et effective. De manière intéressante, nous trouvons que leurs pro-
priétés de transport dépendent fortement de la géométrie du contact supraconducteur et de la valeur du
facteur de remplissage.
Le second projet est une extension du premier dans lequel nous étudions le couplage entre des paires de
CAES contre-propageantes dans des jonctions QH-SC-QH. La présence de la deuxième région QH permet
les processus de diffusion non locaux de co-tunnellisation élastique et de réflexion d’Andreev croisée, tan-
dis que les réflexions normales et d’Andreev sont toujours autorisées. Nous étudions le spectre d’énergie
des paires de CAES contre-propageantes en utilisant un modèle microscopique bidimensionnel et nous
développons un modèle effectif unidimensionnel pour étudier les propriétés de transport de la jonction.
Dans le dernier projet, nous étudions les effets des couplages Zeeman et supraconducteur sur les modes
hélicoïdaux de charnière d’un isolant topologique d’ordre supérieur. Le couplage Zeeman divise spatiale-
ment la paire hélicoïdale en deux états chiraux, créant une région de Hall quantique anormale, tandis
que le couplage supraconducteur divise les modes hélicoïdaux en deux modes de Majorana hélicoïdaux.
La combinaison des couplages Zeeman et supraconducteur conduit à différents scénarios de séparation
en fonction du rapport entre les deux couplages. Nous dérivons les fonctions d’onde correspondantes et
analysons les différents scénarios de séparation en effectuant des simulations de liaisons fortes.
Mots clés: Effet Hall Quantique, Supraconductivité, Réflexion d’Andreev, Modes de Bord, Isolants
Topologiques, Modes de Majorana





Chiral and Helical Boundary Modes Coupled to a Superconductor

Abstract:
Since the discovery of the quantum Hall (QH) effect, physicists have realized that the distinction between
an insulator and a conductor is not as simple as the band theory of solids would suggest. Indeed, a normal
metal in the QH regime becomes insulating in the bulk and exhibits conducting edge states. Such a system
with an insulating bulk and a conducting boundary is called a topological insulator, which is the origin of
the modern research field of the topological phases of matter. In this thesis, we study the consequences
of inducing superconducting correlations in different types of boundary modes through three projects.
We first consider a QH region in contact with a superconductor (SC), i.e., a QH-SC junction. Due to
successive Andreev reflections, the QH-SC interface hosts hybridized electron and hole edge states called
chiral Andreev edge states (CAES). We theoretically study the energy spectrum and the transport
properties of these CAES by using microscopic, tight-binding and effective approaches. Interestingly, we
find that their transport properties strongly depend on the contact geometry and the value of the filling
factor.
The second project is an extension of the first one in which we study the coupling between counter-
propagating pairs of CAES in QH-SC-QH junctions. The presence of the second QH region allows for
the non-local scattering processes of elastic co-tunneling and crossed Andreev reflection while normal and
Andreev reflections are still allowed. We study the energy spectrum of the counter-propagating pairs of
CAES by using a two-dimensional microscopic model and we develop a one-dimensional effective model
to investigate the transport properties the junction.
In the last project, we consider the helical modes of a higher order topological insulator (HOTI). A
HOTI generalizes the concept of topological insulator so that the boundary modes appear at corners
or hinges. Here we investigate the effects of Zeeman and superconducting couplings on helical hinge
modes. The Zeeman coupling spatially splits the helical pair into two chiral states enclosing a quantum
anomalous Hall region, while the superconducting coupling divides the helical modes into two helical
Majorana modes. The combination of both Zeeman and superconducting couplings leads to different
splitting scenarios depending on the ratio between the two couplings. We derive the corresponding wave
functions and analyze the different splitting scenarios by performing tight-binding simulations.
Keywords: Quantum Hall Effect, Superconductivity, Andreev Reflection, Boundary Modes, Topological
Insulators, Majorana Modes
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Chapter 1

Introduction

Solid-state systems are an important area of study within condensed matter physics, focusing on the
properties and behavior of materials in their solid state. In this thesis, we focus on crystalline solids (as
opposed to amorphous solids), in which the atoms are arranged in a highly ordered and periodic crystal
lattice. A fundamental property of solids is that electrons are shared between atoms, allowing them to
move around the crystal. The available states for these mobile electrons form energy bands, which can be
calculated thanks to the Bloch theorem. According to the Pauli principle, at zero temperature the states
are filled up to a threshold known as the Fermi level. Since driving a current requires creating excitations,
there must be states near the Fermi level for the solid to be a conductor. If there are no states at the
Fermi level, the solid is an insulator. Thus, in a conductor (also called a metal) the Fermi level is within
a band, while in an insulator the Fermi level is between two bands, i.e. in an energy gap. In condensed
matter physics, the bulk of a material refers to its interior, as opposed to the boundary, which refers
to its edge or surface. In many cases, knowledge of the bulk spectrum is sufficient to characterize the
transport properties of the system. However, this idea was completely overturned with the discovery of
the quantum Hall effect by von Klitzing in 1980 [von Klitzing et al. 1980], which we are about to discuss.

Indeed, von Klitzing discovered that when a two-dimensional system of electrons is subjected to
a strong perpendicular magnetic field, the transverse resistance of the material, also called the Hall
resistance, becomes quantized. This experimental discovery earned von Klitzing the Nobel Prize in
Physics in 1985. The Hall resistance is a measure of the transverse voltage that is produced by an
applied current in a magnetic field. Consider a magnetic field B⃗ in the z-direction, an applied current
Ix in the x-direction, and a transverse voltage Vy, see Fig. 1.1a. Then the classical Hall effect is due
to the Lorentz force acting on the electric current Ix (which is subject to the magnetic field) leading
to a non-zero transverse voltage Vy, called the Hall voltage, perpendicular to the magnetic field. The
effect can be observed by measuring the Hall resistance, defined as RH = Vy/Ix, and classically one
observes a linear increase of RH with the magnetic field. For the quantum Hall effect, on the other
hand, the Hall resistance exhibits plateaus that take on the quantized values RH = (1/ν)h/e2, where
ν is a positive integer, e is the electron charge, h is Planck’s constant, and the ratio h/e2 ≃ 26kΩ is
the quantum of resistance. A measurement of the Hall resistance against the strength of the applied
magnetic field is shown in Fig. 1.1b. In this figure we observe a linear increase of the Hall resistance
at low fields and we clearly see the Hall plateaus at high fields. Classically, when a two-dimensional
electron system is subjected to a perpendicular magnetic field, the electrons in the bulk move in circular
cyclotron orbits at the cyclotron frequency ωc = eB/m, where m is the electron mass. Along the edges of
the sample, however, the cyclotron orbits cannot be executed in such a way that the trajectory bounces
back, resulting in unidirectional propagation of the electrons along the edges, as shown in Fig. 1.2. These
edge states are the so-called chiral edge states of the quantum Hall effect. It turns out that the integer ν,
which appears in the quantum definition of the Hall resistance, is nothing else than the number of chiral
edge states. Thus, we can understand the quantum Hall effect as the consequence of a quantized number
of chiral edge states participating in the Hall conductance, which is the inverse of the Hall resistance.
Quantum mechanically, the confinement of the electrons to the cyclotron orbits leads to the formation
of Landau levels [Landau 1930], which are quantized energy levels given by En = (n+1/2)ℏωc, where n
is a positive integer (note that each Landau level is spin-degenerate). Two consecutive Landau levels are
thus separated by an energy gap ℏωc. In general, the Fermi energy is in such an energy gap, making the
bulk of the material insulating. However, the Landau levels are bent upward in energy for states localized
near the edges, so that at the edges the Fermi level is no longer in an energy gap and conducting edge
states appear [Halperin 1982]. From this point of view, the number of chiral edge states is given by the



2 Chapter 1. Introduction

(a)

2

4

0

6

8

10

12

14

0 1 2 3 4 5 6 7 8

(b)

Figure 1.1: Quantum Hall effect. In (a) we show a setup that can be used to measure the Hall resistance
RH = Vy/Ix and in (b) we show the measurement of RH against the strength of the applied magnetic
field B reported in Ref. [Paalanen et al. 1982]. As expected, in the classical regime of low B-fields,
the Hall resistance increases linearly with B while it exhibits steps at large fields. The associated Hall
plateaus are labelled by ν = 2, 3, · · · .

Figure 1.2: Chiral edge states of the quantum Hall effect. At the boundaries of the sample, the circular
cyclotron motion cannot be performed due to collisions and so the trajectories are a sequence of skipping
orbits leading to a unidirectional motion along the edges. Such a unidirectional motion is said to be
chiral and, at opposite edges, the electrons move in opposite directions.
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number of Landau levels below the Fermi level multiplied by two to account for spin-degeneracy. Such a
material with an insulating bulk and conducting edge states is now called a topological insulator. In fact,
the quantum Hall effect is the first example of such materials, and its topological origin was proposed by
Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) in 1982 [Thouless et al. 1982], who showed that
the integer ν is actually a topological invariant called the Chern number (or TKNN invariant for the
special case of the quantum Hall effect). For this discovery, Thouless was awarded half of the 2016 Nobel
Prize in Physics, together with Haldane and Kosterlitz, "for theoretical discoveries of topological phase
transitions and topological phases of matter". Hence, this discovery marked the birth of topological
insulators, which are explained by a new band theory called topological band theory. Indeed, these
materials have a peculiar band structure characterized by a bulk band gap insulating the material’s
interior and topologically protected metallic edge states allowing electron transport. The metallic edge
states are protected by the topology of the electronic wave functions, which cannot be smoothly changed
without closing and reopening the bulk gap. This makes the edge states of topological insulators highly
resistant to the formation of defects or impurities that would otherwise disrupt the flow of electrons.
Because of this robustness, the quantum Hall effect has a number of important applications in metrology
and precision measurement, as the quantized Hall resistance provides a standard for electrical resistance.

So far we have only discussed the quantum Hall effect and characterized it as a topological insulator
due to the presence of chiral edge states that appear when a strong magnetic field is applied. However,
there are also materials that exhibit chiral edge states without an applied magnetic field. These materials
have the same quantized resistance as for the quantum Hall effect and are called quantum anomalous Hall
insulators, where the word anomalous comes from the fact that no external magnetic field is required.
The effect was first proposed by Haldane in a tight-binding model on a honeycomb lattice with real
nearest-neighbor hopping and complex next-neighbor hopping [Haldane 1988]. Haldane showed that this
model allows for a non-zero Chern number even if no external magnetic field is applied. Hence, the
quantum Hall and quantum anomalous Hall effects are two phases exhibiting chiral edge states, the
number of which is given by the Chern number. Such topological insulators are called Chern insulators.
Note that Chern insulators break time-reversal symmetry, since reversing the direction of time would
cause the electrons to move in the opposite direction.

Chern insulators are only the beginning. In fact, there are many other topological phases. In two
dimensions, another possible topological phase is the quantum spin Hall insulator in which time-reversal
symmetry is preserved. This phase is thus referred as a time-reversal invariant topological insulator. A
consequence of time-reversal invariance is that every state at a given energy has a time-reversal symmetric
partner at the same energy. This is known as Kramers degeneracy. As a consequence of Kramers degen-
eracy, a two-dimensional time-reversal invariant topological insulator exhibits helical edge states, which
are pairs of counter-propagating electronic states of opposite spins (thus we speak of spin-momentum
locking) [Kane & Mele 2005]. This phase has been predicted [Bernevig et al. 2006] and, soon after, ob-
served [Konig et al. 2007] in HgTe quantum wells via longitudinal resistance measurements. These helical
edge states survive as long as time-reversal symmetry is not broken, i.e., they are protected by time-
reversal symmetry. In addition, quantum spin Hall insulators are also characterized by a topological
invariant νZ2

, called the Z2 invariant, which tells whether there is a helical pair of edge states (νZ2
= 1,

topological phase) or no edge states (νZ2
= 0, trivial phase). Thus, there is only two possible phases for

time-reversal invariant insulators while Chern insulators have an infinite number of phases (the Chern
number can be any integer).

We have explained the existence of the chiral edge states of the quantum Hall effect in terms of the
semi-classical skipping orbits or in terms of the bending of the Landau levels. We can give another
explanation based on the low-energy description of the edge states. Indeed, since they have a linear
dispersion at low energy, we can describe the edge states using Dirac-like Hamiltonians. Actually, a Dirac
Hamiltonian without a mass term gives a gapless linear dispersion, while the presence of a mass term
m leads to an energy gap. Describing the quantum Hall effect as a junction between a two-dimensional
electron gas (2DEG) and the vacuum, where the bulk of the 2DEG as well as the vacuum are gapped,
the corresponding Dirac Hamiltonian should have a mass term m that is non-zero in these regions but
vanishes at the 2DEG-vacuum interface. In fact, the bending of the Landau levels indicates that such a
mass term changes sign at the 2DEG-vacuum interface, where it is negative inside the 2DEG, tends to
infinity in the vacuum, and passes through zero at the interface. The junction thus forms a mass domain
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wall, and it can be shown that for such domain walls there is always a localized state where the mass
term vanishes [Jackiw & Rebbi 1976]. It turns out that we can always understand the presence of edge
states by using Dirac Hamiltonians with a mass term that changes sign at the edge [Shen et al. 2011].
The corresponding system always consists in a junction between two phases with different topological
invariants. For the edge states of Chern insulators this corresponds to a junction between a phase with
a non-zero Chern number and a phase with a Chern number equal to zero, while for the quantum spin
Hall insulator the junction consists of a region with νZ2

= 0 and one with νZ2
= 1.

Until now we have only considered two-dimensional topological insulators, which host one-dimensional
edge states. The concept of a topological insulator can be generalized to d dimensions as follows: a
d-dimensional topological insulator hosts (d−1)-dimensional boundary states. Thus, a three-dimensional
topological insulator has two-dimensional surface states, and a one-dimensional topological insulator has
point-like modes at the ends of the one-dimensional wire. Conventional topological insulators are those
in which the edge states are protected by time-reversal (quantum spin Hall insulators), particle-hole, or
chiral symmetry, or those in which none of these symmetries is present (Chern insulators). Depending
on the symmetries that are present or absent, different types of phases are possible. In fact, there are
ten possible classes, known as the 10-fold classification of topological phases [Altland & Zirnbauer 1997].
However, new classes are possible when considering crystalline symmetries. Indeed, there are materials
with topological boundary modes that are protected by a crystal symmetry such as inversion, rotation,
or mirror symmetry. Topological insulators whose boundary modes are protected by a crystal symmetry
are called topological crystalline insulators [Fu 2011]. It turns out that topological crystalline insulators
have boundaries that do not always preserve the relevant crystalline symmetry by themselves, but
preserve it at their (d − n)-dimensional boundaries. In this case the material is called a higher order
topological insulator and exhibits (d − n)-dimensional boundary modes, where n is the order. In
this work we are interested in a three-dimensional topological insulator of order two that preserves
time-reversal symmetry. Namely, a three-dimensional material (such as a cube) with one-dimensional
helical hinge modes. Here the hinges realize natural mass domain walls where the mass term on two
adjacent faces has opposite signs. Such helical hinge modes protected by mirror symmetry were first
predicted in strained SnTe [Schindler et al. 2018a]. Shortly thereafter, helical hinge modes protected by
a combination of mirror and inversion symmetry have been predicted and observed in bismuth using
scanning tunneling microscopy and Josephson interferometry [Schindler et al. 2018b].

In the preceding we have discussed one milestone of condensed matter physics which is the discovery
and the theoretical understanding of the quantum Hall effect leading to the concept of topological
insulators. Another cornerstone in condensed matter physics is the phenomenon of superconductivity.
Superconductivity is a phenomenon in which a material (a superconductor) can conduct electricity with
zero resistance, meaning that electrical current can flow through it without any loss of energy. This is
in contrast to normal conductors, where there is always some resistance to the flow of electrical current,
which causes energy to be lost as heat. Superconductivity was first observed in 1911 by the Dutch
physicist Kamerlingh Onnes, who was investigating the properties of metals at low temperatures (for a
review, see [van Delft & Kes 2010]). He found that the resistance of mercury dropped dramatically to
zero as he cooled it below a critical temperature. This marked the discovery of superconductivity and
led Onnes to the 1913 Nobel Prize in Physics. Since then, superconductivity has been observed in a
wide variety of metals, alloys, and compounds, including elementary metals such as aluminum, lead, and
tin, as well as complex compounds such as cuprates, iron pnictides, and heavy fermion compounds. In
addition to being a perfect conductor of electricity, a superconductor also repels magnetic fields as long as
they are not stronger than a so-called critical magnetic field. This repulsion of magnetic fields is known
as the Meissner effect, named after its discoverer, Walter Meissner [Meissner & Ochsenfeld 1933]. The
effect occurs because when a magnetic field is applied to a superconductor, it induces electric currents on
the surface of the material which generate an opposing magnetic field that exactly cancels out the applied
field. Above the critical field, the superconductor transitions to the normal state, where it behaves like
a normal conductor. In general, the critical field increases with decreasing temperature.

The first microscopic theory of superconductivity was developed by Bardeen, Cooper, and Schrieffer
(BCS) and proposed that superconductivity arises due to the formation of pairs of electrons known as
Cooper pairs [Bardeen et al. 1957]. The formation of Cooper pairs is explained by an effective attractive
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interaction between electrons resulting from the exchange of phonons. Phonons are quanta of lattice
vibrations, and they can mediate an effective attractive interaction between electrons in a metal. To
simplify the problem of describing the attractive interaction between electrons, BCS theory introduces a
simplified model. In this model, the attractive interaction between electrons is assumed to be a constant
value in an energy window around the Fermi level. This assumption is based on the idea that the main
contribution to the effective attractive interaction comes from interactions between electrons near the
Fermi level. The final step in BCS theory is to use mean-field theory to describe the attraction between
the electrons. Mean-field theory is a method that allows one to approximate the interactions between
particles in a system as a mean or average field. The formation of Cooper pairs leads to a gap 2∆ in the
energy spectrum of the metal, where ∆ is called the superconducting gap. This gap 2∆ corresponds to
the energy required to break a Cooper pair and is a signature of superconductivity. Bardeen, Cooper,
and Schrieffer were awarded the 1972 Nobel Prize in Physics for their theory of superconductivity. In
this thesis we always consider BCS (or s-wave) superconductors in which the Cooper pairs are made of
two electrons having opposite spins and momenta.

A striking effect of superconductivity occurs when a normal metal is brought into contact with
a superconductor, forming a normal metal-superconductor junction. In such a junction, an incident
electron from the normal metal with energy |E| < ∆ cannot enter the superconductor, and so it is
reflected. The striking effect then comes from the way this incident electron is reflected. Indeed, it
can be reflected as an electron via a normal reflection process, but it can also be reflected as a hole
via the process of Andreev reflection, while at the same time a Cooper pair is transferred into the
superconductor [Andreev 1965]. Note that in this Andreev reflection process, the total charge of the
outgoing particles (a Cooper pair of charge −2e and a hole of charge +e) is equal to the charge of the
incoming electron, so charge conservation is ensured.

Having discussed the edge states of topological insulators and the phenomenon of superconductivity,
we now ask how the edge states are affected by superconductivity. First, consider a junction between
a quantum Hall insulator and a superconductor. When propagating along the superconductor, the
chiral edge states of the quantum Hall effect become hybridized electron-hole edge states, called chiral
Andreev edge states. Since we study the chiral Andreev edge states extensively in this thesis, we will
discuss them in more detail below. Second, inducing superconducting correlations in the helical edge
states of a quantum spin Hall insulator leads to an effective p-wave pairing and opens a gap in the
spectrum (p-wave pairing corresponds to Cooper pairs made of spin-polarized electrons). However, due
to domain walls created by the combination of superconducting and magnetic regions, a Majorana zero
mode is expected to appear at the interface between a superconductor and a ferromagnet when they
are deposited on top of a quantum spin Hall insulator [Fu & Kane 2008] (the concept of a Majorana
zero mode is introduced below). On the other hand, inducing superconducting correlations in the helical
hinge modes of a higher-order topological insulator can have a different effect. In fact, under certain
conditions, the helical pair of fermionic modes can remain gapless and be transformed into two pairs
of helical Majorana modes [Queiroz & Stern 2019]. We will give more details on this at the end of this
introduction, as it is the subject of the last research project of the manuscript.

Superconductivity and the quantum Hall effect were initially thought to be incompatible because
the latter requires a strong magnetic field, which tends to destroy superconductivity. However, in the
early 2000s, advances in materials processing and the discovery of superconductors with high critical
magnetic fields, such as NbN, made it possible to design hybrid systems composed of these two phases.
The conceptually simplest system involving both the quantum Hall effect and superconductivity consists
of a quantum Hall-superconductor (QH-SC) junction and provides a new type of edge states, called
chiral Andreev edge states (CAES), due to Andreev reflections occurring at the QH-SC interface. From
a semi-classical point of view, these CAES result from alternating skipping orbits of electrons and holes
due to successive Andreev reflections (see Fig. 1.3a), while from a quantum point of view, the edge states
along the QH-SC interface are described as hybridized electron and hole states (see Fig. 1.3b). One of
the first experiments reporting clear evidence for the influence of Andreev reflection on the transport
properties of edge states is presented in Ref. [Eroms et al. 2005]. In this paper, the authors used an
InAs-Nb hybrid structure consisting of several Nb stripes, where the Nb stripes have a critical field of
up to 2.6 T, allowing to enter the Hall regime with a large number of edge states (from ν = 16 to
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Figure 1.3: Chiral Andreev edge states at a QH-SC interface. An incoming electron (e) from the upstream
(up) reservoir can be transmitted to the downstream (down) reservoir as an electron or as a hole after
propagating along the QH-SC interface as a chiral Andreev edge state. (a) Semi-classical picture of
electron and hole alternating in skipping orbits due to successive reflection processes. Note that the hole
has the same chirality as the electron, because the signs of its charge and mass are both opposite to
those of the electron so that the Lorentz force acts the same way on both particles. Here we show the
situation where the incoming electron exits the superconductor as a hole. We have depicted the different
reflection processes which are categorized between normal and Andreev reflections. (b) Quantum picture
where the incoming electron propagates along the QH-SC interface as a superposition of quasi-electron
(qe) and quasi-hole (qh) CAES and exits the superconductor in a superposition of electron and hole.

ν = 60). Note that we are not in the quantum regime here, since there are no Hall plateaus at these
values of ν. The experiment then consisted in measuring the longitudinal resistance of the junction
as a function of the applied magnetic field, i.e. the magnetoresistance, and showed enhanced magne-
toresistance oscillations in the superconducting phase, interpreted as electron-hole interference. This
was a clear signature of CAES interference, but it involved a large number of edge states. This could
have been the end of the story but, as often happens, a discovery has once again revolutionized this
field of research. Indeed, the possibility to isolate graphene monolayers has given a second life to the
study of two-dimensional systems. A graphene monolayer is a single layer of carbon atoms arranged in
a two-dimensional honeycomb lattice structure and it has numerous applications in physics, electronics,
materials science and engineering due to its remarkable electronic and mechanical properties. It has been
properly isolated for the first time in 2004 [Novoselov et al. 2004] leading A. Geim and K. Novoselov to
the 2010 Nobel Prize in Physics "for groundbreaking experiments regarding the two-dimensional ma-
terial graphene". Owing to its unique band structure, graphene requires a relatively weak magnetic
field (of the order of one Tesla) to enter the quantum Hall effect regime where a single Landau level is
filled. This has allowed new experiments on CAES where there is only one or a few quantum Hall edge
states [Lee et al. 2017, Zhao et al. 2020] and even in the fractional quantum Hall regime [Gül et al. 2022].
More recently, advances in fabrication techniques have also allowed CAES to be observed in the regime
of a few quantum Hall edge states using an InAs heterostructure [Hatefipour et al. 2022]. In these recent
experiments the superconductivity is not destroyed up to strong enough magnetic fields such that only
one spin-degenerate Landau level is filled, i.e., there are two chiral edge states. Introducing particle-
hole space to be able to incorporate superconductivity, we can describe one spin state as an electron
state and the other spin state as a hole state. In these experiments, the authors observed evidence for
CAES in the so-called downstream conductance. Namely, the downstream conductance measures the
conversion of upstream electrons into downstream holes, involving the transfer of Cooper pairs into the
superconductor along the interface. For one incoming electron, it is given by Gd = G0(1− 2Ph), where
G0 = 2e2/h is the quantum of conductance (here the factor two stands for the spin-degeneracy) and
Ph is the probability for the incoming electron from the upstream reservoir to be transmitted into the
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downstream reservoir as a hole, see Fig. 1.3b. It follows that a negative downstream conductance is a
clear signature of the conversion of the incoming electron into an outgoing hole and thus a hallmark of
CAES propagation along the superconducting interface. While the experiments discussed above have
indeed measured negative downstream conductances, the observed signal is much smaller than expected.
Furthermore, it either shows an irregular pattern [Lee et al. 2017, Zhao et al. 2020, Gül et al. 2022] or
remains roughly constant [Hatefipour et al. 2022] as the field or the position of the Fermi level is swept,
while simple models predict a regular oscillation. This has stimulated further theoretical research. A
suppression of the measured signal can be explained by the absorption of quasiparticles in the super-
conductor [Zhao et al. 2020, Kurilovich et al. 2022, Manesco et al. 2022, Schiller et al. 2022], while the
oscillations can be strongly affected by disorder [Kurilovich et al. 2022, Manesco et al. 2022].

In this thesis, we explore a different aspect that has not been addressed before: the role of the
geometry. Namely the downstream conductance does not probe only the properties of the QH-SC
interface, but also the scattering properties at the point where this interface meets the QH-vacuum
interface. We find that these scattering probabilities strongly depend on the geometry of the contact
region and on the position of the Fermi level. Thus, a full two-dimensional description of the system
is required, implying that the simple one-dimensional models commonly used in the literature are not
sufficient. In particular, a strong dependency on the angle between the QH-vacuum interface and
the QH-SC interface is observed. Interestingly, this opens up the possibility of creating asymmetric
structures where these angles are different on both sides of the superconductor, which may exhibit
an overall enhanced electron-hole conversion probability. This may even lead to a situation where
the downstream conductance becomes negative on average. Moreover, we show that the most general
effective one-dimensional model containing a complex pairing potential localized in the region where
the QH-vacuum edge meets the QH-SC edge allows one to reproduce these dependencies. However,
there is no way to fix the effective parameters unless performing a full two-dimensional simulation,
implying that a two-dimensional description of the system is necessary. Our results are published in
Ref. [David et al. 2023].

However, in the experiments of Refs. [Lee et al. 2017, Gül et al. 2022], the authors used a geometry
with a finger-shaped superconductor as depicted in Fig. 1.4. In this figure, we represent two different
regimes depending on the width of the superconducting finger W compared with the superconducting
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Figure 1.4: Andreev reflection of quantum Hall edge states with a superconducting finger. In (a) the
width W of the finger is large compared to the superconducting coherence length. In this case, the
incoming electron propagates along the superconductor as a CAES and exits as a superposition of
electron and hole. In (b) we represent a narrow finger so that the incoming electron tunnels through
it and is transmitted on the other side as an electron by elastic co-tunnelling or as a hole by crossed
Andreev reflection.
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coherence length ξ (in the BCS theory the superconducting coherence length characterizes the size of
a Cooper pair and is given by ξ = ℏvF /∆, where vF is the Fermi velocity). If W ≫ ξ, the incoming
electron will propagate along the edge of the superconductor as a CAES (Fig. 1.4a). This situation is
similar to the one discussed above, as it involves only the propagation of CAES along the superconductor.
However, when W ≪ ξ there are new scattering processes. Indeed, in this case the incoming electron
can tunnel through the superconducting finger and continue to flow on the other side as an electron via
elastic co-tunnelling or as a hole via crossed Andreev reflection (Fig. 1.4b).

In this manuscript, we study the non-local processes of crossed Andreev reflection by considering
a quantum Hall-superconductor-quantum Hall (QH-SC-QH) junction with a ribbon geometry. We use
a microscopic model to determine the energy spectrum of the junction. In this geometry, the edge
states on either side of the superconductor are gapped due to their hybridization by elastic co-tunnelling
and crossed Andreev reflections. This hybridization gap decays exponentially with the width of the
superconductor on the scale of the superconducting coherence length.

As a next step, we performed a preliminary study of the transport properties using an effective
one-dimensional model, which allows one to gain a qualitative understanding of the effect of these new
processes. We determine the effective parameters using our microscopic results, allowing a semi-analytical
study of the spectrum and transport properties of this type of junction (semi-analytical because the
secular equation determining the energy spectrum is solved numerically). As expected, for W/ξ → ∞
we find that the QH-SC-QH junction behaves as two independent QH-SC interfaces with no non-local
processes. Interestingly, we find regimes where the crossed Andreev reflection is dominant. Note that,
to obtain quantitative results, a two-dimensional model should be used to calculate them. Indeed, as
we discussed for the QH-SC junction, the scattering probabilities depend strongly on the geometry of
the system, which cannot be taken into account with an effective one-dimensional model. We did not
use a two-dimensional model to calculate the transport properties due to time constraints, but it would
be interesting to see how the effects of geometry change our results. This work is a preliminary step
towards studying a system with a finger-shaped superconductor. Moreover, as we discuss below, it would
be interesting in further studies to consider the case of spin-polarized electrons because of its potential
for topologically protected quantum computing.

The use of a superconducting finger in the experiments [Lee et al. 2017, Gül et al. 2022] was moti-
vated by the possibility of creating a Majorana zero mode at the end of the finger when it is spin-polarized.
A Majorana zero mode is a type of quasiparticle excitation in condensed matter physics that is its own
antiparticle (unlike electrons and positrons). This concept was introduced by the Italian physicist Ettore
Majorana in 1937 [Majorana 1937] in the context of particle physics, and in this context we speak of
Majorana fermions. Because it is its own antiparticle, a Majorana fermion is electrically neutral. This
led Majorana to suggest that neutrinos might actually be Majorana fermions. However, despite intensive
efforts, Majorana fermions have never been observed in particle physics experiments. On the other hand,
condensed matter physicists are also searching for Majorana modes in a wide variety of solid state sys-
tems (for a review, see [Alicea 2012]). A famous proposal for such a realization is the toy model proposed
by Kitaev [Kitaev 2001], known as the Kitaev chain (see Fig. 1.5). It is a chain of spinless electrons that

Figure 1.5: Kitaev model. One can imagine each electron located at the sites of a chain as the superposi-
tion of two half-electrons. In usual superconductors (top), the two half-electrons of the same site remain
strongly bound. On the other hand, in a topological superconductor (bottom), the bonding is realized
between two half-electrons of adjacent sites. This leaves two free half-electrons (red circles) at each end
of the chain: the Majorana zero modes.

can move between sites in a one-dimensional lattice, in the presence of an attractive potential between
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two electrons located on adjacent sites. In a generic way, each ordinary electron can be represented by a
complex number, whose real and imaginary parts describe the two Majorana quasiparticles of which it
is made up: two "half-electrons" (this is known as the Majorana representation of the electron). As long
as these two Majorana quasiparticles are linked, such a decomposition remains formal, because it has
no measurable consequence. Kitaev has shown that there is a phase of the chain, a topological phase,
where two Majorana quasiparticles on neighboring sites recombine to form an ordinary fermionic state
with finite energy. This leaves one Majorana zero mode without a partner at each of the sites at the
two ends of the chain. The major problem of the Kitaev model is that spinless superconductors do not
exist in nature since electrons have a spin. However, it is possible to make systems that behave like
spinless superconductors in the laboratory. This requires applying a magnetic field to a wire with strong
spin-orbit coupling in the vicinity of a BCS superconductor [Lutchyn et al. 2010, Oreg et al. 2010]. The
idea is to spin-polarize the wire with the magnetic field thanks to the Zeeman effect, thus mimicking
spinless electrons by freezing the spin degree of freedom. The next step is to connect the spin-polarized
wire to the BCS superconductor to make it superconducting by the proximity effect. Moreover, since
the wire is spin-polarized, it should have a strong spin-orbit coupling such that Cooper pairs can form.
It turns out that the quantum Hall-superconductor hybrid system with a narrow superconducting finger
(Fig. 1.4b) is a perfect match to engineer the Kitaev chain. Indeed, if the applied magnetic field is strong
enough to fill only one spin-polarized Landau level, and if the two-dimensional electron system is made of
a material with strong spin-orbit coupling, such as InAs, this platform has all the necessary ingredients
to mimic a one-dimensional spinless superconductor. In this case, the quantum Hall region below the
superconducting finger corresponds to the required wire, and a Majorana zero mode is expected at the
end of the finger, as shown in Fig. 1.6.

QH

SC

eh

eup

down

Figure 1.6: Quantum Hall-superconductor hybrid system where the superconducting electrode has a
finger shape. The counter-propagating CAES (black arrows) are coupled and gapped by ∆, resulting in
a Majorana zero mode at the end of the superconductor (red circle).

Majorana zero modes have attracted a lot of interest in the scientific community due to their
potential applications in topological quantum computing. Unlike classical bits, quantum bits, or
qubits, can exist in multiple states simultaneously, making them a powerful tool for performing certain
computational tasks. However, qubits are also fragile and can be easily perturbed by their environment,
leading to computational errors. Majorana zero modes, which are robust and topologically protected,
are considered promising candidates for implementing qubits that are relatively immune to errors
caused by external perturbations. One important property contributing to this immunity is the spatial
separation between the Majorana modes (see Fig. 1.5), which makes them non-local and less sensitive
to decoherence [Kitaev 2001]. Moreover, Majorana zero modes are non-Abelian anyons, meaning that
when two Majorana zero modes are exchanged, the state of the system is transformed in a non-trivial
way. This property makes them promising for implementing certain types of quantum gates that are
more robust to errors than other types of gates [Nayak et al. 2008].
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As discussed above, another platform where the induction of superconductivity in boundary modes
leads to the formation of Majorana modes is provided by the helical hinge modes of a higher-order topo-
logical insulator. In this case, however, the Majorana modes are one-dimensional states that propagate
unidirectionally, rather than zero-dimensional point-like modes as in the Kitaev chain. In this manuscript
we study the effects of a Zeeman field Bz and a superconducting coupling ∆ on such helical hinge modes
protected by mirror symmetry (see Fig. 1.7a). As already discussed, in the absence of couplings the
hinges of the higher-order topological insulator realize natural domain walls where the mass surface gap
m vanishes, leading to the appearance of the hinge states. When the couplings are added, the system
acquires an effective mass where different terms from the different couplings compete. Considering a
single hinge at y = 0, this effective mass can be written as msn(y) = m(y)+smZ +nm∆, where s, n = ±
and m(y) vanishes at y = 0, while mZ and m∆ come from the Zeeman and superconducting couplings,
respectively. The competition between the different terms then causes the effective mass to vanish at
different locations depending on the values of the coupling, leading to the spatial splitting of the hinge
modes. This idea was first proposed by Queiroz and Stern [Queiroz & Stern 2019]. In our study, how-
ever, we derive a more general formula for the wave functions of the hinge modes and we explore splitting
scenarios not considered by these authors, thus extending this proposal. The splitting scenarios proposed
by these authors are the following. If only a Zeeman field is applied, the helical mode is divided into
two chiral fermionic modes (see Fig. 1.7b) while if we consider only a superconducting coupling we can
obtain two pairs of helical Majorana modes which surround the superconducting region (see Fig. 1.7c).
Finally, the combination of Zeeman and superconducting couplings leads to the separation of the helical
Majorana modes into four chiral Majorana modes (see Fig. 1.7d), where two of them gap each other when
mZ ≃ m∆. As a new scenario, we found a parameter regimes in which the helical hinge modes are split
into two pairs of chiral Majorana modes. Our work is a preliminary step for the study of interferometers
and Josephson junctions obtained by combining regions with different types of splitting, for which we
proposed some examples.

Su
pe
rco
nd
uc
tor

(a)

hinge

(b)

hinge

(c)

hinge

(d)

Figure 1.7: Splitting of helical hinge modes by a Zeeman field and a superconducting coupling. (a)
Sketch of the helical pairs of hinge modes propagating for a higher order topological insulator having
periodic boundary conditions along the x-direction. We have represented the superconducting coupling
∆ as well as the Zeeman field B⃗ which are applied on a single hinge. Highlighted in gray is a plane
invariant under mirror symmetry. In (b), (c), and (d) we represent the different splitting scenarios that
are possible depending on the values of the Zeeman and superconducting couplings. We see that (b)
in the case where there is only a Zeeman field the helical mode divides into two chiral modes while (c)
in the presence of only a superconducting coupling the helical mode is splitted into two pairs of helical
Majorana modes. (d) The combination of both Zeeman and superconducting couplings leads to four
chiral Majorana modes.

The thesis is organized as follows.
In Chap. 2 we present the basic physical theories that are essential for understanding the work

presented in this manuscript. We begin by studying the phenomena of Andreev reflection and crossed
Andreev reflection that occur in normal metal-superconductor hybrid systems. We derive the correspond-
ing scattering probabilities and consider the conductance of a normal metal-superconductor junction. We
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then review the theory of the quantum Hall effect. In particular, we show how chiral edge states arise and
discuss the topological origin of the quantization of the Hall resistance. Finally, we present toy models
of two-dimensional topological insulators and end the chapter by discussing the concept of higher-order
topological insulators.

In Chap 3 we study the downstream conductance mediated by CAES when a single, spin-degenerate,
Landau level is occupied (i.e., in the regime ν = 2). In particular, we discuss the geometry dependence
of the downstream conductance as well as its dependence on the position of the Fermi level (which lies
between the zeroth and the first Landau level). We also consider the effects of a Fermi level mismatch and
the presence of a potential barrier at the QH-SC interface. We use a microscopic model of an infinitely
long interface and perform tight-binding simulations to study these effects.

In Chap 4 we consider a QH-SC-QH junction with a ribbon geometry in the regime ν = 2. We
calculate the energy spectrum of the counter-propagating CAES by using a microscopic model and we
use a one-dimensional effective model to calculate the local and non-local conductances of the junction.
Interestingly, we find regimes where the non-local conductance is negative, which is a probe of the crossed
Andreev reflection occurring in the system.

In Chap 5 we investigate the splitting of the helical hinge modes of higher order topological insulators
when subjected to Zeeman and superconducting couplings. We derive the model Hamiltonian and solve
the corresponding Schrödinger equation to obtain the energy spectrum and the wave functions of the split
hinge modes. In particular, we find splitting scenarios that have not been considered in the literature.

Finally, we conclude and provide perspectives in Chap. 6.
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Basics: Andreev Reflection, Quantum
Hall Effect and Topological Insulators
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In this chapter, we detail important physical theories that are necessary for the understanding of
this thesis. A large part of the manuscript is devoted to the study of chiral Andreev edge states, which
are formed when edge states of the quantum Hall effect propagate along a superconducting interface by
performing successive Andreev reflections. Thus, we dedicate the first two sections of this chapter to the
study of Andreev reflection and the quantum Hall effect, respectively. The former allows an incoming
electron from a normal metal to be reflected as a hole after hitting a superconducting interface, while the
latter leads to the formation of chiral states propagating along the edges of a two-dimensional electron
gas (2DEG) under a perpendicular magnetic field. In the last part of the thesis we study the effects
of Zeeman and superconducting couplings on the helical boundary modes of a higher order topological
insulator. A prerequisite for understanding this is therefore the concept of topological insulators, which
we introduce in the last section of this chapter by focusing on two-dimensional systems. In particular, we
present the phenomenon of localized states at a mass domain wall, an essential idea for understanding
the last research project of the thesis (Chap. 5).

In Sec. 2.1 we introduce the Andreev reflection that occurs in normal metal-superconductor (NS)
junctions. Here we first discuss the basics of superconductivity and use a Bogoliubov-de Gennes (BdG)
Hamiltonian to derive the normal and Andreev reflection probabilities. Knowing these probabilities then
allows us to calculate the conductance of a NS junction. Finally, we introduce the crossed Andreev
reflection that occurs in normal metal-superconductor-normal metal (NSN) junctions. Understanding
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this non-local process will be useful when dealing with NSN junctions where the normal metals are in the
quantum Hall regime (Chap. 4 of the thesis). As we said, the quantum Hall effect is a central concept
of this work, and we explain it in detail in Sec. 2.2. In particular, we will understand how chiral modes
appear at the edges of a 2DEG subjected to a strong perpendicular magnetic field. On the other hand, in
Sec. 2.3 we present the theory of topological insulators. Here we will see how helical states can appear at
the boundaries of a two-dimensional surface, preserving time-reversal symmetry, in contrast to the chiral
edge states of the quantum Hall effect (where time-reversal symmetry is broken). In the last part of this
section we discuss the helical hinge modes of higher order topological insulators, as used in Chap. 5.

2.1 Andreev Reflection

The phenomenon of superconductivity has many interesting physical consequences. One of them is known
as Andreev reflection (AR). In a Bardeen, Cooper, and Schrieffer (BCS) superconductor, the electrons
are condensed into so-called Cooper pairs and the energy spectrum is gapped by 2∆, where ∆ is called
the superconducting gap and 2∆ corresponds to the energy required to destroy a Cooper pair. Because
of this gap, an electron with energy |E| < ∆ cannot enter the superconductor, and so it is reflected.
If it is reflected as an electron, this is called normal reflection, since it is the only possible reflection
process for a non-superconducting junction. On the other hand, AR corresponds to the situation where
the incident electron is reflected as a hole after hitting the superconducting interface, while a Cooper
pair is formed in the superconductor. These two reflection processes are illustrated in Fig. 2.1.

superconductornormal metal

h 2e

e

e

Figure 2.1: Normal and Andreev reflections in a normal metal-superconductor junction. An incoming
electron from the normal metal reaches the superconductor before being reflected back. It can be reflected
as an electron via normal reflection or as hole via Andreev reflection. In the last process, a Cooper pair
is created in the superconductor so that the total outgoing charge is equal to the one of the incoming
electron.

We begin this section with a reminder of the basics of superconductivity, where we present the gap
equation, the BdG Hamiltonian, and the corresponding energy spectrum. We then give the real-space
Hamiltonian of the normal metal-superconductor (NS) junction and its solutions in the normal and
superconducting bulk. Next, we use the matching procedure of Ref. [Blonder et al. 1982] to calculate
the Andreev reflection probability, which we then use to compute the conductance of the NS junction.
We end the section by calculating the probability of crossed Andreev reflection (CAR) in normal metal-
superconductor-normal metal (NSN) junctions, since we will study this effect in the thesis by considering
normal metals in the quantum Hall regime.

2.1.1 Basics of superconductivity

In this manuscript we consider only conventional superconductors, which are well described by the
BCS theory, and we always use the mean-field approximation as described in App. B. Here we recall
some important results from that appendix. The BCS theory consists in adding to the Hamiltonian
of a normal metal an attractive electron-electron interaction, where the two electrons have energies in
an energy window near the Fermi level, and bounded by the Debye energy ℏωD. The resulting BCS
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Hamiltonian is derived in Eq. (B.17) and is as follows

H =
∑

k⃗,α

ξk⃗c
†
k⃗,α
ck⃗,α − g

Vvol

∑

k⃗

′∑

k⃗′

′
c†
−k⃗′,↓

c†
k⃗′,↑

ck⃗,↑c−k⃗,↓, (2.1)

where g is the (positive) interaction constant, Vvol is the volume of the superconductor, ck⃗,α (c†
k⃗,α

)

annihilates (creates) an electron with momentum k⃗ and spin α =↑, ↓, the symbol Σ′ indicates that the
sum must be carried over the states in an energy window near the Fermi level and delimited by the
Debye energy, and ξk⃗ is the single-particle energy in the normal state1. As described in App. B.3, by
introducing the complex pair potential

∆eiϕ ≡ g

Vvol

∑

k⃗

′ 〈
ck⃗,↑c−k⃗,↓

〉
, (2.2)

where ϕ is the superconducting phase and ∆ is the superconducting gap, the mean-field Hamiltonian of
superconductivity can be written as (B.28),

HMF =
∑

k⃗

C†
k⃗
HBdG(k⃗)Ck⃗ +

Vvol∆
2

g
, (2.3)

where Ck⃗ =
(
ck⃗,↑ c

†
−k⃗,↓

)T
is a Nambu spinor in electron-hole space and HBdG is the so-called BdG

Hamiltonian [de Gennes 2018],

HBdG(k⃗) =

(
ξk⃗ ∆eiϕ

∆e−iϕ −ξk⃗

)
. (2.4)

Since the second term in the mean-field Hamiltonian (2.3) is just an energy shift it is not relevant and
we neglect it in the following. The energy spectrum obtained from the BdG Hamiltonian is given by,

E±(k⃗) = ±
√
ξ2
k⃗
+∆2 = ±Ek⃗, (2.5)

where the sign + (−) corresponds to an electron-like (hole-like) quasiparticle2. As mentioned above, this
spectrum is gapped by 2∆, so that an incoming particle with |E| < ∆ cannot enter a superconductor.
One last important thing to discuss is the value of the pair potential. As shown in Eq. (B.47), it is given
by a self-consistent relation,

∆eiϕ =
g

Vvol

∑

k⃗

∆eiϕ

2Ek⃗

tanh

(
Ek⃗

2kBT

)
, (2.6)

which is known as the gap equation. Here kB is the Boltzmann constant and T is the temperature. At
zero-temperature, the superconducting gap ∆0 is given by (B.55), ∆0 = 1.76kBTc, where Tc is the critical
temperature of the superconductor. Let us also mention that the the typical size of the Cooper pair is
given by the superconducting coherence length which, in the BCS theory, can be written as ξ = ℏvF /∆,
with vF the Fermi velocity.

1Note that we use a non-interacting model to describe the normal state. This is justified by Landau’s theory of Fermi
liquids, in which the low-energy excitations of the system can be treated as independent quasiparticles. This allows a
normal metal (where the electron-electron interactions can be very strong) to be treated as a non-interacting system. The
price for this is the introduction of renormalized properties such as an effective electron mass. More details can be found
in [Girvin & Yang 2019, Sec. 15.11]. Although the excitations of a normal metal are described as quasiparticles in Fermi
liquid theory, we will refer to them as electrons and holes throughout this manuscript.

2Here we cannot talk about pure electron and hole states because they are coupled by the pair potential, so we talk
about quasiparticles. An electron-like (hole-like) quasiparticle, or quasi-electron (quasi-hole), is defined as the state that
becomes a pure electron (hole) as ∆ → 0.
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2.1.2 Solutions of the Bogoliubov-de Gennes Hamiltonian in real space

We consider a two-dimensional NS junction as shown in Fig. 2.1. We denote the transverse coordinate by y
and the longitudinal coordinate by x. The normal side of the junction is at x < 0 and the superconducting
side is at x > 0, so the NS interface is at x = 0. In the bulk of the superconductor (x ≫ ξ) the pair
potential has amplitude ∆ and phase ϕ. Because the system is made of a single superconductor, the
superconducting phase can always be gauged away so that we set ϕ = 0 for the remainder of this chapter
(this will be detailed after introducing the real-space Hamiltonian of the system in Eq. (2.11)). The
spatial dependence of the amplitude ∆ is determined self-consistently,

∆(r⃗) =
g(r⃗)

Vvol

∑

E>0

u(r⃗)v∗(r⃗)tanh

(
E

2kBT

)
, (2.7)

where u, v, and E are obtained from the BdG equations [de Gennes 2018],
(
−ℏ2∇2

2m − µ ∆(r⃗)

∆(r⃗) ℏ2∇2

2m + µ

)(
u(r⃗)
v(r⃗)

)
= E

(
u(r⃗)
v(r⃗)

)
. (2.8)

Note that we have used the BdG Hamiltonian (2.4) to write the above equation where we considered
ξk⃗ = ℏ2k⃗2/(2m) − µ with the substitution k⃗ → −i∇⃗. Here µ is the chemical potential and m is an
effective mass.Moreover, for a homogeneous superconductor, we have E = Ek⃗ and the values of u and v
are given by Eq. (B.35) such that Eq. (2.7) recovers the gap equation (2.6). Since the value of g drops
abruptly to zero at the NS interface and is equal to zero in the normal region (where there is no pairing
interaction), we can use the step-function model to describe the spatial variation of the superconducting
gap [Beenakker 1994],

∆(r⃗) = ∆(x) = ∆θ(x). (2.9)

Assuming the separation of variables between transversal and longitudinal coordinates we can write the
wave function as,

Ψ(r⃗) = ψ(x)ϕ(y), (2.10)

where ψ(x) is the longitudinal wave function and ϕ(y) is the transverse wave function. The former will
be derived in the following, while for the latter we assume an infinite transverse direction, so that we
can write ϕ(y) = eikyy/

√
S, where S is the cross section of the junction. Moreover, the corresponding

transverse energy is given by εky
= ℏ2k2y/(2m), where ky is continuous because we consider an infinite

transverse direction. To determine the longitudinal wave function, we need the Hamiltonian describing
the system along the x coordinate. However, since the total energy is given by the sum of the transverse
and longitudinal energies, the chemical potential for the longitudinal propagation is renormalized by the
transverse subbdand so that µ→ µ̃ = µ−εky

. We model the NS interface at x = 0 by a Dirac-δ potential
V0δ(x) and describe the junction by the following one-dimensional BdG Hamiltonian in real space,

H =

(
− ℏ2

2m∂
2
x − µ̃+ V0δ(x) ∆θ(x)

∆θ(x) ℏ2

2m∂
2
x + µ̃− V0δ(x)

)
. (2.11)

As mentioned above, the fact that there is a single superconductor in the system allowed us to consider
a real superconducting order parameter. We can see that by performing a unitary transformation on the
Hamiltonian by using the operator U = e−iϕ

2 τz . For the NS junction we can consider a constant value
of ϕ in all the system and a non-zero amplitude ∆ only in the superconductor. The real-space BdG
Hamiltonian can thus be written as,

H(x) =

(
− ℏ2

2m∂
2
x − µ̃+ V0δ(x) Θ(x)∆eiϕ

Θ(x)∆e−iϕ ℏ2

2m∂
2
x + µ̃− V0δ(x)

)
. (2.12)
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Performing the transformation we obtain,

H̃(x) = U†H(x)U =

(
− ℏ2

2m∂
2
x − µ̃+ V0δ(x) Θ(x)∆

Θ(x)∆ ℏ2

2m∂
2
x + µ̃− V0δ(x)

)
, (2.13)

which is the Hamiltonian given in Eq. (2.11). If we have N superconductors we must define a supercon-
ducting phase for each of them. In that case, the superconducting phases will appear as phase differences
in the terms describing the transfer of electrons between two superconductors.

We now solve the x-dependent Schrödinger equation in each region. In the normal side (x < 0) we
set ∆ = 0 and we must solve,

±
(
− ℏ2

2m
∂2x − µ̃

)
χ±(x) = Eχ±(x). (2.14)

The solutions are found to be,

χ±(x) = a±e
ik±x + b±e

−ik±x, (2.15)

where a±, b± are constants and,

k± =
1

ℏ
√

2m(µ̃± E) = k̃F
√

1± E/µ̃, (2.16)

with k̃F = (1/ℏ)
√
2mµ̃. Here the + (−) solutions describe an electron (a hole) belonging to the energy

branch ξkx (−ξkx) with ξkx = ℏ2k2x/(2m)− µ̃ (this translates in the terms ±E in the above expressions).
In order to have propagating waves in the normal metal, we consider |E| < µ̃ such that k± is always
real and positive. From the energy dispersions we can calculate the velocity of an electron or a hole
in the x-direction as v±(kx) = ±(1/ℏ)∂kx

ξk = ±ℏkx/m so that the group velocity of a hole, v−(kx), is
negative in the x-direction for kx > 0. Hence, the terms a+eik+x and b−e

−ik−x describe right-moving
particles while the terms b+e−ik+x and a−eik−x describe left-moving particles. The full wave function in
the normal region can then be written as,

ψN (x) =

(
1
0

)
χ+(x) +

(
0
1

)
χ−(x). (2.17)

In the superconductor (x > 0) we have ∆ > 0 and we need to solve the BdG equation,
(
− ℏ2

2m∂
2
x − µ̃ ∆

∆ ℏ2

2m∂
2
x + µ̃

)(
u(x)
v(x)

)
= E

(
u(x)
v(x)

)
, (2.18)

where u(x) and v(x) respectively describe electron-like and hole-like quasiparticles. Since the Hamiltonian
doesn’t depend on the x-coordinate we can assume plane wave solutions ∼ eiqx where the state is
propagating if q is real and it is evanescent in the superconductor if q has a positive imaginary part (for
eiqx it is evanescent if the imaginary part is positive since x > 0 while the state is not normalizable is
the imaginary part is negative). The possible wave vectors are then found by solving,

∣∣∣∣∣
ℏ2q2

2m − µ̃− E ∆

∆ −ℏ2q2

2m + µ̃− E

∣∣∣∣∣ = 0, (2.19)

from which we obtain four solutions for q, namely q = q± and q = −q±, with

q± =
1

ℏ

[
2m
(
µ̃± i

√
∆2 − E2

)]1/2
= k̃F

√
1± i

√
∆2 − E2

µ̃
. (2.20)

Here the momenta with index + (−) describe a quasi-electron (quasi-hole) belonging to the energy branch
Ekx (−Ekx), with Ekx =

√
ξ2kx

+∆2. These momenta are real if |E| > ∆ (supra-gap) and they have an
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imaginary part for |E| < ∆ (sub-gap). We focus only on the latter case in this manuscript. We can then
write the solutions of the BdG equation as,

(
u(x)
v(x)

)
= c1

(
u+0
v+0

)
eiq+x + c2

(
u+0
v+0

)
e−iq+x + d1

(
u−0
v−0

)
eiq−x + d2

(
u−0
v−0

)
e−iq−x, (2.21)

with c1,2 and d1,2 constants. Since we focus on |E| < ∆, the momentum q+ (q−) has an imaginary part
which is positive (negative). Thus, for the wave function to be normalizable, we have to set c2 = d1 = 0
so that we keep only the terms which are evanescent in the superconductor, i.e., those vanishing as
x→ ∞. The eigenvectors are found by solving the following matrix equation,

(
ℏ2q2±
2m − µ− E ∆

∆ −ℏ2q2±
2m + µ− E

)(
u±0
v±0

)
= 0, (2.22)

which leads to,
(
u+0
v+0

)
=

(
1

E−i
√
∆2−E2

∆

)
, (2.23)

(
u−0
v−0

)
=

(
E−i

√
∆2−E2

∆
1

)
=

(
v+0
u+0

)
. (2.24)

These two vectors are related to each other due to the particle-hole symmetry3. Introducing the notation,

γ =
E − i

√
∆2 − E2

∆
, (2.25)

where |γ| = 1, we can write the wave function in the superconductor as,

ψS(x) = c

(
1
γ

)
eiq+x + d

(
γ
1

)
e−iq−x. (2.26)

We are now in a position to calculate the normal and Andreev reflection probabilities. This is the
aim of the next section.

2.1.3 Normal and Andreev reflection probabilities
The results presented here have been first introduced by Blonder, Tinkham, and Klapwijk (BTK) and so
this method is often referred as the BTK model. We consider the situation where an incoming electron
from the normal metal propagates toward the NS interface. Since we focus only on sub-gap states the
incident electron cannot enter in the superconductor and so it is reflected back in the normal region
after hitting the superconducting interface. It can be reflected as an electron with amplitude rN (normal
reflection) or as a hole with amplitude rA (AR). The incoming state has the form ψin(x) = (1, 0)T eik+x

and the reflected waves are given by ψrefl(x) = (rN , 0)
T e−ik+x+(0, rA)

T eik−x so that the wave function
of the junction reads,

ψ(x) =

{
ψN (x) if x < 0

ψS(x) if x > 0
, (2.27)

with,

ψN (x) =

(
1
0

)
eik+x +

(
rN
0

)
e−ik+x +

(
0
rA

)
eik−x, (2.28)

ψS(x) = c

(
1
γ

)
eiq+x + d

(
γ
1

)
e−iq−x, (2.29)

3The particle-hole symmetry of the momentum-space BdG Hamiltonian is briefly discussed in App. B.4.
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where we keep only the (square integrable) evanescent waves in the superconductor. Note that the holes
have a negative velocity for kx > 0 from where the positive sign in the phase of the reflected hole. As
it is our main interest in this thesis, and because it simplifies a lot the calculation, we consider only
zero-energy states, E = 0, such that we can write4,

k± = k̃F , q± = k̃F
√
1± i∆/µ̃, γ = −i. (2.30)

As another simplification we make use of the Andreev approximation [Andreev 1965, Kulik 1969] (also
known as the BCS limit), ∆ ≪ µ, so that we can approximate,

q± ≃ k̃F

(
1± i

∆

2µ̃

)
= k̃F ± i

∆

ℏṽF
= k̃F ± i/ξ̃, (2.31)

where we have introduced the renormalized Fermi velocity ṽF = ℏk̃F /m and the renormalized coherence
length ξ̃ = ℏṽF /∆. As it is not relevant to interpret the final result, we choose ky = 0 such that µ̃ = µ

yielding k̃F = kF and ξ̃ = ξ. We can then rewrite the wave functions in each region as,

ψN (x) =

(
1
rA

)
eikF x +

(
rN
0

)
e−ikF x, (2.32)

ψS(x) =

[
c

(
1
−i

)
eikF x + d

(
−i
1

)
e−ikF x

]
e−x/ξ. (2.33)

From this expression we clearly see the exponential vanishing of ψS(x) over the coherence length. To
compute the normal and Andreev reflection amplitudes we perform the matching procedure of Ref.
[Blonder et al. 1982],

ψN (0) = ψS(0) ≡ ψ(0), (2.34)
ψ′
S(0)− ψ′

N (0) = 2ZkFψ(0), (2.35)

where the second line is obtained by integrating the Schrödinger equation in the interval [−ε, ε] with
ε → 0 and Z = mV0/(kFℏ2) quantifies the strength of the potential barrier at the NS interface. By
solving the resulting system we obtain the amplitudes,

rN = − [1 + 2ZkF ξ] [1 + 2kF ξ(i+ Z)]

1 + 2kF ξ [kF ξ + 2Z(1 + ZkF ξ)]
, (2.36)

rA = − 2ik2F ξ
2

1 + 2kF ξ [kF ξ + 2Z(1 + ZkF ξ)]
, (2.37)

leading to the following reflection probabilities,

RN = |rN |2 =
{1 + 2ZkF ξ}2

{
1 + 4kF ξ

[
Z + kF ξ(1 + Z2)

]}

{1 + 2kF ξ [kF ξ + 2Z(1 + ZkF ξ)]}2
, (2.38)

RA = |rA|2 =
4k4F ξ

4

{1 + 2kF ξ [kF ξ + 2Z(1 + ZkF ξ)]}2
, (2.39)

with RN + RA = 1 as required. We can simplify these results by using the Andreev approximation
∆ ≪ µ such that kF ξ = 2µ/∆ ≫ 1. We thus take the limit kF ξ → ∞ and get,

rN =
−2Z(i+ Z)

1 + 2Z2
, rA =

−i
1 + 2Z2

, (2.40)

while the corresponding probabilities are given by,

RN =
4Z2(1 + Z2)

(1 + 2Z2)2
, RA = |rA|2 =

1

(1 + 2Z2)2
. (2.41)

4The scattering coefficients at arbitrary energies can be found in Asano’s book [Asano 2021].
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Thus, in the Andreev approximation, and for an ideal interface with Z = 0, the incoming electron is
only reflected as a hole (RA = 1). On the other hand, for an infinitely strong barrier with Z → ∞ (i.e.,
the normal metal-insulator limit), the incoming electron is reflected normally (RN = 1). Moreover, we
can express the Andreev-approximated coefficients in terms of those obtained for a normal metal-normal
metal (NN) junction where the incoming electron can be reflected black or transmitted (as an electron
only) with respective amplitudes r = −iZ(1 + iZ) and t = 1/(1 + iZ) (see App. A.1 for a detailed
calculation of r and t),

rN =
2r

2− T
, rA =

−iT
2− T

, RN =
4R

(2− T )2
, RA =

T 2

(2− T )2
, (2.42)

where R = |r|2 and T = |t|2. We can thus compute the normal and Andreev reflection coefficients (in the
Andreev approximation) by using standard techniques developed for quantum transport in the normal
state [Beenakker 1994].

In the next subsection we look at the conductance of the NS junction and we will see how it is related
to the one of a NN junction.

2.1.4 Conductance of the NS junction
In the preceding we considered a junction with an infinite transverse direction (i.e., a junction that is
infinite along the y-axis). In this case there is an infinite number of transverse modes described by the
continuous energy spectrum εky = ℏ2k2y/(2m) with a transverse eigenfunction given by a plane wave,
ϕ(y) = eikyy/

√
S, where S is the cross section of the junction. However, to describe the conductance

of the junction, it is more convenient to consider a finite transverse dimension such that a finite num-
ber of transverse modes contribute to the conductance. Hence, we now assume a finite length Ly in
the y-direction which can be taken in account by adding a transverse confining potential V (y) in the
Hamiltonian. In that case, the transverse energies and wave functions are solutions of the Schrödinger
equation,

[p2y/(2m) + V (y)]ϕ(y) = Eϕ(y), (2.43)

and depend on the form of the confining potential. The resulting spectrum will be made of transverse sub-
bands labelled by n, each having a one-dimensional dispersion in the x-direction, and the corresponding
wave functions will be given by a certain function ϕn(y) for the n-th transverse mode. Moreover, as the
confinement becomes tighter, the spacing between the sub-bands increases. Hence, for a very narrow
junction in the y-direction, we can consider that only one sub-band is occupied. This is the assumption
we consider in this subsection and we consider the sub-band as spin-degenerate. Moreover, here we look
at the linear response conductance GNS of the NS junction at zero-temperature. By using the Landauer-
Büttiker formalism of quantum transport detailed in App. A.4, and considering the single-channel case,
the conductance in the normal state can be written as,

GNN = G0T = G0(1−R), (2.44)

where G0 = 2e2/h is the quantum of conductance (for spin-degenerate electrons). This formula makes
sense as it says that the conductance from the left to the right is proportional to the probability for
the incoming electron to be transmitted. We can then easily generalize this formula to supercon-
ducting junctions by replacing R by RN and adding a positive contribution RA due to AR (the AR
contributes positively as it reflects particles of opposite charges). This was derived more rigorously
in [Blonder et al. 1982, Takane & Ebisawa 1992] and can be written as,

GNS = G0(1−RN +RA) = 2G0RA. (2.45)

As we have seen in the preceding subsection, considering a perfect interface (Z = 0) and an incoming
electron at the Fermi level (E = 0) we hav R = 0 and so5 GNS = 2GNN which corresponds to a

5This is valid only in the Andreev approximation where ∆ ≪ µ.
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current of 2e flowing in the superconductor for each incoming electron due to the Cooper pair creation
accompanying the AR. This is known as the conductance-doubling effect of AR and it was observed in
Ref. [Kjærgaard et al. 2016] for example. The above conductance formulas are valid for a single channel
while the multi-channel generalization is easily obtained by summing over all the conducting channels
as done in App. A.4 in the normal case. A detailed derivation for the NS junction can be found in the
lecture notes by Beenakker [Beenakker 1994].

To finish this part on the Andreev reflection we investigate the CAR process arising in NSN junctions.
This will be useful to compare the results we will obtain later in the thesis when studying a quantum
Hall-superconductor-quantum Hall junction.

2.1.5 Crossed Andreev reflection in NSN junctions

We consider a NSN junction where a grounded6 superconductor of length L is sandwiched between two
normal metals as depicted in Fig. 2.2. In the previous section we studied a single NS interface and

superconductornormal metal
e

h

e h

e
normal metal

L RS

Figure 2.2: NSN junction where a superconductor of length L is sandwiched between two normal met-
als. An incoming electron from the left (L) reaches the superconductor (S) and can undergo different
scattering processes. As previously, it can be reflected as an electron with amplitude rN due to normal
reflection or it can be reflected as a hole with amplitude rA due to AR. Due to the presence of a second
normal metal at the right (R), the incoming electron can also be transmitted to the right as an electron
with amplitude tN due to elastic co-tunneling or as a hole with amplitude tA due to CAR.

saw that the wave function of the sub-gap states in the superconductor is evanescent and suppressed
on the scale of the superconducting coherence length ξ. Thus, for the NSN junction, if the length
L of the central superconductor is less than a few ξ, the evanescent wave functions of the left and
right NS interfaces will overlap. This overlap allows for new scattering processes involving the two
normal metals, called crossed or non-local processes. Consider an incoming electron from the left normal
metal propagating toward the superconductor. As before, this incoming electron can be reflected back
as an electron or as a hole with respective amplitudes rN and rA. On the other hand, due to the
presence of the second normal metal on the right, the incoming electron can also be transmitted as
an electron or as a hole with respective amplitudes tN and tA. This last process, which converts the
incoming electron from the left into a transmitted hole at the right, is called CAR (or non-local Andreev
reflection) [Deutscher & Feinberg 2000, Falci et al. 2001, Recher et al. 2001, Chtchelkatchev et al. 2002].
It has been observed experimentally in Ref. [Russo et al. 2005], for example, by measuring the voltage
difference between the left and right regions. Here we use the same procedure as for the NS junction to
compute the different scattering coefficients shown in Fig. 2.2. The wave function of the junction can be

6In the mean-field theory of superconductivity the number of particles in the ground state is not fixed so that, to fix
its average, one has to introduce a superconducting chemical potential [Ketterson & Song 1999]. From that point of view,
the mean field Hamiltonian describes a superconducting reservoir, i.e. the superconductor is intrinsically grounded since
the number of particles is adapted to the chemical potential. To describe a floating superconductor one has to equate the
current through the left and right leads such that there is a fixed number of particles travelling across it.
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written as

ψ(x) =





ψL(x) if x < −L/2
ψS(x) if − L/2 < x < L/2

ψR(x) if x > L/2

, (2.46)

and we model the interfaces by two Dirac-δ potential barriers,

V (x) = V0

[
δ

(
x+

L

2

)
+ δ

(
x− L

2

)]
. (2.47)

Starting from the general solutions (2.15) and (2.21) and using the same arguments that led us to Eqs.
(2.33) and (2.32), in particular E = 0 and ∆ ≪ µ, we obtain,

ψL(x) =

(
1
rA

)
eikF x +

(
rN
0

)
e−ikF x, (2.48)

ψS(x) =

[
a

(
1
−i

)
e−ikF x + b

(
1
i

)
eikF x

]
ex/ξ

+

[
c

(
1
−i

)
eikF x + d

(
1
i

)
e−ikF x

]
e−x/ξ, (2.49)

ψR(x) =

(
tN
0

)
eikF x +

(
0
tA

)
e−ikF x, (2.50)

where we now keep two exponentially decaying terms in the superconducting wave function because
of the left and right NS interfaces. To determine the scattering coefficients we perform the matching
procedure at the two interfaces,

ψL(−L/2) = ψS(−L/2) ≡ ψ(−L/2), (2.51)
ψ′
S(−L/2)− ψ′

L(−L/2) = ZkFψ(−L/2), (2.52)
ψR(L/2) = ψS(L/2) ≡ ψ(L/2), (2.53)
ψ′
R(L/2)− ψ′

S(L/2) = ZkFψ(L/2). (2.54)

We then compute the scattering amplitudes by solving the above system and we define the associated
transmission probabilities as,

TN = |tN |2, TA = |tA|2, (2.55)

with RN +RA+TN +TA = 1. Their analytical expressions are quite complicated. By taking Z = 0 they
can be written as,

D =
[
4k2F ξ

2(1 + k2F ξ
2)− cos(2kFL) + (1 + 2k2F ξ

2)2 cosh(2L/ξ)
]2
, (2.56)

RA =
1

D

{
4k2F ξ

2
[
sin(2kFL) + kF ξ(1 + 2k2F ξ

2) sinh(2L/ξ)
]2}

, (2.57)

TA =
1

D

{
16k2F ξ

2
[
kF ξ cos(kFL) sinh(L/ξ) + (1 + 2k2F ξ

2) sin(kFL) cosh(L/ξ)
]2}

, (2.58)

RN =
1

D
{(1 + 2k2F ξ

2)[1− 2(1 + 2k2F ξ
2) cos(2kFL) cosh(2L/ξ)

+ (1/2 + 3k2F ξ
2 + 4k4F ξ

4) cosh(4L/ξ)− 8k3F ξ
3 sin(2kFL) sinh(2L/ξ)]

+ (1 + 4k2F ξ
2)[(1/2) cos(4kFL)− 2k4F ξ

4]}, (2.59)
TN = 1− (RN +RA + TA). (2.60)

Using the Andreev approximation ∆ ≪ µ we have kF ξ = 2µ/∆ ≫ 1 and, in the limit kF ξ → ∞, the
above scattering probabilities become,

RN = TA = 0, RA = tanh2(L/ξ), TN = sech2(L/ξ). (2.61)
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These scattering probabilities can be probed in experiments by measuring the local and non-local con-
ductances respectively denoted by GLL and GRL and given by [Takane & Ebisawa 1992],

GLL = G0(1−RN +RA), (2.62)
GLR = G0(TN − TA). (2.63)

In Fig. 2.3 we plot the probabilities as a function of L/ξ for various values of the barrier strength Z.
At large lengths L/ξ ≫ 1, the two NS interfaces are independent such that the evanescent waves at the
left and right barriers do not overlap and non-local processes are not allowed (TN = TA = 0). For such
lengths, we recover results similar to the ones obtained for a single NS interface. From our analytical
expressions (obtained for Z = 0) we can write the reflection probabilities in the limit L/ξ → ∞ as,

RN =
1 + 4k2F ξ

2

(1 + 2k2F ξ
2)

2 , (2.64)

RA =
4k4F ξ

4

(1 + 2k2F ξ
2)

2 . (2.65)

As we can see, these expressions recover the ones obtained for the NS junction in Eqs. (2.38) and (2.39).
In the Andreev limit kF ξ → ∞, we recover the previous results of a single ideal interface, namely RN = 0
and RA = 1. As for the single interface, the probability of normal reflection increases with the strength
of the barrier, and in the limit of a very bad interface Z → ∞, only normal reflection is allowed. For
small lengths, i.e. not larger than a few superconducting coherence lengths, the evanescent waves overlap
and transmission via non-local processes is allowed. For Z = 0 the probability TA of CAR is zero (in the
Andreev limit), while the normal transmission TN decays exponentially with L/ξ, accompanied by the
increase of the AR probability RA (see Fig. 2.3a). Moreover, as we can see in the inset of Fig. 2.3a, the
probability of CAR is not exactly zero (because we did not use the Andreev approximation to plot the
scattering probabilities), but rather shows small oscillations with L/ξ. These oscillations are best seen
at intermediate values of Z (see Fig. 2.3b and Fig. 2.3c) and are actually Fabry-Pérot like oscillations
like those discussed in App. A.3 for a junction of three normal metals separated by δ barriers (i.e., the
double δ barrier problem). However, unlike the normal case, the oscillations decay exponentially with L
over a distance of the order of the coherence length. In fact, in the normal case, the electrons propagate
freely between the two barriers, no matter how far apart they are, while here the quasiparticles can
only propagate in the superconductor over a distance of the order of the coherence length. Moreover,
we observed oscillations here even when the barrier strength Z is zero, while this is not possible in the
normal case. This is because in the NSN case the incoming electron can propagate as a quasi-electron
or as a quasi-hole in the superconductor before being transferred to the right. On the other hand,
the observed oscillations have a common origin with those observed in the normal case. Namely, they
originate from the different possible trajectories to go from the left to the right side of the junction. As
an illustration, some of these trajectories are shown in Fig. 2.4. Finally, for a large value of Z, we observe
resonance peaks of the AR and CAR probabilities (see Fig. 2.3d where we have chosen Z = 2) similar
to the transmission resonances of the double δ barrier discussed in App. A.3.

In this first section, we have studied Andreev reflection because it is one of the two key ingredients
necessary for the formation of chiral Andreev edge states, which are extensively studied in this thesis.
Chiral Andreev edge states are states that propagate unidirectionally along the interface between a
normal metal in the quantum Hall regime and a superconductor by performing successive Andreev
reflections. Therefore, in the next section we introduce the second key ingredient for the formation of
these edge states, namely the quantum Hall effect.
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(b) Z = 0.2
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(c) Z = 0.5
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(d) Z = 2

Figure 2.3: NSN scattering probabilities. We represent the normal reflection and transmission amplitudes
denoted by RN and TN as well as the AR and the CAR respectively denoted by RA and TA. We consider
different values of the barrier strength Z: (a) Z = 0, (b) Z = 0.2, (c) Z = 0.5, (d) Z = 2. We have set
kF ξ = 20.

SN N

e qe h

SN N

e qh h

Figure 2.4: Some trajectories converting an incoming electron (e, red line) from the left to as hole at the
right (h, blue dashed line). In the central superconductor, a quasi-electron (qe, red line) or a quasi-hole
(qh, blue dashed line) propagates and can bounce or can be transmitted after reaching a NS interface.
At each bounce, a quasi-electron (quasi-hole) can stay the same or can be converted as a quasi-hole
(quasi-electron). If Z = 0, the interfaces are transparent and only the top trajectories are possible.
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2.2 Quantum Hall Effect

The classical Hall effect, discovered by Hall in 1879 [Hall 1879], is due to the Lorentz force acting on a
charged current flowing through a material subjected to a magnetic field. The Lorentz force deflects the
charge carriers and produces a non-zero voltage transverse to the current and the magnetic field, called
the Hall voltage. For the quantum version of the Hall effect, we consider a two-dimensional system. The
quantum Hall effect (QHE) occurs when a 2DEG is subjected to a perpendicular magnetic field of a
few Tesla at a temperature of a few Kelvin. It was discovered at the High Field Magnet Laboratory in
Grenoble (France) by von Klitzing [von Klitzing et al. 1980]. Klitzing observed that the Hall resistance
exhibits steps (or plateaus), and that on the plateaus it is exactly quantized in units of the resistance
quantum h/e2, regardless of the shape of the sample and the quality of the contacts, so that the QHE
is now used as a universal standard for electrical resistance. In this section we will understand how this
quantization occurs. As we will see, when a 2DEG is subjected to a high perpendicular magnetic field,
the energy of the electrons is quantized into so-called Landau levels separated by an energy gap. We will
also learn that when the chemical potential lies in such an energy gap, all the Landau levels below it are
filled and contribute to the integer quantization of the Hall resistance. As we will see, the Landau levels
are bent upward in energy for states localized near the edges, so that at the edges the Fermi level is no
longer in an energy gap and conducting edge states appear. It turns out that each edge state contributes
as e2/h to the Hall conductance (the Hall conductance is nothing but the inverse of the Hall resistance)7.

In the following we present the theory of the QHE. We start by deriving the energy spectrum for a
homogeneous 2DEG under a perpendicular magnetic field, i.e., the Landau levels (Sec. 2.2.1). We then
calculate the general wave function for a homogeneous 2DEG under a perpendicular magnetic field from
which we deduce the wave functions associated to the Landau levels (Sec. 2.2.2). Afterwards, we will
see that chiral edge states appear at the edges of the sample (Sec. 2.2.3) and that they give rise to a
Hall conductance which is quantized in units of the conductance quantum (Sec. 2.2.4). Next we discuss
about the importance of disorder in the observation of quantum Hall conductance plateaus (Sec. 2.2.5),
then we present a lattice model of the system (Sec. 2.2.6), and we end this section by looking at the
topological origin of the quantization of the Hall conductance (Sec. 2.2.7).

2.2.1 Landau levels in a 2DEG under a perpendicular magnetic field

Here we determine the energy levels of a homogeneous 2DEG in the x− y plane submitted to a perpen-
dicular uniform magnetic field B⃗ = Bûz with B > 0. We assume spin-degenerate electrons described by
the single-particle Hamiltonian,

H =
1

2m
(ℏk⃗ − eA⃗)2 − µ, (2.66)

where A⃗ is the electromagnetic vector potential, k⃗ = (kx, ky, 0) is the two-dimensional wave vector,
µ the chemical potential, e the electron charge, and m the electron effective mass. Let’s proceed by
using a purely algebraic method. This method works for any gauge potential A⃗ and so we consider
the form A⃗ = (Ax(y), Ay(x), 0) in the derivation. We now introduce the canonical momentum vector
π⃗ = (πx, πy, 0) with components πi = ℏki − eAi having the following commutation relation,

[πx, πy] = πxπy − πyπx = ieℏ
(
∂Ay

∂x
− ∂Ax

∂y

)
= ieℏB, (2.67)

where we have used the relation [kx,y, f(x, y)] = −i∂x,yf(x, y). We then introduce the raising and
lowering operators,

b =
1√
2eℏB

(πx + iπy), b† =
1√
2eℏB

(πx − iπy), (2.68)

7We have given an oversimplified explanation here. As we will see, a full understanding of the quantization of the Hall
resistance requires taking into account the disorder in the system.
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which obey the same commutation relation as the ladder operators of the quantum harmonic oscillator,
i.e., [b, b†] = 1, and we can rewrite the general Hamiltonian (2.66) in the form of a harmonic oscillator,

H =
π2

2m
− µ =

(
b†b+ 1/2

)
ℏωc − µ. (2.69)

From the analogy with the harmonic oscillator we can directly write the energy spectrum as harmonic
levels known as the Landau levels (LLs) [Landau 1930],

En =

(
n+

1

2

)
ℏωc − µ, n ∈ N, (2.70)

where the Landau level index n is the eigenvalue of the operator b†b. These levels correspond to cyclotron
orbits with quantized values of the cyclotron frequency ωc = eB/m. For a system with periodic boundary
conditions in the y-direction (this is what we assume in the following), there exists such a Landau level for
each plane wave along the transverse direction y. Note that here we consider spin-degenerate electrons
such that each Landau level for a given transverse mode is made of two electrons. In Fig. 2.5 we sketch
the cyclotron orbits and the LLs.

�

(a) (b)

Figure 2.5: Bulk of the 2DEG. In (a) we sketch the cyclotron orbits and in (b) we represent the associated
LLs.

In the next subsection we determine the general wave function for a 2DEG under a perpendicular
magnetic field by specifying a gauge potential A⃗ and we then discuss the degeneracy of the LLs.

2.2.2 Wave function and degeneracy of the Landau levels
Our task is to determine the general wave function Ψ(x, y) solving the eigenvalue equation of the Hamil-
tonian (2.66). To proceed, we assume periodic boundary conditions along y such that we can make the
separation ansatz,

Ψ(x, y) =
eikyy

√
Ly

ψ(x), (2.71)

where Ly is the size of the sample in the y-direction and the periodic boundary condition implies ky =
n2π/Ly, with n an integer. (To write the above wave function we have implicitly used the substitution
k⃗ → −i∇⃗.) To determine the longitudinal wave function ψ(x) we must solve the x-dependent Schrödinger
equation H(x)ψ(x) = Eψ(x). To do so, we need to specify a gauge for the vector potential which is
obtained from the relation B⃗ = ∇⃗ × A⃗. With B⃗ = Bûz, common choices (but not the only possible
ones) are A⃗ = (−By, 0, 0), A⃗ = (0, Bx, 0), or A⃗ = (−By,Bx, 0)/2. The two first ones are called Landau
gauges and preserve the translational invariance along one direction while the third one is the symmetric
gauge which preserves rotational invariance. In order to preserve the translational invariance along y we
choose the y-independent Landau gauge,

A⃗ = Bxûy, (2.72)
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and the Hamiltonian (2.66) becomes,

H =
1

2m

[
(ℏkx)2 + (ℏky − eBx)2

]
− µ. (2.73)

We then perform the substitution kx → −i∂x so that the x-dependent Schrödinger equation reads,

ψ′′(x) +
2m

ℏ2

[
(E + µ)− 1

2
mω2

c (x− x0)
2

]
ψ(x) = 0. (2.74)

One can recognize the differential equation of an harmonic oscillator oscillating at the cyclotron frequency
ωc around the guiding center coordinate x0 = kyl

2
B , with lB =

√
ℏ/(eB) the magnetic length. A physical

interpretation of the magnetic length lB is that the area 2πl2B includes one quantum of magnetic flux
ϕ0 = h/e. We can anticipate that, for a homogeneous system, the solutions of Eq. (2.74) will be related
to the usual Hermite polynomials of harmonic oscillators. However, let us give the general solution of
Eq. (2.74) which is valid even for inhomogeneous systems in order to look later at what happens at the
edges of the sample. We thus introduce the variables,

a = −E + µ

ℏωc
, z =

√
2

lB
(x− x0), (2.75)

and we rewrite Eq. (2.74) as a first Weber differential equation,

ψ′′(z)−
(
1

4
z2 + a

)
ψ(z) = 0. (2.76)

The corresponding solutions vanishing as z → ∞ are given by the parabolic cylinder functions8,

ψ(z) = U(a, z), (2.77)

where U(a, z) is defined as [Abramowitz & Stegun 1964, Eqs. (19.2.5), (19.2.6), (19.3.1), (19.3.3),
(19.3.4)],

U(a, z) = Y1(a, z) cos

[(
1

4
+

1

2
a

)
π

]
− Y2(a, z) sin

[(
1

4
+

1

2
a

)
π

]
, (2.78)

with,

Y1(a, z) =
1√
π

Γ
(
1
4 − 1

2a
)

2
1
2a+

1
2

y1(a, z), (2.79)

Y2(a, z) =
1√
π

Γ
(
3
4 − 1

2a
)

2
1
2a−

1
2

y2(a, z), , (2.80)

where Γ is the gamma function and,

y1(a, z) = e−
1
4 z

2

M

(
1

2
a+

1

4
,
1

2
,
1

2
z2
)

(2.81)

= e−
1
4 z

2

[
1 +

(
a+

1

2

)
z2

2!
+ (a+

1

2
)(a+

5

2
)
z4

4!
+ · · ·

]
, (2.82)

y2(a, z) = ze−
1
4 z

2

M

(
1

2
a+

3

4
,
3

2
,
1

2
z2
)

(2.83)

= e−
1
4 z

2

[
z +

(
a+

3

2

)
z3

3!
+ (a+

3

2
)(a+

7

2
)
z5

5!
+ · · ·

]
, (2.84)

8Here we look at the solutions vanishing as z → ∞ because we will consider a semi-infinite system in the next subsection
in order to see what happens at the edges of the system.
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where M(a, b, z) is the Kummer’s function of the first kind (also known as the confluent hypergeometric
function of the first kind and sometimes denoted by 1F1(a; b; z) or Φ(a; b; z)),

M(a, b, z) =

∞∑

n=0

a(n)zn

b(n)n!
, (2.85)

with a(0) = 1 and a(n) the rising factorial,

a(n) = a(a+ 1)(a+ 2) · · · (a+ n− 1). (2.86)

We have thus found the general form of the wave function for a 2DEG under a perpendicular magnetic
field with translational invariance along the y-direction. As we have seen in the previous subsection, for
a homogeneous system the energy levels are given by the LLs (2.70). If we replace the energy E by the
LLs in the general wave function (2.77) we get harmonic oscillator-like wave functions,

ψn(z) = U(−n− 1/2, z) = 2−n/2e−z2/4Hn

(
z√
2

)
, (2.87)

where n is the Landau level index and Hn(z/
√
2) are Hermite polynomials. Here the second equality

holds because n is a positive integer [Abramowitz & Stegun 1964]. Note that in this case the wave
function is normalizable in all space, i.e., it vanishes as z → ±∞.

To conclude this subsection, let us discuss the degeneracy of the LLs. In fact, due to their non-
dependence on the wavenumber ky, the LLs are highly degenerate. To see this, consider a rectangular
sample of dimensions Lx, Ly, with the left edge at x = 0 and the right edge at x = Lx. Since the
wave functions are localized around the guiding center coordinate x0 = kyl

2
B , the values of ky for which

the states are inside the sample range from ky = 0 to ky = Lx/l
2
B . The total number of states in each

Landau level is then,

N =
Ly

2π

∫ Lx/l
2
B

0

dky =
LxLy

2πl2B
=
BLxLy

ϕ0
≡ Nϕ, (2.88)

where Nϕ is the number of flux quanta penetrating the sample. Thus, there are two states (two because
of spin degeneracy) per Landau level per flux quantum.

In the next subsection we consider a 2DEG-vacuum junction in order to see that chiral edge states
appear at the edges of the 2DEG.

2.2.3 Chiral edge states
We have seen that in the bulk the electrons follow cyclotron orbits with energies given by LLs. We
now ask, what happens at the edges of the sample? This is easily answered semi-classically by thinking
about the cyclotron motion. Indeed, near the edges, the cyclotron orbits cannot be executed in such
a way that the trajectory, which is parametrized by the guiding center coordinate and the area of the
orbit [Van Houten et al. 1989], bounces back as depicted in Fig. 2.6. This leads to the phenomenon of
skipping orbits along the edges. This skipping motion forces the electrons to move unidirectionally along
the two sides of the sample. Such unidirectional motion is called chiral. In addition, the electrons move
in one direction at one edge and in the opposite direction at the other edge. These boundary modes are
the well known chiral edge states of the QHE.

To see how the edge states appear in quantum theory, consider a junction between a semi-infinite
2DEG and the vacuum, as shown in Fig. 2.7. The 2DEG-vacuum interface is located at x = 0, for x > 0
there is the vacuum and for x < 0 there is the 2DEG. The wave function of the vacuum is zero and
that of the 2DEG is the parabolic cylinder function U(a,−z) defined in Eq. (2.78), where we recall that
a = −(E+µ)/(ℏωc) and z =

√
2(x− kyl

2
B)/lB . To obtain the energy spectrum of the states living along

the 2DEG-vacuum interface, we match the wave functions at x = 0, leading to the following equation,

U

(
−E + µ

ℏωc
,
√
2kylB

)
= 0. (2.89)
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�

Figure 2.6: Semi-classical picture of skipping orbits. At the boundaries of the 2DEG, the circular
cyclotron motion cannot be performed due to collisions and so the trajectories are a sequence of skipping
orbits leading to a unidirectional motion along the edges. Such a unidirectional motion is said to be chiral
and, at opposite edges, the electrons move in opposite directions (i.e., they have opposite chiralities).

By solving this equation for E we obtain the energy spectrum represented in Fig. 2.8. From this figure we
see that, as the guiding center coordinate x0 = kylB gets close to the 2DEG-vacuum interface, the bulk
LLs are bent and become chiral edge states. This picture of bended Landau levels was first proposed by
Halperin [Halperin 1982].

2DEG vacuum

Figure 2.7: 2DEG-vacuum junction. The 2DEG is placed in the half-plan of negative-x and the positive-x
half-plan is the vacuum and so the 2DEG-vacuum interface is located at x = 0. In the 2DEG the wave
function is a parabolic cylinder function U(a,−z) as introduced in Eq. (2.78) with a = −(E + µ)/(ℏωc)
and z =

√
2(x− kyl

2
B)/lB , and in the vacuum the wave function is zero.

In Fig. 2.8 we can see that the number of spin-degenerate Landau levels below the Fermi level is given
by the number of crossings Nc defined as

Nc = int(ν/2), (2.90)

where ν = Ne/Nϕ is the so-called filling factor of the QHE defined as the ratio between the number
of electrons in the 2DEG, Ne = nsLxLy, and the number of flux quanta penetrating the sample Nϕ

introduced in Eq. (2.88). Note that the factor 1/2 allows not to count the spin degenerate states twice
while the number of edge states is given by 2Nc. Note that Nc is also called the number of conducting
channels (where the channels are spin-degenerate here) and, as we show in the next section, it gives the
number of conductance quanta on a Hall plateau (see Fig. 2.11). Writing the electron density of the
2DEG as

ns = 2
πk2F
(2π)2

, (2.91)

where the factor of two stands for the spin-degeneracy, the filling factor can be written as,

ν =
nsh

eB
= k2F l

2
B =

2µ

ℏωc
, (2.92)
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Figure 2.8: Energy spectrum of the modes living along the 2DEG-vacuum interface. The energy E
(relative to the Fermi level) is plotted as a function of the momentum along the interface ky. We observe
flat LLs (for ky < 0) which are bent as they get close to ky = 0. Due to the linear relation between ky
and the guiding-center coordinate x0 = kyl

2
B , we interpret these bands as the Landau levels being bent

as they approach the interface located at x = 0. We also observe two crossings at the Fermi level (Fermi
level: blue line; crossings: blue dots) close to ky = 0. Hence, two Landau levels are filled and participate
to a non-zero current propagating along the 2DEG-vacuum interface with velocity vy = (1/ℏ)∂E

/
∂ky.

These are the chiral edge states. We have set ℏωc = 0.45µ.

where the last equality reflects the fact that ν is related to the number of filled LLs. In fact, the LLs are
exactly filled when ν/2 ∈ N; otherwise there is a partial filling as discussed in Sec. 2.2.5. Moreover, Nc

is related to a topological invariant as detailed in Sec. 2.2.7.

2.2.4 Quantized Hall conductance

The classical Hall effect can be stated as follows: due to the Lorentz force, an electric current Ix flow-
ing through a material submitted to a magnetic field generates a voltage, called the Hall voltage VH ,
perpendicular to the magnetic field. The situation is depicted in Fig. 2.9, and the Hall conductance is

Figure 2.9: Hall setup. A current is injected along x from the left edge. Due to the Lorentz force
created by the magnetic field B⃗, the electrons are deflected, which generates a transverse potential, or
Hall potential, denoted VH . The longitudinal potential is denoted VL.

defined as,

GH =
Ix
VH

, (2.93)
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while the corresponding Hall resistance is,

RH =
1

GH
=
VH
Ix
. (2.94)

To derive the classical result for the Hall conductance we use the Drude model and follow [Tong 2016, Sec.
1.2.2]. For that we need to introduce temporarily two ingredients. First, we consider an electric field E⃗
which would be parallel to the direction of the current in the absence of magnetic field. Second, we add a
linear friction term which describes the scattering on whatever is impeding the electron’s trajectory such
as impurities with a scattering time characterized by τ . With these two more ingredients the classical
equation of motion reads,

m
dv⃗

dt
= e

(
E⃗ + v⃗ × B⃗

)
− mv⃗

τ
, (2.95)

where the scattering time τ can be interpreted as the average time between collisions. Looking at the
equilibrium solution with dv⃗/dt = 0, we obtain,

v⃗ − eτ

m
v⃗ × B⃗ =

eτ

m
E⃗. (2.96)

The above equation is the simplest classical model of charge transport known as the Drude model. Using
the classical relation between the current density J⃗ and the velocity, J⃗ = nsev⃗, with ns the density of
charge carriers, we can rewrite Eq. (2.96) in a matrix form,

(
1 −ωcτ
ωcτ 1

)
J⃗ =

nse
2τ

m
E⃗, (2.97)

where the current density and electric field vectors are given by,

J⃗ =

(
Jx
Jy

)
=

(
Ix/W
Iy/L

)
, E⃗ =

(
Ex

Ey

)
=

(
VL/L
VH/W

)
, (2.98)

while the z-components are zero. Here we have introduced the dimensions of the sample in x- and y-
directions respectively given by L and W . We can then invert Eq. (2.97) to get the Ohm’s law, J⃗ = σE⃗,
where σ is the conductivity tensor which in the Drude model reads,

σ =
σDC

1 + ω2
cτ

2

(
1 ωcτ

−ωcτ 1

)
, σDC =

nse
2τ

m
, (2.99)

with σDC the DC conductivity without magnetic field. If we now consider a clean device where there are
no scattering events for the charge carriers, i.e., ωcτ ≫ 1, we obtain the following conductivity tensor,

σ =
nse

B

(
0 1
−1 0

)
, (2.100)

from which we obtain the classical Hall conductance9,

Gclassical
H =

nse

B
=
ν

2
G0, (2.101)

where in the last equality we have used the filling factor ν as defined in Eq. (2.92) and the factor 1/2
compensates for the spin-degeneracy factor 2 used in the quantum of conductance G0 = 2e2/h. Thus,
classically, the Hall conductance grows linearly with ns/B or with ν. In the quantum regime, however,
the Hall conductance growths by steps. Indeed, in the regime of well separated LLs the density doesn’t
change in between two levels such that one has to take the integer part of ν/2 in the above equation
leading to Gquantum

H = NcG0. This is derived below by using the Landauer-Büttiker formalism (the
Landauer-Büttiker formalism is detailed in App. A.4).
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Figure 2.10: Hall bar geometry. The Hall bar is made of six contacts. The reservoir 1 is the source
from where the current is injected and the reservoir 4 is the grounded drain. The longitudinal voltage is
measured between reservoirs 2 and 3 and the Hall voltage is measured between reservoirs 3 and 5. Here
we have sketched a situation where two edge states are propagating around the sample.

The experimental setup used to measure the QHE is the Hall bar geometry as represented in Fig. 2.10.
Assuming ballistic edge states we can explain the quantization of the Hall conductance in a simple way
by using the Landauer-Büttiker formalism. Indeed, this formalism provides a natural framework to deal
with a multi-terminal setup such as the Hall bar geometry. As derived in App. A.4, we can write the
current Ip in lead p as,

Ip =

∫
ip(E)dE, (2.102)

ip(E) =
2e

h

∑

q

T̄pq(E) [fp(E)− fq(E)] , (2.103)

where T̄pq(E) represents the total transmission from lead q to lead p at energy E and fp(E) = {1 +
exp[(E − µp)/(kBT )]}−1 is the Fermi function in lead p. If the bias is small, |µp − µq| ≪ kBT , we can
linearize Eq. (2.102) to obtain,

Ip =
∑

q

Gpq (Vp − Vq) , (2.104)

where we have used µp −µq = e(Vp −Vq) and, at low temperatures kBT ≪ ℏωc, the conductance matrix
elements are given by,

Gpq = T̄pqG0. (2.105)

For the pairs (p, q) equal to (1, 6), (2, 1), (3, 2), (4, 3), (5, 4), or (6, 5), the total transmission correspond
the number of channels Nc given in Eq. (2.90), T̄pq = Nc. For the other pairs (p, q) we have T̄pq = 0.
Hence, it follows the conductance matrix elements,

Gpq q = 1 q = 2 q = 3 q = 4 q = 5 q = 6
p = 1 0 0 0 0 0 GH

p = 2 GH 0 0 0 0 0
p = 3 0 GH 0 0 0 0
p = 4 0 0 GH 0 0 0
p = 5 0 0 0 GH 0 0
p = 6 0 0 0 0 GH 0

, (2.106)

9In general one cannot directly relate the conductivity with the conductance but these quantities are the same for a
Hall measurement. In Eq. (2.116) we demonstrate the equality between the transverse resistivity and the Hall resistance.
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where we have introduced,

GH = NcG0. (2.107)

As we show right now, GH is the formula describing the quantization of the Hall conductance. To see
that we derive the elements of the resistivity and conductivity tensors respectively denoted by ρ and σ,

ρ =

(
ρxx ρxy
ρyx ρyy

)
=

(
ρxx ρxy
−ρxy ρxx

)
, (2.108)

σ =

(
σxx σxy
σyx σyy

)
=

(
σxx σxy
−σxy σxx

)
, (2.109)

where the minus sign was obtained from the Drude model in Eq. (2.99), and we have σ = ρ−1. We start
by noticing that, as terminal 4 is grounded, we can set V4 = 0 and rewrite Eq. (2.104) as,




I1
I2
I3
I5
I6




= GH




1 0 0 0 −1
−1 1 0 0 0
0 −1 1 0 0
0 0 0 1 0
0 0 0 −1 1







V1
V2
V3
V5
V6



. (2.110)

Since the terminals 2, 3, 5, 6 are floating we can set I2 = I3 = I5 = I6 = 0, and we find,

V1 = V2 = V3, (2.111)
V5 = V6 = 0, (2.112)

while the injected current reads,

I1 = Ix = GHV1. (2.113)

Afterwards we can write the longitudinal resistance as,

RL =
VL
Ix

=
V2 − V3
I1

= 0, (2.114)

and the transverse Hall resistance as,

RH =
VH
Ix

=
V3 − V5
I1

=
1

GH
=

1

Nc
R0, (2.115)

where R0 = 1/G0 is the (spin-degenerate) quantum of resistance. Usually, for a rectangular-shaped
sample of size L ×W , the resistance R and the resistivity ρ are related by R = ρL/W . However, in a
Hall measurement, we have

RH =
VH
Ix

=
EyW

Ix
=

Ey

Ix/W
=
Ey

Jx
= ρyx, (2.116)

where in the last equality we have used the definition (2.121) and the classical result obtained for a clean
sample, ρxx = ρyy = 0. Thus, the Hall resistance RH and the transverse resistivity ρyx are found to be
the same. This is crucial for the universality of the QHE. We can then write the resistivity tensor as,

ρ = RH

(
0 −1
1 0

)
, (2.117)

and the conductivity tensor becomes,

σ = GH

(
0 1
−1 0

)
. (2.118)
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Figure 2.11: Hall conductance plateaus. The Hall conductance GH is plotted as a function of the filling
factor ν. We observe plateaus given by the number of crossings Nc defined in Eq. (2.90).

This last result is in agreement with the classical calculation (2.101) but here the pre-factor ν/2 has been
replaced by its integer value Nc = int(ν/2). As already discussed, this integer value is due to the fact
that the density remains constant between the (clean) Landau levels. Thus, the transverse conductance
is well quantized in units of the quantum of conductance as expected from the von Klitzing’s experiment.
We illustrate this quantization by plotting the Hall conductance plateaus in Fig. 2.11.

In all our quantum treatment of the QHE we never considered disordered samples. However, the
extreme universality of the quantized Hall conductance is due to, rather than despite of, the disorder
present in the system. Also, the disorder allows to have a non-zero longitudinal resistance. We thus
detail the importance of disorder in the next section.

2.2.5 Importance of disorder
2.2.5.1 Hall effect without disorder revisited

Here we discuss about the importance of disorder, which is always present in real systems. However,
let’s first review what happens without it. In the absence of disorder the system preserves translational
invariance so that we can use any inertial frame of reference. Considering only an external magnetic field
such that, in the lab frame, the electromagnetic fields are,

E⃗ = 0, B⃗ = Bûz, (2.119)

and the current density J⃗ = σE⃗ is zero. By Lorentz transforming into a frame moving at speed v in the
y-direction the fields become [Jackson 1998],

E⃗′ = γvBûx ≃ vBûx, B⃗′ = γBûz ≃ Bûz, (2.120)

where γ = (1− v2/c2)−1 is the Lorentz factor and γ ≃ 1 holds when v is small compared to the speed of
light c. The transformed current density is J⃗ ′ = nsevûy and, using the following relations,

J ′
µ = σµνE

′
ν , E′

µ = ρµνJ
′
ν , (2.121)

where we consider the Einstein summation on repeated indices, one recovers the classical results

ρ =
B

nse

(
0 −1
1 0

)
=

2

ν

(
0 −1
1 0

)
, (2.122)

σ =
nse

B

(
0 1
−1 0

)
=
ν

2

(
0 1
−1 0

)
. (2.123)
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Thus, without disorder, the Hall effect tells us nothing about the system other than its density ns. The
Hall conductivity is a linear function of the inverse magnetic field whose slope gives us the electron density.
This Lorentz argument relies only on translational invariance and do not care about any mechanical
process. In reality, the measured Hall conductivity is not this classical result. Hence, there must be an
additional ingredient that breaks translational symmetry. It turns out that disorder do the job.

2.2.5.2 Effects of disorder: broadening of the Landau levels and non-zero longitudinal
resistance

mobility edges

Figure 2.12: Landau levels broadening. At zero field the density of states (DOS) is continuous over
the energy. At B ̸= 0 without scattering the DOS becomes a series of Dirac δ peaks. If B ̸= 0
with scattering the DOS acquire a Gaussian/Lorentzian profile: the states at the center of the LLs are
called extended states (blue cores) while the states far away from the center are localized states (red
dots). An interface between a localized and an extended region is called a mobility edge. Adapted
from [Jeckelmann & Jeanneret 2007].

In the previous section on the quantization of the Hall conductance we said that, to obtain the
quantum formula from the classical one, we have to replace the pre-factor ν/2 by its integer value Nc =
int(ν/2). We argued by considering that the DOS is made of δ peaks localized at the Landau levels but
this is true only for systems without disorder, which is never the case in reality. Here we provide a more
complete explanation for this quantization by taking into account impurities in the system. We will not
enter into technical details but they can be found in [Prange 1981, Prange & Girvin 1990] for example.
In a real system, impurities in the crystal are sources of disorder which leads to the broadening of the LLs
such that a non-zero DOS is present in between them (see Fig. 2.12). The broadening is characterized
by an energy width Γ, which can be expressed in terms of the scattering lifetime τ through the relation
Γ ∼ ℏ/τ . This broadening allows the Fermi energy to vary continuously between the Landau levels when
the magnetic field or carrier density is modified. The states far away from the unperturbed LLs are called
localized states because they are localized by the impurities while the non-localized states, i.e., those at
the core of the broadened LLs, are called extended states. Without giving the details, we mention that the
localization of the states due to the disorder is explained by the Anderson localization [Anderson 1958].
The interested reader can have a look at Girvin’s book [Girvin & Yang 2019] for more details. Moreover,
a field-dependent band width Γ ∼

√
B can be used to fit experimental results [Usher & Elliott 2009].

Thus, using this field dependence, we expect the width of the extended region to increase with the
magnetic field.

When the Fermi level is located within the extended states, the material is conducting giving rise to
a non-zero longitudinal conductance. On the other hand, when the Fermi level runs across the localized
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states, the system behaves as an insulator and the longitudinal conductance is zero. Thus, the quantum
Hall plateaus can be understood as a succession of localization-delocalization transitions as the Fermi
level sweeps the DOS. This is represented in Fig. 2.13 where we have sketched the longitudinal and
the transverse resistivity with the corresponding DOS as the magnetic field is increasing. Moreover,
while the localized states carry no current as the Fermi level is passing through them, the remaining
extended states carry an extra current which compensate exactly for that not carried by the localized
states [Prange 1981]. Thus, as long as all the extended states of a given Landau level are filled, the Hall
current carried by that level is exactly the same as in the absence of impurities.

DOS

Figure 2.13: Sketch of the transverse ρxy and the longitudinal ρxx resistivity with the corresponding DOS
as the magnetic field B is increasing. Across the localized states (red dots) we observe Hall plateaus
while across the extended states (blue strips) we observe a non-zero longitudinal resistance. As B is
running the spacing between the LLs increases leading to larger plateaus.

We have provided all the needed ingredients to explain the QHE so that we can now understand a
Hall measurement as the one by Cage, Dziuba and Field [Cage et al. 1985] reported in Fig. 2.14. In this
experiment the authors measured the Hall and longitudinal voltages as a function of the magnetic field.
As the magnetic field increases, we observe the appearance of the Hall plateaus accompanied by non-zero
longitudinal voltages in between them.

As we perform numerous tight-binding simulations of quantum Hall systems in Chap. 3, we present
a lattice model of the QHE in the next subsection.

2.2.6 Lattice model of the quantum Hall effect

Let us first discuss the zero-field case. As shown in App. C, one can discretize a continuous Hamiltonian
by using the finite difference method. For free electrons on a square lattice with no external magnetic
field, the single-particle tight-binding Hamiltonian reads

Hij = [4t− µ] δr⃗i,r⃗j − t
∑

R⃗a

δr⃗i−r⃗j ,R⃗a
, (2.124)

where i, j label the lattice sites, r⃗i,j are position vectors, {R⃗a} = {ûx,−ûx, ûy,−ûy} is the ensemble of
nearest neighbour vectors, t = ℏ2/(2ma2) is the hopping energy with a the lattice constant and δp,q is
the Kronecker-delta symbol. In the absence of an external magnetic field, the momentum vector k⃗ lies
in the first Brillouin zone,

−π
a
< kx ≤ π

a
, −π

a
< ky ≤ π

a
, (2.125)

and, for a finite-sized sample with dimensions Lx × Ly, the momenta ki are quantized as integer mul-
tiples of 2π/Li. The total number of states in the Brillouin zone is thus given by [(2π/a)

/
(2π/Lx)] ×
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Fig. 1. Recording of VH and Vx versus magnetic field for a GaAs
device cooled to 1.2 K. The current is 25.5 ,A.

to be correct, then the quantum Hall effect could be used as

an absolute resistance standard.
An an intermediate step in achieving this goal it is necessary

to demonstrate that the quantum Hall effect can be used as a

relative standard to maintain a laboratory unit of resistance
based on wire-wound resistors analogous to the way in which
the ac Josephson effect is used to maintain a laboratory unit
of voltage. To be of practical use this standard would need to
be capable of calibrating resistors to a relative accuracy of a

few parts in 108. We demonstrate that this requirement is
indeed achievable.

II. QUANTUM HALL EFFECT MEASUREMENTS
Two high-quality, quantum Hall effect devices were used;

both were GaAs-Al.Gal xAs heterostructures grown by mo-

lecular beam epitaxy by A. C. Gossard at AT&T Bell Labora-
tories, and then prepared into Hall bars and screened by D. C.
Tsui at Princeton University, Princeton, NJ. They are 4.6 mm
long and 0.38 mm wide, and have three sets of potential probes,
with two sets symmetrically displaced ± 1.0 mm along the chan-
nel from the center set. Their zero magnetic field mobilities
were -'05 cm2/(V. s) at 4.2 K. Both devices were optimized
for the i = 4 Hall step, where RH(4) - 6453.2 Q. Fig. 1 shows
a low-sensitivity recording of VH and V, versus magnetic field
for one of the devices for a current of 25.5 ,uA at 1.2 K. The
VH and V, plots were equally as good for the second device.
The first part of the experiment consisted of making poten-

tiometric comparisons of the quantum Hall voltage VH with
the voltage drop VR across a series-connected room tempera-
ture reference resistor using the measurement circuit indicated
in Fig. 2. The wire-wound reference resistors were adjusted to
have a resistance within a few parts-per-million (ppm) of RH.
They were then hermetically sealed in silicone-fluid-filled con-

tainers and placed in temperature regulated enclosures con-

trolled to within ±0.0020C of a nominal temperature of ap-
proximately 280C.
To measure RH in terms of a reference resistor, the poten-

tiometer voltage is made almost equal to the voltage drop
across VH or VR. An electronic detector, D, with an input

T z 1.2 K

HALL BAR _
.~~~~IH

CONSTANT

CURRENT
SOURCE

REF. RESISTOR VR POTENTIOMETER

6,453.20Q T

Fig. 2. A simplified schematic of the measurement circuit.
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Fig. 3. A 6453.2-12 GaAs quantum Hall step measured to high precision
at 1.2 K, and I= 25.5 pA.

current less than 10-15 A, amplifies the difference-voltage sig-

nal. (Note that the potentiometer does not require calibration
in this arrangement.) The current source, potentiometer, and
electronic detector are all battery operated. Thermally induced
voltages and linear drifts in the current source and the poten-
tiometer are cancelled by reversing the current through the
device and the reference resistor. A series of reversals in the
order + - - + is made for each of two measurements of VH
which bracket in time one measurement of VR in order to
obtain a single data point.

Fig. 3 shows a high resolution mapping of the i = 4 Hall step
for one of the GaAs devices cooled to 1.2 K with I = 25.5 ,A.
Each data point was obtained in one hour using the procedure
described above, with a ±0.011 ppm random, or type A,
measurement uncertainty. This Hall step is flat to within ±0.01
ppm over a range in magnetic field that is 2 percent of the
central field value. The i = 4 step of the second GaAs sample
was equally as flat, had a nearly identical shape, and occurred
at 6.02 T central field. Both devices clearly have Hall step
shapes that make them suitable for use as resistance standards.

III. QUANTUM HALL EFFECT RESULTS
One of the room temperature, 6453.2 Q2, reference resistors

was compared with two different Hall probe sets of each of
the two GaAs devices for both magnetic field directions over a

12-month time period starting in May 1983. The results are

shown in Fig. 4, where AR/R = (VH - VR)I VR. For a mea-

surement time of 1 h the data typically had a ±0.01 1-ppm
random uncertainty, and was corrected for a measurement sys-
tem offset error [3] which was sometimes as large as (0.025 ±

0.013) ppm. This offset error was determined by replacing the
Hall device by a second room temperature 6453.2 Q2 resistor
and then intercomparing the two resistors with the measure-

ment system. Also, a correction for the temperature depen-

4 4 m-- ,-4 -

4 j 0.02 ppm

302

Figure 2.14: Measurements of the transverse (Vx) and Hall (VH) voltages versus the magnetic field. The
system is a GaAs-AlGaAs heterostructure cooled to 1.2K. The source-drain current is 25.5µA and the
electron density is ns = 5.6 × 1011electrons/cm2. We observe Hall voltage plateaus corresponding to
Hall resistances of (h/e2)/i, where i is an integer, as well as non-zero longitudinal voltages in between
the plateaus. At low fields where we are not in the regime of well separated LLs we recover the classical
linear dependencies. Extracted from [Cage et al. 1985].

[(2π/a)
/
(2π/Ly)] = LxLy/a

2, which is nothing but the total number of lattice sites. Moreover, the tight-
binding method provides a good description of the continuum model as long as kxa ≪ 1 and kya ≪ 1
(see App. C.3).

Let’s now add an external magnetic field. It can be easily incorporated into the tight-binding model
by using the Peierls substitution [Peierls 1933, Hofstadter 1976]. Indeed, for a lattice with only nearest
neighbor hopping, and in the presence of a magnetic field, the hopping element t between sites i and j
acquires a phase factor, t→ tij = teiϕij , with ϕij the Peierls phase defined as [Bernevig & Hughes 2013]

ϕij =
e

ℏ

∫ r⃗j

r⃗i

A⃗(r⃗) · dr⃗, (2.126)

where the vector potential A⃗(r⃗) has to be evaluated at a point halfway between sites i and j, that is, at
(r⃗i + r⃗j)/2. Up to the factor e/ℏ, this phase is nothing but the line integral of the vector potential along
the bond connecting the two sites. The tight-binding Hamiltonian describing free electrons on a square
lattice in the presence of a magnetic field is thus

Hij = [4t− µ] δr⃗i,r⃗j − t
∑

R⃗a

eiϕijδr⃗i−r⃗j ,R⃗a
, (2.127)

and, in our y-independent Landau gauge A⃗ = Bxûy introduced in Eq. (2.72), the Peierls phase reads,

ϕij =
πB

ϕ0
(xi + xj)(yj − yi), (2.128)

with ϕ0 = h/e the quantum of magnetic flux. The tight-binding Hamiltonian (2.127) is the discretized
version of the continuum Hamiltonian (2.66).

As it is important for the next subsection, we now ask if the Brillouin zone is still well defined in
the presence of a magnetic field. Whereas it was easy to add the magnetic field in the tight-binding
Hamiltonian, it is not obvious that the Brillouin zone survives. Indeed, the values of the lattice momenta
ki were deduced from the translational invariance of the system along the two directions of the lattice.
However, our Landau gauge breaks the translational invariance along the x-axis. In fact, we can still
define a periodicity in momentum space even in the presence of a magnetic field. In particular, if
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the magnetic flux per plaquette ϕ = Ba2 is a rational multiple of ϕ0, i.e., ϕ = (p/q)ϕ0 with p and
q integers not sharing a common divisor, the momenta ki are periodic within the magnetic Brillouin
zone [Kohmoto 1985],

− π

qa
< kx ≤ π

qa
, −π

a
< ky ≤ π

a
. (2.129)

In that case the number of states in a magnetic Brillouin zone is given by LxLy/(qa
2), suggesting that

the spectrum decomposes into q (degenerate) bands.
Throughout this manuscript, we perform tight-binding simulations using the Kwant soft-

ware [Groth et al. 2014]. In Fig. 2.15, we show a Kwant system and the current density between sites
computed for a mode leaving the top lead, where the current density flowing from site j to site i is given
by

Jij = i
[
ψ†
j (Hij)

†ψi − ψ†
iHijψj

]
. (2.130)

This allows us to illustrate a system constructed by Kwant and to visualize an edge state of the QHE.

(a)
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Figure 2.15: Kwant system and current. (a) Lattice used to perform the tight-binding simulations with
Kwant. The scattering region is in blue and the red dots indicate the beginning of a lead. (b) Current flow-
ing between the sites for one mode leaving the top lead. We used the Kwant routine kwant.plotter.current
calculating the current between two sites by using Eq. (2.130). Since we are focusing on a mode that is
leaving the top lead, the current is flowing from the top to the bottom, as indicated by the arrows.

2.2.7 Topological point of view of the quantum Hall effect
In this last section on the QHE we discuss about the relation between the topology of the first Brillouin
zone and the quantization of the Hall conductance. Indeed, it was shown by Thouless and collaborators
that the number of crossings Nc appearing in the definition of the Hall conductance (2.107) is related
to a topological invariant called the first Chern number [Thouless et al. 1982]. For the special case of
the QHE, the first Chern number is also called TKNN invariant from the names of the authors who
made this discovery (Thouless, Kohomoto, Nightingale, and den Nijs). This discovery is at the origin
of a new field of research in condensed matter theory, the study of topological phases of matter. For
this reason, the QHE is known as the mother of topological insulators. Indeed, topological insulators
correspond to materials that are insulating in the bulk and conducting at their boundaries, just as we
found for the QHE. These conducting edge states are characterized by topological invariants calculated
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from the bulk properties of the material. This is known as the bulk-edge correspondence. Here we
follow the lecture notes of Tong [Tong 2016, Sec. 2.3.1], but there are many other references discussing
this topic. The interested reader can consult the following references for more information on topolog-
ical phases of matter [Hasan & Kane 2010, Bernevig & Hughes 2013, Moessner & Moore 2021]. More
information on the topological point of view of the QHE is also provided in this nice Physics Today
article [Avron et al. 2003].

Let’s consider a particle moving on a square lattice with lattice constant a. The energy spectrum is
made of q bands whose associated states are labelled by the lattice momentum which is restricted to the
magnetic Brillouin zone (2.129). Because of the periodic boundary conditions of the magnetic Brillouin
zone, the lattice momentum lives on a torus T 2 as depicted in Fig. 2.16. In a given band, the wave

Figure 2.16: The two dimensional Brillouin zone torus T 2.

function can be written in a cell-periodic (Bloch) form,

ψk⃗(r⃗) = eik⃗·r⃗uk⃗(r⃗), (2.131)

where uk⃗(r⃗) is periodic within a unit cell such that uk⃗(r⃗+ ê) = uk⃗(r⃗) with either ê = (qa, 0) or ê = (0, a).
We are now in a position to describe the topology underlying the QHE. The following results apply to
any system satisfying the following conditions:

• The single particle spectrum is composed of bands which are parametrized by a momentum label
k⃗ living on a two-dimensional torus T 2.

• The electrons are non-interacting such that the many-particle spectrum is obtained by filling the
single-particle states.

• The bands are gapped and the Fermi level lives in one of these gaps such that all the levels below
the Fermi one are filled and the ones above are empty10. This situation corresponds to an insulating
state in the band theory of solids.

Whenever these three criteria are satisfied, one can define an integer-valued topological invariant C ∈ Z,
the first Chern number, for each band. Here the topology comes from the way the phase of the states
winds as we move around the Brillouin zone torus T 2. To calculate C, let us introduce the Berry
connection,

Aj(k⃗) = −i
〈
uk⃗
∣∣∂kj

∣∣uk⃗
〉
, (2.132)

10In Sec. 2.2.5.2 we have seen that the gaps in between the unperturbed Landau levels are no longer empty in the presence
of disorder but they are made of localized and extended states. In that case, the following result remain valid if the Fermi
level lives in a region of localized states [Niu et al. 1985].
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and the Berry curvature,

Fxy =
∂Ax

∂ky
− ∂Ay

∂kx
= −i

〈
∂uk⃗
∂ky

∣∣∣∣
∂uk⃗
∂kx

〉
+ i

〈
∂uk⃗
∂kx

∣∣∣∣
∂uk⃗
∂ky

〉
. (2.133)

We can then compute the first Chern number by integrating the Berry curvature over the Brillouin zone
torus T 2,

C =
1

2π

∫

T 2

d2kFxy, C ∈ Z. (2.134)

The Chern number is topological because it is invariant under smooth deformations of the Hamiltonian11.
Indeed, small changes of the Hamiltonian result in small changes of the Berry curvature and therefore,
one might think, in a small change in the Chern number. However, because the Chern number is an
integer, it cannot change at all since it has to change discontinuously. Thus, we can expect a plot of
the Chern number to exhibit plateaus. Assigning such a Chern number (or TKNN invariant) Cn to each
band, the Hall conductance reads [Thouless et al. 1982],

GH = G0

∑

n

Cn, (2.135)

where the sum runs over all the filled bands. Here we recognize the same form as in Eq. (2.107) where the
number of crossings Nc is given by the sum of the Chern numbers. Thus, the plateaus observed in the Hall
conductance come from the plateau structure of the Chern number. This result shows that the quantiza-
tion of the Hall conductance has a subtle origin that comes from the topology of the first Brillouin zone.
For this reason, the QHE belongs to a class of systems called Chern insulators. Another phase, known as
the quantum anomalous Hall (QAH) phase, is also a Chern insulator, i.e., it possesses chiral edge states
whose number is determined by the Chern number (for a review, see [Liu et al. 2016]). While QAH insu-
lators also break time-reversal symmetry, they don’t require an external magnetic field (from where the
name "anomalous"). This effect was first proposed by Haldane in a tight-binding model on a honeycomb
lattice with real nearest-neighbor hopping and complex next-neighbor hopping [Haldane 1988]. This
discovery led Haldane to share the 2016 Nobel Prize in Physics with Thouless and Kosterlitz. The first
experimental observation of the QAH phase was done in Ref. [Chang et al. 2013] by using magnetically
doped topological insulator thin films. The authors observed a Hall resistance plateau as a function of
the gate voltage in the absence of any applied magnetic fields, indicating the achievement of the QAH
state. We will present a toy model of a QAH insulator in the next section.

11This is the same idea that let unchanged the number of holes in a torus when one smoothly distorts it. In this process
the associated topological invariant is given by the Gauss-Bonnet formula (see for example [Moessner & Moore 2021, Eq.
(2.81) in Box. 2.2]).
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2.3 Topological Insulators

Here we introduce the concept of topological insulators, which is essential for understanding the last part
of this thesis (Chap. 5). We have seen in Sec. 2.2.7 that the QHE can be understood as a topological
phase of matter. More precisely, the QHE is a special kind of topological insulator called a Chern
insulator. In this section we describe Chern and time-reversal invariant (TRI) topological insulators in
two dimensions. The main difference between Chern and TRI topological insulators is that the former
breaks time-reversal symmetry. Indeed, a system with a non-zero Chern number breaks time-reversal
symmetry [Bernevig & Hughes 2013] and, as we show in this section, exhibits chiral edge states whose
chirality is related to the sign of the Chern number. Therefore, to restore time-reversal symmetry, one
has to consider counter-propagating edge states so that the total Chern number is zero. This implies the
presence of helical boundary modes in TRI topological insulators. Moreover, the topological invariant
of Chern insulators, the Chern number, is a Z-invariant which gives the number of chiral modes while,
as we will see, TRI topological insulators are characterized by a Z2-invariant which says whether the
number of helical pairs is even (trivial phase) or odd (topological phase).

We first present a two-dimensional lattice model of a Chern insulator, the Qi, Wu, and Zhang (QWZ)
model. The lay reader is encouraged to look at App. C for a reminder on tight-binding models. We
then see that chiral edge states appear at the mass domain walls of the QWZ model. Next, we show
the appearance of helical edge states in TRI topological insulators by using the Bernevig, Hughes,
and Zhang (BHZ) model, which corresponds to two time-reversed copies of the QWZ Hamiltonian,
and then we compute the associated Z2 invariant. We end the section by presenting the concept of
higher order topological insulators as it is essential for the understanding of the last project of this
manuscript (Chap. 5). Throughout this section we set ℏ = t = a = 1, where t is the hopping energy and
a is the lattice constant. Thus, the energies will be expressed in units of t and the momenta in units of
1/a.

2.3.1 The QWZ model of Chern insulators

The QWZ model [Qi et al. 2006] is a toy model of particles with two internal degrees of freedom hopping
on a two-dimensional lattice. It describes the QAH phase which is characterized by a quantized Hall
conductance but doesn’t require an external magnetic field. The QAH effect can be observed in materials
with an intrinsic magnetization such as ferroelectrics or in magnetically doped materials. For example,
it has been measured in magnetically doped topological insulator thin films by Chang and collaborators
[Chang et al. 2013]. The QWZ model corresponds to the simplest Chern insulator having non-zero Chern
numbers C = ±1, i.e., one chiral edge state (as we will see, the ± sign is related to the chirality). This
model will allow us to compute explicitly the Chern number and to introduce the concept of localized
states at a mass domain wall. The single-particle QWZ Hamiltonian in the basis of the internal degrees
of freedom is given by12,

H(kx, ky) = sin kxρx + sin kyρy + (m− 2 + cos kx + cos ky)ρz (2.136)

= d⃗(kx, ky) · ρ⃗, (2.137)

with ρ⃗ the vector of Pauli matrices and

d⃗(kx, ky) =



dx
dy
dz


 =




sin kx
sin ky

m− 2 + cos kx + cos ky


 . (2.138)

As we said, this model describes particles with two internal states hopping on a two-dimensional lattice
as represented in Fig. 2.17. This is better seen by introducing the following notations,

U = (m− 2)ρz, Tx =
ρz − iρx

2
, Ty =

ρz − iρy
2

, (2.139)

12A derivation is provided in Asboth’s book [Asbóth et al. 2016].
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U
Tx

Ty

Figure 2.17: Geometry of the QWZ model. Each unit cell (circle) has two internal degrees of freedom.
This can be rephrased as the particle being a spinor with the onsite potential U and the hopping
amplitudes Tx and Ty being 2× 2 matrices.

so that the QWZ Hamiltonian can be written as

H(kx, ky) =
1

2
U + Txe

ikx + Tye
iky + h.c., (2.140)

where U is an onsite potential while Tx and Ty are hopping potentials in x and y directions, respectively.
From this writing of the Hamiltonian, it is clear that the model describes a spinor particle hopping on a
two-dimensional lattice. The onsite potential U corresponds to a Zeeman splitting term and the hopping
potentials have a spin-z contribution as well as a spin-orbit coupling term in which the spin flips around
x for the hopping in the y direction and around y for the hopping in the x direction. Note that the
spinor structure can also be interpreted as a particle without internal degrees of freedom moving in a
bipartite lattice. The band structure of the QWZ model is given by,

E(kx, ky) = ±|d⃗(kx, ky)| = ±
√

sin2 kx + sin2 ky + (m− 2 + cos kx + cos ky)2, (2.141)

and describes two energy bands separated by a gap. The band gap vanishes at four points in the two-
dimensional Brillouin zone for different values of the parameterm as shown in Fig. 2.18. These four points
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Figure 2.18: Dispersions and Dirac points of the QWZ model. In (a) we set m = 0 and we observe a
Dirac point at (0, 0), in (b) we set m = 2 and we see two inequivalent Dirac points at (0, π) and (π, 0),
and in (c) we set m = 4 and find a Dirac point at (π, π). Due to the periodic boundary conditions of the
first Brillouin zone the momenta kx = ±π and ky = ±π are equivalent.

are called Dirac points because the dispersion around them ressemble the one of massless Dirac fermions
and the corresponding momenta are often referred to as time-reversal invariant momenta (TRIM) because
they are unchanged under the time-reversal operation13 k⃗ → −k⃗ (modulo a reciprocal lattice vector).
The four TRIM and the corresponding values of m are summarized in Tab. 2.1. As it is known in the

13We detail time-reversal symmetry in Sec. 2.3.3.1.
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(kx, ky) m name
(0, 0) 0 Γ
(0, π) 2 X
(π, 0) 2 X
(π, π) 4 M

Table 2.1: Dirac points (or TRIM) of the QWZ model. The (kx, ky) points in the first Brillouin zone and
the associated values of m correspond to gap closing in the bulk dispersion relation of the QWZ model.
The point at (0, 0) is the so-called Γ point that corresponds to the center of the Brillouin zone, the two
inequivalent points at (0, π) and (π, 0) are called the X points and the point at (π, π) is the M point.
Note that for the M point all the possibilities for kx = ±π and ky = ±π are equivalent and therefore M
is called the maximal symmetry point.

theory of topological insulators, gap closings are a signature of a topological phase transition. We can see
that by computing the Chern number as introduced in Sec. 2.2.7. For a two-band model with H = d⃗ · ρ⃗
it is given by,

C =
1

2π

∫

BZ

dkxdkyFz, (2.142)

Fz =
1

2

(
∂d̂

∂kx
× ∂d̂

∂kx

)
· d̂, (2.143)

where we have introduced the unit vector d̂ = d⃗/|d⃗|. For the QWZ model we find,

Fz =
1

2

cos kx + cos ky + (m− 2) cos kx cos ky

[sin2 kx + sin2 ky + (m− 2 + cos kx + cos ky)2]3/2
, (2.144)

and, by performing a numerical integration, we get the following Chern numbers,

C =





0 for m ∈ ]−∞, 0[∩ ]4,∞[

1 for m ∈ ]0, 2[

−1 for m ∈ ]2, 4[

, (2.145)

which define the three phases of the QWZ model. For m < 0 and m > 4, the spectrum is fully gapped
and the Chern number C is zero. This is because both m < 0 and m > 4 are adiabatically connected
to the atomic limit of a trivial insulator [Bernevig & Hughes 2013]. Indeed, by adiabatic continuity, as
long as the Hamiltonian is gapped and the gap does not close, it remains in the same topological phase.
Thus, the regimes m < 0 and m > 4 are topologically equivalent to the vacuum for which |m| → ∞, and
so we have C = 0 in these regimes. As we increase m from m = −∞ and go through the gap closing at
m = 0 and k⃗ = (0, 0), the Chern number should change from zero to a non-zero value. Here it is given
by C = 1. By increasing further the mass m we reach another phase transition at m = 2. Here the gap
closes at two points in the Brillouin zone, (0, π) and (π, 0), giving to the Chern number two (negative)
contributions yielding C = 1 − 2 = −1. An analytical derivation of these Chern numbers can be found
in [Bernevig & Hughes 2013]. We represent the evolution of the Chern number as a function of m in
Fig. 2.19.

2.3.2 Chiral states at a mass domain wall
Here we show that a chiral edge state appears at the interface between two insulators with different
Chern numbers. For that, we consider the QWZ model of the previous section with a position-dependent
mass term,

m(y) =





−m0 if y < 0

0 if y = 0

m0 if y > 0

, (2.146)
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Figure 2.19: Evolution of the Chern number C of the QWZ model as a function of the onsite parameter
m. The critical points at m = {0, 2, 4} correspond to the Dirac points (Γ, X,M) of Tab. 2.1 where the
Chern number is not well defined. The regions m < 0 and m > 4 are topologically equivalent to m = ∓∞
respectively.

with 0 < m0 < 2. From the Chern numbers of the QWZ model defined in Eq. (2.145), this corresponds
to a vacuum-QAH junction14 where the vacuum has a zero Chern number and the QAH has Chern
number C = 1. Moreover, near m = 0, we can expand the QWZ Hamiltonian around the Dirac point at
k⃗ = (0, 0) and we get the continuum Hamiltonian,

H(kx, ky) ≃ kxρx + kyρy +m(y)ρz, (2.147)

which looks like a two-dimensional massive Dirac Hamiltonian where the bulk spectrum in the regions
y ̸= 0 is gapped by the mass term and reads E = ±

√
k2 +m2

0. Since the Hamiltonian (2.147) depends
only on y, we can assume plane waves in the x-direction and write the wave function in the following
form,

Ψ(x, y) =
eikxx

√
Lx

ψ(y), (2.148)

where Lx is the system’s dimensions in the x-direction. To find the wave function ψ(y) in the y-direction,
we substitue ky → −i∂y and solve the Schrödinger equation to obtain

ψ(y) =

{
ψL(y) for y < 0

ψR(y) for y > 0
, (2.149)

with

ψL,R(y) = cL,R

(
−
√

m2
0−(E2−k2

x)∓kx

m0±E

1

)
e−

√
m2

0−(E2−k2
x)|y|, (2.150)

where we consider E2 − k2x < m2
0 so that we have kept only evanescent waves in the L and R regions.

We can then obtain the state living along the vacuum-QAH interface by matching the wave functions at
y = 0, ψL(0) = ψR(0), which leads to the following system,

cL = cR = c, (2.151)
√
m2

0 − (E2 − k2x)− kx
m0 + E

=

√
m2

0 − (E2 − k2x) + kx
m0 − E

, (2.152)

where the second equation is satisfied only for E = −kx. We thus find a chiral edge state propagating
along −x̂ and localized where the mass term m(y) changes sign with a y-dependent wave function

ψ(y) =
1√
2

(
−1
1

)
e−m0|y|. (2.153)

Hence, we have found an edge state living inside the bulk gap. In Fig. 2.20 we represent the corresponding
spectrum, the squared absolute value of the wave function, as well as an illustration of the situation (i.e.,
a QAH insulator in the vacuum).

14In fact the vacuum here corresponds to m → −∞ but, as discussed above, it is adiabatically connected to m < 0.



2.3. Topological Insulators 45
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|Ψ(x, y)|2
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Figure 2.20: Chiral state of the QWZ model. A mass domain wall like the one of Eq. (2.146) yields a
localized state at the place where the mass term changes sign. In the QHZ model we found a chiral edge
state living in the bulk gap with a dispersion E = −kx as represented in (a). In (b) we plot the square
modulus of the wave function of the edge state which is localized around the mass inversion point at
y = 0 with a localization length of 1/m0. In (c) we show an illustration of the situation. The region
with non-zero Chern number (green) is inside the vacuum with zero Chern number and a chiral state
propagates along the edges of the sample. This corresponds to a QAH insulator.

More generally, for any domain wall such that the mass term has different signs as y → ±∞, i.e.,

m(y)

{
< 0 if y → −∞
> 0 if y → ∞ , (2.154)

one can show that there will always be a chiral edge state which is localized where the mass term changes
sign with a wave function given by,

ψ(y) =
1√
2

(
−1
1

)
e−

∫ y
0

m(y′)dy′
. (2.155)

Note that the values of m at y → ±∞ must be different from zero.
We have thus seen that, at the interface between two insulators with zero and non-zero bulk Chern

numbers, a chiral edge state appear. We can thus predict what happens at the edges of the sample only
by looking at its bulk properties. This is the so-called bulk-edge correspondence. Moreover, the chirality
of the edge state is related to the Chern number, it is given by the sign of −C. In the next subsection
we consider a different kind of topological insulators where time-reversal symmetry is preserved.

2.3.3 Helical states of TRI topological insulators

Time-reversal symmetric (or TRI) topological insulators in two dimensions describe the so-called
quantum spin Hall (QSH) effect in which pairs of helical states propagate along the edges of the sample.
A helical pair of edge states corresponds to two non-interacting states of opposite spins propagating in
opposite directions (spin-momentum locking). Due to time-reversal symmetry, these TRI topological
insulators have a zero Chern number and so a null charge-Hall conductance but they have a non-zero
spin-Hall conductance. The topological invariant describing TRI topological insulators is a Z2 invariant
which we denote by νZ2

and that can take only two values: νZ2
= 0 corresponding to the trivial case

where there are no edge states and νZ2 = 1 corresponding the QSH phase with a single pair of helical edge
states. Thus, TRI topological insulators have only two distinct phases, in contrast to Chern insulators
where the Chern number can be any integer. Here we follow [Hasan & Kane 2010] to understand that.
In Fig 2.21 we plot the energy dispersion of the edge (along x here) of a TRI two-dimensional insulator
as a function of the crystal momentum kx along that edge. We have shown only the half Brillouin zone
0 < kx ≤ π because time-reversal symmetry implies E(k⃗) = E(−k⃗) so that the other half is a mirror
image (see Sec. 2.3.3.1). The shaded regions represent the bulk conduction and valence bands which are
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separated by an energy gap. Due to time-reversal symmetry, the states at kx = 0 and kx = π (which
is the same as kx = −π) are twofold degenerate and, in between these two points, there are two ways
the states can be connected. In Fig. 2.21a they connect pairwise. Here the Fermi level EF crosses the
bands an even number of times. In such a situation, the edge modes can always be removed by push-
ing the states in the bulk bands so that the number of crossings will be zero (see also the explanation
provided in [Girvin & Yang 2019, Fig. 14.3]). In that case the system is a trivial insulator. In contrast,
in Fig. 2.21b there is an odd number of crossings with the Fermi level. In that case the edge states
cannot be eliminated and the system is a topological insulator with helical boundary modes protected by
time-reversal symmetry. We thus conclude that a TRI topological insulator always have an odd number
of helical pairs. Although time-reversal symmetry protects one helical pair, it does not prevent two pairs
from interacting. In fact, two such pairs will always interact such that only one helical pair survive when
the number of pairs is odd. We thus recover the two expected values of the Z2 invariant. Namely, νZ2

= 0
when the number of helical pairs is even and no edge states are present, and νZ2

= 1 when the number of
helical pairs is odd and one pair of helical states propagates along the boundaries of the sample. In the
next section we will calculate the Z2 invariant for TRI topological insulators with inversion symmetry15.

Conduction Band

Valence Band

(a)

Conduction Band

Valence Band

(b)

Figure 2.21: Energy dispersion between the TRIM kx = 0 and kx = π with ky = 0 or ky = π. We
show only the half Brillouin zone since time-reversal symmetry implies that the other half is a mirror
image. In (a) the number of crossings with the Fermi energy EF is even (i.e., an even number of
pairs) whilst in (b) there is an odd number of crossings (i.e., an odd number of pairs). An odd number
of crossings gives rise to topological boundary modes protected by time-reversal symmetry. Adapted
from [Hasan & Kane 2010].

In the present section we show that the chiral edge states of Chern insulators become helical edge
states when time-reversal symmetry is restored. We start by presenting the time-reversal symmetry
and then we construct a simple model of a TRI topological insulator that is nothing but two time-
reversed copies of the QWZ model. This model was first introduced by BHZ to describe the QSH
phase in HgCdTe/HgTe/HgCdTe quantum wells [Bernevig et al. 2006]. This phase has been experimen-
tally observed soon after its theoretical prediction in Ref. [Konig et al. 2007] via longitudinal conduc-
tance measurements, being the first big success of the theory of topological insulators (for a review,
see [König et al. 2008]).

2.3.3.1 Time-reversal symmetry

A system is said to be time-reversal symmetric if its Hamiltonian is unchanged under time reversal
t → −t. Time reversal symmetry is well presented in Ref. [Bernevig & Hughes 2013, Chap. 4] and the
results presented here can be found in it. Denoting the time-reversal symmetry operator by T we have

15If both time-reversal and inversion symmetry are satisfied the Z2 invariant is easily calculated by looking at the inversion
eigenvalues of the wave function at the TRIM. In general, the computation of this invariant is much more complicated.
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the following relations,

T x̂T −1 = x̂, (2.156)

T p̂T −1 = −p̂, (2.157)

where x̂ and p̂ are respectively the position and momentum operators. If we look at the action of T on
the commutator [x̂, p̂] we find,

T [x̂, p̂] T −1 = −iℏ, (2.158)

and so the following relation holds,

T iT −1 = −i, (2.159)

meaning that the time-reversal operator should contain the complex conjugation. Moreover, if the system
has spin S⃗, the time-reversal symmetry flips it,

T S⃗T −1 = −S⃗. (2.160)

We can represent that by a rotation of π around the y axis (the y axis is chosen by convention) and, for
a spin- 12 system, we finally get,

T = iσyκ, (2.161)

where σy is the second Pauli matrix in spin space and κ is the complex conjugation. Note that this
operator is anti-unitary with T †T = 1 and T 2 = −1. Let us mention that for spinless particles the
time-reversal symmetry operator is equal to the complex conjugation κ and squares to +1. A defining
property of an anti-unitary operator T that squares to −1 is that for any pair of states |ψ⟩ and |ϕ⟩, we
have

⟨T ϕ|T ψ⟩ = ⟨ϕ|ψ⟩∗ . (2.162)

Considering this relation with |ϕ⟩ = |T ψ⟩ we get,

⟨T ψ|ψ⟩∗ =
〈
T 2ψ

∣∣T ψ
〉
= ⟨−ψ|T ψ⟩ = −⟨T ψ|ψ⟩∗ , (2.163)

where the minus sign comes from the anti-unitarity of T . As a direct consequence we have ⟨T ψ|ψ⟩ = 0,
which means that for every eigenstate, its time-reversed partner is orthogonal. Let us now give the action
of time-reversal symmetry on the momentum-space single-particle Hamiltonian,

T H(−k⃗)T −1 = H(k⃗) ⇔ UTH
∗(−k⃗)U†

T = H(k⃗), (2.164)

where UT = iσy is the anti-unitary part of the time-reversal operator and the Hamiltonian H∗(−k⃗) is
the time-reversed copy of H(k⃗). We can then use this result to find a relation between two time-reversed
partners. Indeed, consider an eigenstate |u(k⃗)⟩ of the Hamiltonian,

H(k⃗)|u(k⃗)⟩ = E(k⃗)|u(k⃗)⟩. (2.165)

Using the relation (2.164) we can then write,

UTH
∗(−k⃗)U†

T |u(k⃗)⟩ = E(k⃗)|u(k⃗)⟩. (2.166)

Then multiplying from the left by U†
T and complex conjugating we obtain,

H∗(−k⃗)UT
T |u(k⃗)⟩∗ = E(−k⃗)UT

T |u(k⃗)⟩∗, (2.167)

where E(k⃗) = E(−k⃗) = E for TRI systems. We have thus shown that for each eigenstate |u(k⃗)⟩ at
energy E, the time-reversed partner UT

T |u(k⃗)⟩∗ is also an eigenstate at the same energy. This is known
as the Kramers’ degeneracy.
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2.3.3.2 The BHZ model

As mentioned above, the BHZ model corresponds to two time reversed copies of the QWZ Hamiltonian
(2.136) which we recall here,

HQWZ(kx, ky) = sin kxρx + sin kyρy + (m− 2 + cos kx + cos ky)ρz, (2.168)

where the Pauli matrices ρx,y,z describe the internal degree of freedom of the QWZ model (orbital or
valley degree of freedom for instance). The BHZ Hamiltonian is thus given by,

HBHZ(k⃗) = diag
{
HQWZ(k⃗), H

∗
QWZ(−k⃗)

}
, (2.169)

which explicitly reads,

HBHZ(kx, ky) = sin kxσzρx + sin kyσ0ρy + (m− 2 + cos kx + cos ky)σ0ρz, (2.170)

where we recall that σ matrices are Pauli matrices in spin-space while the products σiρj are Kronecker
products. The main difference between the QWZ and BHZ Hamiltonians is the presence of σz in the
first term of the latter. Actually, this makes a big difference. This additional term is responsible for
the appearance of a helical pair of edge states as we show below. On the other hand, the QWZ and
BHZ Hamiltonians have the same bulk band structure (but the bands are spin-degenerate in the BHZ
model) and so they have the same Dirac points at the four TRIM of the first Brillouin zone. The energy
dispersions are represented in Fig. 2.18 and the coordinates of the Dirac points with their respective
values of m have been summarized in Tab. 2.1.

2.3.3.3 Helical pair of edge states in the BHZ model

In Sec. 2.3.2 we have seen that a chiral edge state with energy E = −kx appears at a mass domain wall
of the QWZ model by expanding its Hamiltonian around the Dirac point at (0, 0) near m = 0. Here we
do the same with the BHZ Hamiltonian. The expansion yields,

HBHZ = diag{H+, H−}, (2.171)

with,

Hσ = σkxρx + kyρy +mρz, (2.172)

where σ = +,− = ↑, ↓ denotes the spin. H+ is the expanded QWZ Hamiltonian and H− its time-
reversed copy. Considering the same mass domain wall as in Sec. 2.3.2, m(y) = m0sgn(y), we can show
the presence of a helical pair of edge states where the mass term changes sign (i.e., at y = 0). Because
H+ and H− are uncoupled, we can solve the Schrödinger equation separately for each of them,

HσΦσ(x, y) = EσΦσ(x, y), (2.173)

where Φσ(x, y) is a two-component wave function describing one spin state. As Hσ depends only on y,
we can again consider plane waves in the x-direction and write the wave functions as,

Φσ(x, y) =
eikxx

√
Lx

ϕσ(y), (2.174)

with Lx the system’s dimension in the x-direction. Doing the same job as in Sec. 2.3.2 to get the states
living along y = 0 we obtain

ϕσ(y) = cσ

(
−1
1

)
e−m0|y|, (2.175)

with energies,

Eσ = −σkx. (2.176)
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We thus find a helical pair (or Kramers pair) of edge states where the chiralities are determined by the
value of the spin. This is the so-called spin-momentum locking. A general state can then be written as
a superposition of the two helical states,

Ψ(x, y) =


c+




−1
1
0
0


 eik+x + c−




0
0
−1
1


 eik−x


 e

−m0|y|, (2.177)

where k± = ∓E and the mode + (−) propagates in the negative (positive) x-direction. We have
represented the dispersion of the helical states and an illustration of the system in Fig. 2.22.

m0

−m0

E

kx

(a) (b)

Figure 2.22: Helical states of the BHZ model. In (a) we represent the dispersion of the helical pair of
edge states. The opposites chiralities are associated to opposite spins indicated by arrows. In (b) we
show an illustration of the situation. The region with m > 0 (green) is inside the vacuum with m < 0
and a Kramers’ pair propagates along the edges of the sample. This corresponds to a QSH insulator.

In the next subsection we determine the full phase diagram of the BHZ model by computing its Z2

topological invariant.

2.3.4 An easy calculation of the Z2 invariant with the BHZ model
We end this subsection by performing an easy calculation of the Z2 invariant of the BHZ model. This
allows to determine the full phase diagram, to complete the analogy with the QWZ model, and to
illustrate the concept of band inversion. In general, the calculation of the Z2 invariant can be cumbersome.
However, it turns out to be very easy for two-dimensional TRI topological insulators with inversion
symmetry. By its definition, inversion symmetry lets the system unchanged after inversion around the
origin (r⃗ → −r⃗). The inversion symmetry operator I must satisfy the following relations,

II† = I2 = 1, (2.178)

IH(−k⃗)I−1 = H(k⃗), (2.179)
IT = T I, (2.180)

where T is the time-reversal symmetry operator (T = iσyρ0κ for the BHZ model) and the condition
I2 = 1 indicates that the inversion eigenvalues are ±1. As one can check, the BHZ Hamiltonian is
inversion symmetric with inversion operator,

I = σ0ρz. (2.181)

To compute the Z2 invariant we look at the four TRIM of Tab. 2.1. We denote them by Γj (j = 1, 2, 3, 4)
with,

Γ1 = (0, 0), Γ2 = (0, π), Γ3 = (π, 0), Γ4 = (π, π), (2.182)
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and, at these points, we have,

H(Γj) = H(−Γj), (2.183)

where H can be any TRI Hamiltonian. Moreover, as already discussed, each state |ψ⟩ at one of the
TRIM has an orthogonal Kramers partner T |ψ⟩ at the same energy,

H(Γj) |ψ⟩ = E |ψ⟩ , (2.184)
H(Γj)T |ψ⟩ = ET |ψ⟩ . (2.185)

Furthermore, if H is inversion symmetric we can also choose |ψ⟩ as an eigenstate of the inversion operator
because of the following relation,

IH(Γj)I−1 = H(−Γj) = H(Γj), (2.186)

which shows that H and I commute at the TRIM. Hence, the state |ψ⟩ solves the inversion eigenvalue
problem,

I |ψ⟩ = ± |ψ⟩ , (2.187)

where the sign determines the inversion (or parity) eigenvalue, and its Kramers partner has to have the
same inversion eigenvalue,

IT |ψ⟩ = T I |ψ⟩ = ±T |ψ⟩ . (2.188)

We are now in a position to compute the Z2 invariant of the BHZ model which we denote by νZ2 . It is
obtained by taking the product of the parity eigenvalues of the filled states at the four TRIM. Denoting
these parity eigenvalues by ξj = ξ(Γj), the Z2 invariant νZ2

is defined as [Fu & Kane 2007]

∏

j

ξj = (−1)νZ2 , (2.189)

where we recall that νZ2
= 0 describes the trivial phase while νZ2

= 1 corresponds to the topological
phase with a helical pair of edge states. To compute νZ2

in the BHZ model, let us write the Hamiltonian
at the TRIM,

HBHZ(0, 0) = mσ0ρz, (2.190)
HBHZ(0, π) = HBHZ(π, 0) = (m− 2)σ0ρz, (2.191)
HBHZ(π, π) = (m− 4)σ0ρz. (2.192)

We can see that the BHZ Hamiltonian at the TRIM is proportional to the inversion operator I = σ0ρz
and so they obviously have the same eigenstates. The filled states are the one associated to the eigenvalue
−1 of ρz and their inversion eigenvalues are given by,

ξ1 = −sgn(m), (2.193)
ξ2 = ξ3 = −sgn(m− 2), (2.194)
ξ4 = −sgn(m− 4). (2.195)
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We thus recover the topological and trivial regions of the QWZ model introduced in Eq. (2.145),

m < 0 :





ξ1 = +1

ξ2 = ξ3 = +1

ξ4 = +1

⇒ νZ2 = 0 (trivial), (2.196)

0 < m < 2 :





ξ1 = −1

ξ2 = ξ3 = +1

ξ4 = +1

⇒ νZ2
= 1 (topological), (2.197)

2 < m < 4 :





ξ1 = −1

ξ2 = ξ3 = −1

ξ4 = +1

⇒ νZ2 = 1 (topological), (2.198)

m > 4 :





ξ1 = −1

ξ2 = ξ3 = −1

ξ4 = −1

⇒ νZ2
= 0 (trivial). (2.199)

At the values m = {0, 2, 4} we observe gap closings at different TRIM. Each time a gap closes and
re-opens there is an inversion of the parity eigenvalue meaning that the valence and conduction bands
have been exchanged. This is known as a band inversion. Such gap closings as a function of a parameter
are signatures of topological phase transitions. In Fig. 2.23 we represent such a band inversion at the
time-reversal invariant momentum Γ1 = (0, 0) which has a gap closing when m = 0. Note that an even
number of band inversions will keep the system in the same insulating phase.

(a) (b) (c)

Figure 2.23: Band inversion. Evolution of the band structure around the time-reversal invariant momen-
tum Γ1 = (0, 0) for different values of the mass term m. (a) For m < 0 the band structure is gapped
and the system is a trivial insulator. (b) At m = 0 the gap closes and the system is metallic. (c) For
m > 0 the gap re-opens and the system becomes a topological insulator. As represented by the colors,
the conduction and valence bands have been exchanged during the process of closing and re-opening of
the gap. This band inversion can be tracked by comparing the inversion eigenvalue ξ1 in Eqs. (2.196)
and (2.197). Adapted from [Asbóth et al. 2016].

We end this chapter by discussing the concept of higher order topological insulators since we will
consider one in the last part of the thesis (Chap. 5).

2.3.5 Higher order topological insulators
In all this section we focused on two-dimensional topological insulators hosting chiral or helical one-
dimensional edge states. The idea of topological insulator can be generalized to d-dimensional materials
as follows. A topological insulator of dimension d hosts gapless states on its d−1 dimensional boundaries
(if d = 1, point-like end states, if d = 2 one-dimensional edge states, if d = 3 two-dimensional surface
states). So far we have considered two different types of boundary modes: those of Chern insulators,
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which require no symmetry, and those of TRI topological insulators, which rely on the presence of time-
reversal symmetry. Thus, a TRI topological insulator is protected by time-reversal symmetry, and it can
be adiabatically deformed to a trivial phase after this underlying symmetry is removed. In fact, there are
different topological phase classes for which the boundary modes are protected by different symmetries.
For conventional topological phases, the possible symmetries are time-reversal (T ), particle-hole (P ), and
chiral (S = TP ). Since T and P are anti-unitary operators, they can square to ±1, while S is unitary
and always square to +1. We can then have many symmetry classes depending on the square value of
these operators, each giving rise to a different class of topological phase. For example, the time-reversal
symmetry T can square to +1 or -1, but it can also be absent (0), giving three possibilities. Since the
same possibilities hold for the particle-hole symmetry P , the combination of the possible values for T
and P gives 3× 3 = 9 possible classes. Finally, a system can have neither time reversal nor particle-hole
symmetry, but preserve the product of the two (chiral symmetry). This gives us ten possible classes,
which are summarized in Tab. 2.2. This classification, known as the 10-fold way, was introduced by

Class name T P S=TP
A 0 0 0
AI +1 0 0
AII -1 0 0
AIII 0 0 1
BDI +1 +1 1
CII -1 -1 1
D 0 +1 0
C 0 -1 0
DIII -1 +1 1
CI +1 -1 1

Table 2.2: The 10-fold way classification of topological phases.

Altland and Zirnbauer [Altland & Zirnbauer 1997] (for a review, see [Ludwig 2015]). Note that the
QHE and QSH insulators are respectively in A and AII classes.

New classes are possible when the boundary states are protected by a crystal symmetry, such as
rotation, inversion or mirror symmetries. Topological insulators in which the edge states are protected
by such crystal symmetry are called topological crystalline insulators [Fu 2011] (for a pedagogical review,
see [Ando & Fu 2015]). In 2012, Fu and collaborators [Hsieh et al. 2012] proposed the first class of
topological crystalline insulator material, with SnTe as a representative. They predicted that SnTe has
metallic surface states protected by mirror symmetry and characterized by an even number of Dirac
cones. It is well known that the order of the conduction and valence bands in SnTe is inverted relative to
PbTe [Dimmock et al. 1966]. Therefore, the band gap of the alloy Pb1−xSnxTe is expected to close and
reopen as x goes from zero to one. Since this band inversion occurs at an even number of Dirac points,
this closing and reopening of the gap cannot be associated to a topological phase transition described by
a Z2 topological invariant with boundary modes protected by time-reversal symmetry (see Sec. 2.3.4).
However, the authors of [Hsieh et al. 2012] showed that SnTe has topological surface states that are
protected by mirror symmetry. Following this prediction, angle-resolved photoemission spectroscopy
measurements have shown that SnTe is indeed a topological crystalline insulator [Tanaka et al. 2012].
In this experiment the authors observed Dirac-like band dispersions in SnTe at an even number of Dirac
cones and showed that these Dirac cones originate from the surface states, proving that this material is
a topological crystalline insulator with metallic surface modes. For completeness, they compared with
the band dispersion of the material PbTe, for which they didn’t observe metallic states but an energy
gap, indicating a topological phase transition in Pb1−xSnxTe as x runs from zero to one.

If the protecting symmetry is not crystalline (e.g. time-reversal), all boundaries preserve it and the
d-dimensional insulating bulk is surrounded by (d − 1)-dimensional conducting states (this is the bulk-
boundary correspondence of topological insulators). On the other hand, topological crystalline insulators
have boundaries that do not always preserve the relevant crystalline symmetry on their own. However,
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the symmetry can be preserved on (d− n)-dimensional boundaries, where n is referred as the order. In
this case, the material exhibits (d−n)-dimensional boundary modes. This situation describes a so-called
higher order topological insulator (HOTI). An overview of first- and higher-order topological phases is
depicted in Fig. 2.24. A pedagogical introduction to HOTIs can be found in the lecture notes by Neupert
and Schindler [Neupert & Schindler 2018] or in the Schindler’s tutorial [Schindler 2020]. In Chap. 5 of
the thesis we will focus on a three-dimensional topological insulator of order two, i.e., a three-dimensional
material with gapped surfaces and conducting modes on its one-dimensional hinges (see Fig. 2.24). In
short, we can understand the presence of the hinge modes by saying that the hinges of a HOTI realize
natural mass domain walls [Schindler et al. 2018a]. At first look, these hinge modes look very similar
to the edge states of a two-dimensional topological insulator. However, as mentioned above, the hinges
modes are protected by a crystalline symmetry like mirror or rotation symmetry. Furthermore, we have
to distinguish between two types of hinge modes: i) chiral HOTIs, where the hinge modes propagate
unidirectionally and time-reversal symmetry is broken; ii) helical HOTIs, which preserve time-reversal
symmetry with hinge modes consisting of counter-propagating Kramers pairs. In this thesis we are in-
terested in the latter. Helical HOTIs were first predicted in strained SnTe, where the surface states are
gapped by the strain and the hinge states are protected by mirror symmetry [Schindler et al. 2018a].
As another success in the field of topological phases, helical hinge modes protected by rotation and
inversion symmetry have been predicted and observed in bismuth using scanning tunneling microscopy
and Josephson interferometry [Schindler et al. 2018b]. Using scanning tunneling microscopy, the authors
obtained topographic images of step edges on the (111) surface of bismuth and displayed differential con-
ductance maps superimposed on the topographic data, revealing the presence of hinge states. Moreover,
these authors investigated the transport properties of the hinge modes using a superconductor-bismuth-
superconductor Josephson junction with a bismuth nanowire. At low temperature, a supercurrent flows
through the nanowire. They observed three remarkable features: i) Periodic oscillations of the critical
current through the nanowire caused by a magnetic field with a period corresponding to one magnetic
flux quantum through the wire section perpendicular to the field. Such oscillations indicate interference
between two supercurrent paths located at the nanowire edges. ii) The supercurrent persists up to very
high magnetic fields, indicating that the conducting channels are extremely narrow. iii) Current-phase
oscillations in an asymmetric superconducting quantum interference device with a sharp sawtooth shape.
The sharp sawtooth shape indicates that the transport is ballistic, as opposed to diffusive or tunneling
transport where the current-phase relationship is nearly sinusoidal. Furthermore, the position of the
edge states can be deduced from these oscillations, and two paths along the two sharp edges of the
(111) surface were detected. These observations clearly show that the supercurrent flows through a few
narrow one-dimensional channels rather than through the surface or bulk of the nanowire. In addition,
the transition metal dichalcogenides XTe2 (X = Mo, W) were predicted to also exhibit helical hinge
states protected by rotational symmetry [Wang et al. 2019]. This has been confirmed experimentally
in WTe2 by Josephson interferometry measurements [Choi et al. 2020]. Here the authors have spatially
resolved the hinge states by analyzing the magnetic field interference of the supercurrent in Nb-WTe2-Nb
Josephson junctions.

In Chap. 5 we will derive the Hamiltonian describing helical hinge states protected by mirror symmetry
and study the effects of Zeeman and superconducting couplings on them. Such couplings would destroy
the helical edge states of a QSH insulator. Indeed, a Zeeman field breaks the time-reversal symmetry
that protects the QSH phase, while coupling to an s-wave superconductor gaps the helical edge modes. In
contrast, we will show that the helical hinge modes of a HOTI can survive these perturbations. Since the
hinge states are protected not by time reversal but by mirror symmetry, they naturally resist a Zeeman
field, while we will give a condition under which they persist even in the presence of superconducting
coupling. Interestingly, we will see that when the hinge modes survive, they are spatially split by these
perturbations.
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Figure 2.24: Higher-Order Topological Insulators. In the case of a unidimensional wire (d = 1) the only
topological phase shows point-like end modes. For a two-dimensional surface (d = 2) we can have usual
edge states (n = 1) or corner states (n = 2). Finally, in the three-dimensional case (d = 3), we can have
surface states (n = 1), hinge modes (n = 2) or corner states (n = 3).
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In this chapter we study the geometry and filling factor dependencies of the downstream conductance
in quantum Hall-superconductor hybrid systems. This work is published in Ref. [David et al. 2023].

3.1 Introduction

Combining a system in the quantum Hall regime and a superconductor is not an easy task as the magnetic
field needed to reach the quantum Hall effect tends to destroy superconductivity. However, if successful, it
leads to interesting phenomena due to the superconducting correlations induced in the chiral edge states
of the quantum Hall system. In particular, the formation of so-called chiral Andreev edge states (CAES)
has been predicted. From a semi-classical point of view, these CAES result from skipping orbits of
electrons and holes involving Andreev reflections at the quantum Hall-superconductor (QH-SC) in-
terface [Takagaki 1998, Asano & Kato 2000, Chtchelkatchev 2001, Chtchelkatchev & Burmistrov 2007].
Quantum-mechanically, the edge states along that interface are described as hybridized electron
and hole states [Hoppe et al. 2000, Zülicke et al. 2001, Giazotto et al. 2005, Khaymovich et al. 2010,
van Ostaay et al. 2011]. The use of CAES for topologically protected quantum computing have been
considered in [Nayak et al. 2008, Mong et al. 2014, Clarke et al. 2014].

Recently, many groups of researchers have succeeded in creating QH-SC hybrid systems, us-
ing either graphene [Lee et al. 2017, Zhao et al. 2020, Gül et al. 2022, Zhao et al. 2022] or InAS
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2DEG [Hatefipour et al. 2022], and they demonstrated the presence CAES in the so-called downstream
conductance. The latter consists in measuring the conversion of upstream electrons into downstream
holes. Larger is the associated conversion probability, smaller is the downstream conductance and,
in particular, it becomes negative as the conversion probability exceeds one half. Even if nega-
tive downstream conductances have been measured [Lee et al. 2017, Zhao et al. 2020, Gül et al. 2022,
Zhao et al. 2022, Hatefipour et al. 2022], questions remain about the magnitude and parameter depen-
dencies of the effect as they don’t match simple models: the observed signal is much smaller than
expected. Moreover, either irregular [Lee et al. 2017, Zhao et al. 2020, Gül et al. 2022] or roughly con-
stant [Hatefipour et al. 2022] patterns have been observed when sweeping the field or the gate volt-
age, while simple models predict a regular oscillation. This stimulated further theoretical research. A
suppression of the measured signal may be explained by the absorption of quasiparticles in the su-
perconductor, for example by sub-gap states in nearby vortices [Zhao et al. 2020, Manesco et al. 2022,
Kurilovich et al. 2022, Schiller et al. 2022], whereas the oscillations may be strongly affected by disor-
der [Manesco et al. 2022, Kurilovich et al. 2022].

Here we focus on an aspect that has not been studied before: the effects of the geometry. Indeed,
the downstream conductance does not only probe the properties of the QH-SC interface, but also the
scattering properties at the point where this interface meets the QH-vacuum one. We find that these
scattering probabilities strongly depend on the geometry of the contact region. In particular, we observe a
strong dependency in the angle between the QH-vacuum interface and the QH-SC interface. Interestingly
this opens the possibility of creating asymmetric structures, where these angles are different on the two
sides of the superconductor, that can display an enhanced overall electron-hole conversion probability.
This may even lead to a situation where the length-averaged downstream conductance becomes negative.

Let us mention that, to study the effects of geometry, a full two-dimensional description of the system
is necessary – simple one-dimensional models commonly used in the literature are not sufficient. Some
aspects may be captured by using a generalized one-dimensional model, though there is no obvious way
to determine the corresponding parameters.

The chapter is organized as follows. In Sec. 3.2 we present the system and we derive a formula for
the downstream conductance based on edge state transport, whose parameters have to be determined.
To do so, we first use a two-dimensional continuous model in Sec. 3.3 to determine the properties of
the edge states at an infinitely long interface. We then use a tight-binding model in Sec. 3.4 to obtain
the scattering probabilities at the points where two different interfaces, i.e., QH-vacuum and QH-SC,
meet. With these two ingredients, we have all that is needed to compute the downstream conductance.
In Sec. 3.5, we address the question whether the prior results may be obtained from an effective one-
dimensional model. A comparison between the analytical and numerical results for the downstream
conductance at zero temperature as well as the computation of the downstream conductance at non-zero
temperature can be found in Sec. 3.6, before we conclude in Sec. 3.7.

3.2 System and conductance formula

We consider a QH-SC interface located at x = 0 with the geometry depicted in Fig. 3.1. Here an incoming
electron from the upstream reservoir can, after propagating as a CAES along the superconductor, be
transmitted into the downstream reservoir as an electron or as a hole with respective amplitudes pe and
ph. We are interested in the regime where one spin-degenerate Landau level is occupied in the quantum
Hall region, i.e., there are two chiral edge states. Introducing particle-hole space to be able to incorporate
superconductivity, we can describe one spin state as an electron state and the other spin state as a hole
state. While the chiral edge states along an edge with the vacuum are either pure electron or hole states,
the CAES along an edge with a superconductor are a superposition of electron and hole components.
In the following, we will call them quasi-electron when their momentum at the Fermi level is negative
and quasi-hole when their momentum at the Fermi level is positive. As we will see, this choice is in
agreement with the pure electron and hole states obtained when Andreev processes are suppressed. Note
that electrons and holes propagate in the same direction because they have charge and mass of opposite
signs, so they experience the same Lorentz force. The lengths of the QH and SC regions are respectively
denoted by LQH and LSC and the length of the QH-SC interface is denoted by L. The width of the
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Figure 3.1: QH-SC setup: the edge of the quantum Hall region is in contact with a grounded supercon-
ductor over a finite length L. The geometry of the corners at the beginning and end of that region can
be characterized by two angles each: θQH

i and θSC
i . Both the QH-vacuum and QH-SC interface host

chiral edge states that can be probed by measuring the downstream conductance Gd(E) = ∂I/∂V |eV=E ,
where V is the voltage biased between the upstream reservoir and the superconductor, and I is the cur-
rent entering in the downstream reservoir. While (quasi-)electron and (quasi-)hole states have opposite
directions of quasi-momentum along the interface, they have the same propagation direction. A typical
process contributing to Gd is shown: an incoming electron |e⟩ scatters at the first corner, propagates
along the QH-SC interface as a superposition of quasi-electron |qe⟩ and quasi-hole |qh⟩ CAES, then
scatters at the second corner, and finally exits the superconductor in a superposition of electron |e⟩ and
hole |h⟩. The hole probability Ph = |ph|2 of the outgoing state depends on the scattering processes at
the corners as well as the interference of the CAES propagation along the QH-SC interface. The lengths
of the QH and SC regions are respectively denoted by LQH and LSC and the width of the QH-vacuum
interface at the left is denoted by WQH .
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QH region at the left hand side of the system is denoted by WQH . We have respectively labelled the
upstream and downstream QH-SC corners by 1 and 2 and their shapes are characterized by two angles
each: θQH

i and θSC
i (i = 1, 2). These are defined as the angles formed by the QH and SC regions with

the continuity of the QH-SC interface (see Fig. 3.1) so that we define a negative angle when the QH (SC)
region goes inside the x > 0 (x < 0) side. In all this chapter we consider sub-gap states with |E| < ∆.

In this chapter we study the energy spectrum and the transport properties of the QH-SC junction by
using different models. In the present section we only give the downstream conductance formula which
can be derived independently from these models and is given by,

Gd(E) =
∂I

∂V

∣∣∣∣
eV=E

, (3.1)

where V is the voltage bias applied between the upstream reservoir and the superconductor while I is the
current flowing in the downstream reservoir (see Fig. 3.1). We can relate the downstream conductance
to the scattering probabilities Pe = |pe|2 and Ph = |ph|2 by using a generalization of the Landauer-
Büttiker formalism for superconducting systems (this is similar to what we did for the Hall bar geometry
in Sec. 2.2.4). Indeed, the Landauer-Büttiker formula (2.104) used in Sec. 2.2.4 doesn’t take into ac-
count Andreev scattering such that we have to consider additional terms [Lambert et al. 1993]. Let us
consider the three-terminal device depicted in Fig. 3.2. The upstream and downstream reservoirs are
respectively labelled by 1 and 2 with currents and voltages denoted by I1,2 and V1,2, while the grounded
superconductor is the third terminal with current I3 and voltage V3 = 0. For a system with only normal
reservoirs, at small bias and low temperatures, the current Ip in reservoir p would be given by (2.104)1,

Ip = G0

∑

q

T̄pq (Vq − Vp) , (3.2)

where T̄pq is the total transmission from reservoir q to reservoir p and G0 = 2e2/h is the quantum
of conductance. The current I1 flowing into the upstream reservoir comes only from the downstream
reservoir and takes the same form as for two adjacent reservoirs in the Hall bar geometry, i.e. I1 =
G0(V2 − V1). The current I2 flowing in the downstream reservoir is made of two contributions. The first
one originates from the Andreev reflection occurring at the QH-SC interface leading to the contribution
(Pe − Ph)(V1 − V3) = (Pe − Ph)V1. The second contribution comes from the usual QHE edge state
along the interface with the vacuum between reservoir 3 and reservoir 2 where T̄23 = 1. We thus obtain
I2 = G0V1(Pe − Ph)−G0V2. Finally, as the electron leaving the upstream reservoir cannot enter in the
superconductor (because we consider |E| < ∆), the only possible current in terminal 3 must be due the
formation of a Cooper pair when the incoming electron exists the superconductor as a hole (see Sec. 2.1).
This translates into I3 = 2G0V1Ph. With these notations the downstream conductance introduced in
Eq. (3.1) reads Gd = ∂I2

/
∂V1, which can be written in terms of the scattering probabilities as,

Gd = G0(Pe − Ph) = G0(1− 2Ph), (3.3)

where we used Pe +Ph = 1. Note that this result is unchanged if we take V2 = 0 and so we can consider
a grounded downstream reservoir as in Fig. 3.1 without loss of generality.

To calculate the scattering probabilities Pe and Ph we follow the transfer matrix approach of
Ref. [Khaymovich et al. 2010]. (The transfer matrix method and the composition law of transfer ma-
trices is presented in App. A.) We consider a single electron-hole pair of CAES propagating along the
QH-SC interface whose wave function can be written as,

ψCAES =

(
qe
qh

)
, (3.4)

and the states propagating along the interfaces with the vacuum at the upstream (u) and downstream (d)
edges, where electrons and holes are not mixed, can be written as,

ψu =

(
eu
hu

)
, ψd =

(
ed
hd

)
. (3.5)

1Note that here we define the current Ip as the one entering in lead p instead of the current leaving lead p from where
the voltage difference Vq − Vp instead of the Vp − Vq used in Eq. (2.104).
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1
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QH SC

Figure 3.2: Three-terminal device. The currents flowing in between the reservoirs are represented by red
and blue arrows for electron and hole respectively. The wavy line along the QH-SC interface represents
the CAES.

We can then describe the scattering at the two corners by using the transfer matrices T1,2 which couple
the incident and transmitted quasiparticle waves,

(
qe
qh

)
= T1

(
eu
hu

)
,

(
ed
hd

)
= T2

(
qe
qh

)
. (3.6)

The transfer matrices T1,2 can be written explicitly as follows,

T1 =

(
tqe,e tqe,h
tqh,e tqh,h

)
, T2 =

(
te,qe te,qh
th,qe th,qh

)
, (3.7)

where particle-hole symmetry implies the following relations,

tqe,e = t∗qh,h, tqh,e = −t∗qe,h, te,qe = t∗h,qh, th,qe = −t∗e,qh. (3.8)

Moreover, for a symmetric junction where the corners have the same shapes, we have T1 =
TT
2 [Khaymovich et al. 2010]. Introducing the transfer matrix of phase factors acquired along the QH-SC

interface,

ΛL =

(
eikqeL 0

0 eikqhL

)
, (3.9)

we can write the total transfer matrix S from the upstream contact to the downstream contact as

S =

(
see seh
she shh

)
= T2ΛLT1, (3.10)

and the amplitudes pe and ph introduced above are given by

pe = see, ph = she. (3.11)

Then, setting the following notations,

|tqe,e|2 = 1− τ1, |tqh,e|2 = τ1, |te,qe|2 = 1− τ2, |te,qh|2 = τ2, (3.12)

we can write the amplitudes Pe and Ph as

Pe = τ1τ2 + (1− τ1)(1− τ2) + 2
√
τ1(1− τ1)τ2(1− τ2) cos(δkL+ ϕ12), (3.13)

Ph = τ1(1− τ2) + τ2(1− τ1)− 2
√
τ1(1− τ1)τ2(1− τ2) cos(δkL+ ϕ12), (3.14)

where δk = kqe−kqh and ϕ12 = ϕ1+ϕ2 with ϕ1 = arg(tqh,e)− arg(tqe,e) and ϕ2 = arg(te,qe)− arg(te,qh).
In particular, at zero bias we have δk = 2k0, where k0 is the momentum value at which the spectral
branch along the QH-SC interface crosses the Fermi level.
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According to the zero-temperature result (3.3), Gd = G0(1−2Ph), a negative downstream conductance
is a clear signature of the Andreev conversion taking place at the QH-SC interface. Furthermore, the
averaged conductance is given as Ḡd = G0

∏
i=1,2(1 − 2τi). For τ1 = τ2, it is limited to positive

values, whereas τ1 ̸= τ2 allows one to realize Ḡd < 0. For completeness, let us mention that the
maximal downstream conductance is Gmax

d = G0[1− 2(
√
τ1(1− τ2)−

√
τ2(1− τ1) )

2] while the minimal
downstream conductance is Gmin

d = G0[1 − 2(
√
τ1(1− τ2) +

√
τ2(1− τ1) )

2]. In the symmetric case
τ1 = τ2 ≡ τ this yields Gmax

d = G0 and Gmin
d = G0[1 − 8τ(1 − τ)]. As a last piece of information, we

represent in Fig. 3.3 a colormap of the averaged Andreev conversion P̄h = τ1(1− τ2) + τ2(1− τ1). From
this figure we see that the averaged Andreev conversion is maximal if τ1 = 1 and τ2 = 0 (or vice-versa).
This could be anticipated since these values correspond to a unit probability for an incoming electron
to propagate along the superconductor as a quasi-hole and then to leave it as a hole (or to propagate
as a quasi-electron and exit as a hole). Thus, in order to have the higher value of P̄h, we need to find a
regime which maximize τ1 and minimize τ2 (or vice-versa). As we will see, this situation is realized for
highly asymmetric geometries with a filling factor close to the transition plateau.
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Figure 3.3: Colormap of the averaged Andreev conversion.

Thus, to model the experimentally measured downstream conductance, we need to determine k0 as
well as the probabilities τi associated with the contact points between the QH region, the vacuum, and
the superconductor. In the following, we compute k0 semi-analytically from a microscopic model of
an infinite QH-SC interface. By contrast, there is no simple model for the probabilities τi. Hence, we
study their dependence on system parameters and in particular the geometry of the contact points using
tight-binding simulations.

3.3 Microscopic model

The main goal of this section is to determine the zero-bias momentum k0 introduced in Sec. 3.2 to
compute the downstream conductance. To do so, we first determine the wave functions in the quantum
Hall and superconducting regions. We then match the wave functions and their derivatives in order to
obtain a secular equation that allows to compute the energy spectrum and so the momentum value at
any energy. We also derive analytical results for k0 which are valid in the linear approximation and we
end the section by calculating the electron and hole contents of the CAES wave functions.

We consider a QH-SC interface with translational invariance along the y-axis such that the region
x < 0 is in the quantum Hall regime whereas the region x > 0 is a superconductor. The microscopic
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Hamiltonian can be written in the form of a BdG Hamiltonian2,

H(r⃗) =

(
H0(r⃗)− µ(x) ∆(x)

∆∗(x) −H∗
0 (r⃗) + µ(x)

)
, (3.15)

with r⃗ = (x, y) and,

H0(r⃗) =
1

2m(x)

(
−iℏ∇⃗ − eA⃗(x)

)2
+ V (x). (3.16)

Here the x-dependent parameters are defined as,

m(x) = mQHΘ(−x) +mSCΘ(x), µ(x) = µQHΘ(−x) + µSCΘ(x), (3.17)

∆(x) = ∆Θ(x), V (x) = V0δ(x), A⃗(x) = BxΘ(−x)ûy, (3.18)

where m(x) is an effective mass, µ(x) is the chemical potential measured from the band bottom, ∆(x)
is the superconducting order parameter (that we choose to be real in the following), V (x) models an
interface barrier and A⃗(x) is the gauge potential where here we have chosen the Landau gauge that
preserves translational invariance along the interface’s direction. Θ(x) is the Heaviside step function
and δ(x) the Dirac-delta function. Assuming periodic boundary conditions along the y-axis, the wave
functions can be written as,

Ψ(r⃗) =
eikyy

√
Ly

ψky
(x), (3.19)

where Ly is the length of the system along the y-direction and ψky
is the transverse wave function.

Following the procedure of Ref. [Blonder et al. 1982], we can determine the spectrum of the CAES by
writing the wave functions ψQH

ky
(x) in the half-space x < 0 and ψSC

ky
(x) in the half-space x > 0 and

matching them at the interface. We give these bulk wave functions in the next subsection.

3.3.1 Bulk wave functions and characteristic scales
We have already studied independently the physics of the QH and SC regions in Chap. 2. From Sec. 2.2.2
we can write the wave function in the QH region as,

ψQH
ky

(x) = cQH
+

(
1
0

)
χ+(x) + cQH

−

(
0
1

)
χ−(x), (3.20)

with,

χ±(x) = N±U

(
−µQH ± E

ℏωc
,−

√
2

lB
(x∓ kyl

2
B)

)
, (3.21)

where U(a, z) are parabolic cylinder functions vanishing as z → ∞ as introduced in Eq. (2.78) and
N± are normalization coefficients such that

∫ 0

−∞ dx |χ±(x)|2 = 1. Restricting ourselves to the regime
|E| < ∆, we have seen from Sec. 2.1.3 that the wavefunctions in the SC region can be written as,

ψSC
ky

(x) = cSC
+

(
γ
1

)
ϕ(x) + cSC

−

(
γ∗

1

)
ϕ∗(x), (3.22)

with ϕ(x) =
√
2 Im q eiqx,

q =
[
(kSC

F )2 − k2y + 2im∆
√
1− ε2

]1/2
, (3.23)

and γ = ε+ i
√
1− ε2, where ε = E/∆.

Before going further it is instructive to compare the characteristic scales of the QH and SC regions.
As discussed in the introduction of this chapter, the applied magnetic field used to reach the quantum

2We already used a BdG Hamiltonian to present the Andreev reflection in Chap. 2 and we derived it in App. B.3.



62 Chapter 3. Chiral Andreev edge states in quantum Hall-superconductor junctions

Hall regime must be lower than the critical field of the superconductor. We thus need a superconductor
with a high critical field and so consider a type-II superconductor whose upper critical field can be
written as [Girvin & Yang 2019, Eq. (19.87)],

Hc2 =
ϕ0/2

2πξ2
, (3.24)

with ϕ0/2 the superconducting flux quantum (for particles with charge 2e) and ξ the superconducting
coherence length. Writing the applied magnetic field as,

B =
ϕ0

2πl2B
, (3.25)

and imposing B < Hc2 we arrive at the condition ξ < lB . Moreover, for a weak coupling superconductor
with ∆ ≪ ℏωD ≪ µSC , we have [Girvin & Yang 2019, Eq. (20.91)],

ξ ≫ ℏvSC
F

µSC
∼ 1/kSC

F ∼ λSC
F . (3.26)

Also, because we are interested in the regime where a single Landau level is filled, we have µQH ∼ ℏωc

which implies λQH
F ∼ lB . This leads to the following length and energy scales,

λSC
F ≪ ξ < lB ∼ λQH

F , (3.27)

∆,
mQH

mSC
ℏωc ∼

mQH

mSC
µQH ≪ µSC . (3.28)

In addition, considering typical values of the Fermi level in III-V semiconductors (∼ 10meV) and typical
values of the superconducting gap in high upper critical field superconductors (∼meV) we can assume
∆ ≲ µQH . Note that these scales have been established by considering the bulk values of the QH
and SC regions. However, in III-V semiconductor devices under a planar proximitization with an s-wave
superconductor (for example the InAs/NbTiN structure used in Ref. [Hatefipour et al. 2022]), a dielectric
layer is placed in between the superconductor and the 2DEG (in contrast to the case of graphene where
it is edge-contacted), reducing the mismatch in between the two regions such that, close to the QH-SC
interface, the superconducting mass and chemical potential are close to the ones of the QH region.

3.3.2 Energy spectrum
Since we have determined the wave functions in the different regions we can now use them to determine
the energy spectrum of the states leaving along the QH-SC interface.

3.3.2.1 Secular equation

To obtain the energy spectrum of the states leaving along the QH-SC interface, namely the CAES, we
use the matching procedure of Ref. [Blonder et al. 1982],

ψQH
ky

(0) = ψSC
ky

(0) = ψky
(0),

mQH

mSC
ψSC
ky

′
(0)− ψQH

ky

′
(0) = ZkQH

F ψky (0),
(3.29)

with Z = 2V0/(ℏvQH
F ) the interface’s barrier strength3. From the resulting system we arrive at the

following secular equation [Hoppe et al. 2000],

s(E, ky) = GH
(
c2 + d2

)
+G′H ′ + c

E√
∆2 − E2

(G′H −GH ′) + d(G′H +GH ′) = 0, (3.30)

3Note that this value of Z, originally introduced in [Hoppe et al. 2000], is twice the value used in [Blonder et al. 1982]
to describe normal metal-superconductor junctions.
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with the shorthand notations,

c =
mQH

mSC
Re{q}, d =

mQH

mSC
Im{q}+ ZkQH

F ,

G = χ+(0), G
′ = χ′

+(0), H = χ−(0), H
′ = χ′

−(0).
(3.31)

The energy spectrum of the CAES can then be obtained by numerically solving Eq. (3.30). In Fig. 3.4
we show the resulting energy spectrum for different values of the filling factor ν = 2µQH/(ℏωc), namely
ν = 2 and ν = 10, and we define the number of crossings at the Fermi level as Nc = 2int(ν/2). Here we
have represented the case ν = 10 as an illustrative example but, as already said, we are interested in the
study of a single pair of CAES, i.e. Nc = 2, so that we restrict ourselves to the regime ν ∈]1, 3[ in the
following. In Fig. 3.4a we have labelled the quasi-electron and quasi-hole CAES and, at low energies, they
are linearly dispersing with energies E±(ky) = ℏv(ky ± k0). Here v is the velocity of the CAES and k0 is
the momentum value at the Fermi-level used to compute the downstream conductance in Sec. 3.2. The
value of k0 is obtained by numerically solving the zero-energy secular equation and serves to compute
the velocity,

k0 = solve [s(E = 0, k > 0) = 0, k] , (3.32)

v = −1

ℏ
∂ks(E, k)

∂Es(E, k)

∣∣∣∣
E=0
k=k0

. (3.33)

We observe that, as long as ∆ ≪ µQH , µSC , the momentum k0 does not depend on ∆. In Fig. 3.5 we
show the evolution of k0 as a function of the barrier strength Z for various values of the filling factor
ν. Typically, k0 decreases with increasing ν, except for a small region of intermediate values of Z and
fillings ν close to 3.
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Figure 3.4: CAES energy spectrum at small and large filling. In (a) we represent a single pair of CAES
with ν = 2. The crossings of the CAES with the Fermi level at ky = ±k0 are indicated by red lines,
where ky = −k0 is in the quasi-electron (qe) branch and ky = +k0 in the quasi-hole (qh) branch (this
choice recovers the pure electron and hole states when V0 → ∞). In (b) we show five pairs of CAES by
choosing ν = 10. We have set mQH = mSC , µQH = µSC/2 = 10∆, and Z = 0.

In Fig. 3.4 we observe the appearance of additional non-chiral edge states close to the gap edge.
Depending on the system’s parameters, these can eventually cross the Fermi level, which would modify
the zero-bias conductance defined in Eq. (3.3). We study the behavior of these additional non-chiral
edge states in the following.

3.3.2.2 Additional non-chiral edge states

As discussed above, additional non-chiral edge states can cross the Fermi level in certain parameter
regimes. Here we show that this happens when the filling factor gets close to the transition plateau at
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Figure 3.5: Momentum k0 as a function of barrier strength Z for various values of the filling factor ν at
µQH = µSC = 10∆. Except for a small region of intermediate Z and ν close to 3, the momentum k0
decreases with increasing ν.
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Figure 3.6: CAES energy spectrum for various values of the filling factor with (a) ν = 2.7, (b) ν = 2.8,
and (c) ν = 2.9. We have set mQH = mSC , µQH = 0.8µSC = 10∆, and Z = 0.
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Figure 3.7: CAES energy spectrum for various values of the filling factor with (a) µQH/∆ = 5, (b)
µQH/∆ = 10, and (c) µQH/∆ = 20. We have set mQH = mSC , µQH = 0.8µSC , ν = 2.8, and Z = 0.
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ν = 3 and/or as the ratio µQH/∆ is increased (while keeping µSC/µQH constant). Moreover, we show
that these additional crossings disappear as the QH-SC interface becomes non-ideal, i.e., as the barrier
strength Z and/or the Fermi mismatch are increased. To see that, we first represent the energy spectrum
with mQH = mSC , Z = 0 and µQH = 0.8µSC in Figs. 3.6 and 3.7. In Fig. 3.6 we consider the fillings
ν ∈ {2.7, 2.8, 2.9} at µQH/∆ = 10 and in Fig. 3.7 we show the ratios µQH/∆ ∈ {5, 10, 20} at ν = 2.8. In
Fig. 3.6c and Fig. 3.7c we observe the appearance of additional non-chiral zero-energy edge states. As
µQH/∆ increases, the critical filling νc above which such states are present is lowered. We can obtain it
by solving the secular equation (3.30) at E = 0 and determining the value νc at which a second solution
ky > k0 appears. In Fig. 3.8a we show the evolution of νc as a function of µQH/∆ for an ideal interface
(i.e. vQH

F = vSC
F and Z = 0). We observe that, at µQH/∆ ≫ 1, additional zero-energy states appear

for ν > νc ≃ 2.63 such that one never finds additional states at fillings below this value. Moreover,
for non-ideal interfaces, this asymptotic value is increased. In Fig. 3.8b and Fig. 3.8c we represent the
evolutions of νc as function of the interface barrier strength Z and mismatch µSC/µQH at µQH/∆ = 106.
We observe that νc reaches 3 when µSC/µQH ≳ 3.73 or Z ≳ 0.65. Beyond these values, one never finds
additional zero-energy states, which is likely the case in experiments.
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Figure 3.8: Plots of νc, indicating the appearance of additional non-chiral edge states at the Fermi level,
as a function of different parameters. (a) Dependence of νc on µQH/∆ for an ideal interface, µQH = µSC

and Z = 0. In the limit µQH/∆ → ∞, the critical value tends to νc ≃ 2.63. (b) Dependence of νc
on the mismatch µSC/µQH at µQH/∆ = 106 and Z = 0. As νc reaches 3, the additional non-chiral
states disappear at moderate values of the mismatch. (c) Dependence of νc on the barrier strength.Z at
µQH/∆ = 106 and µQH = µSC . As νc reaches 3, the additional non-chiral states disappear at moderate
values of the barrier strength.

Finally, additional in-gap states may appear as well when the interface is smooth. In our model we
considered an abrupt Fermi level mismatch, µ = (µSC − µQH)Θ(x) + µQH , but a more realistic profile
should be smooth and a better expression would be [Manesco et al. 2022],

µ = (µSC − µQH)f(x) + µQH , f(x) =
1

2
[1 + tanh(x/χ)] , (3.34)

where χ is the length over which the chemical potential changes its value (see Fig. 3.9). As seen from
Fig. 3.9, the doping by the superconductor increases the filling factor near the QH-SC interface. This
can eventually lead to additional crossings at the Fermi level. The impact of such additional edge-states
on the conductance is discussed in Ref. [Manesco et al. 2022]. In this reference the authors claim that
the additional crossings appear when χ ≳ lB and µSC > ℏv/lB , with v the velocity of the CAES.

In the next subsection we derive analytical results for the (linear) low-energy spectrum of the CAES.
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Figure 3.9: Smooth potential profile and filling factor change close to the interface. Considering a smooth
Fermi level mismatch additional edge states can appear close to the interface (blue circle). The red lines
represent the Landau levels.

3.3.2.3 Analytical results in the linear approximation

In order to go deeper analytically, we make the secular equation (3.30) dimensionless by multiplying it
by [mSC/(mQHk

SC
F )]2 and obtain,

s̃(ε, κ) = AG̃H̃ −B∂κG̃ ∂κH̃ − ε√
δ2 − ε2

C(G̃∂κH̃ + H̃∂κG̃) +D(G̃∂κH̃ − H̃∂κG̃) = 0, (3.35)

where we have introduced the dimensionless quantities,

A = c̃2 + d̃2, B =
mSCℏωc

mQHµSC
, C =

√
Bc̃, D =

√
Bd̃, c̃ =

Re{q}
kSC
F

, d̃ =
Im{q}
kSC
F

+ Z
vQH
F

vSC
F

, (3.36)

ε =
E

ℏωc
, κ =

√
2lBky, δ =

∆

ℏωc
, G̃(ε, κ) = U

(
−ν
2
− ε, κ

)
, H̃(ε, κ) = U

(
−ν
2
+ ε,−κ

)
, (3.37)

with U(a, z) the parabolic cylinder function introduced in Eq. (2.78). We can then write the dimensionless
linear dispersion as ε = ṽ(κ± κ0), with the dimensionless parameters defined as,

κ0 =
√
2lBk0 = solve [s̃(ε = 0, κ) = 0, κ] , (3.38)

ṽ =
v√

2lBωc

= − ∂κs̃(ε, κ)

∂εs̃(ε, κ)

∣∣∣∣
ε=0
κ=κ0

. (3.39)

We now derive analytical formulas for the zero-bias momentum k0 and the velocity v and we end the
subsection by giving simplified results.

Momentum k0 Let’s work with the dimensionless momentum κ0 which is related to k0 through the
relation k0 = κ0/(

√
2lB). To compute κ0 we need to solve the dimensionless zero-energy secular equation,

s̃(0, κ0) = A0G̃0H̃0 −B0∂κG̃0 ∂κH̃0 +D0(G̃0∂κH̃0 − H̃0∂κG̃0) = 0, (3.40)
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with,

A0 = c̃20 + d̃20, B0 = B =
mSCℏωc

mQHµSC
, C0 =

√
B0d̃0, D0 =

√
B0d̃0, (3.41)

c̃0 =
Re{q0}
kSC
F

, d̃0 =
Im{q0}
kSC
F

+ Z
vQH
F

vSC
F

, q0 =
√
(kSC

F )2 − k20 + 2imSC∆/ℏ2, (3.42)

G̃0 = G̃(0, κ0), H̃0 = H̃(0, κ0), ∂κG̃0 = ∂κG̃(0, κ)
∣∣∣
κ=κ0

, ∂κH̃0 = ∂κH̃(0, κ)
∣∣∣
κ=κ0

, (3.43)

where we have introduced C0 for later convenience. In order to go further analytically we need to simplify
the parabolic cylinder functions U(a, z). Using the definitions (2.78, 2.79, 2.80, 2.82, 2.84), we perform
a first order expansion of U(a, z) around z = 0, and we obtain the following asymptotic form,

U(a, z) ≃ Γ
(
1
4 − a

2

)

2
a
2+

1
4
√
π

cos

[(
1

4
+
a

2

)
π +

√
2
Γ
(
3
4 − a

2

)

Γ
(
1
4 − a

2

)z
]
. (3.44)

Because we are interested in parabolic cylinder functions of the form U(−ν/2,±κ0), this asymptotic
expansion is valid if κ0 ≪ 1. As we will see, this condition is satisfied if the filling factor is close to ν = 3
and if (mSCℏωc)/(mQHµSC) ≪ 1. By considering κ0 ≪ 1, we can simplify the momentum q0 by,

q0 ≃
√
k2F,sc + 2imSC∆/ℏ2 = kF,sc

√
1 + i∆/µsc, (3.45)

where we have used k0/k
SC
F ≪ 1. (This is justified by using 1/kSC

F = λSC
F ≪ lB from Eq. (3.27) and

k0 ≪ lB/
√
2 from κ0 ≪ 1.) From the asymptotic expression (3.44) we can write,

G̃(ε, κ) = U
(
−ν
2
− ε, κ

)
= F+ cos(α+ + β+), (3.46)

H̃(ε, κ) = U
(
−ν
2
+ ε,−κ

)
= F− cos(α− + β−), (3.47)

with,

F± =
Γ
(
1+ν
4 ± ε

2

)

2
1−ν
4 ∓ ε

2
√
π
, α± =

(
1− ν

4
∓ ε

2

)
π, β± = Γ±κ, Γ± =

√
2
Γ
(
3+ν
4 ± ε

2

)

Γ
(
1+ν
4 ± ε

2

) . (3.48)

Furthermore, at ε = 0 and κ = κ0 we have F+ = F− = F0, α+ = α− = α0, and β+ = β− = β0, with,

F0 =
Γ
(
1+ν
4

)

2
1−ν
4
√
π
, α0 =

1− ν

4
π, β0 = Γ0κ0, Γ0 =

√
2
Γ
(
3+ν
4

)

Γ
(
1+ν
4

) , (3.49)

where Γ0 ∈]0.8, 1.5[ for ν ∈]1, 3[. We can thus write the previous terms involving parabolic cylinder
functions at zero bias as,

G̃0 = F0 cos(α0 + β0), H̃0 = F0 cos(α0 − β0), (3.50)

∂κG̃0 = −F0Γ0 sin(α0 + β0), ∂κH̃0 = +F0Γ0 sin(α0 − β0), (3.51)

so that the dimensionless zero-energy secular equation (3.40) becomes,

A0(cos 2α0 + cos 2β0) +B0Γ
2
0(cos 2β0 − cos 2α0) + 2D0Γ0 sin 2α0 = 0. (3.52)

Solving the above equation for β0 and using the relation κ0 = β0/Γ0, we finally obtain the following
analytical result,

κ0 =
1

2Γ0
arccos

(B0Γ
2
0 −A0) cos 2α0 − 2D0Γ0 sin 2α0

B0Γ2
0 +A0

. (3.53)

As we said, the asymptotic form of the parabolic cylinder function (3.44) is valid if κ0 ≪ 1. From the
above formula of κ0, we have κ0 ≪ 1 if the argument of the arccos is close to unity, which is true if
cos 2α0 → −1, sin 2α0 → 0, and B0 → 0. This is satisfied if ν → 3 and (mSCℏωc)/(mQHµSC) ≪ 1.
Note that this is the only physical case leading to κ0 ≪ 1 as the other possible limits don’t respect the
energy scale (3.28). Using the limits given above and the energy scale (3.28) we can simplify κ0 as done
below in Eq. (3.57).
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Velocity v Let’s work with the dimensionless velocity ṽ introduced in Eq. (3.39) which is related to v
through the relation v = ṽ

√
2lBωc. In order to simplify the ε and κ derivatives involved in the dimen-

sionless secular equation (3.35) we neglect the energy and momentum dependencies of the momentum
q, q ≃ kF,sc

√
1 + i∆/µsc, such that we only need to differentiate the parabolic cylinder functions to

calculate ṽ. Moreover, we also consider F± ≃ F0 and Γ± ≃ Γ0 and we obtain

ṽ =
B0Γ

2
0 +A0

π
2Γ0

(B0Γ2
0 +A0) +

1
δC0

. (3.54)

The calculation details are provided in App. D.1.
We have obtained analytical formulas for k0 and v by using an asymptotic form of the parabolic

cylinder functions but the results remain complicated. In the following we perform successive assumptions
allowing us to write simpler results and, in particular, to recover the definition of the effective chemical
potential µeff = −vk0 given in [van Ostaay et al. 2011, Eq. (A28)].

Simplified formulas As first simplifications we consider Z ≪ 1 and we use the relation ∆ ≪ µSC

coming from our energy scale (3.28) such that q0 ≃ kSC
F . This leads to the simplified formulas,

κ0 =
1

2Γ0
arccos

(
mSCℏωc

mQHµSC
Γ2
0 − 1

)
cos 2α0 −

√
mSCℏωc

mSCµSC

∆
µSC

Γ0 sin 2α0

mSCℏωc

mQHµSC
Γ2
0 + 1

, (3.55)

ṽ =

mSCℏωc

mQHµSC
Γ2
0 + 1

π
2Γ0

(
mSCℏωc

mQHµSC
Γ2
0 + 1

)
+ ℏωc

∆

√
mSCℏωc

mQHµSC

. (3.56)

From these relations we observe that the velocity of the CAES increases with the superconducting gap.
We then use the condition (mSCℏωc)/(mQHµSC) ≪ 1 imposed by κ0 ≪ 1 and we get,

κ0 =
π

2Γ0

3− ν

2
, (3.57)

ṽ =
2Γ0

π
, (3.58)

where we have taken, 1
2Γ0

arccos (− cos 2α0) = 1
2Γ0

(2α0 + π), by using the relation, arccos[− cos(x)] =
x+ π, which is valid for x ∈ [−π, 0]. These last results can also be obtained by taking the limit Z → ∞
in the general formulas (3.53, 3.54) and so they correspond to the case of a QH-vacuum interface. From
these results we can write the effective chemical potential of the CAES, µeff = −ℏvk0 = −ṽκ0ℏωc, as

µeff =
ν − 3

2
ℏωc, (3.59)

which recovers the result of Ref. [van Ostaay et al. 2011, Eq. (A28)].

3.3.3 Electron and hole contents at zero-bias
As they will be useful later, we now compute the electron and hole contents at the zero-bias crossings
respectively defined by,

f±e =

∫

x

|u0(x)|2dx, f±h =

∫

x

|v0(x)|2dx = 1− f±e , (3.60)

where the label 0 stands for E = 0 and the index ± denotes the quasi-electron/quasi-hole crossing where
ky = ∓k0. Due to particle-hole symmetry we have f±e = f∓h . Here u0(x) and v0(x) are respectively the
electron and hole components of the zero-bias wave function,

ψ0(x) =

(
u0(x)
v0(x)

)
=





ψQH
0 (x) =

(
uQH
0 (x)

vQH
0 (x)

)
= a0

(
1

0

)
χ0
+(x) + b0

(
0

1

)
χ0
−(x) if x < 0

ψSC
0 (x) =

(
uSC
0 (x)

vSC
0 (x)

)
= d+0

(
i

1

)
ϕ0(x) + d−0

(
−i
1

)
ϕ∗0(x) if x > 0

, (3.61)
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with ϕ0(x) =
√
2Im{q0}eiq0x and,

χ0
±(x) = N0

±U
0
±(x), U0

±(x) = U

(
−µqh

ℏωc
,−

√
2

lB
(x∓ kyl

2
B)

)
, N0

± =

[∫ 0

−∞
|U0

±(x)|2dx
]−1/2

. (3.62)

To compute the electron and hole contents we need to determine the constants a0, b0 and d±0 . For
this purpose we use the matching procedure (3.29) and the normalization condition

∫
x
|ψ0(x)|2dx = 1.

We obtain |b0| =
(
1 + |α0|2 + 2|δ+0 |2 + 2|δ−0 |2

)−1/2 with α0 = a0/b0 = −c0H0/g0 and δ±0 = d±0 /b0 =

H0(g0 ± ic0G0)/(2g0
√
2q′′0 ). We used the shorthand notations defined in Eq. (3.31) and we introduced

g0 = G′
0 + d0G0 and q′′0 = Im{q0}. It follows |b0|2 = g20

{
g20 + c20H

2
0

[
1 +

(
G2

0 + g20/c
2
0

)
/(2q0)

]}−1. We
then write the electron and hole densities as,

|u0(x)|2 = |uQH
0 (x)|2Θ(−x) + |uSC

0 (x)|2Θ(x), (3.63)

|v0(x)|2 = |vQH
0 (x)|2Θ(−x) + |vSC

0 (x)|2Θ(x), (3.64)

with,

|uQH
0 (x)|2 = |b0|2|α0|2|χ0

+(x)|2, (3.65)

|uSC
0 (x)|2 = 2|b0|2|δ0|2

(
|ϕ0(x)|2 − 2q′′0Re{(g0 + ic0G0)/(g0 − ic0G0)e

2iq0x}
)
, (3.66)

|vQH
0 (x)|2 = |b0|2|χ0

−(x)|2, (3.67)

|vSC
0 (x)|2 = 2|b0|2 |δ0|2

(
|ϕ0(x)|2 + 2q′′0Re{(g0 + ic0G0)/(g0 − ic0G0)e

2iq0x}
)
, (3.68)

where we have used |δ+0 | = |δ−0 | = |δ0|. Performing the integrals we can finally write the electron and
hole contents as,

f±h = 1− f±e (3.69)

= 1− c20H
2
0

{
1 +

1

4q′′0

[
G2

0 +
1

|q0|2
(
mSC

mQH
g0 + q′′0G0

)2
]}{

g20 + c20H
2
0

[
1 +

1

2q′′0

(
G2

0 +
g20
c20

)]}−1

,

(3.70)

and we recall that the index ± stands for ky = ∓k0. In the limit ∆ → 0 we have an equal repartition
between electron and hole components, f+h = f−h = 1/2, and in the limit Z → ∞ we recover the pure
electron and hole states with f+h = 0 and f−h = 1. As illustrative examples, we plot the electron and
hole densities in Fig. 3.10a and we represent the evolution of the hole content f+h of the quasi-electron
CAES as a function of the barrier strength Z for various values of the filling factor ν in Fig. 3.10b.

3.4 Tight-binding simulations
The main goal of this section is to compute the Andreev conversion probabilities τi introduced in Sec. 3.2
to compute the downstream conductance. To do so, we use a lattice model and we perform tight-binding
simulations by using the Kwant software [Groth et al. 2014].

3.4.1 The tight-binding Hamiltonian
We obtain the tight-binding Hamiltonian by discretizing the continuous Hamiltonian (3.15) on a square
lattice with lattice spacing a. (Details on the discretization procedure are provided in App. C.) Consider-
ing mQH = mSC = m and introducing the Nambu spinor Ψi = (ci, c

†
i )

T , where c†i (ci) is the operator that
creates (annihilates) an electron at position r⃗i = (xi, yi), the second-quantized tight-binding Hamiltonian
reads,

HTB =
∑

i

ψ†
i [(4t− µi + Vi)σz +∆iσx]ψi +

∑

⟨i,j⟩

ψ†
i

[
teiϕijσzσz

]
ψj , (3.71)
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Figure 3.10: (a) Transverse electron and hole densities at the quasi-electron and quasi-hole crossings
as a function of x/ξ with mQH = mSC , µQH = µSC = 10∆, ν = 2 and Z = 0. Due to particle hole
symmetry, the values of the |u|2 and |v|2 are exchanged from one crossing to the other. (b) Hole content
f+h of the quasi-electron CAES versus the barrier’s strength Z for various values of the filling factor with
mQH = mSC and µQH = µSC = 10∆. While at Z = 0 the hole content is close to 1/2, it vanishes as
Z ≫ 1. Interestingly it is enhanced in an intermediate region for ν > 2.

where σx/z are Pauli matrices in Nambu space, and ⟨i, j⟩ denotes pairs of nearest neighbor sites. The
barrier potential is Vi = V0δxi,0Θ(L/2 − |yi|), where L is the length of the QH-SC interface, and δi,j
is the Kronecker delta. In the QH region we set µi = µQH and ∆i = 0 while in the SC region we
have µi = µSC and ∆i = ∆. Using a Peierls substitution (see App. C), the hopping matrix element
t = ℏ2/(2ma2) acquires a field-dependent phase as in Eq. (2.128),

ϕij = −πB
ϕ0

(xi + xj)(yj − yi)Θ

(
−xi + xj

2

)
. (3.72)

As shown in App. D.2.1, this lattice model matches the continuum model well as long as the hopping
energy t is the largest energy scale. In particular, we assume ∆ ≪ µQH ≤ µSC ≪ t. When not specified,
we set t = 1 and µSC = t/20.

3.4.2 Energy spectrum and probability density

Before looking at the scattering properties of the junction, we want to check that we recover the energy
spectrum obtained in the continuous model. To compute the energy spectrum with Kwant we construct
an infinite QH-SC strip with −LQH ≤ x ≤ LSC (see Fig. 3.11). The energy spectrum obtained from the
tight-binding model provides more informations. Indeed, it allows to observe the edge states propagating
along the QH-vacuum interface located at x = −LQH and to access out-gap energies |E| > ∆. This
can be seen from Fig. 3.12 where we represent the tight-binding spectrum and the comparison with the
continuum model. From the tight-binding spectrum we observe three of the QH bulk Landau levels as
well as the gapped bands of the SC bulk. There are four crossings at zero-energy: the two previously
studied CAES close to |kylB | = 1 and the electron and hole propagating along the QH-vacuum interface.
Since the Landau levels for electrons (holes) are bent upward (downward), we can identify the Landau
levels for negative (positive) momenta as being electron-like (hole-like). This coincides with our previous
statement saying that the crossing at ky = −k0 (+k0) is a quasi-electron (quasi-hole). We find a
good agreement between the continuum and lattice models as long as LQH ≥ 4lB and LSC ≥ 4ξ (see
App. D.2.1).
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In order to illustrate the interference of CAES along the QH-SC interface and the Andreev conversion
from the upstream to the downstream reservoir we plot the probability density |u(r⃗)|2 − |v(r⃗)|2 of an
incoming electron in Fig. 3.13. Here we have chosen the length of the QH-SC interface such that the
incoming electron mostly exits the superconductor as a hole.

C
A

ES

e, h
QH SC

Figure 3.11: Infinite QH-SC strip used to compute the tight-binding spectrum.
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Figure 3.12: (a) Tight-binding spectrum electron-like (hole-like) bulk Landau levels bending upward
(downward). (b) Comparison with the continuum model. The parameters are µQH = µSC = 10∆,
ν = 2, and Z = 0.

3.4.3 Corner Andreev conversion τ

As the conversion probability from electron to quasi-hole at the first corner is equal to the conversion
probability from quasi-electron to hole at the second corner when parameters are chosen the same
[Khaymovich et al. 2010], τ1(θQH , θSC) = τ2(θQH , θSC) ≡ τ(θQH , θSC), it is sufficient to simulate the
first QH-SC corner. To simulate the first corner we construct a semi-infinite QH-SC interface by using a
hybrid reservoir as depicted in Fig. 3.14. Before studying the behavior of τ we present how to compute
all the scattering matrix elements of the single-corner system with Kwant.

3.4.3.1 Method to compute the scattering matrix elements with Kwant and choice of the
dimensions

We can obtain the scattering matrix of a Kwant system at a given energy by using the routine smatrix =
kwant.smatrix(system, energy). Because we are interested in the zero-bias conductance we compute
the scattering matrix at zero-energy. Denoting the upstream and hybrid leads represented in Fig. 3.14
by 0 and 1 respectively, we write the scattering matrix in the basis of the leads as,

S =

(
R0 T01
T10 R1

)
, (3.73)
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Figure 3.13: Probability density |u(r⃗)|2 − |v(r⃗)|2 of an incoming electron state at E = 0 for θQH
1,2 = 45◦

and θSC
1,2 = 90◦. The interference of CAES along the QH-SC interface (black line) can be clearly seen. As

indicated by the blue color, the outgoing particle is mostly a hole. The parameters are µQH = µSC = 10∆,
ν = 2, and Z = 0.
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Figure 3.14: Single-corner system characterized by the angles θQH and θSC . We have represented the
situation where an incoming electron propagates as a quasi-electron or as a quasi-hole along an infinite
QH-SC interface after scattering at the corner. The infinite interface is materialized by the hybrid
reservoir.
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where Tji is the transmission matrix from lead i to lead j and Ri is the reflection matrix in lead i
(Ri = Tii). To obtain the transmission matrices Tji in Kwant, one has to use the routine, Tji =
smatrix.submatrix(j, i). Moreover, these reflection and transmission matrices are related to the wave
functions in the leads through the relation,

ψin,j = Rjψout,j +
∑

i̸=j

Tjiψout,i, (3.74)

where ψin,i is the wave function of the modes entering in lead i and ψout,i describes the modes leaving
lead i. For our two-lead system we thus have,

ψin,0 = R0ψout,0 + T01ψout,1, (3.75)
ψin,1 = R1ψout,1 + T10ψout,0. (3.76)

To know the explicit form of the reflection and transmission matrices we thus have to know the form of
the wave functions in the leads. In Kwant, one can use a conservation law to order the wave functions.
Internally, Kwant then uses the eigenvectors of the conservation law to block diagonalize the Hamiltonian.
In lead 0 (QH lead) we use the charge conservation −σz, such that the eigenvectors with eigenvalues −1
and 1 pick out the electron and hole blocks, respectively. This leads to wave functions of the form (e, h)
in lead 0,

ψin,0 =

(
e
h

)
, ψout,0 =

(
e
h

)
. (3.77)

In the hybrid lead we cannot use such a conservation law and the wave functions are ordered by default
in the following way: first all the modes with negative velocity (i.e. those leaving the lead), then all the
modes with positive velocity (i.e. those entering the lead), where the negative velocity modes are ordered
by increasing momentum while the positive velocity modes are ordered by decreasing momentum.

Without additional non-chiral edge states, the wave functions in lead 1 are thus ordered as follows
(see the tight-binding spectrum in Fig. 3.12a),

ψin,1 =

(
qh
qe

)
, ψout,1 =

(
e
h

)
, (3.78)

and the reflection and transmission matrices are given by,

R0 =

(
r0ee r0eh
r0he r0hh

)
, T01 =

(
t01ee t01eh
t01he t01hh

)
, T10 =

(
t10qh,e t10qh,h
t10qe,e t10qe,h

)
, R1 =

(
r1qh,e r1qh,h
r1qe,e r1qe,h

)
, (3.79)

and, if only chiral edge states are present, we must have R0 = R1 = 0. Moreover, because the states
going from lead 1 to lead 0 propagate along a QH-vacuum interface, there is no Andreev reflection in this
process so that t01eh = t01he = 0. These statements are easily checked by looking at the scattering matrix
returned by Kwant.

As discussed in Sec. 3.3.2.2, additional non-chiral edge states can cross the Fermi level in the spectrum
of the hybrid lead. If so, we must analyze carefully the energy spectrum in order to determine the form
of the wave functions. This is done in Fig. 3.15a. Denoting the additional non-chiral edge states as ẽ
and h̃, the wave functions in the hybrid reservoir read,

ψin,1 =




h̃
qh
qe
ẽ


 , ψout,1 =




e
ẽ

h̃
h


 , (3.80)

and the reflection and transmission matrices take the following form,

T01 =

(
t01ee t01eẽ t01

eh̃
t01eh

t01he t01hẽ t01
hh̃

t01hh

)
, T10 =




t10
h̃e

t10
h̃h

t10qh,e t10qh,h
t10qe,e t10qe,h
t10ẽe t10ẽh


 , R1 =




r1
h̃e

r1
h̃ẽ

r1
h̃h̃

r1
h̃h

r1qh,e r1qh,ẽ r1
qh,h̃

r1qh,h
r1qe,e r1qe,ẽ r1

qe,h̃
r1qe,h

r1ẽe r1ẽẽ r1
ẽh̃

r1ẽh


 , (3.81)
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while we still have R0 = 0. We can then predict which matrix elements will be non-zero with the
following arguments. First, since the non-chiral states exist only along the superconducting interface,
and since there are no Andreev processes along the interface with the vacuum, the non-zero matrix
elements of T01 are t01ee and t01hh. Second, all matrix elements of T10 can be non-zero because an incoming
electron or hole can be converted into any kind of quasiparticle along the QH-SC interface. Finally, the
non-zero elements of the reflection matrix R1 are those that include the non-chiral edge states, since by
definition chiral states are never reflected. The non-zero matrix elements of R1 are thus rαẽ and rαh̃,
with α = {ẽ, h̃, qe, qh}. We can thus sketch the edge modes in the presence of additional non-chiral edge
states as in Fig. 3.15b.
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Figure 3.15: (a) Energy spectrum in the hybrid lead in the presence of non-chiral zero-energy states. The
modes with negative velocity are leaving the lead (out) while those with positive velocity are entering in
the lead (in). We have ordered the modes (1, 2, 3, 4, 5, 6, 7, 8) as they are sorted by Kwant. (b) Sketch
of the modes in the presence of non-chiral edge states. The parameters used to plot the energy spectrum
are µQH = µSC = ∆/10, ν = 2.9, and Z = 0.

We are now able to compute the Andreev conversion at a single corner, τ = |t10qh,e|2, and we now
give the dimensions of the system for which the value of τ has converged. In Fig. 3.16 we represent the
dimensions that come into play in defining the system. We show two cases: θQH , θSC < 90◦ (Fig. 3.16a)
and : θQH , θSC > 90◦ (Fig. 3.16b). The QH and SC regions are each separated into two parts: a part
close to the QH-SC interface, characterized by the angle θQH for the QH region and by θSC for the SC
region, and a rectangular part that extends the QH and SC regions to the left and right, respectively.
We define the system with such rectangular regions because it is easier to implement. The parts near
the QH-SC interface are delimited by L, L1

QH,SC , WQH,SC and LθQH ,θSC
, while the rectangular parts

are bounded by WQH,SC and L2
QH,SC . Note that the lengths LQH and LSC represented in Fig. 3.18 are

given by LQH = L1
QH + L2

QH and LSC = L1
SC + L2

SC . These dimensions must be sufficiently large to
obtain a value of τ that has converged.

We have shown in App. D.2.2 that the value of τ has converged if we set LQH = 40lB , LSC = 6ξ,
LθQH

= 18lB , LθSC≤90◦

θSC
= 2ξ, LθSC>90◦

θSC
= 60lB , LθSC≤90◦ = 20lB , and LθSC>90◦ = 80lB .

In the following we investigate the geometry and filling factor dependencies of τ .

3.4.3.2 Geometry and filling factor dependencies

Before we study the geometrical and filling factor dependencies of τ , which are the most interesting ones,
let us discuss the other parameter dependencies.

We have studied in detail the dependence of τ on t/µSC , µQH/∆, µSC/µQH , and Z in App. D.3. For
ideal interfaces (µQH = µSC , Z = 0) with θSC ≤ 90◦, we showed that τ becomes approximately constant
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(a) (b)

Figure 3.16: System dimensions with (a) θQH , θSC < 90◦ and (b) θQH , θSC > 90◦.

when t/µSC ≳ 20 and µQH/∆ ≳ 5, in agreement with the analytical results of Sec. 3.3.3, which show that
the properties of the edge states are almost independent of ∆ in the considered parameter regime. On
the other hand, when θSC > 90◦, the decay length of the edge state in the superconductor plays a more
important role. Since the decay can reach the superconductor-vacuum interface, a stronger dependence
of τ on ∆, which controls the decay length in the superconductor, is expected. This is especially true
for θSC ≫ 90◦ and ν close to 1 and 3. For non-ideal interfaces, we observed that increasing µSC/µQH

decreases the value of τ and that τ vanishes as Z ≫ 1. Interestingly, we saw that τ is enhanced at
intermediate values of Z for ν > 2, as we found for the hole content f+h in Fig. 3.10b.

Hence, for ideal interfaces with θSC ≤ 90◦, t/µSC ≳ 20 and µQH/∆ ≳ 5, the Andreev conversion τ
depends only on the corner geometry and the filling factor. In the following we choose t/µSC = 20 and
µQH/∆ = 10 to study these dependencies.

In Fig. 3.17 we represent the dependence of τ on θQH and θSC for various values of the filling factor
with µQH = µSC = 10∆ and Z = 0. Fig. 3.17a shows the variations with θSC at θQH = 90◦. We see a
weak dependence on θSC for angles up to 90◦. This is not surprising as the propagation of the chiral edge
states does not involve the SC-vacuum interface. The residual effect of θSC on the scattering probability
is due to the modified decay of the edge state wave function into the bulk in the vicinity of the corner.
We illustrate this in Fig. 3.18 by plotting the probability density |u|2−|v|2 of an incoming electron state:
it can be seen that it is vanishingly small at angles < 90◦ within the SC region. By contrast, τ decreases
as θQH is increased. The stronger sensitivity of τ on θQH can be understood as stemming from the fact
that this angle directly determines the propagation direction of the edge state and thus the projection
of the momentum of the incoming state onto the direction of the interface.

A more realistic interface is obtained when allowing for different values of µQH and µSC as well as for
an interface barrier Z ̸= 0. As an example, we show in Fig. 3.19 the evolution of τ as a function of θQH

with µSC = 2µQH and Z = 0.7. The behavior is qualitatively similar though the variation with angle
is less pronounced. The stronger variation with ν reflects the stronger variation of f+h at intermediate
values of Z shown in Fig. 3.10b.

This concludes the present section on the tight-binding binding simulations. In the next section we
derive an effective model of the junction allowing us to reproduce the effects presented here.

3.5 One-dimensional effective model

Effective one-dimensional models are very useful to obtain a qualitative understanding of the edge state
physics. They have been extensively used in recent works [Zhao et al. 2020, Hatefipour et al. 2022,
Kurilovich et al. 2022, Schiller et al. 2022, Gül et al. 2022, Kurilovich & Glazman 2022,
Michelsen et al. 2023] to describe the CAES. In this section, we address the question how to in-
corporate the effects discussed above into such an effective model. We will start with the simplest model
and show how to modify it in order to reproduce these effects.
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Figure 3.17: Conversion probability τ for various values of the filling factor ν as a function of (a) the SC
angle θSC with θQH = 90◦ and (b) the QH angle θQH with θSC = 90◦. µQH = µSC = 10∆ and Z = 0.
To minimize lattice effects, we only show commensurate angles. The solid lines are a guide to the eye.
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Figure 3.18: Probability density |u(r⃗)|2 − |v(r⃗)|2 of an incoming electron state for θSC = 45◦ and
θQH = 90◦. The interference of CAES along the QH-SC interface (black line) can be clearly seen.
Note that the wave function does not have any weight in the vicinity of the SC-vacuum boundary. The
parameters are µQH = µSC = 10∆, ν = 2 and Z = 0.
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Figure 3.19: Conversion probability τ versus the angle θQH for a non-ideal interface at various values of
ν. Here θSC = 90◦, µSC = 2µQH = 20∆, and Z = 0.7. As in Fig. 3.17, we only show commensurate
angles, and the solid lines are a guide to the eye.

3.5.1 Hamiltonian and wave functions
The starting point is the one-dimensional BdG Hamiltonian,

H̃ =

(
−iℏ 1

2{ṽ(y), ∂y} − µ̃(y) ∆̃(y)

∆̃∗(y) −iℏ 1
2{ṽ(y), ∂y}+ µ̃(y)

)
, (3.82)

where y denotes the coordinate along the QH edge, ∆̃(y) are the induced superconducting correlations,
ṽ(y) is the edge state velocity, and µ̃(y) is an effective chemical potential. Furthermore, the anti-
commutator {., .} ensures Hermiticity even if the velocity depends on the y-coordinate. We start with
the simplest model of a single-corner system as the one depicted in Fig. 3.14 where the change from
vacuum to superconducting edge arises at y = 0. We choose ṽ(y) = vvacΘ(−y) + vΘ(y) and µ̃(y) =
µvacΘ(−y)+µΘ(y) where v is the CAES velocity introduced in Eq. (3.33). Moreover, the simplest model
often used to describe such systems consists of choosing a step function for the induced correlations,
∆̃(y) = ∆̃Θ(y). Denoting an eigenvector of the BdG Hamiltonian (3.82) by ψ(y) = (U(y), V (y))

T , the
Schrödinger equation yields the following system,

−iℏ
[
ṽU ′ +

1

2
ṽ′U

]
+ ∆̃V = (E + µ̃)U, (3.83)

−iℏ
[
ṽV ′ +

1

2
ṽ′V

]
+ ∆̃∗U = (E − µ̃)V. (3.84)

Since this system involves derivatives of the velocity, which is a Dirac-delta, the functions U(y) and V (y)
are discontinuous and so we cannot use them to perform the matching procedure. To get around this
problem, we set

U(y) =
Ũ(y)√
ṽ(y)

, V (y) =
Ṽ (y)√
ṽ(y)

, (3.85)

and the previous system becomes,

−iℏṽŨ ′ + ∆̃Ṽ = (E + µ̃)Ũ , (3.86)

−iℏṽṼ ′ + ∆̃∗Ũ = (E − µ̃)Ṽ , (3.87)

which is the same as before with ṽ′(y) = 0 such that Ũ(y) and Ṽ (y) are now continuous functions and we

can use the wave function ψ̃(y) =
(
Ũ(y), Ṽ (y)

)T
to perform the matching procedure. The most general
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solutions for a superconducting edge with parameters independent of y are given by,

ψ̃(y) = c1

(
u1
v1

)
eλ1y + c2

(
u2
v2

)
eλ2y, (3.88)

with c1,2 constants and,

λ1,2 =
i

ℏṽ

(
E ±

√
µ̃2 + |∆̃|2

)
= ik1,2, (3.89)

(
u1,2
v1,2

)
=


− 1

|∆̃|

(
µ̃ ±

√
µ̃2 + |∆̃|2

)
eiarg(∆̃)

1


 =

(
γ1,2
1

)
, (3.90)

where we have introduced the momentum of the two modes ℏṽk1,2 = E ±
√
µ̃2 + |∆̃|2. For a normal

edge the solutions are given by,

ψ̃vac(y) = cvac1

(
1
0

)
ei

E+µvac
ℏvvac

y + cvac2

(
0
1

)
ei

E−µvac
ℏvvac

y . (3.91)

3.5.2 Hole content
Here we use the effective Hamiltonian (3.82) to compute the zero-bias hole content f±h introduced in
Sec. 3.3.3 for an infinite QH-SC interface with a real superconducting order parameter. For such an
infinite interface with E = 0, the normalized wave functions are given by

ψ̃(y) =
1√

1 + γ2+

(
γ+
1

)
eik0y +

1√
1 + γ2−

(
γ−
1

)
e−ik0y, (3.92)

where have used γ± = (µ ∓
√
µ2 + ∆̃2)/∆̃ and we have identified the zero-bias momentum ℏvk0 =

−
√
µ2 + ∆̃2. We can then write the hole content as f±h = 1/(1 + γ2±) =

(
1± µ/

√
µ2 + ∆̃2

)
/2 and, to

match the results of Sec. 3.3, we have to set µ = −ℏvk0(1− 2f+h ) and ∆̃ = ℏvk0
√
f+h (1− f+h ).

3.5.3 Andreev conversion τ0 in the simplest model
In the simplest model of a single corner we consider a QH edge state propagating along an interface with
the vacuum for y < 0 and along a superconducting interface for y > 0. Considering an incoming electron
from the vacuum, a real parameter ∆̃, and E = 0, the wave functions are given by,

ψ̃(y) =





(
1

0

)
eik

vac
0 y for y < 0

tqe,e√
1+γ2

+

(
γ+

1

)
eik0y +

tqh,e√
1+γ2

−

(
γ−

1

)
e−ik0y for y > 0

, (3.93)

where we have introduced kvac0 = µvac/(ℏvvac). The matching of the wave functions at y = 0 yields the
conversion probability of an electron into a quasi-hole,

τ0 = f+h . (3.94)

This clearly is not sufficient to correctly describe the scattering – if only because it doesn’t depend on
the geometry of the contact point. To obtain a conversion probability τ ̸= τ0, one needs to include a
spatial variation of the induced correlations ∆̃(y) in the vicinity of y = 0. This is the aim of the next
section.
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3.5.4 Andreev conversion τ in a modified model with a barrier region

We consider a more general model with a barrier region, −Lb/2 < y < Lb/2, characterized by the
parameters ṽ(y) = vb, µ̃(y) = µb, and ∆̃(y) = ∆be

iϕb . Note that the relative superconducting phase
between the barrier and the bulk is allowed as time-reversal symmetry is broken by the applied field.
Solving the Schrödinger equation in the three regions (QH-vacuum interface at y < −Lb/2, barrier, and
QH-SC interface at y > Lb/2), matching the solutions at y = ±Lb/2, and solving the resulting system,
we obtain,

τ =
(√
τ0 cosβb +

√
1− τ0 sinβb

)2 − 4
√
τ0(1− τ0) sinβb cosβb cos

2 ϕb − δb
2

, (3.95)

with αb =
√
µ2
b +∆2

bLb/vb, sinβb = sinαb ∆b/
√
µ2
b +∆2

b , and tan δb = cotαb

√
µ2
b +∆2

b/µb. This model
has sufficient parameters to obtain an arbitrary value of τ for a given τ0. Thus, in principal, this
effective one-dimensional model can be used to describe an arbitrary geometry. However, there is no
straightforward way to estimate the barrier parameters.

3.6 Downstream conductance at zero and finite temperatures

We are now in a position to compute the downstream conductance introduced in Sec. 3.2. We first give
the zero temperature results and then we look at finite temperatures.

3.6.1 Zero-temperature results

We show in Fig. 3.20 the downstream conductance derived in Eq. (3.3) as a function of the length of the
QH-SC interface obtained from a full tight-binding simulation of the structure shown in Fig. 3.1. Here
the same parameters were used as in Fig. 3.19 with ν = 2.8. It is compared with the result of the effective
1D model, where we set Lb = ξ/10, vb = v, and µb = µSC . We use a numerical minimization procedure
to find the values of ∆b and ϕb that give the scattering probabilities τ1 and τ2 obtained from the tight-
binding model. Fitting parameters for Fig. 3.20 are ∆b1 = 10.08∆, ϕb1 = 3.382 and ∆b2 = 0.32∆,
ϕb2 = 3.002. (Note that this choice is not unique.) In addition, we adjust the scattering phase ϕ12
appearing in Eq. (3.14) so that the effective model matches the simulation at large L. A small mismatch
between the values of k0 can be attributed to lattice effects. Furthermore, deviations are visible at small
lengths when the two corners cannot be treated as independent as assumed in Eq. (3.14). In particular,
we need L,WQH ≥ 2lB for the downstream conductance to start to develop (WQH being the width of
the QH region introduced in Fig. 3.1).

3.6.2 Finite-temperature results

We now use Kwant to compute the finite-temperature downstream conductance [Datta 1997],

Gd(T ) = G0

∫
dE

1− 2Ph(E)

4kBT cosh2
(

E
2kBT

) ≈ G0

∫ ∆

−∆

dE
1− 2Ph(E)

4kBT cosh2
(

E
2kBT

) , (3.96)

where Ph(E) is given in Eq. (3.14) and the approximation is valid as long as kBT ≪ ∆ [this formula is
analogous to the one introduced in the appendix on the Landauer-Büttiker formalism, see Eq. (A.72).]. As
we can see, the finite-temperature conductance involves the Andreev conversions τi at finite-bias. More-
over, while additional non-chiral edge states are not expected to play a role at zero-bias (see Sec. 3.3.2.2),
we can expect them to have an effect at finite-bias. Furthermore, at finite temperature, the linear ap-
proximation for the dispersion of the CAES may not be sufficient. Also, if δk or ϕ12 varies significantly
with energy on the scale kBT , the oscillations of the downstream conductance should be averaged out
upon increasing temperature. However, we find numerically that these effects are small in experimentally
relevant parameter regimes. To see that, we need to study the energy-dependency of the parameters
determining the downstream Andreev conversion Ph. The momentum difference δk(E) can be obtained



80 Chapter 3. Chiral Andreev edge states in quantum Hall-superconductor junctions

0 5 10 15 20 25 30
L/lB

−1.0

−0.5

0.0

0.5

1.0

G
d
/G

0

TB

ana

Figure 3.20: Conductance oscillations as a function of length L of an asymmetric junction, θQH
1 = 0

and θQH
2 = 90◦ whereas θSC

1 = θSC
2 = 90◦. We compare a full tight-binding simulation (TB) with the

results of the effective one-dimensional model (ana). Here ν = 2.8, µSC = 2µQH = 20∆, and Z = 0.7.
The scattering phase ϕ12 in Eq. (3.14) is adjusted to match the results of the tight-binding simulation
at large L.

from the microscopic model. We find that, even beyond the regime where the edge state spectrum is lin-
ear, the variation of δk remains small. We illustrate our findings in Fig. 3.21. Here the same parameters
as in Fig. 3.20 were used. The spectrum is shown in Fig. 3.21a. Additional non-chiral edge states are
visible at energies |E| ≳ ∆/2. The relative deviations of δk(E) from δk(0) = 2k0 are shown in Fig. 3.21b.
For small enough energies, the deviations are small, implying a nearly constant period of the oscillations.
Figs. 3.21c and 3.21d show the energy dependence of the conversion probabilities τ1 and τ2. Again, the
variation is weak up to the energy where additional sub-gap states appear. This is consistent with what
one would obtain from our effective 1D model, where there is no energy dependence. The scattering
phase (not shown) remains approximatively constant in this regime as well. These results suggest that
the zero-temperature results obtained for the downstream conductance are robust as long as kBT ≪ ∆.
This is confirmed by a full tight-binding simulation, shown in Fig. 3.22. For kBT/∆ = 0.1, the result
is almost unchanged. By contrast, at the larger temperature kBT/∆ = 0.5, a clear suppression of the
amplitude of the oscillations is observed while the mean value increases as energies close to ∆ start to
contribute, where variations of δk become non-negligible and τi → 0.

3.7 Conclusion

In this chapter, we have studied the downstream conductance mediated by CAES in QH-SC junctions.
In particular, we found that the geometry and the value of the filling factor play an important role.
This limits the applicability of simple effective one-dimensional models that are often used to describe
such systems. We showed that the most general effective one-dimensional model containing a complex
pairing potential localized in the region where the QH-vacuum edge meets the QH-SC edge allows one
to model an arbitrary electron-hole conversion probability even if there is no clear prescription as to
how parameters have to be chosen. We note that the geometry dependence may be exploited to device
asymmetric junctions, where the overall electron-hole conversion probability is enhanced and the averaged
downstream conductance can become negative. This can be a way to obtain clearer signatures of the
Andreev conversion at the QH-SC interface.

Our work concentrated on the clean case. It will be interesting to explore how these features are
modified by disorder or in the presence of superconducting vortices. Moreover, it would be useful to
study the geometry effects by considering a graphene sample as many experiments are using such de-
vices. As another perspective, one can think about doing the same work with spin-polarized electrons.
Indeed, CAES made of spin-polarized electrons are expected to be useful for topologically protected
quantum computing [Nayak et al. 2008, Mong et al. 2014, Clarke et al. 2014]. Some works have already
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Figure 3.21: Energy dependence of various parameters necessary to determine the downstream conduc-
tance at finite temperature. Parameters are the same as in Fig. 3.96. (a) Energy spectrum. (b) Variation
of the relative momentum difference |δk(E)− 2k0|/2k0 of the pair of CAES. (c) & (d) Conversion prob-
ability τ1 = τ(θQH = 0, θSC = 90◦) and τ2 = τ(θQH = 90◦, θSC = 90◦) Variations in Figs. (b-d) are seen
to be small as long as |E| ≪ ∆.
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Figure 3.22: Downstream conductance at different temperatures. The zero-temperature result is shown
by blue dots. At kBT = ∆/10 (orange line), there is almost no change. By contrast, a clear reduction
of the amplitude of the oscillations is observed at kBT = ∆/2 (green line). Parameters are the same as
in Fig. 3.20.



82 Chapter 3. Chiral Andreev edge states in quantum Hall-superconductor junctions

considered the spin-polarized case [van Ostaay et al. 2011, Michelsen et al. 2023], but a complete micro-
scopic description is still needed. Note that spin-polarized electrons cannot form Cooper pairs when
being in proximity with a s-wave superconductor such that no Andreev reflection is possible. A solution
to this issue is to use a 2DEG material with a strong spin-orbit coupling (due to the Rashba effect for
instance) such that Cooper pairs can be formed or to use a superconductor with a spin-triplet order
parameter [Alicea 2012].
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This chapter is an extension of the previous one in which we consider a second quantum Hall region at
the right-hand side of the superconductor, namely we consider a quantum Hall-superconductor-quantum
Hall (QH-SC-QH) junction. We study the energy spectrum and the transport properties of a QH-SC-QH
junction with a ribbon geometry and made of spinful electrons, where the two QH-SC interfaces host
counter-propagating pairs of CAES. The energy spectrum is determined using a microscopic model,
while the transport properties are calculated using a one-dimensional effective model. This work aims
at describing the crossed Andreev processes occurring in this type of junctions as observed in recent
experiments [Lee et al. 2017, Gül et al. 2022], where the superconductor has a finger shape. This is a
preliminary step towards the study of the spin-polarized case, which is expected to exhibit a Majorana
zero mode at the end of such a superconducting finger.

4.1 Introduction
We consider a QH-SC-QH junction with a ribbon geometry as shown in Fig. 4.1. The system can be
viewed as a quantum Hall sample on which a superconductor of width W is deposited, thus forming two
QH-SC interfaces of length L. In continuity with the previous chapter, we focus on the situation where
a single spin-degenerate Landau level is filled in the quantum Hall region so that the QH-SC interfaces
host counter-propagating pairs of CAES.

When the length L of the QH-SC interfaces is infinite we can compute the energy spectrum of the
counter-propagating pairs of CAES with a continuum microscopic model and, as we will see, it shows an
energy gap which decreases exponentially with W/ξ, where ξ is the superconducting coherence length.
Indeed, we will observe that the counter-propagating CAES are coupled because their wavefunctions
extend into the region covered by the superconductor on the length scale ξ, leading to a gap in the
energy spectrum.

To investigate the transport properties of the junction we must consider a finite length L of the
QH-SC interfaces. As we saw in the previous chapter, the scattering probabilities depend strongly on
the geometry of the system, so a full two-dimensional description is needed to calculate them. However,
we have not developed such a model due to lack of time, but have used a simple one-dimensional effective
model that allows us to obtain a qualitative understanding of the transport properties. When the counter-
propagating CAES are well coupled, two electrons from different QH-SC interfaces can transfer into the
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Figure 4.1: QH-SC-QH setup. An incoming electron from the top reservoir of the left (L) quantum Hall
region can propagate along the left interface with the superconductor (SC) as a chiral Andreev edge state
(CAES) and then be transmitted in the bottom left reservoir as an electron or as a hole with respective
amplitudes pLe and pLh. Moreover, the incoming electron can tunnel through the right (R) region and
propagate along the right QH-SC interface as a CAES before being transmitted in the top right reservoir
as an electron or as a hole with respective amplitudes pRe and pRh . Here V is the voltage biased between
the top left reservoir and the superconductor while IL and IR are respectively the currents flowing in
the bottom left and in the top right reservoirs. The length of the QH-SC interfaces and the width of the
superconductor are respectively denoted by L and W .
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superconductor as a Cooper pair, annihilating an electron at one interface and leaving a hole propagating
at the other interface. This process, called crossed Andreev reflection (CAR), was described in detail
in Sec. 2.1.5 for a normal metal-superconductor-normal metal junction. Additionally, an electron at
one side can also be transferred to the other side of the superconductor as an electron as discussed in
Sec. 2.1.5. Thus, an incoming electron from the left can be transferred to the right as an electron or as
a hole with respective amplitudes pRe and pRh . Since the CAES are gapped along the superconductor,
these non-local processes are expected to be the only possible ones when the length L of the QH-SC
interfaces tends to infinity. On the other hand, if L is comparable to ξ̃, where ξ̃ is an effective coherence
length [See Eq. (4.56)], an incoming electron from the top of the left region can also be transferred to the
bottom of the left region as an electron or as a hole with respective amplitudes pLe and pLh. Moreover, in
the limit W → ∞, an incoming electron from the upper edge of the left region will only be transferred
to the lower edge of the left region, as for the single QH-SC interface studied in the previous chapter.
We thus see that, in the general case, the four scattering processes characterized by pLe,h and pRe,h are in
competition and depend on the system dimensions. To probe these processes in an experiment, one can
measure the local and non-local conductances, denoted GLL and GRL, respectively. These are defined as

GLL =
∂IL
∂V

= G0(P
L
e − PL

h ), (4.1)

GRL =
∂IR
∂V

= G0(P
R
e − PR

h ), (4.2)

where V is the voltage biased between the top left reservoir and the superconductor while IL and IR are
the currents flowing in the bottom left and top right reservoirs respectively, see Fig. 4.1. (Recall that
G0 = 2e2/h is the quantum of conductance.) Here we have introduced the scattering probabilities

PL
e = |pLe |2, PL

h = |pLh|2, PR
e = |pRe |2, PR

h = |pRh |2, (4.3)

where PL
e + PL

h + PR
e + PR

h = 1.
This chapter is organized as follows. In Sec. 4.2 we use a microscopic continuum model to determine

the energy spectrum of the counter propagating pairs of CAES, similarly to what we did in the previous
chapter. Furthermore, we use this model to study the evolution of the energy gap with the width W
of the superconductor. In Sec. 4.3 we derive the one-dimensional effective Hamiltonian describing the
counter-propagating CAES, and we fit the resulting effective spectrum to the microscopic spectrum to
determine the effective parameters. We then use our effective model to calculate the transport properties
in Sec. 4.4, and we conclude and provide perspectives in Sec. 4.5.

4.2 Energy spectrum
We consider a QH-SC-QH junction with a ribbon geometry that is invariant along the interfaces’ direction
y as depicted in Fig. 4.2. The junction consists in a 2DEG in the quantum Hall regime on top of which
is deposited a superconductor of width W . The superconducting interfaces located at x = ±W/2 exhibit
each one pair of CAES with opposite chiralities. Moreover, we consider semi-infinite quantum Hall
regions at the left (L) and right (R) hand sides of the superconductor.

As in Chap. 3, we describe the junction with a microscopic BdG Hamiltonian,

H(r⃗) =

(
H0(r⃗)− µ(x) ∆(x)

∆∗(x) −H∗
0 (r⃗) + µ(x)

)
, (4.4)

with r⃗ = (x, y) and,

H0(r⃗) =
1

2m(x)

(
−iℏ∇⃗ − eA⃗(x)

)2
+ V (x). (4.5)

The spatial dependency of the parameters is given by,

m(x), µ(x), ∆(x) =

{
mQH , µQH , 0 for |x| ≥W/2,

mSC , µSC , ∆ for |x| < W/2,
(4.6)
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Figure 4.2: Infinite QH-SC-QH junction where a superconductor of width W is deposited on top of a
2DEG in the quantum Hall regime. We have represented the counter-propagating pairs of CAES at the
superconducting interfaces located at x = ±W/2.

where m(x) is an effective mass, µ(x) is the chemical potential measured from the band bottom, ∆(x) is
the superconducting order parameter (that we choose to be real), A⃗(x) = B[(x+W/2)Θ(−x−W/2) +
(x −W/2)Θ(x −W/2)]ûy is the Landau gauge preserving translational invariance along the interfaces’
direction for an external magnetic field B⃗ = Bûz, and V (x) = V0[δ(x+W/2) + δ(x−W/2)] models the
interfaces barriers. Again, considering periodic boundary conditions along the y-axis, the wave functions
can be written as,

Ψ(r⃗) =
eikyy

√
Ly

ψky
(x), (4.7)

where Ly is the length of the system along the y-direction and ψky is the transverse wave function. The
transverse wave functions have been derived in Sec. 2.1.2 and are given by1,

ψky
(x) =





ψL
ky
(x) for x ≤ −W/2

ψSC
ky

(x) for − LSC/2 < x ≤W/2

ψR
ky
(x) for x > W/2

, (4.8)

with,

ψ
L/R
ky

(x) = aL/R

(
1
0

)
χ
L/R
+ (x±W/2) + bL/R

(
0
1

)
χ
L/R
− (x±W/2), (4.9)

ψSC
ky

(x) = c1

(
γ
1

)
ϕ+(x) + c2

(
γ
1

)
ϕ−(x) + c3

(
γ∗

1

)
ϕ∗+(x) + c4

(
γ∗

1

)
ϕ∗−(x), (4.10)

where,

χ
L/R
± (s) = N

L/R
± U

L/R
± (s), (4.11)

UL
±(s) = U

[
−µQH ± E

ℏωc
,−

√
2

lB
(s∓ kyl

2
B)

]
, NL

± =

∫ −W/2

−∞
|UL

±(s)|2ds, (4.12)

UR
±(s) = U

[
−µQH ± E

ℏωc
,+

√
2

lB
(s∓ kyl

2
B)

]
, NR

± =

∫ ∞

W/2

|UR
±(s)|2ds, (4.13)

ϕ±(x) =

√
Im{q}

sinh(Im{q}W )
e±iqx, q =

√
(kSC

F )2 − k2y + 2imSC

√
∆2 − E2, γ =

∆

E − i
√
∆2 − E2

,

(4.14)

and U(a, z) are parabolic cylinder functions as introduced in Eq. (2.78). We also used the cyclotron
frequency ωc = eB/mQH and the magnetic length lB =

√
ℏ/(eB). In contrast to the previous chapter

where we considered a single QH-SC interface, here we keep the four possible terms in the superconducting
wave function because we have two QH-SC interfaces and so all these terms are evanescent. Note that

1We consider only sub-gap states with |E| < ∆.
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we focus here only on the case where a single electron-hole pair of CAES propagates along each QH-SC
interface. For this we consider a filling factor ν = 2µQH/(ℏωc) between 1 and 3. As in Sec. 3.3.2.1,
in order to derive the secular equation which allows us to obtain the energy spectrum of the counter-
propagating CAES, we have to match the wave functions and their derivatives at the two superconducting
interfaces located at x = ±W/2. At the left interface the matching procedure is

ψQH
ky

(−W/2) = ψSC
ky

(−W/2) ≡ ψky (−W/2),
mQH

mSC
ψSC
ky

′
(−W/2)− ψL

ky

′
(−W/2) = ZkQH

F ψky
(−W/2),

(4.15)

and at the right interface it is

ψR
ky
(W/2) = ψSC

ky
(W/2) ≡ ψky

(W/2),

ψR
ky

′
(W/2)− mQH

mSC
ψSC
ky

′
(−W/2) = ZkQH

F ψky
(W/2),

(4.16)

where Z = 2mQHV0/(ℏ2kQH
F ) is the barrier strength. Writing the constants aL/R and bL/R in terms of

the constants ci the resulting system can be written as M · C = 0, with C = (c1 c2 c3 c4)
T and

M = (4.17)



γ [G′
L −GLA−] e

−iqW
2 γ [G′

L −GLB−] e
iqW

2 γ∗
[
G′

L −GLA∗
−
]
eiq

∗ W
2 γ∗

[
G′

L −GLB∗
−
]
e−iq∗ W

2

[H ′
L −HLA−] e

−iqW
2 [H ′

L −HLB−] e
iqW

2

[
H ′

L −HLA∗
−
]
eiq

∗ W
2

[
H ′

L −HLB∗
−
]
e−iq∗ W

2

γ [G′
R −GRA+] e

iqW
2 γ [G′

R −GRB+] e
−iqW

2 γ∗
[
G′

R −GRA∗
+

]
e−iq∗ W

2 γ∗
[
G′

R −GRB∗
+

]
eiq

∗ W
2

[H ′
R −HRA+] e

iqW
2 [H ′

R −HRB+] e
−iqW

2

[
H ′

R −HRA∗
+

]
e−iq∗ W

2

[
H ′

R −HRB∗
+

]
eiq

∗ W
2


 ,

where we have introduced the shorthand notations,

A± =

(
i
mQH

mSC
q ± ZkQH

F

)
, B± =

(
−imQH

mSC
q ± ZkQH

F

)
, (4.18)

GL/R = U
L/R
+ (0), HL/R = U

L/R
− (0), (4.19)

G′
L = ∂xU

L
+(x−W/2)

∣∣
x=W/2

, H ′
L = ∂xU

L
−(x−W/2)

∣∣
x=W/2

, (4.20)

G′
R = ∂xU

R
+ (x+W/2)

∣∣
x=−W/2

, H ′
R = ∂xU

R
−(x+W/2)

∣∣
x=−W/2

, (4.21)

with UL
±(s) and UR

±(s) the parabolic cylinder functions introduced in Eqs. (4.12) and (4.13). We can
then write the secular equation for the QH-SC-QH junction as,

s(E, ky) = detM = 0, (4.22)

from which we can obtain the energy spectrum. In Fig. 4.3, Fig. 4.4, and Fig. 4.5 we show the energy
spectrum for various values of W at fillings ν = 1.2, ν = 2, and ν = 2.8 respectively. For W = 0,
we observe flat Landau levels as expected for a quantum Hall sample. When W starts to be different
from zero, the Landau levels in the left and right regions become coupled by the superconductor, leading
to various kind of energy branches depending on the ratio W/ξ and on the value of ν. We distinguish
between two different energy gaps, which are shown in Fig. 4.4e: a gap δ0 at ky = 0 and a gap δ̃ at
k = ±k̃. For W/ξ ≫ 1 the counter-propagating pairs of CAES are very weakly coupled and the energy
gaps become very small. We can see this in the zooms we made for the values W/ξ = 5 and W/ξ = 10.
In Fig. 4.6 we plot the evolution of the gaps with the width W of the superconductor in semi-log scale.
We see that they oscillate and decrease exponentially with W/ξ. From the slopes a of the lines passing
through the maxima, we can determine the exponential decay rates. We see that the slope decreases with
ν for the gap δ0 (from -0.79 for ν = 1.2 to -0.9 for ν = 2.8), while it increases with ν for the gap δ̃ (from
-1.12 to -0.96). Thus, the gaps decay as e−αW/ξ with α ≈ 1. These exponentially decreasing oscillations
can be related to the oscillating exponential decay of the CAES wave functions in the superconductor,
as shown in Fig. 3.10b of the previous chapter. Hence, for W/ξ → ∞, the gaps tend to zero and



88 Chapter 4. Counter propagating chiral Andreev edge states in QH-SC-QH junctions

the system can be treated as two independent QH-SC interfaces. In that case, the momentum value
|ky| = k̃ at which the energy branches cross the Fermi level is the same as the momentum k0 calculated
in the previous chapter in Eq. (3.32). To better appreciate the similarity between the spectrum of the
QH-SC-QH junction and the spectra of two independent QH-SC interfaces when W/ξ ≫ 1, in Fig. 4.7 we
compare the spectra obtained for W/ξ = 10 with those determined in the previous chapter for a QH-SC
junction (see Sec. 3.3.2). In this figure we see a very nice correspondence between the energy branches
of the QH-SC junction and those associated with the left QH-SC interface of the QH-SC-QH junction.
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Figure 4.3: Energy spectrum of the QH-SC-QH junction for various values of W with ν = 1.2. The
parameters are mQH = mSC , µQH = µSC = 1.25∆, and Z = 0.
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Figure 4.4: Energy spectrum of the QH-SC-QH junction for various values of W with ν = 2. The
parameters are mQH = mSC , µQH = µSC = 1.25∆, and Z = 0.
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Figure 4.5: Energy spectrum of the QH-SC-QH junction for various values of W with ν = 2.8. The
parameters are mQH = mSC , µQH = µSC = 1.25∆, and Z = 0.
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Figure 4.6: Evolution of the gaps δ0 (top row) and δ̃ (bottom row) depicted in Fig. 4.4e as a function
of W/ξ for the fillings (a) ν = 1.2, (b) ν = 2, and (c) ν = 2.8. We observe that the gaps oscillate while
decreasing exponentially with W/ξ. The parameters are mQH = mSC , µQH = µSC = 1.25∆, and Z = 0.
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Figure 4.7: Comparison between the energy spectra obtained for a QH-SC junction and those obtained
for a QH-SC-QH junction with W/ξ = 10. In (a) we set ν = 1.2, in (b) ν = 2, and in (c) ν = 2.8. We see
that the energy branches of the left interface of the QH-SC-QH junction perfectly match the branches
of the QH-SC junction. The parameters are mQH = mSC , µQH = µSC = 1.25∆, and Z = 0.
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In the next section we derive a one-dimensional effective Hamiltonian describing the counter-
propagating pairs of CAES and we use it to calculate an effective energy spectrum. Then, by fitting the
effective spectrum to the microscopic one, we can determine the values of the effective parameters. This
allows us to study the transport properties of the junction by using our effective model in Sec. 4.4. As
discussed in the previous chapter, such an effective model is not sufficient to account for the effects of
geometry, but at least it allows for a qualitative understanding of the system.

4.3 Energy spectrum from a one-dimensional effective model
Here we use a one-dimensional effective model to describe the junction. We compute the energy spectrum
obtained from this effective model and use it to fit the low-energy branches of the microscopic spectrum.
In particular, this allows us to choose between two possible choices for the relative sign connecting the
pairings at the left and right QH-SC interfaces.

In Sec. 4.3.1 we derive the effective Hamiltonian describing the counter-propagating pairs of CAES
and we determine the resulting energy spectrum. In Sec. 4.3.2 we use the effective spectrum to fit the one
obtained in the previous section from a microscopic model in order to determine the effective parameters.

4.3.1 Effective Hamiltonian and energy spectrum
We start by deriving the effective Hamiltonian and then we calculate the effective dispersion of the
counter-propagating pairs of CAES.

4.3.1.1 Effective Hamiltonian

We consider a one-dimensional effective model as the one used in Sec. 3.5. The effective Hamiltonian for a
chiral edge state with velocity v and chemical potential µ can be written as

∑
k,σ(ℏvk−µ)c

†
k,σck,σ, where

σ =↑, ↓ stands for the spin and k is the momentum along the edge. Since we consider counter-propagating
chiral edge states, the effective Hamiltonian of the QH-SC-QH junction must contain a second copy of
this Hamiltonian with v → −v. Moreover, the superconducting couplings at the left and right QH-SC
interfaces add a contribution to the Hamiltonian of the form

∑
k

[
∆1c

†
k1↑c

†
−k1↓ +∆2c

†
k2↑c

†
−k2↓ + h.c.

]
,

where the label 1 (2) stands for the left (right) QH-SC interface. Finally, the effective Hamiltonian should
contain a last contribution coming from the coupling between the CAES propagating along the left and
right interfaces. This contribution takes the form

∑
k

[
∆12c

†
k1↑c

†
−k2↓ +∆21c

†
k2↑c

†
−k1↓ + h.c.

]
. The full

effective Hamiltonian describing the QH-SC-QH junction can thus be written as,

H = H0 +H∆, (4.23)

H0 =
∑

k

[
(ℏvk − µ)c†k1↑ck1↑ + (ℏvk − µ)c†k1↓ck1↓ + (−ℏvk − µ)c†k2↑ck2↑ + (−ℏvk − µ)c†k2↓ck2↓

]
,

(4.24)

H∆ =
∑

k

[
∆1c

†
k1↑c

†
−k1↓ +∆2c

†
k2↑c

†
−k2↓ +∆12c

†
k1↑c

†
−k2↓ +∆21c

†
k2↑c

†
−k1↓ + h.c.

]
. (4.25)

Introducing the Nambu spinor ψk =
(
ck1↑, ck2↑, c

†
−k1↓, c

†
−k2↓

)T
and the single-particle Hamiltonian

H(k) =




ℏvk − µ 0 ∆1 ∆12

0 −ℏvk − µ ∆21 ∆2

∆∗
1 ∆∗

21 ℏvk + µ 0
∆∗

12 ∆∗
2 0 −ℏvk + µ


 , (4.26)

we can rewrite the effective Hamiltonian (4.23) as H =
∑

k ψ
†
kH(k)ψk. In the following we use the

single-particle Hamiltonian (4.26) to derive the energy spectrum and the wave functions of the system.
To do so, we need to simplify it. First, as we have only one superconductor in the system, we can consider
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the superconducting couplings as reals (see Eq. (2.13) and the related discussion). Then, from the pair
potential introduced in Eq. (B.20), we can write

∆12 ∝
∑

k

⟨ck1↑c−k2↓⟩ = −
∑

k

⟨c−k2↓ck1↑⟩ =
∑

k

⟨ck2↑c−k1↓⟩ ∝ ∆21, (4.27)

where in the last equality we have used [Mineev & Samokhin 1999] ∆k,↑↓ = −∆−k,↓↑. We thus set
∆12 = ∆21 in the following. Moreover, the structure of the junction implies |∆1| = |∆2| such that we
have to distinguish between two possible choices: i) ∆1 = ∆2 and ii) ∆1 = −∆2.

4.3.1.2 Energy spectrum

In the case where ∆1 = ∆2 = ∆0, the energy spectrum is given by

Ei
sn(k) = s

√
ℏ2v2k2 + µ2 +∆2

0 +∆2
12 + 2n

√
∆2

0∆
2
12 + ℏ2v2k2(µ2 +∆2

0), (4.28)

where s = ± stands for the chirality (+ corresponding to interface 1 and − to interface 2) and
n = ± stands for the type of particle (+ for electron-like quasiparticles and − for hole-like quasi-
particles). We have represented this dispersion in Fig. 4.8a in which we distinguish between two
different energy gaps. At k = 0 there is a gap δ0 =

√
µ2 + (∆0 +∆12)2 −

√
µ2 + (∆0 −∆12)2 and

at k = ± 1
ℏv

√
[µ2+∆0(∆0+∆12)][µ2+∆0(∆0−∆12)]

µ2+∆2
0

there is a gap δ̃ = 2µ∆12√
µ2+∆2

0

. On the other hand, if

∆1 = −∆2 = ∆0, the energy spectrum reads

Eii
sn(k) = s

√
ℏ2v2k2 + µ2 +∆2

0 +∆2
12 + 2nℏv|k|

√
µ2 +∆2

0. (4.29)

The corresponding dispersion is shown in Fig. 4.8b. Here the states are doubly degenerate at k = 0 and
there is a gap δ = 2∆12 at k = ± 1

ℏv

√
µ2 +∆2

0.
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Figure 4.8: Band structures of the QH-SC-QH junction obtained from the effective Hamiltonian (4.26).
In (a) the band structure has been represented in the case where ∆1 = ∆2 = ∆0. We observe two
different gaps: a gap δ0 at k = 0 and a gap δ̃ at k = ±k̃. In (b) the band structure has been represented
in the case where ∆1 = −∆2 = ∆0. Here the states are doubly degenerate at k = 0 and have a gap
δ = 2∆12 at k = ± 1

ℏv

√
µ2 +∆2

0. We have chosen the parameters such that the gap δ0 is large, namely
we have set v = 1, µ = 1, ∆0 = 0.8µ, and ∆12 = 0.7µ.

In the next subsection we compare the effective spectrums with the microscopic ones in order to
determine the effective parameters.
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4.3.2 Comparison between the effective and microscopic spectra

Comparing these effective spectrums with those obtained from a microscopic Hamiltonian in Sec. 4.2
we can determine the relative sign between ∆1 and ∆2. Indeed, as discussed in Sec. 4.2, we observe an
energy gap at k = 0 in the microscopic model. Thus, we must choose ∆1 = ∆2 ≡ ∆0 to reproduce the
microscopic results. We can then estimate the effective parameters by fitting the microscopic spectrum
with the effective dispersion (4.28). This is done in Figs. 4.9, 4.10, and 4.11 for ν = 1.2, ν = 2, and ν = 2.8
respectively. Each time we consider three different values of the width W of the superconductor, namely
W/ξ = 1, W/ξ = 2, and W/ξ = 10. The effective model provides a good fit of the low energy branches
as long as |ky| < k̃, where k̃ = 1

ℏv

√
[µ2+∆0(∆0+∆12)][µ2+∆0(∆0−∆12)]

µ2+∆2
0

is the momentum value represented
in Fig. 4.8a. The velocity v is calculated from the result (3.33) obtained for the QH-SC junction and the
value of ∆12 is chosen so that the gap δ̃ matches the one calculated from the microscopic model. For
W/ξ = 10 we use the same effective chemical potential as the one determined for the QH-SC junction
in Sec. 3.5.2, namely µ = ℏvk0(1− 2f+h ), where k0 is the positive momentum value at E = 0 derived in
Eq. (3.32) and f+h is the hole content derived in Eq. (3.70). Thus, for W/ξ = 10 we only have to adjust
the value of ∆0 by hand to fit the microscopic spectra, while for W/ξ = 1 and W/ξ = 2 we had to adjust
µ and ∆0 manually. The velocity v of the CAES increases with ν while the value of ∆12 decreases with
W/ξ, as expected. On the other hand, the values of µ and ∆0 do not show a regular evolution as a
function of ν and W .
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Figure 4.9: Comparisons between effective and microscopic (micro) spectra for ν = 1.2 and various
values of W/ξ. In (a) we set W/ξ = 1 and µ = µSC/6, ∆0 = ∆/1.8, ∆12 = ∆/3. In (b) we set W/ξ = 2
and µ = µSC/3.5, ∆0 = ∆/2.4, ∆12 = ∆/8. In (c) we set W/ξ = 10 and µ = µSC/5.1, ∆0 = ∆/2.3,
∆12 = 7∆ × 10−6. The velocity is v = vSC

F /3.24 and the microscopic parameters are the same as in
Fig. 4.3.

In the next section we use our effective model with ∆1 = ∆2 ≡ ∆0 in order to determine the transport
properties of the junction.

4.4 Transport properties

In the previous section we derived the effective Hamiltonian describing the counter-propagating pairs of
CAES and we used our microscopic results to determine the effective parameters. We now compute the
transport properties of the junction, namely the different scattering probabilities (Sec. 4.4.1) and the
local and non-local conductances (Sec. 4.4.2).

4.4.1 Scattering probabilities

Here we consider a QH-SC-QH junction where an incoming electron from the upper edge of the left
region can be transmitted to the lower edge of the left region as an electron or as a hole by normal
or Andreev reflection with the respective amplitudes pLe and pLh. While these scattering processes were
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Figure 4.10: Comparisons between effective and microscopic (micro) spectra for ν = 2 and various values
of W/ξ. In (a) we set W/ξ = 1 and µ = µSC/4.5, ∆0 = ∆/5, ∆12 = ∆/4.5. In (b) we set W/ξ = 2
and µ = µSC/12, ∆0 = ∆/3, ∆12 = ∆/12. In (c) we set W/ξ = 10 and µ = µSC/26.25, ∆0 = ∆/2.95,
∆12 = 2∆ × 10−4. The velocity is v = vSC

F /2.23 and the microscopic parameters are the same as in
Fig. 4.4.
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Figure 4.11: Comparisons between effective and microscopic (micro) spectra for ν = 2.8 and various
values of W/ξ. In (a) we set W/ξ = 1 and µ = µSC/5.75, ∆0 = ∆/5, ∆12 = ∆/6. In (b) we set W/ξ = 2
and µ = µSC/4.5, ∆0 = ∆/10, ∆12 = ∆/12.5. In (c) we set W/ξ = 10 and µ = µSC/25.94, ∆0 = ∆/3.35,
∆12 = ∆× 10−4. The velocity is v = vSC

F /2 and the microscopic parameters are the same as in Fig. 4.5.
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the only possible ones for the QH-SC junction studied in the previous chapter, the right quantum Hall
region allows the incoming electron to be transmitted to the upper right edge as an electron or as a
hole via crossed Andreev reflection with respective amplitudes pRe and pRh . The situation is illustrated
in Fig. 4.12, where we divide the junction into three parts: the upper part where y ≤ L/2, the middle
region containing the QH-SC interfaces where −L/2 < y ≤ L/2, and the lower part where y > L/2.

L SC
C
A
ES

R

C
A
ES

Figure 4.12: Finite QH-SC-QH junction where an incoming electron from the upper left reservoir can be
transmitted to the lower left reservoir as an electron or as a hole with respective amplitudes pLe and pLh.
The incoming electron can also be transferred to the upper right reservoir via non-local processes as an
electron or as a hole with respective amplitudes pRe and pRh . The junction is divided into three parts: the
upper part where y ≤ L/2, the middle region including the QH-SC interfaces where −L/2 < y ≤ L/2,
and the lower part where y > L/2.

We now calculate the scattering amplitudes depicted in Fig. 4.12. To do so, we first need to determine
the wave functions in each region of the junction. In the upper and lower regions they are respectively
given by,

ψup(y) =

( 1
0
0
0

)
eik+y + pRe

( 0
1
0
0

)
e−ik+y + pRh

( 0
0
0
1

)
e−ik−y, (4.30)

ψlow(y) = pLe

( 1
0
0
0

)
eik+y + pLh

( 0
0
1
0

)
eik−y, (4.31)

where k± = (E ± µ)/(ℏv). Since the calculation for the superconducting wave function is more
complicated, we will explain it in detail. We consider the Hamiltonian (4.26) with ∆12 = ∆21 and
∆1 = ∆2 = ∆0, and we perform the substitution k → −i∂y which leads to the real-space Hamiltonian,

H(y) =




−iℏv∂y − µ 0 ∆0 ∆12

0 iℏv∂y − µ ∆12 ∆0

∆0 ∆12 −iℏv∂y + µ 0
∆12 ∆0 0 iℏv∂y + µ


 . (4.32)

Writing the wave function in the middle region as ψSC(y) = (u1(y), u2(y), u3(y), u4(y))
T , the associated

Schrödinger equation, H(y)ψSC(y) = EψSC(y), leads to ψ′
SC(y) = AψSC(y), with

A =
i

ℏv




E + µ 0 −∆0 −∆12

0 −(E + µ) ∆12 ∆0

−∆0 −∆12 E − µ 0
∆12 ∆0 0 −(E − µ)


 . (4.33)
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We can then write the wave function of the counter-propagating pairs of CAES as,

ψSC(y) =
∑

s=±
n=±

csnϕsne
λsny, (4.34)

where csn are constants, λsn are the eigenvalues of A and ϕsn the associated eigenvectors. The eigenvalues
can be written as λsn = iqsn, with

qsn = s
1

ℏv

√
µ2 +∆2

0 + E2 −∆2
12 + 2n

√
∆2

0E
2 + µ2(E2 −∆2

12), (4.35)

and the associated eigenvectors are given by

ϕsn =




E2 + ℏvEqsn + n
√
∆2

0E
2 + µ2(E2 −∆2

12)
∆0∆12(µ

2−E2)

µ2+ℏvµqsn+n
√

∆2
0E

2+µ2(E2−∆2
12)

−∆0(E + µ)
E2+ℏvEqsn+n

√
∆2

0E
2+µ2(E2−∆2

12)

µ2+ℏvµqsn+n
√

∆2
0E

2+µ2(E2−∆2
12)

∆12(E + µ)



. (4.36)

If we consider µ2 +∆2
0 + E2 > ∆2

12 (this is always true for the effective parameters determined above),
the momentum qsn is real as long as |E| > δ̃/2 = µ∆12/

√
µ2 +∆2

0, i.e, as long as the energy is not in
the energy gap δ̃ shown in Fig. 4.8a. However, since we are interested in low-energy physics, we typically
consider |E| < δ̃/2 such that the wave functions are evanescent along the superconducting interface.
More precisely, in the following we will focus on the case E = 0. Note that here we have four terms in
ψSC(y) describing quasi-electrons and quasi-holes propagating in the positive and negative y-directions.
This is in contrast to the QH-SC junction studied in the previous chapter, where we had only CAES
propagating along the positive y-direction. To obtain the scattering coefficients we then need to match
the wave functions as follows,

ψup(−L/2) = ψSC(−L/2), (4.37)
ψlow(L/2) = ψSC(L/2). (4.38)

We now focus on the case E = 0, that greatly simplifies the analytical calculations, while the general
case E ̸= 0 can be done numerically. Knowing the scattering probabilities at zero energy is sufficient
to calculate the conductance at zero temperature, whereas the calculation of the conductance at finite
temperatures involves the integral of the scattering probabilities over energy, as discussed in Sec. 3.6.2
of the previous chapter. Moreover, at E = 0 the Fermi level is always in an energy gap, which is not
the case at E ̸= 0. When the Fermi level is not in an energy gap, the CAES can propagate along the
superconductor, leading to an increase in the probabilities PL

e and PL
h . Furthermore, we saw numerically

that in the limit ∆0,∆12 ≪ |E| the probabilities PR
e and PR

h tend to zero. At E = 0 we can rewrite the
wave functions as

ψup(y) =

( 1
0
0
0

)
eiµ/(ℏv)y + pRe

( 0
1
0
0

)
e−iµ/(ℏv)y + pRh

( 0
0
0
1

)
eiµ/(ℏv)y, (4.39)

ψlow(y) = pLe

( 1
0
0
0

)
eiµ/(ℏv)y + pLh

( 0
0
1
0

)
e−iµ/(ℏv)y, (4.40)

ψSC(y) = c1




−i [µ− i∆12 − η]
∆0

i∆0

µ− i∆12 − η


 e−iη/(ℏv)y + c2




−i [µ− i∆12 + η]
∆0

i∆0

µ− i∆12 + η


 eiη/(ℏv)y+

+ c3




i [µ+ i∆12 − η∗]
∆0

−i∆0

µ+ i∆12 − η∗


 e−iη∗/(ℏv)y + c4




i [µ+ i∆12 + η∗]
∆0

−i∆0

µ+ i∆12 + η∗


 eiη

∗/(ℏv)y, (4.41)
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where we have introduced η =
√
∆2

0 + (µ− i∆12)2 and the constants ci (i = 1, 2, 3, 4). Then, from the
matching procedure, we obtain the following amplitudes,

pRe = ∆0
η∗ sin[ηL/(ℏv)] cos[η∗L/(ℏv)]− {η cos[ηL/(ℏv)] + 2∆12 sin[ηL/(ℏv)]} sin[η∗L/(ℏv)]
|η|2 {1 + cos[ηL/(ℏv)] cos[η∗L/(ℏv)]}+ (µ2 +∆2

0 +∆2
12) sin[ηL/(ℏv)] sin[η∗L/(ℏv)]

e−iµL/(ℏv),

(4.42)

pRh =
η∗(µ− i∆12) sin[ηL/(ℏv)] cos[η∗L/(ℏv)]− η(µ+ i∆12) sin[η

∗L/(ℏv)] cos[ηL/(ℏv)]
|η|2 {1 + cos[ηL/(ℏv)] cos[η∗L/(ℏv)]}+ (µ2 +∆2

0 +∆2
12) sin[ηL/(ℏv)] sin[η∗L/(ℏv)]

, (4.43)

pLe =
|η|2 {cos[ηL/(ℏv)] + cos[η∗L/(ℏv)]}+ η∗(iµ+∆12) sin[ηL/(ℏv)] + η(iµ−∆12) sin[η

∗L/(ℏv)]
|η|2 {1 + cos[ηL/(ℏv)] cos[η∗L/(ℏv)]}+ (µ2 +∆2

0 +∆2
12) sin[ηL/(ℏv)] sin[η∗L/(ℏv)]

e−iµL/(ℏv),

(4.44)

pLh = −i∆0
η sin[η∗L/(ℏv)] + η∗ sin[ηL/(ℏv)]

|η|2 {1 + cos[ηL/(ℏv)] cos[η∗L/(ℏv)]}+ (µ2 +∆2
0 +∆2

12) sin[ηL/(ℏv)] sin[η∗L/(ℏv)]
e−iµL/(ℏv).

(4.45)

As we need to take the squared absolute values of the above amplitudes to get the scattering probabilities,
let us express them as sums of real and imaginary parts. To do so we write η as η = a+ ib with

a =
1√
2

√√
(µ2 +∆2

0 −∆2
12)

2 + 4µ2∆2
12 + (µ2 +∆2

0 −∆2
12), (4.46)

b =
−1√
2

√√
(µ2 +∆2

0 −∆2
12)

2 + 4µ2∆2
12 − (µ2 +∆2

0 −∆2
12), (4.47)

and we finally get the scattering probabilities,

PR
e = ∆2

0

∆2
12

[
cos( 2aLℏv )− cosh( 2bLℏv )

]2
+
[
a sinh( 2bLℏv )− b sin( 2aLℏv )

]2
{
(a2 + b2)

[
1 +

(
cos( 2aLℏv ) + cosh( 2bLℏv )

)
/2
]
− (µ2 +∆2

0 +∆2
12)
[
cos( 2aLℏv )− cosh( 2bLℏv )

]
/2
}2 ,

(4.48)

PR
h =

[
(b∆12 − aµ) sinh( 2bLℏv ) + (a∆12 + bµ) sin( 2aLℏv )

]2
{
(a2 + b2)

[
1 +

(
cos( 2aLℏv ) + cosh( 2bLℏv )

)
/2
]
− (µ2 +∆2

0 +∆2
12)
[
cos( 2aLℏv )− cosh( 2bLℏv )

]
/2
}2 ,

(4.49)

PL
e = 4

(a2 + b2)2 cos2(aLℏv ) cosh
2( bLℏv ) +

[
(aµ− b∆12) sin(

aL
ℏv ) cosh(

bL
ℏv ) + (bµ+ a∆12) cos(

aL
ℏv ) sinh(

bL
ℏv )
]2

{
(a2 + b2)

[
1 +

(
cos( 2aLℏv ) + cosh( 2bLℏv )

)
/2
]
− (µ2 +∆2

0 +∆2
12)
[
cos( 2aLℏv )− cosh( 2bLℏv )

]
/2
}2 ,

(4.50)

PL
h =

4∆2
0

[
a sin(aLℏv ) cosh(

bL
ℏv ) + b cos(aLℏv ) sinh(

bL
ℏv )
]2

{
(a2 + b2)

[
1 +

(
cos( 2aLℏv ) + cosh( 2bLℏv )

)
/2
]
− (µ2 +∆2

0 +∆2
12)
[
cos( 2aLℏv )− cosh( 2bLℏv )

]
/2
}2 ,

(4.51)

which sum to one as required.
As already discussed, in the limit ∆12 → 0 the system behaves as two independent QH-SC interfaces.

In this limit we thus expect to find the scattering probabilities of a QH-SC junction. Taking ∆12 → 0 in
the above formulas, we find PR

e = PR
h = 0 and

PL
e (∆12 → 0) = cos2

(√
µ2 +∆2

0

ℏv
L

)
+

µ2

µ2 +∆2
0

sin2

(√
µ2 +∆2

0

ℏv
L

)
, (4.52)

PL
h (∆12 → 0) =

∆2
0

µ2 +∆2
0

sin2

(√
µ2 +∆2

0

ℏv
L

)
, (4.53)

which are the same probabilities as those that would be obtained by using a simple one-dimensional
effective model of a single QH-SC interface, i.e., by using the simple effective model considered in Sec. 3.5.3
of the previous chapter.
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On the other hand, taking the limit L→ ∞ we have PL
e = PL

h = 0 and

PR
e (L→ ∞) =

2∆2
0

µ2 +∆2
0 +∆2

12 +
√
(2µ∆12)2 + (µ2 +∆2

0 −∆2
12)

2
, (4.54)

PR
h (L→ ∞) = 1− PR

e (L→ ∞). (4.55)

As expected, since the CAES are gapped along the superconductor, we find that the incoming electron is
always transferred on the other side of the superconductor when L→ ∞. Moreover, when the condition
∆2

12 > 2(∆2
0−µ2) holds, we have PR

h (L→ ∞) > PR
e (L→ ∞). Namely, in that case the crossed Andreev

transmission is dominant and the non-local conductance is negative.
We plot the scattering probabilities as a function of L/ξ̃ in Figs. 4.13, 4.14 and 4.15 for the same

effective parameters in Figs. 4.9, 4.10 and 4.11, respectively. Here we have introduced the effective
coherence length

ξ̃ = ℏv/|b|, (4.56)

where v is the CAES velocity while b is defined in Eq. (4.47). As a reminder, the effective parameters
were obtained by fitting the effective spectrum to the microscopic spectrum for different values of the
filling factor (ν = 1.2, 2, 2.8) and different widths of the superconductor (W/ξ = 1, 2, 10). In the figures
below we indicate the value of the corresponding filling factor as well as the values of ∆12/∆ (recall that
∆12 decreases with W/ξ and that ∆ is the superconducting gap of the microscopic model).
For moderate values of ∆12/∆ (see panels (a)-(b) of the figures below) and intermediate values of L/ξ̃ we
observe Fabry-Pérot like oscillations, as discussed when studying a normal metal-superconductor-normal
metal junction in Chap. 2 (see Sec. 2.1.5). These oscillations result from the different possible paths to be
transmitted to the left or to the right, and they fade away as L/ξ̃ increases, giving rise to PL

e ≃ PL
h ≃ 0

and constant values of PL
e and PR

h when L/ξ̃ ≫ 1. The fact that PL
e and PL

h are close to zero when
L/ξ̃ ≫ 1 is expected because the CAES are gapped along the superconductor. The constant values of
PR
e and PR

h observed for L/ξ̃ ≫ 1 depend on the value of the parameters, see Eqs. (4.54) and (4.55).
For ∆12/∆ ≪ 1 [see panels (c)-(d)] we plot the scattering probabilities on two different scales. In
panels (c) we consider the same values of L/ξ̃ than previously while in panels (d) we show the results
on a smaller scale with a maximal value of L/ξ̃ of the order of 103-104. On the scale of panels (c) the
probabilities PL

e and PL
h decrease with an exponential envelope accompanied by the increasing of PR

e

and PR
h . Again, for L/ξ̃ → ∞ the probabilities PR

e and PR
h become constant and we have PL

e = PL
h = 0,

as expected from the analytics. On the smaller scales of panels (d) we observe that the probabilities
PR
e and PR

h are zero while the probabilities PL
e and PL

h show regular oscillations, similar to those of the
single QH-SC interface studied in Chap. 3.

In the next subsection we plot the local and non-local conductances for the same parameter regimes
as those considered here.
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Figure 4.13: Scattering probabilities of the QH-SC-QH junction for ν = 1.2 with the same parameters
as in Fig. 4.9. We have indicated the values of ∆12 obtained by fitting the microscopic spectrum for (a)
W/ξ = 1, (b) W/ξ = 2, and (c)-(d) W/ξ = 10.



100 Chapter 4. Counter propagating chiral Andreev edge states in QH-SC-QH junctions

0 2 4
L/ξ̃

0.0

0.5

1.0
P L

e

P L
h

P R
e

P R
h

(a) ∆12 = ∆/4.5

0 2 4
L/ξ̃

0.0

0.5

1.0
P L

e

P L
h

P R
e

P R
h

(b) ∆12 = ∆/12

0 2 4
L/ξ̃

0.0

0.5

1.0

P L
e

P L
h

P R
e

P R
h

(c) ∆12 = 2∆× 10−4

0.0 0.5 1.0
L/ξ̃ ×10−3

0.0

0.5

1.0

P L
e

P L
h

P R
e

P R
h

(d) ∆12 = 2∆× 10−4

Figure 4.14: Scattering probabilities of the QH-SC-QH junction for ν = 2 with the same parameters as
in Fig. 4.10. We have indicated the values of ∆12 obtained by fitting the microscopic spectrum for (a)
W/ξ = 1, (b) W/ξ = 2, and (c)-(d) W/ξ = 10.
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Figure 4.15: Scattering probabilities of the QH-SC-QH junction for ν = 2.8 with the same parameters
as in Fig. 4.11. We have indicated the values of ∆12 obtained by fitting the microscopic spectrum for
(a) W/ξ = 1, (b) W/ξ = 2, and (c)-(d) W/ξ = 10.
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Figure 4.16: Local and non-local conductances of the QH-SC-QH junction for ν = 1.2 with the same
parameters as in Fig. 4.9. We have indicated the values of ∆12 obtained by fitting the microscopic
spectrum for (a) W/ξ = 1, (b) W/ξ = 2, and (c)-(d) W/ξ = 10.
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4.4.2 Local and non-local conductances
Experimentally, one can probe the different transmission processes by measuring the local and non-local
conductances as introduced in Eqs. (4.1) and (4.2),

GLL = G0(P
L
e − PL

h ), (4.57)

GRL = G0(P
R
e − PR

h ). (4.58)

As illustrative examples, we plot the local and non-local conductances as a function of L/ξ̃ in Figs. 4.16,
4.17 and 4.18 for the same parameters as used to plot the scattering probabilities in Figs. 4.13, 4.14 and
4.15. Again, we indicate the values of ∆12/∆.
For moderate values of ∆12 [panels (a)-(b)] we observe that the local conductance GLL goes to zero
as L/ξ̃ ≫ 1, consistent with the scattering probabilities observed in Sec. 4.4.1. At the same time, the
non-local conductance GRL takes on a constant value when L/ξ̃ ≫ 1, depending on the values of PR

e

and PR
h . If PR

e > PR
h , the non-local conductance is positive, while if PR

e < PR
h it is negative. Thus,

a negative non-local conductance is a clear signature of the crossed Andreev reflection occurring in the
system. As discussed above [see the discussion below Eq. (4.55)], for L/ξ̃ → ∞ we have PR

e < PR
h

when ∆2
12 > 2(∆2

0 − µ2). Finally, at intermediate values of L/ξ̃ we observe oscillations in the local and
non-local conductances due to the Fabry-Pérot type oscillations observed in the scattering probabilities.
For ∆12/∆ ≪ 1 [panels (c)-(d)], we again show two different scales. On the scale of panels (c) the local
conductance tends to zero when L/ξ̃ ≫ while the non-local conductance takes on a constant value. On
the smaller scale of panels (d) the non-local conductance is zero and the local conductance oscillates
as a function of L/ξ̃. These local conductance oscillations are similar to the downstream conductance
oscillations studied in Chap. 3 for a single QH-SC interface.
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Figure 4.17: Local and non-local conductances of the QH-SC-QH junction for ν = 2 with the same
parameters as in Fig. 4.10. We have indicated the values of ∆12 obtained by fitting the microscopic
spectrum for (a) W/ξ = 1, (b) W/ξ = 2, and (c)-(d) W/ξ = 10.

0 2 4
L/ξ̃

0.0

0.5

1.0

co
n
d
u
ct

an
ce

s GLL/G0

GRL/G0

(a) ∆12 = ∆/6

0 2 4
L/ξ̃

0

1

co
n
d
u
ct

an
ce

s GLL/G0

GRL/G0

(b) ∆12 = ∆/12.5

0 2 4
L/ξ̃

−1

0

1

co
n
d
u
ct

an
ce

s

GLL/G0

GRL/G0

(c) ∆12 = ∆× 10−4

0.0 0.5 1.0
L/ξ̃ ×10−3

−1

0

1

co
n
d
u
ct

an
ce

s GLL/G0

GRL/G0

(d) ∆12 = ∆× 10−4

Figure 4.18: Local and non-local conductances of the QH-SC-QH junction for ν = 2.8 with the same
parameters as in Fig. 4.11. We have indicated the values of ∆12 obtained by fitting the microscopic
spectrum for (a) W/ξ = 1, (b) W/ξ = 2, and (c)-(d) W/ξ = 10.
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4.5 Conclusion
In this chapter we have studied a QH-SC-QH junction where a single spin-degenerate Landau level is
filled in the quantum Hall region. We determined the spectrum of the junction by using a microscopic
model and saw that the counter-propagating CAES on either side of the superconductor are gapped. As
expected, we found that this energy gap decreases exponentially with W/ξ, where W is the width of the
superconductor and ξ the superconducting coherence length.

We investigated the transport properties of the junction within a one-dimensional effective model,
which allows a qualitative understanding. To determine the values of the effective parameters we fitted
the effective energy spectrum to the microscopic spectrum. As mentioned in the introduction of this
chapter, the scattering probabilities for an incoming electron are in competition and depend on the
values of the length L of the QH-SC interfaces as well as on the width W of the superconductor. In
agreement with intuition, we have seen that the effective superconducting coupling ∆12 between the
two QH-SC interfaces decreases as the width W of the superconductor increases. It follows that the
scattering probabilities calculated with our effective model become the same as those obtained for a
QH-SC junction in the limit ∆12 → 0 (which corresponds to W → ∞). On the other hand, as the
length L of the QH-SC interfaces tends to infinity, we have seen that an incident state from one side of
the superconductor is always transferred to the other side. This allows us to predict that in a quantum
Hall-superconductor hybrid system where the superconductor has a finger shape of length L, such as
in [Lee et al. 2017, Gül et al. 2022], an electron incident on the superconducting finger will be transferred
to the other side of the finger only by non-local processes when L/ξ̃ ≫ 1 (here ξ̃ is an effective coherence
length). We also looked at the local and non-local conductances of the junction, which are the quantities
measured in the experiments. We observed oscillations in these quantities as a function of L and saw
that the local conductance approaches zero and the non-local conductance becomes constant as L/ξ̃ ≫ 1,
as expected from the scattering probabilities. In the limit L → ∞ we gave a condition such that the
non-local conductance is negative, which is a signature of the crossed Andreev reflection present in the
system.

In order to get quantitative results, a two-dimensional model should be used to calculate the transport
properties. Indeed, as we have seen in the previous chapter, the scattering probabilities depend strongly
on the geometry of the system, which cannot be taken into account with a simple one-dimensional
effective model.

For further studies, the case of spin-polarized electrons would be interesting to study because of its
potential for topologically protected quantum computing. Indeed, a QH-SC-QH junction with a finger-
shaped superconductor and spin-polarized electrons is a promising route to build a one-dimensional
topological superconductor [Lindner et al. 2012, Clarke et al. 2013, Clarke et al. 2014, Mong et al. 2014,
Prada et al. 2020]. Experiments with such platforms have already been performed [Lee et al. 2017,
Gül et al. 2022], while tight-binding simulations [Beconcini et al. 2018, Galambos et al. 2022] and a one-
dimensional model based on Green’s functions [Kurilovich & Glazman 2022] have been studied. In our
model, this would require adding a Zeeman splitting to lift the spin-degeneracy and a spin-orbit coupling
term to allow the formation of Cooper pairs.
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In this last research project, we look at another platform where boundary modes are coupled to a
superconductor. Namely, we study the effects of Zeeman and superconducting couplings on the helical
hinge modes of a higher order topological insulator (HOTI) (the concept of HOTI was introduced in
Sec. 2.3.5). While such couplings would gap the helical edge states of a first-order two-dimensional
topological insulator, we will see in this chapter that under certain conditions they do not gap the
helical hinge modes, but rather spatially split them by inducing shifts in the mass surface gap. This
spatial splitting can then be used to engineer different types of topological phases and, in particular,
one-dimensional Majorana modes.

5.1 Introduction
We have introduced the concept of two-dimensional topological insulators in Sec. 2.3, where we showed
that these materials have a surface that is gapped by a mass term and possess chiral edge states when
time-reversal symmetry is broken, while they possess helical edge states when time-reversal symmetry
is preserved. We have also shown that the edges of topological insulators realize mass domain walls
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where the mass term changes sign at the edges, leading to topological metallic boundary modes. In
addition, in Sec. 2.3.5 we have introduced the concept of HOTIs possessing boundary modes of dimen-
sion d − n, where d is the material dimension while n is the order. Here the boundary modes are
protected by a crystalline symmetry (e.g. inversion, rotation or mirror symmetry) which is preserved
by the (d− n)-dimensional boundaries. Such topological insulators protected by a crystalline symmetry
with n = 1 are called topological crystalline insulators [Fu 2011]. As discussed in Sec. 2.3.5, the hinges of
a three-dimensional second-order topological insulator realize natural mass domain walls leading to the
appearance of one-dimensional boundary modes [Schindler et al. 2018a]. Hence, time-reversal invariant
three-dimensional topological insulators of order two exhibit one-dimensional helical hinge modes. Such
helical hinge modes have been predicted to appear in strained SnTe [Schindler et al. 2018a], and they
have been observed for the first time in bismuth using scanning-tunnelling microscopy and Josephson
interferometry [Schindler et al. 2018b] (this experiment is detailed in Sec. 2.3.5). In the SnTe material,
the hinge modes are protected by mirror symmetry, while in bismuth they are protected by the com-
bination of inversion and rotation symmetries. Moreover, helical hinge modes protected by rotation
symmetry were also predicted in transition metal dichalcogenides XTe2 (X = Mo, W) [Wang et al. 2019]
and observed in WTe2 via Josephson interferometry measurements [Choi et al. 2020] (here the authors
have spatially resolved the hinge states by analyzing the magnetic field interference of the supercurrent
in Nb-WTe2-Nb Josephson junctions).

In this chapter we consider helical hinge states protected by mirror symmetry. We start from the
surface of a topological crystalline insulator in the (xy) plane and a mirror plane in the (xz) plane.
Tilting this surface creates to new surfaces where mirror symmetry is broken while the junction between
these two surfaces, i.e. the hinge, is still mirror symmetric and hosts helical modes. Here we consider
a hinge located at y = 0 and study the effects of Zeeman and superconducting couplings on the helical
hinge states. The HOTI surface we consider has two mirror-symmetry protected Dirac cones which are
separated in momentum space by 2k0 and gapped by the mass surface gap m. At first glance, the surface
of a HOTI hosting helical hinge modes seems very similar to the surface of a quantum spin Hall (QSH)
insulator. However, the edge states of the QSH phase are protected only by time-reversal while the
helical hinge modes require time-reversal and mirror symmetries. Therefore, a Zeeman field destroys
the QSH phase by breaking the time-reversal symmetry. Furthermore, the helical edge states of a QSH
insulator are gapped when coupled to an s-wave superconductor. In contrast, the helical hinge modes of
a HOTI survive to a Zeeman field as long as the Zeeman gap is smaller than vk0, where v is the velocity
of the hinge modes. Moreover, under certain conditions which we will give in this chapter, the helical
hinge modes can also survive to a superconducting coupling. When they survive to the Zeeman and/or
superconducting couplings (depending whether both or only one are applied), we find that the helical
modes are spatially split instead of being gapped. The spatial splitting occurs because the couplings
induce shifts in the mass function such that the resulting effective mass vanishes at different spatial
locations, depending on the values of the couplings. As we will see, when only a Zeeman coupling
is turned on, the helical fermionic hinge mode is split into two chiral fermionic modes surrounding a
quantum anomalous Hall (QAH) region with the spin of the two chiral modes of opposite polarization.
On the other hand, the helical fermionic mode is split into two helical Majorana modes surrounding
a surface-based helical topological superconductor when only a superconducting coupling is considered.
When both Zeeman and superconducting couplings are present, different scenarios are possible depending
on the ratio between the two couplings. In fact, this spatial splitting was originally proposed by Queiroz
and Stern [Queiroz & Stern 2019]. However, here we derive a more general formula for the hinge mode
wave functions and we study splitting scenarios not considered by these authors.

In Sec. 5.2 we derive the low-energy Hamiltonian describing the helical hinge modes and then we add
the Zeeman and superconducting couplings to it. In Sec. 5.4 we determine the energy spectrum of the
hinge modes whilst in Sec. 5.5 we derive their wave functions and present the different splitting scenarios.
In Sec. 5.6 we analyse numerically the new scenarios and, finally, we conclude and provide perspectives
in Sec. 5.7.
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tilting

Figure 5.1: Mirror-symmetry protected surface and hinge modes preserving time-reversal invariance. We
start from the surface of a topological crystalline insulator in the (xy) plane with two mirror-symmetry
protected Dirac cones, where the mirror plane is in the (xz) plane and is represented in green. Tilting
the surface in a mirror symmetry–preserving way gaps the Dirac cones and forms a Kramers pair of hinge
states between two surfaces with opposite tilts. Note that the y-coordinate should follow the edges of
the tilted surfaces.

5.2 The model Hamiltonian

The model originates from the surface in the (xy) plane of a three-dimensional topological crystalline
insulator preserving time-reversal and mirror symmetries with two Dirac cones and a mirror plane in the
(xz) plane, see Fig. 5.1. By tilting this surface out of its mirror symmetry plane, we obtain two surfaces
connected by a hinge, each with two gapped Dirac cones. As shown in [Schindler et al. 2018a], if the tilt
is such that the two resulting surfaces are mirror images of each other, the Dirac Hamiltonian describing
them has a mass term of opposite sign on the two surfaces, and a Kramers pair of domain wall states
forms at the hinge, see Fig. 5.1. These domain wall states are the helical hinge states we are interested
in. In the next subsection we derive the Hamiltonian describing one of these two tilted surfaces and we
then add the Zeeman and superconducting couplings to this Hamiltonian.

5.2.1 Hamiltonian of the HOTI surface

To derive the Hamiltonian of the HOTI surface we use symmetry arguments. Since the surface preserves
time-reversal symmetry and has a mirror symmetry plane, it has two Dirac cones (valleys) that lie
in momentum space at k⃗ = ±k⃗0 = ±(k0x, k

0
y) [Schindler et al. 2018a]. Hence, as we consider spinful

electrons, the Hamiltonian must be written in a 4× 4 basis composed of spin and valley subspaces. The
most general form of the Hamiltonian thus reads

H(k⃗) =
∑

ij

hij(k⃗)σiρj , {i, j} = 0, x, y, z, (5.1)

where σi and ρj represent respectively the Pauli matrices associated to the spin and valley subspaces and
k⃗ = (kx, ky) is the surface momentum vector. To determine the value of the different terms we impose
symmetries and we give the low energy contributions. Because other surface and bulk states are at higher
energies, the low energy limit describes well the hinge modes. As we will see, the symmetries we consider
allow us to recover the Hamiltonian given in [Schindler et al. 2018a] after a basis change. Moreover, the
symmetries are chosen in order to reproduce the Hamiltonian of [Queiroz & Stern 2019, Supplementary
Materials]. First, we impose an effective valley symmetry V = σzρx so that V H(k⃗)V −1 = H(k⃗). This
symmetry says that the system is invariant when interchanging the valleys and reversing the spins. Then
we impose the time-reversal symmetry T = iσyκ, where κ is the complex conjugation (the time-reversal
symmetry operator was derived in Sec. 2.3.3.1). To preserve time-reversal invariance, the Hamiltonian
must satisfy TH(k⃗)T−1 = H(−k⃗). In addition, since we are going to consider pairings between states
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with opposite momenta, the two Dirac cones must be centered close to k⃗ = 0 for an intra-cone pairing
to be possible at low-energy. This implies that the momentum separation 2|⃗k0| between the two cones
must be small. As we will see, considering a small value of k⃗0 corresponds to weakly break the inversion
symmetry I = ρx which interchanges the two valleys. Note that I = ρx is a special type of inversion
symmetry since it is restricted to the surface. As already discussed in Sec. 2.3.4, the Hamiltonian
is inversion symmetric if IH(k⃗)I−1 = H(−k⃗). Finally, the mirror symmetry that protects the hinge
modes is given by M = iσyρz and the Hamiltonian must satisfy MH(kx, ky)M

−1 = H(−kx, ky) for the
surface to be gapless. This relation indicates that the mirror plane described by M is in the (xz) plane,
as depicted in Fig. 5.1. Moreover, the presence of ρz indicates that the valleys have opposite mirror
eigenvalues. These symmetries are summarized in Tab. 5.1. Applying them to the general Hamiltonian
(5.1) we can determine which terms preserve them. The results are summarized in Tab. 5.2. We can

Symmetry Operator Condition on H
Valley V = σzρx V H(k⃗)V −1 = H(k⃗)

Time-reversal T = iσyκ TH(k⃗)T−1 = H(−k⃗)
Inversion I = ρx IH(k⃗)I−1 = H(−k⃗)
Mirror M = iσyρz MH(kx, ky)M

−1 = H(−kx, ky)

Table 5.1: Summary of the symmetry operators and the corresponding conditions on the Hamiltonian.

V T I M

h00(k⃗)σ0ρ0 even ✓ ✓

h0x(k⃗)σ0ρx even ✓ ✗

hxy(k⃗)σxρy even ✗ ✓

hxz(k⃗)σxρz odd ✓ ✓

hyy(k⃗)σyρy even ✗ ✗

hyz(k⃗)σyρz odd ✓ ✓

hz0(k⃗)σzρ0 odd ✗ ✓

hzx(k⃗)σzρx odd ✗ ✓

Table 5.2: Symmetries of the different terms of the general Hamiltonian (5.1). The valley symmetry (V )
is respected by the corresponding terms in the table. Time-reversal symmetry (T ) gives the parity of
the terms (odd or even) and we indicate if inversion (I) and mirror (M) symmetries are preserved (✓)
or broken (✗).

express each term of Tab. 5.2 in the low energy limit in units of ℏ = 1 as follows:

• h00(k⃗)σ0ρ0 = ε0(k⃗)σ0ρ0 = constant is a constant that can be set to zero.

• hxz(k⃗)σxρz and hyz(k⃗)σyρz correspond to the usual term vk⃗ · σ⃗ρz describing the helical surface
states with velocity v and same helicity in each Dirac cone.

• h0x(k⃗)σ0ρx breaks mirror symmetry and corresponds to a mass surface gap mρx which gap the two
Dirac cones on the surface.

• hxy(k⃗)σxρy and hyy(k⃗)σyρy break inversion symmetry and correspond to a Rashba like coupling
that reads v(k⃗0 × σ⃗) · ẑρy where we recall that k⃗0 is the momentum separation between the two
valleys and ẑ is the unit vector normal to the surface (this is the inversion symmetry breaking term
that is zero when k⃗0 = 0). Note that the term k0xσyρy also breaks the mirror symmetry but, as we
will see in the next section, it does not gap the Dirac cones.

• hz0(k⃗)σzρ0 and hzx(k⃗)σzρx break inversion symmetry and are odd. Such terms can be neglected
at low-energy.
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Hence, the low energy Hamiltonian can be written as,

H = vk⃗ · σ⃗ρz + v(k⃗0 × σ⃗) · ẑρy +mρx. (5.2)

This Hamiltonian is the same as the one given in the supplementary material of [Queiroz & Stern 2019].
Moreover, performing the substitution H → UHU−1 where U = ei(π/4)σyρzei(π/4)ρxei(π/4)σzρy , we re-
cover the Hamiltonian given in Ref. [Schindler et al. 2018a] describing a helical HOTI with hinge modes
protected by mirror symmetry M = iσx. In this basis, the other symmetry operators read V = ρz,
T = σyρyκ, and I = σyρz. If the mass term m and k0 are zero, the Hamiltonian (5.2) describes
the surface of a three-dimensional topological crystalline insulator with mirror-protected surface states,
which is exactly what we wanted. For example, the material SnTe in its rock-salt form is a topological
crystalline insulator where the surfaces are not gapped and the surface states are protected by mirror
symmetry [Hsieh et al. 2012]. However, mirror symmetry can be broken by tilting the surface (as in
Fig. 5.1), leading to a non-zero mass surface gap m, and hinge modes can appear at a hinge where
mirror symmetry is preserved, so strained SnTe is expected to be a HOTI [Schindler et al. 2018a]. As
we have already said, and detailed in Chap. 2, the boundary modes of a topological insulator are located
where the mass term of the Dirac Hamiltonian changes sign. Thus, in order to obtain hinge modes
from this Hamiltonian, we must consider a spatially varying mass surface gap which changes sign at
the hinge [Schindler et al. 2018a, Schindler et al. 2018b]. In this manuscript we will focus on a single
hinge located at y = 0 and consider a mass profile such that m(y → ±∞) = ±m0, with m0 > 0 and
m(y = 0) = 0. For example we can take,

m(y) = m0 tanh(y/y0), (5.3)

where y0 is the sharpness of the mass domain wall.
Next, we add a the Zeeman and a superconducting coupling terms to the Hamiltonian. Since we are

focusing on a single hinge located at y = 0, we can consider these couplings as applied near this hinge,
as shown in Fig. 5.2.

Figure 5.2: Helical hinge modes coupled to a Zeeman field B⃗ = Bzûz and to an s-wave superconductor
with order parameter ∆s. Since we focus on a single hinge located at y = 0, we present the couplings as
they apply to the vicinity of a single hinge.

5.2.2 Adding the Zeeman field
We now consider applying an external Zeeman field in the z direction, either by a magnetic field or by
proximity to a ferromagnet. Since the surface Dirac cones of the HOTI are separated by a distance
2k0, with k0 = |⃗k0|, a slowly varying Zeeman field B⃗ will act diagonally in the valley subspace. Hence,
we can add the Zeeman field into our Hamiltonian by performing the substitution H → H + B⃗ · σ⃗,
with B⃗ = Bz ûz. Note that this additional term breaks time-reversal symmetry. For simplicity we will
consider a constant value of Bz in this manuscript.
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5.2.3 Adding the superconducting coupling

We now consider an additional coupling of the region around the hinge to a superconductor, so that it
induces pairing at the surface by proximity effect (see Fig. 5.2). We add the superconductivity at the
mean-field level by introducing a particle-hole subspace τz and we consider two types of singlet pairings
acting differently in the valley subspace and characterized by ∆ and ∆0. Before presenting the coupling
terms associated with ∆ and ∆0, it is useful to change the basis so that the results are more intuitive.
Indeed, we can choose a basis where the mass term that gaps the valleys can be interpreted as an applied
effective magnetic field of opposite sign at each valley [Khalaf 2018]. For our model, the change of basis
can be done by performing the following unitary transformation [Queiroz & Stern 2019],

H̃(k⃗) = U†H(k⃗)U, (5.4)

U =
1

2
exp{iπσzρy/4}(ρ+ + σzρ−), (5.5)

where ρ± = ρx ± iρy and the tilde notation indicates that we are in the new basis. In this new basis
the modified valley degree of freedom ρ± can be interpreted as an orbital degree of freedom such as
|±⟩ = |p±⟩ = |px ± ipy⟩. Under the above transformation the Hamiltonian becomes,

H̃(k⃗) = vk⃗ · σ⃗ + B⃗v · σ⃗ρz +Bzσz, (5.6)

where B⃗v = (vk0x, vk
0
y,m) is an effective magnetic field with opposite sign in each valley. In the new basis

the symmetry operators become

Ṽ = ρz, T̃ = iσyρxκ, Ĩ = σzρz, M̃ = iσy, (5.7)

where the Pauli matrices ρi are now written in the new valley subspace describing orbitals |px ± ipy⟩ for
instance.

We now include superconductivity at the mean field level by adding a particle-hole subspace such
that the (single-particle) Hamiltonian (5.6) takes the form of a BdG Hamiltonian1,

H̃BdG(k⃗) =

(
H̃(k⃗) H̃∆

H̃†
∆ −T̃ H̃(−k⃗)T̃−1

)
, (5.8)

where H̃(k⃗) and −T̃ H̃(−k⃗)T̃−1 describe the electron and hole subspaces respectively, while H̃∆ describes
the superconducting coupling. To determine H̃∆ we need to describe the electron pairing, so we enter the
second quantization formalism by introducing the creation operators c†sρ(k⃗), which creates an electron of
spin s =↑, ↓ in the valley ρ = ± with momentum k⃗. Introducing the spinor of fermionic operators

Ψ̃k⃗ =
(
c↑+(k⃗) c↑−(k⃗) c↓+(k⃗) c↓−(k⃗)

)T
, (5.9)

we can write the second-quantized Hamiltonian as follows,

H̃ = H̃0 + H̃∆, (5.10)

H̃0 =
∑

k⃗

Ψ̃†
k⃗
H̃(k⃗)Ψ̃k⃗, (5.11)

H̃∆ =
∑

k⃗

[
∆0

(
c↑+(k⃗)c↓−(−k⃗) + c↑−(k⃗)c↓+(−k⃗)

)
+∆

(
c↑+(k⃗)c↓+(−k⃗) + c↑−(k⃗)c↓−(−k⃗)

)
+ h.c.

]
,

(5.12)

where ∆0 couples fermions of opposite orbitals (inter-orbital pairing) and ∆ couples fermions of the same
orbital (intra-orbital pairing). For simplicity, we assume that the inter- and intra-orbital couplings are

1We derived the BdG Hamiltonian describing a BCS superconductor in Eq. (B.30).
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real2 and constant. Then, introducing the following Nambu basis,

Φ̃k⃗ =
(
c↑+(k⃗) c↑−(k⃗) c↓+(k⃗) c↓−(k⃗) −c†↓−(−k⃗) −c†↓+(−k⃗) c†↑−(−k⃗) c†↑+(−k⃗)

)T
, (5.13)

we can re-write the second-quantized Hamiltonian (5.10) in a BdG-like form,

H̃(k⃗) =
1

2

∑

k

Φ̃†
k⃗
H̃BdG(k⃗)Φ̃k⃗, (5.14)

where H̃BdG recovers the Hamiltonian (5.8) if we take H̃∆ = ∆0 +∆ρx. Introducing the Pauli matrices
τi in particle-hole subspace, we can finally write the single-particle BdG Hamiltonian as follows,

H̃BdG = vk⃗ · σ⃗τz + B⃗v · σ⃗ρzτz +Bzσz + (∆0 +∆ρx)τx. (5.15)

As any BdG-like Hamiltonian, the second-quantized and single-particle Hamiltonians (5.14) and (5.15)
preserve particle-hole symmetry (particle-hole symmetry is presented in App. B.4). In particular, the
second-quantized Hamiltonian must respect H̃ = P̃ H̃P̃−1 while the single-particle Hamiltonian should
preserve P̃ H̃BdG(k⃗)P̃

−1 = −H̃BdG(−k⃗), with P̃ the particle-hole symmetry operator. This is satisfied
for P̃ = iτyUT̃κ, where UT̃ = iσyρx is the unitary part of the time-reversal symmetry operator written
in the new basis.

Before we focus on the hinge states, let’s plot the spectrum of the HOTI surface for different parameter
regimes.

5.3 Energy spectrum of the HOTI surface

Here we look at the energy spectrum of the HOTI surface for different values of the couplings. We first
consider the case where there is no Zeeman or superconducting coupling. We then consider the effect
of these couplings independently, and finally discuss the case where both are present. We always give
an analytical formula for the spectrum, which is obtained by diagonalizing the BdG Hamiltonian (5.15)
with the help of the Mathematica software. In the plots presented in this subsection, the parameters
are given in arbitrary units and we set v = 1. When considering non-zero superconducting couplings ∆
and ∆0, we give a condition on the ∆ pairing that is necessary for the existence of zero-energy states.
This condition will be useful when discussing the splitting of the hinge modes. Here we will observe
gap closings as a function of parameters corresponding to topological phase transitions, as discussed in
Sec. 2.3.4.

5.3.1 No Zeeman, no pairing

When no couplings are present, the spectrum of the surface is given by

Eσρτ (k⃗) = στ

√
v2
[
(kx + ρk0x)

2
+
(
ky + ρk0y

)2]
+m2, (5.16)

where σ = ± describes the spin degree of freedom, ρ = ± stands for the orbital degree of freedom and
τ = ± corresponds to electron/hole particle type. This spectrum exhibits two Dirac cones located at
k⃗ = ±k⃗0 and gapped by 2|m|. We represent the gapped (m ̸= 0) and non-gapped (m = 0) situations in
Fig. 5.3. Let us mention that the condition m = 0 is satisfied at the hinge of the HOTI surface, from
where we expect conducting states located at the hinge.

2Indeed, time-reversal symmetry imposes that both gaps have the same phase such that we are left with a global phase
that can be gauged out (see Eq. (2.13) and the related discussion).
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Figure 5.3: Spectrum of the HOTI surface with no couplings. In (a) we set m = 0 and we see the two
surface Dirac cones while in (b) we set m = 0.25. The other parameters are k0x = 0.1, k0y = 0.2, and
Bz = ∆ = ∆0 = 0.

5.3.2 Zeeman field

When only a Zeeman field B⃗ = Bzûz is present, the energy spectrum of the surface is given by,

Eσρτ (k⃗) = στ

√
v2
[
(kx + ρk0x)

2
+
(
ky + ρk0y

)2]
+ (m+ ρτBz)

2
. (5.17)

The two Dirac cones of this spectrum are not gapped when m = ±Bz. More precisely, a Dirac cone
located at k⃗ = −ρk⃗0 is gapped by 2|m + ρτBz| and so the gap closes when m = −ρτBz. If the mass
varies in space from −m0 to +m0 with m0 > Bz, this yields two values y± where we have m = ±Bz

and at each location the gap in one of the cones closes. As we will see in the next section, the two hinge
modes forming the helical pair are each located in a different cone, so that the Zeeman field spatially split
the helical pair into two chiral states located at y = ±yZ . Note that here the two Dirac cones are not
gapped when m = Bz (or m = −Bz) because of the electron-hole subspace. For example, if we consider
only the electron subspace (τ = +) with m = Bz, then only the Dirac cone associated to ρ = −1 is
gapless when m = Bz (considering the hole subspace it is the other Dirac cone that is not gapped). As
illustrations, we plot this energy spectrum with m = Bz and m ̸= Bz in Fig. 5.4.
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Figure 5.4: Spectrum of the HOTI surface with only a Zeeman couplings. In (a) we set m = BZ and
we see the two Dirac cones while in (b) we set Bz = 0.1 ̸= m and the spectrum is gapped. The other
parameters are m = 0.25, k0x = 0.1, k0y = 0.2, and ∆ = ∆0 = 0.
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5.3.3 Superconducting coupling

When considering only the superconducting couplings ∆ and ∆0 the energy spectrum is given by

Eσρτ (k⃗) = στ

√

v2 (k2 + k20) +m2 +∆2
0 +∆2 + 2ρ

√
v4
(
k⃗ · k⃗0

)2
+∆2 (v2k20 +m2 +∆2

0). (5.18)

Searching the values of k⃗ for which E2 is minimal we find two possibilities: i) the Dirac cones are
degenerate and located at k⃗ = 0 if ∆2 > v4k40

/
(v2k20 +m2 + ∆2

0) or ii) the Dirac cones are located at
k⃗ = ±αk⃗0 with

α =

√
v4k40 −∆2(v2k20 +m2 +∆2

0)

v2k20
. (5.19)

if ∆2 < v4k40
/
(v2k20 +m2 + ∆2

0), which corresponds to a real value of α. Let’s now see if we can find
conditions for which the Dirac cones are not gapped in these two cases. Replacing k⃗ = 0 in the spectrum
formula, we have E = στ |

√
v2k20 +m2 +∆2

0 + ρ∆|. Thus, the cone ρ = −1 located at k⃗ = 0 becomes
gapless if m2 = ∆2 − v2k20 −∆2

0. This implies the following condition on ∆,

∆2 > v2k20 +∆2
0, (5.20)

which is in agreement with the criterion given above for the Dirac cones to be located at k⃗ = 0 (i.e.,
the criterion for which α is imaginary). When the above condition holds, the helical pair of hinge
modes becomes spatially split into two helical pair of Majorana modes: one located at y = y∆ where
m =

√
∆2 − v2k20 −∆2

0 and the other at y = −y∆ where m = −
√

∆2 − v2k20 −∆2
0. On the other hand,

if we replace k⃗ = αk⃗0 in Eq. (5.18) we obtain E2 = [(v2k20 − ∆2)(m2 + ∆2
0) + 2(1 + ρ)v4k40]/(v

2k20).
Here we have to distinguish between ρ = 1 and ρ = −1. When ρ = 1 we have E2 = 0 if m2 =
[∆2

0(∆
2 − v2k20) − 4v4k40]/(v

2k20 − ∆2) whereas when ρ = −1 we have E2 = 0 if ∆2 = v2k20. As the
condition to have gapless states for both ρ = 1 and ρ = −1 does not satisfy the criterion for which
α is real, the Dirac cones at k⃗ = ±αk⃗0 are always gapped. As illustrations, in Fig. 5.5 we represent
the energy spectrum (5.18) where condition (5.20) is respected for m =

√
∆2 −∆2

0 − v2k20 and for
m ̸=

√
∆2 −∆2

0 − v2k20. In the former case we observe a doubly-degenerate Dirac cone located at k⃗ = 0
while in the latter the spectrum is gapped.
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Figure 5.5: Spectrum of the HOTI surface with only superconducting couplings ∆ and ∆0. In (a) we
set m =

√
∆2 −∆2

0 − v2k20 and we see a doubly-degenerate Dirac cone located at k⃗ = 0 while in (b)
we set m = 0.25 ̸=

√
∆2 −∆2

0 − v2k20 and the spectrum is gapped. The other parameters are k0x = 0.1,
k0y = 0.2, Bz = 0, ∆ = 0.25, and ∆0 = 0.05.
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5.3.4 Zeeman and superconducting couplings
When all couplings are non-zero the surface spectrum can be written as

Eσρτ (k⃗) = στ

{
v2
(
k2 + k20

)
+

(√
m2 +∆2

0 + ρτBz

)2

+∆2

+2ρ

√√√√v4
(
k⃗ · k⃗0

)2
+∆2

[
v2k20 +

(√
m2 +∆2

0 + ρτBz

)2
]


1/2

. (5.21)

Again, searching the values of k⃗ for which E2 is minimal we find two possibilities: i) the Dirac cones are
degenerate and located at k⃗ = 0 or ii) the Dirac cones are located at k⃗ = ±βk⃗0 with

β =

√
v4k40 −∆2

[
v2k20 +

(√
m2 +∆2

0 + ρτBz
)2]

v2k20
. (5.22)

Note that here we have different values for different cones because of the factor ρτ . This means that an
electron, i.e. τ = +, in the cone ρ = 1 (ρ = −1) have the same value of β than a hole, τ = −, in the
cone ρ = −1 (ρ = 1). Here β is imaginary when

∆2 >
v4k40

v2k20 +
(√

m2 +∆2
0 + ρτBz

)2 . (5.23)

In that case the Dirac cones are located at k⃗ = 0, otherwise they are located at k⃗ = ±βk⃗0. Replacing
k⃗ = ±βk⃗0 in the energy spectrum we have

E2(k⃗ = ±βk⃗0) =
1

v2k20

[
(
v2k20 −∆2

)(√
m2 +∆2

0 + ρτBz

)2

+ 2v4k40(1 + ρ)

]
, (5.24)

for which we have to distinguish between ρ = 1 and ρ = −1. As before, for ρ = 1 the Dirac cones are
always gapped. However, for ρ = −1 we can have zero-energy states if

√
m2 +∆2

0 − τBz = 0, which
corresponds to a mass gap equal to m = ±

√
(Bz)2 −∆2

0, implying Bz > ∆0. In that case, if the mass
varies in space, the helical hinge modes are split into two pairs of chiral Majorana modes located at
y = ±ỹ corresponding to the positions where m = ±

√
(Bz)2 −∆2

0, respectively. An example of such
gapless Dirac cones is shown in Fig. 5.6a where we set m =

√
(Bz)2 −∆2

0. On the other hand, replacing
k⃗ = 0 in the energy spectrum we get

E2(k⃗ = 0) =


∆+ ρ

√
v2k20 +

(√
m2 +∆2

0 + ρτBz

)2



2

. (5.25)

Here zero-energy solutions are possible when m2 =
(√

∆2 − v2k20 ±Bz
)2

−∆2
0, implying the following

condition on ∆,

∆2 > v2k20 + (∆0 ±Bz)
2
. (5.26)

We thus have four possible values of m for which the Dirac cones are gapless. For the mass domain wall
realized by the hinge these values of m are reached at four locations ysn = syZ + ny∆, where s, n = ±,
leading to the spatial splitting of the helical hinge modes into four chiral Majorana modes. Note that if
yZ = y∆, two of the chiral Majorana modes gap each other and the two others survive. As illustration

we plot the energy spectrum where condition (5.26) holds with m =

√(√
∆2 − v2k20 +Bz

)2
−∆2

0 in

Fig. 5.6b. Here we observe the doubly degenerate gapless Dirac cones located at k⃗ = 0.
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Figure 5.6: Spectrum of the HOTI surface with both Zeeman and superconducting couplings. In (a) we
set k0x = 0.5, k0y = 0.5, Bz = 0.2, ∆ = 0.3, ∆0 = 0.1 and m =

√
(Bz)2 −∆2

0 and we observe two gapless
Dirac cones located at k⃗ = ±βk⃗0. In (b) we set k0x = 0.1, k0y = 0.2, Bz = 0.1, ∆ = 0.25, ∆0 = 0.15 and

m =

√(√
∆2 − v2k20 +Bz

)2
−∆2

0 and we see a doubly-degenerate gapless Dirac cone located at k⃗ = 0.

5.3.5 Summary
We can summarize our results by plotting the lines of zero energy as a function of Bz and m by using the
spectrum formula (5.21). Here we can assume that m varies such that one can talk about one-dimensional
modes. The corresponding diagrams are shown in Fig. 5.7 for (a) ∆ >

√
(vk0)2 +∆2

0 (Fig. 5.7a), (b)
vk0 < ∆ <

√
(vk0)2 +∆2

0 (Fig. 5.7b), and (c) ∆ < vk0 (Fig. 5.7c). For (a) and (b) the lines of zero
energy are obtained by setting k⃗ = 0 while in (c) we set k⃗ = βk⃗0.

In Fig. 5.7a we observe four regimes:

1. When Bz = 0 there are two pairs of helical Majorana modes located where m =
±
√

∆2 − (vk0)2 −∆2
0.

2. When 0 < Bz < −∆0 +
√
∆2 − (vk0)2 we observe four chiral Majorana modes with alternating

chiralities.

3. When −∆0 +
√
∆2 − (vk0)2 ≤ Bz ≤ ∆0 +

√
∆2 − (vk0)2 we observe two chiral Majorana modes

with a right-moving (left-moving) mode in the region m > 0 (m < 0).

4. When Bz > ∆0 +
√
∆2 − (vk0)2 we observe four chiral Majorana modes with two right-moving

(left-moving) modes in the region m > 0 (m < 0).

In Fig. 5.7b we observe three regimes:

1. When Bz < ∆0 −
√
∆2 − (vk0)2 there are no boundary modes.

2. When ∆0 −
√

∆2 − (vk0)2 ≤ Bz ≤ ∆0 +
√
∆2 − (vk0)2 we observe two chiral Majorana modes

with a right-moving (left-moving) mode in the region m > 0 (m < 0).

3. When Bz > ∆0 +
√
∆2 − (vk0)2 we observe four chiral Majorana modes with two right-moving

(left-moving) modes in the region m > 0 (m < 0).

In Fig. 5.7c we observe three regimes:

1. When Bz < ∆0 there are no boundary modes.

2. When Bz = ∆0 there are two pairs of helical Majorana modes located at m = 0 or, equivalently,
a single pair of helical fermionic hinge modes.
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3. When Bz > ∆0 there are two pairs of chiral Majorana modes or, equivalently, two single chiral
fermionic modes with right-moving (left-moving) states in the region m > 0 (m < 0).

If ∆ = ∆0 = 0, we recover the result of Queiroz and Stern for which a Zeeman field spatially splits the
helical fermionic hinge modes into two chiral fermionic modes.

In their paper [Queiroz & Stern 2019], Queiroz and Stern discuss only the regimes of Fig. 5.7a with
Bz ≤ ∆0+

√
∆2 − (vk0)2 as well as the cases where there is only one coupling (Zeeman or superconduc-

tivity).

Bz

m
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√
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0

−
√
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0

(a) ∆ >
√

(vk0)2 +∆2
0

Bz

m

∆0 −
√
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∆0 +
√

∆2 − (vk0)2

(b) vk0 < ∆ <
√

(vk0)2 +∆2
0

Bz

m

∆0

(c) ∆ < vk0

Figure 5.7: Lines of zero energy as a function of Bz and m for (a) ∆ >
√
(vk0)2 +∆2

0, (b) vk0 < ∆ <√
(vk0)2 +∆2

0, and (c) ∆ < vk0. The red and blue lines indicate respectively right-moving and left-
moving Majorana modes. Note that in (c) the lines are doubly-degenerate. In (a) and (b) the lines are

given by m2 =
(
Bz ±

√
∆2 − v2k20

)2
−∆2

0 and in (c) they are given by m2 = (Bz)2 −∆2
0.

In the following we use the BdG Hamiltonian (5.15) to determine the energy spectrum and the wave
functions of the hinge modes by focusing on a single hinge located at y = 0 which is at the left edge of
a surface located in the (xy) plane. We will require exponentially decaying solutions in the transverse
direction y while in the longitudinal direction x along the hinge the wave functions are plane waves.
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5.4 Energy dispersion of the hinge modes

In the previous section we considered the two-dimensional homogeneous situation where m is constant.
We now focus on a single hinge realizing a domain wall in the Dirac mass m. We consider a hinge located
at y = 0 and a mass function of the form m(y → ±∞) = ±m0, with m(y = 0) = 0 and m0 a positive
constant which is the largest energy scale.

To obtain the energy dispersion of the hinge modes, we start with the eigenvalue equation H̃BdGϕ =
Eϕ, where H̃BdG is given in (5.15) and we take ϕ = (u1, u2, u3, u4, u5, u6, u7, u8)

T . According to the
Nambu basis (5.13) in which H̃BdG is written, the components u1,3,6,8 are associated to the valley +
while u2,4,5,7 are associated to the valley −. Due to the y dependence of m we have to substitute
ky → −i∂y in H̃BdG and then solve the system obtained from the eigenvalue equation to get the energies
and wave functions of the hinge modes. As ∆0 couples the two valleys, we set it to zero in order to have
two valley-decoupled systems to solve, simplifying a lot the calculation. In Sec. 5.5.2 we will look at the
matrix elements induced by ∆0 and see that that, under certain conditions, the results are not affected
when considering non-zero values of ∆0. This leads to two valley-decoupled systems,

valley +





∂yu3 = −ik0yu3 + 1
v (m+Bz)u1 +

∆
v u6 + (kx + k0x)u3 − E

v u1

∂yu1 = −ik0yu1 + 1
v (m+Bz)u3 − ∆

v u8 − (kx + k0x)u1 +
E
v u3

∂yu8 = +ik0yu8 − 1
v (m+Bz)u6 − ∆

v u1 + (kx − k0x)u8 +
E
v u6

∂yu6 = +ik0yu6 − 1
v (m+Bz)u8 +

∆
v u3 − (kx − k0x)u6 − E

v u8

, (5.27)

valley −





∂yu4 = +ik0yu4 − 1
v (m−Bz)u2 +

∆
v u5 + (kx − k0x)u4 − E

v u2

∂yu2 = +ik0yu2 − 1
v (m−Bz)u4 − ∆

v u7 − (kx − k0x)u2 +
E
v u4

∂yu7 = −ik0yu7 + 1
v (m−Bz)u5 − ∆

v u2 − (kx + k0x)u7 +
E
v u5

∂yu5 = −ik0yu5 + 1
v (m−Bz)u7 +

∆
v u4 + (kx + k0x)u5 − E

v u7

, (5.28)

which we can solve independently.

5.4.1 Solving the valley-decoupled systems

Here we detail the calculation of the energy dispersion in the valley + by solving the system (5.27) and
then we will give the solution in the valley − which can be obtained by using the same method.

Let us treat the system (5.27). Since we expect that the energy of the system is related to the surface
momentum kx it should be more comfortable to collect E and kx together. This can be done with the
following change of variables,

v± = u1 ± u3, w± = u6 ± u8, (5.29)

leading to,

∂yv+ = −ik0yv+ +
1

v
(m+Bz)v+ +

∆

v
w− − (kx + k0x + E/v)v−

∂yv− = −ik0yv− − 1

v
(m+Bz)v− − ∆

v
w+ − (kx + k0x − E/v)v+

∂yw+ = +ik0yw+ − 1

v
(m+Bz)w+ − ∆

v
v− − (kx − k0x − E/v)w−

∂yw− = +ik0yw− +
1

v
(m+Bz)w− +

∆

v
v+ − (kx − k0x + E/v)w+

. (5.30)

As we consider m to be the largest energy scale away from the hinge, we need to cancel the terms that
come with a factor +m in order to have only exponentially decaying solutions when y → ∞ (i.e. only
physical states). This leads to the following relations,

v+ = 0 ⇔ u1 = −u3 ⇔ v− = 2u1 = −2u3, (5.31)
w− = 0 ⇔ u6 = u8 ⇔ w+ = 2u6 = 2u8. (5.32)
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Replacing v+ = w− = 0 in the system (5.30) we finally get the energy dispersion along the hinge
associated to the valley +,

E+ = −vkx ± vk0x, (5.33)

and so the valley + has a chirality s = −. Using the relations (5.31) and (5.32) we now have a system
of two equations given by

∂yu1 = −ik0yu1 −
1

v
(m+Bz)u1 −

∆

v
u6,

∂yu6 = +ik0yu6 −
1

v
(m+Bz)u6 −

∆

v
u1.

(5.34)

We can rewrite this system in the form of a mass inversion problem with the new variables,

u−+ = u1 − u6, u−− = u1 + u6, (5.35)

where the first subscript stands for the chirality s = − while the second corresponds to a new quantum
number l = ±. This leads to the following,

∂yu−+ =
1

v
[−m−Bz +∆]u−+ − ik0yu−−,

∂yu−− =
1

v
[−m−Bz −∆]u−− − ik0yu−+.

(5.36)

The physical interpretation of this system will be discussed in Sec. 5.4.2.
We can then treat the system (5.28) of the other valley by using analogous considerations. This leads

to the energy dispersion associated to the valley −,

E− = +vkx ± vk0x, (5.37)

and so the valley − has a chirality s = +. Again we obtain a system of two equations which reads

∂yu++ =
1

v
[−m+Bz +∆]u++ + ik0yu+−,

∂yu+− =
1

v
[−m+Bz −∆]u+− + ik0yu++,

(5.38)

where the first subscript stands for the chirality s = + while the second corresponds to the quantum
number l = ±. Here we have used the following conditions to deal with physical states,

v− = 0 ⇔ u2 = u4 ⇔ v+ = 2u2 = 2u4, (5.39)
w+ = 0 ⇔ u5 = −u7 ⇔ w− = 2u5 = −2u7, (5.40)

and we used the following definitions,

u++ = u2 + u5, u+− = u2 − u5. (5.41)

In the following we summarize the preceding results and discuss their physical interpretation in the
simple case k0y = 0.

5.4.2 Summary and discussion about the splitting of the hinge modes

We can collect the systems (5.36) and (5.38) together into a matrix differential equation,

∂y




u++

u+−
u−+

u−−


 =




[−m+Bz +∆]/v ik0y 0 0
ik0y [−m+Bz −∆]/v 0 0
0 0 [−m−Bz +∆]/v −ik0y
0 0 −ik0y [−m−Bz −∆]/v







u++

u+−
u−+

u−−


 ,

(5.42)
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or into the following single equation,

∂yusl =
1

v
[−m+ sBz + l∆]usl + sik0yus,−l, (5.43)

with associated energies,
Esl = svkx + lvk0x, (5.44)

where s = ± is the chirality of the hinge mode (valley +/− having chirality s = −/+) and l = ±
distinguishes between two Majorana modes.

Looking at the differential equation (5.43) we see that for k0y = 0 we have four independent differential
equations ∂yusl = (1/v)[−m + sBz + l∆]usl which can be written as ∂yusl = −msl(y)usl. Here we
recognize a trivial mass inversion problem with an effective mass msl(y) = m(y)− sBz − l∆. Since the
hinge modes are located where the effective mass gap vanishes (see Sec. 2.3), we thus have four positions
denoted by ysl = syZ + ly∆ corresponding to four spatially separated Majorana modes.

In the next section we derive analytical solutions of the system (5.42) and we will see that the
discussion about the splitting of the hinge modes is still relevant when k0y ̸= 0.

5.5 Wave functions of the hinge modes

5.5.1 Derivation of the wave functions

To determine the wave functions we need to solve the differential equation (5.43). Introducing w±
sl =

usl ∓ ius,−l, we can write the following system,

∂y

(
w+

sl

w−
sl

)
=

(
1
v [−m+ sBz] l[∆/v + sk0y]
l[∆/v − sk0y]

1
v [−m+ sBz]

)(
w+

sl

w−
sl

)
, (5.45)

which we can diagonalize with a last change of variables,

Ωsn = w+
sl + nl

√
∆+ svk0y
∆− svk0y

w−
sl, (5.46)

where we have introduced a new quantum number n = ±. This leads to the l-independent diagonal
system,

∂y

(
Ωs+

Ωs−

)
=




1
v

[
−m(y) + sBz +

√
∆2 − (vk0y)2

]
0

0 1
v

[
−m(y) + sBz −

√
∆2 − (vk0y)2

]


(
Ωs+

Ωs−

)
,

(5.47)

which we can rewrite into the following differential equation,

∂yΩsn =
1

v

[
−m(y) + sBz + n

√
∆2 − (vk0y)2

]
Ωsn, (5.48)

and the corresponding solutions are given by,

Ωsn(y) = Csn exp

{
1

v

[
sBz + n

√
∆2 − (vk0y)2

]
y

}
exp

{
−1

v

∫ y

0

m(r)dr

}
, (5.49)

= Csnfsn(y), (5.50)

where Csn are normalization constants and we have introduced the function

fsn(y) = exp

{
1

v

[
sBz + n

√
∆2 − (vk0y)2

]
y

}
exp

{
−1

v

∫ y

0

m(r)dr

}
. (5.51)
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Note that the square root appearing in the above solution is real as long as the condition (5.20) is
respected. Moreover, the normalization constants are given by

Csn =
1

|χsn|

{∫ +∞

−∞
|fsn(y) |2 dy

}−1/2

, (5.52)

and they are explicitly calculated in App. E.2 for the mass profile introduced in Eq. (5.3), i.e., m(y) =
m0 tanh(y/y0). Furthermore, to calculate the eigenvectors associated to the solutions Ωsn it is useful to
rewrite the previous notations by using the quantum number n,

Ωsn = ωs+ + n

√
∆+ svk0y
∆− svk0y

ωs−, ωsn = us+ + nvs−, vsn = −iusn. (5.53)

We denote the eigenvectors associated to the solutions Ωsn by χsn and we find them to be given by (we
detail the calculation in App. E.1),

χsn = (χs, gsnχ−s) , (5.54)
with χ+ = (0, 1, 0, 1)T , χ− = (−1, 0, 1, 0)T and

gsn = −
sn
√
∆2 − (vk0y)2 − ivk0y

∆
. (5.55)

We can finally write the transversal wave functions of the hinge states as

ϕsn(y) = Ωsn(y)χsn, (5.56)

where Ωsn(y) is the orbital part while χsn is the spinorial part of the wave functions. In App. E.2 we
check if the states ϕsn form an orthogonal basis. Actually, we find that there is an overlap δ between the
states of same s and opposite n which can hybridize and gap them. However, we find that the overlap
may be negligible under certain conditions such that the states are approximatively orthogonal3. The
result (5.56) for the hinge mode wave functions recovers the one of Ref. [Queiroz & Stern 2019] if we
set k0y = 0. In that case, the wave functions are less rich, since the term

√
∆2 − (vk0y)2 = ∆ is always

real. As we will discuss in Sec. 5.5.3, the helical hinge modes can be split into helical Majorana modes
when Bz = 0 or into single chiral Majorana modes when both Zeeman and superconducting couplings
are present. This is what Queiroz and Stern have discussed in their paper. When k0y ̸= 0 we agree with
Queiroz and Stern only in the regime ∆ > vk0y, which is equivalent to their result with a renormalized

coupling ∆ → ∆̃ =
√
∆2 − (vk0y)2. On the other hand, Queiroz and Stern have not discussed the regime

∆ < vk0y. In that case there is an important difference because the effective mass no longer depends on
the superconducting coupling, leading to a new splitting scenario not envisaged in [Queiroz & Stern 2019]
(see Sec. 5.5.3).

As we have set ∆0 = 0 to derive the wave functions, in the following we look at the matrix elements
induced by this term.

5.5.2 Matrix elements induced by ∆0

Following [Queiroz & Stern 2019], we look at the matrix elements induced by the coupling ∆0 appearing
in the Hamiltonian (5.15) as ∆0τx. Indeed, we have set ∆0 = 0 in order to determine the dispersions
and wave functions and now we want to see if the matrix elements induced by this parameters gap the
hinge modes. These matrix elements are given by ⟨χsn|τx|χs′n′⟩ ∝ δs,−s′ . Hence, ∆0 couples states of
opposite chiralities leading to a gap in the energy spectrum. However, as long as the hinge modes are
spatially separated, the coupling induced by ∆0 is weak and the gap may be neglected. Hence, when
they are well separated, our results about the splitting of the hinge modes are valid even for non-zero
values of ∆0. We will illustrate this when performing numerical simulations in Sec. 5.6.

We discuss the physical interpretation of the hinge mode wave functions and present the different
splitting scenarios in the next subsection.

3Indeed, considering a mass profile m(y) = m0 tanh(y/y0), we observe that the overlap δ is exponential suppressed with
y0m0/v.
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5.5.3 Summary and discussion about the splitting of the hinge modes
Starting from the BdG Hamiltonian (5.15) and considering an infinite strip along y while setting k0x =
∆0 = 0 we were able to obtain the solvable system (5.43) by using the Schrödinger equation. Solving this
system we have obtained four wave functions given by ϕsn(y) = Ωsn(y)χsn, where Ωsn(y) is the orbital
part defined in Eq. (5.49) while χsn is the spinor part defined in Eq. (5.54). Moreover we recall that the
quantum number s = ± is related to the chirality while the quantum number n = ± distinguishes the
Majorana modes. Furthermore, the associated dispersions are given by Esn = svkx + nvk0x. If we do not
specify a mass profile m(y), the orbital part can be written as

Ωsn(y) = Csn exp

{
−1

v

∫ y

0

msn(r)dr

}
, (5.57)

where Csn are normalization constants and we have introduced the effective mass msn(y) given by,

msn(y) = m(y)− sBz − n
√
∆2 − (vk0y)2. (5.58)

As already discussed in Sec. 5.4.2, this corresponds to a mass inversion problem where the hinge modes
are located at the zeros of the effective mass. We now distinguish between different scenarios and, in the
remainder of this section, we will consider a mass profile given by m(y) = m0 tanh(y/y0).

In the normal case where both Zeeman and superconducting couplings are set to zero we have a
helical pair of hinge modes (i.e., located at y = 0), as represented in Fig. 5.8. In this figure we have
flattened the two surfaces forming the hinge for clarity and we have shown the mass profile m(y). In all
of the following figures we use the same mass profile and always show the two surfaces as flattened.

−2.5 0.0 2.5
y/y0

−1

0

1

m
(y

)/
m

0

Figure 5.8: Normal case. Helical states are present at the left and right hinges of the surface.

When only a Zeeman field is present (Bz ̸= 0 and ∆ = 0), the effective mass readsms(y) = m(y)−sBz

and have two zeros that are reached at the following positions,

ys = y0 tanh
−1(sBz/m0). (5.59)

In that case, the helical hinge modes are split into two chiral modes as depicted in Fig. 5.9.
Considering only a superconducting coupling, namely Bz = 0 and ∆ ̸= 0, the effective mass becomes

mn(y) = m(y)−n
√

∆2 − (vk0y)2. In that case the hinge modes are spatially split into two pairs of helical
Majorana modes protected by time-reversal symmetry whose positions are given by

yn = y0 tanh
−1

n
√
∆2 − (vk0y)2

m0
. (5.60)
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Figure 5.9: Zeeman field. The helical pair is separated into two chiral modes enclosing a quantum
anomalous Hall region.

As discussed in Sec. 5.3.4, these modes are gapped when ∆2 < (vk0y)
2. The situation is depicted in

Fig. 5.10 in which we observe the two helical pairs of Majorana modes that are separated from each
other, surrounding a surface-based helical topological superconductor.

Figure 5.10: Superconductivity. The superconducting coupling alone leads to two helical Majorana
modes surrounding a surface-based helical topological superconductor. The blue and red arrows indicate
the direction of propagation while the green and yellow colors distinguish between the two types of
Majorana modes.

When both Zeeman and superconducting couplings are present we have to treat differently the cases
∆2 > (vk0y)

2 and ∆2 < (vk0y)
2.

When ∆2 > (vk0y)
2 the effective mass is given by Eq. (5.58) and has four zeros located at the following

positions,

ysn = y0 tanh
−1

sBz + n
√
∆2 − (vk0y)2

m0
. (5.61)

Here there are three possible scenarios that we list below and draw in Fig. 5.11 where, to simplify the
notations, we introduced the reduced superconducting coupling ∆̃ =

√
∆2 − (vk0y)2.

1. ∆̃ > Bz: The Zeeman coupling is lower than the pairing ∆̃ forming a QAH-(p+ ip)-QAH junction
where the two QAH regions have opposites n (see Fig. 5.11a).

2. ∆̃ = Bz: The Zeeman and modified superconducting coupling are equal so that y−+ = y+− and
so the modes of opposite s and n are gapped by ∆0 and two spatially separated chiral Majorana
modes are left (see Fig. 5.11b). As it require a fine-tuning, this phase is not topological.

3. ∆̃ < Bz: The Zeeman coupling is stronger than the reduced superconducting coupling leading
to four spatially separated chiral Majorana modes with two overlapping quantum anomalous Hall
(QAH) regions (see Fig. 5.11c).

On the other hand, if ∆2 < (vk0y)
2 we can rewrite the orbital part of the wave functions as

Ωsn(y) = Csn exp

{
−1

v

∫ y

0

ms(r)dr

}
e−in(y/v)

√
(vk0

y)
2−∆2

, (5.62)

with an effective mass ms = m(y) − sBz. In that case the effective mass has only two zeros that are
located at the positions ys defined in Eq. (5.59). This corresponds to two pairs of chiral Majorana modes
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(a) ∆̃ > Bz (b) ∆̃ = Bz (c) ∆̃ < Bz

Figure 5.11: Splitting of the modes with both Zeeman and superconducting couplings when ∆2 > (vk0y)
2.

The blue and red arrows indicate the direction of propagation while the green and yellow colors distinguish
between the two types of Majorana modes.

as depicted in Fig. 5.12. Despite the fact that a pair of chiral Majorana modes is equivalent to a single
chiral fermionic mode, here we can differentiate the two situations because the wave functions have a
different phase factor.

Figure 5.12: Splitting of the modes with both Zeeman and superconducting couplings when ∆2 < (vk0y)
2.

The blue and red arrows indicate the direction of propagation while the green and yellow colors distinguish
between the two types of Majorana modes. Here the hinge modes are split into two pairs of chiral
Majorana modes.

As we can see, we recover the splitting scenarios already discussed in Sec. 5.3.5. The scenarios
depicted in Figs. 5.9, 5.10, 5.11a, 5.11b are those discussed in [Queiroz & Stern 2019] while the scenarios
presented in Fig. 5.11c and Fig. 5.12 provide new results. In the next section we perform a numerical
analysis of the system with non-zero values of ∆0 by using a lattice model. This allows us to visualize
the spatial splitting by plotting the y- and kx-resolved spectral density at the zeros of the effective mass.

5.6 Numerical results
In the preceding section we have proposed different splitting scenarios depending on the values of the
Zeeman field Bz and the reduced superconducting coupling ∆̃ =

√
∆2 − (vk0y)2. Here we look at the

scenarios not considered by Queiroz and Stern by computing the spectral density with the help of a
tight-binding model. In particular, we focus on the case ∆̃ < Bz where we have to distinguish between
∆ > vk0y (four chiral Majorana modes) and ∆ < vk0y (two pairs of chiral Majorana modes).

5.6.1 Lattice model
Following Queiroz and Stern, we now construct a lattice model of the surface Hamiltonian on a square
lattice with lattice constant a = 1 (in the next the lengths are given in units of a and the momenta
in units of 1/a). To do so, we discretize the continuous Dirac Hamiltonian using the finite difference
method as presented in App. C. We start with a simplified Hamiltonian without couplings,

H(k⃗) = v(k⃗ + k⃗0ρz) · σ⃗ +mσzρz, (5.63)

whilst the couplings will be easily included later as they will enter in the onsite potential. In order
to describe a topological insulator we need to introduce a quadratic correction in k⃗ to the mass term
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[Shen et al. 2011] and we thus consider,

H(k⃗) = v(k⃗ + k⃗0ρz) · σ⃗ + (m−Bk⃗2)σzρz. (5.64)

For our lattice model we take B = t/2, with t the hopping energy. To simplify the derivation we first
forget about the spin and valley degrees of freedom and re-introduce them after. We thus want to
discretize the following toy Hamiltonian,

H = v(kx + ky) +
t

2
(k2x + k2y) + v(k0x + k0y) +m. (5.65)

Substituting kα → −i∂α, using the finite difference method, introducing the operator c†j which creates
a fermion at site j whose position is given by R⃗j , and setting v/a = ε where ε has unit of energy, we
obtain the following lattice Hamiltonian,

H =
∑

j

[
v(k0x + k0y) +m+ 2t

]
c†jcj +

1

2

∑

ij

∑

R⃗a

[
t+ iε

(
R⃗i − R⃗j

)
· R̂
]
c†i cjδR⃗i−R⃗j ,R⃗a

(5.66)

with lattice sites i, j, R̂ = x̂+ ŷ the unitary position vector, and R⃗a the nearest neighbour vectors given
by R⃗1 = x̂, R⃗2 = −x̂, R⃗3 = ŷ, and R⃗4 = −ŷ. Taking in account the spin and valley degrees of freedom
the tight-binding Hamiltonian without coupling reads,

H =
∑

ij

Ψ†
iHijΨj , Ψj = (cj↑+ cj↑− cj↓+ cj↓−)

T
, (5.67)

Hij =
[
v(k0xσx + k0yσy)ρz +mσzρz + 2tσzρz

]
δR⃗i,R⃗j

+
1

2

∑

R⃗a

[
tσzρz + iε

(
R⃗i − R⃗j

)
· σ⃗
]
δR⃗i−R⃗j ,R⃗a

.

(5.68)
It is then straightforward to include the Zeeman and superconducting couplings since they simply enter
in the onsite potential. While we considered only a Zeeman field acting diagonally in the valley subspace
in the analytical calculations, here we add a valley-coupling Zeeman term Bz

0σzρx in order to be more
general. Note that this term may gap the helical hinge modes at energies close to vk0. The real-space
tight-binding Hamiltonian with Zeeman and superconducting couplings can then be written as

H =
∑

ij

Φ†
iHijΦj , Φj =

(
cj↑+ cj↑− cj↓+ cj↓− − c†j↓− − c†j↓+ c

†
j↑− c

†
j↑−

)T
, (5.69)

Hij = [(m− 2t)σzρzτz) + v(k0xσx + k0yσy)ρzτz +Bzσz +Bz
0σzρx +∆ρxτx +∆0τx]δR⃗i,R⃗j

+
1

2

∑

R⃗a

[tσzρzτz + iε(R⃗i − R⃗j) · σ⃗τz]δR⃗i−R⃗j ,R⃗a
. (5.70)

Note that this tight-binding Hamiltonians recovers the one of Ref. [Queiroz & Stern 2019, Supplementary
Material]. In all numerical calculations we set ε = t = 1 such that all energies are expressed in units of
t and we use the Kwant software [Groth et al. 2014] to perform the tight-binding simulations.

5.6.2 Spectral density

We now visualize the splitting scenarios not discussed by Queiroz and Stern (i.e., those depicted in
Fig. 5.11c and Fig. 5.12) by plotting the y- and kx-resolved spectral density [Queiroz & Stern 2019],

A(y, ε, kx) = − 1

π
Im
∑

m

|ψm(kx, y)|2
ε− εm + iη

, (5.71)
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where ψm(kx, y) is the m-th eigenstate of the lattice Hamiltonian with energy εm, and η = 0.01 a
broadening parameter determining the resolution of the plots. The spectral density allows to probe the
band structure at the zeros of the effective masses. To compute it we use the Kwant software with a
ribbon geometry of 121 sites along the y-direction. As the lattice sites are labelled from 0 to 120 it is
convenient to shift the mass profile so that the modes are located in the region y ≥ 0. We thus consider
the following mass profile,

m(y) = m0 tanh[(y − ymax + 20)/y0], (5.72)

where ymax is the largest positive location of the splitted modes.
For ∆ > vk0y we have ymax = ys=+,n=+ where ysn are the positions of the four chiral Majorana modes

defined in Eq. (5.61). As an illustrative example we plot the effective masses msn(y) with this shifted
mass profile in Fig. 5.13 (recall that msn(y) = m(y) − sBz − n

√
∆2 − (vk0y)2). In this figure we also

indicate the zeros of the shifted effective masses which are denoted by ỹsn and are given by

ỹsn = ysn + ys=+,n=+ + 20, (5.73)
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Figure 5.13: Effective masses m̃sn(y) and locations ỹsn where they vanish corresponding to the positions
of the hinge modes. The parameters are y0 = 40, m0 = 1, Bz = 0.5, and ∆̃ = 0.25.

With ∆ < vk0y we have ymax = ys=+ where ys are the positions of the two pairs of chiral Majorana
modes defined in Eq. (5.59). These positions are modified by the shifted mass profile and become

ỹs = ys + ys=+ + 20. (5.74)

Note that with our shifted mass profile the smaller location of the split modes is always given by
y = 20. This value has been chose arbitrarily so that all the modes are away from the left and right
edges respectively located at y = 0 and y = 120. In Tab. 5.3 we give explicit values of the positions of
the hinge modes for the scenarios we want to illustrate.

Scenarios vk0y ỹ−− ỹ−+ ỹ+− ỹ++ ỹ− ỹ+

∆ > vk0y 0.075 20 47 69 96
∆ < vk0y 0.5 20 64

Table 5.3: Positions of the hinge modes for the scenario not considered by Queiroz and Stern. The
parameters are Bz = 0.5, ∆ = 0.25, m0 = 1, and y0 = 40.
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In the following we plot the spectral density at the positions given in Tab. 5.3 as well as at the left
(y = 0) and right (y = 120) edges where the spectrum is gapped.
In Fig. 5.14 we consider ∆ > vk0y with ∆̃ < Bz and we observe that the pair of helical fermionic hinge
modes is split into four single chiral Majorana modes, as expected.
In Fig. 5.15 we consider ∆ < vk0y and we observe that the pair of helical fermionic hinge modes is split
into two pairs of chiral Majorana modes, as expected.
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Figure 5.14: Spectral density at the positions given in Tab. 5.3 and at the left and right edges for
∆ > vk0y. As expected, the helical fermionic hinge modes are split into four chiral Majorana modes and
at the edges the modes are gapped. The parameters are Bz = 0.5, ∆ = 0.25, vk0y = 0.075, vk0x = 0.1,
Bz

0 = 0.1, ∆0 = 0.2, m0 = 1, and y0 = 40.
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Figure 5.15: Spectral density at the positions given in Tab. 5.3 and at the left and right edges for ∆ < vk0y.
As expected, the helical fermionic hinge modes are split into two pairs of chiral Majorana modes and
at the edges the modes are gapped. The parameters are Bz = 0.5, ∆ = 0.25, vk0y = 0.5, vk0x = 0.1,
Bz

0 = 0.1, ∆0 = 0.2, m0 = 1, and y0 = 40.

5.7 Conclusion

In this chapter we have studied the surface of a helical HOTI having two mirror-symmetry protected
Dirac cones which are gapped by a mass surface gap m and separated in momentum space by 2k0. Since
the hinges of the surface realize natural mass domain walls, where the mass changes sign, they host helical
hinge modes. Extending the work of Queiroz and Stern [Queiroz & Stern 2019], we then investigated
the fate of these hinge modes when subjected to Zeeman and superconducting couplings. As discussed
in [Queiroz & Stern 2019], under certain conditions these couplings can lead to the spatial splitting of
the hinge modes instead of gapping them. Here we study different splitting scenarios, which depend on
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the values of the couplings as well as on the value of the momentum separation between the two Dirac
cones.

Our findings are supported by analytical calculations of the HOTI surface spectrum as well as by
analytical calculations of the energy and wave functions of the hinge states. In particular, our result for
the hinge mode wave functions is more general than the one given in [Queiroz & Stern 2019], leading to
a new splitting scenario with pairs of chiral Majorana modes. In addition, we performed tight-binding
simulations, which allowed us to confirm our analytical predictions.

The new findings of our study are as follows. When both Zeeman and superconducting couplings are
present with ∆ > vk0 and Bz >

√
∆2 − (vk0y)2, the helical pair of fermionic hinge modes is spatially

separated into four chiral Majorana modes with two modes of same chirality followed by two modes of
the other chirality. On the other hand, when ∆ < vk0 and Bz > ∆0, the helical pair of fermionic modes
is split into two pairs of chiral Majorana modes.

For further studies it would be interesting to use the spatial splitting of the hinge modes to build
interferometers or to study the Josephson effect. Queiroz and Stern have already suggested a generaliza-
tion of the chiral Majorana fermion interferometer proposed by Fu and Kane [Fu & Kane 2009], and by
Akhmerov, Nilsson, and Beenakker [Akhmerov et al. 2009] where the surface of a time-reversal invariant
topological insulator is gapped by ferromagnets of opposite magnetization, separated by a superconduct-
ing island. The proposal of Queiroz and Stern corresponds to two copies of that interferometer with two
different chiralities. In addition to the proposal of Queiroz and Stern, the new splitting scenarios allow
one to envision new types of interferometers such as the one shown in Fig. 5.16. In this figure we show
a system consisting of several successive regions. If we denote a region with no couplings by N, a region
with only Zeeman coupling by F (for ferromagnet), and a region with Zeeman and superconducting
couplings by FS, then the system we propose consists of an N/F/FS/F/N junction (here the FS region
is in the ∆̃ < Bz regime). As shown in Fig. 5.16, the central region of this junction is made of two
chiral Majorana interferometers with opposite chiralities. As another perspective, we also propose two
types of FS/N/FS Josephson junctions as shown in Fig. 5.17. In Fig. 5.17a the FS regions are in the
∆̃ < Bz regime and the supercurrent is mediated by helical Majorana modes, while in Fig. 5.17b the
FS regions are in the ∆̃ > Bz regime and the supercurrent is mediated by chiral Majorana modes. As a
final suggestion, it would also be interesting to study a Josephson junction consisting of two FS regions,
one in the ∆̃ < Bz regime and the other in the ∆̃ > Bz regime.

hinge

Figure 5.16: Majorana interferometers. From left to right, the helical hinge mode is first splitted by a
non-zero Zeeman field into two chiral fermionic modes (left green region) and then each chiral fermionic
mode is splitted into two chiral Majorana modes by the addition of a superconducting coupling (yellow
region). The Majorana modes then recombine into fermionic modes in a region where there is no longer
a superconducting coupling (right green region) and finally the helical hinge mode is recovered in a
region where all the couplings are zero (right white region). This system can be engineered by placing
a ferromagnet going from the left to the right green regions and by placing a superconductor along the
yellow part. The central region where both Zeeman and superconducting couplings are present shows
two Majorana interferometers of opposite chiralities.



126 Chapter 5. Helical hinge modes coupled to a Zeeman field and a superconductor

(a) (b)

Figure 5.17: Josephson junctions. In (a) we sketch a Josephson junction where the supercurrent is
mediated by helical Majorana modes by choosing ∆̃ < Bz while in (b) we represent a Josephson junction
where the supercurrent is mediated by chiral Majorana modes by setting ∆̃ > Bz.



Chapter 6

Conclusion and perspectives

The aim of this thesis was to study the coupling between a superconductor and topological boundary
modes. First we considered the chiral edge states of the quantum Hall effect (Chap. 3 and Chap. 4) and
then we considered the helical hinge modes of a higher-order topological insulator (Chap. 5).

The interplay between Andreev reflection and the chiral edge states of the quantum Hall effect have
been examined in Chap. 3 and Chap. 4 by studying quantum Hall-superconductor hybrid systems in the
regime where a single, spin-degenerate, quantum Hall edge state is present.
In Chap. 3 we considered a QH-SC junction with an arbitrary geometry and we investigated the geo-
metrical and filling factor dependencies of the downstream conductance mediated by CAES. We found
that these dependencies are quite important as they lead to strong variations of the downstream con-
ductance. In particular, by engineering an asymmetric geometry and tuning the Fermi level close to
the next Landau level, the overall electron-hole conversion probability is enhanced and the averaged
downstream conductance can become negative. This provides a way to obtain clearer signatures of the
Andreev conversion at the QH-SC interface. Moreover, we developed a one-dimensional effective model
containing a complex pairing potential localized in the region where the QH-vacuum edge meets the
QH-SC edge which allows to reproduce these dependencies, in contrast to the simple one-dimensional
models commonly used in the literature. However, there is no way to compute the effective parameters
unless performing a full two-dimensional simulation, implying that a two-dimensional description of the
system is necessary.
In Chap. 4 we have studied a QH-SC-QH junction with a ribbon geometry where CAES propagate on
both sides of the superconductor in opposite directions. While the QH-SC junction only allows an in-
cident electron from one end of the superconductor to be converted into an electron or a hole at the
other end via the normal and Andreev reflection processes, the QH-SC-QH junction allows two new
so-called non-local processes. Indeed, the presence of the second QH region allows the incident electron
to be transmitted to the other side of the superconductor as an electron or as a hole via the elastic
co-tunneling and crossed Andreev reflection processes. We used a microscopic model to derive a secular
equation allowing one to plot the energy spectrum of the counter-propagating CAES and we developed
a simple one-dimensional effective model to investigate the local and non-local conductances of the junc-
tion. As we found in Chap. 3, such an effective model is not sufficient to account for the effects of
geometry, but at least it allows for a qualitative understanding. To get a quantitative understanding,
a full two-dimensional calculation is necessary, which we have not done due to time constraints. In the
study of the energy spectrum we observed that the counter-propagating CAES are gapped and that
this gap decays exponentially with the width of the superconductor. Denoting respectively by L and
W the lengths of the QH-SC interfaces and the width of the superconductor, we found that only non-
local processes occur when L → ∞ while the system behaves as to independent QH-SC junctions when
W → ∞. This allows to predict that in a system where the superconductor as a finger shape, as done
in some experiments, the incoming electron will be transmitted on the other side of the superconductor
only via non local processes for a very long finger. Interestingly, we found regimes where the non-local
conductance is negative, which is a hallmark of the crossed Andreev reflection occurring in the system.
This can help experimentalists to better probe this non-local Andreev process.
For further studies, the case of spin-polarized electrons would be interesting to investigate because of
its potential for topologically protected quantum computing. Indeed, a QH-SC-QH junction with a
finger-shaped superconductor and spin-polarized electrons is a promising way to build a one-dimensional
topological superconductor. This would require modifying our model by adding a Zeeman splitting to
lift the spin-degeneracy and a spin-orbit coupling term to allow the formation of Cooper pairs.
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In Chap. 5 we studied the spatial splitting of the helical hinge modes of higher-order topological
insulators arising in the presence of Zeeman and superconducting couplings. This study extends the
work of Queiroz and Stern who first proposed that such a spatial splitting yields one-dimensional chiral
or helical Majorana modes depending on the values of the couplings [Queiroz & Stern 2019]. Indeed, we
obtained a more general expression for the wave functions of the hinge modes and we explored regimes
not considered by these authors leading to a new splitting scenario where two pairs of chiral Majorana
modes are located at different positions. This work is a preliminary step towards transport experiments
based on the split modes. We ended the chapter by suggesting some possible setups. We proposed a
Majorana interferometer obtained by engineering a N/F/FS/F/N junction, where N denotes a region
with no couplings, F a region with only Zeeman coupling, and FS a region with both Zeeman and
superconducting couplings. Moreover, we proposed FS/N/FS Josephson junctions in different regimes
such that the supercurrent is mediated by chiral or helical Majorana modes.

As the reader will have seen from this manuscript, chiral and helical boundary modes coupled to a
superconductor provide rich platforms for physical phenomena. This field of research being in constant
progress both theoretically and experimentally, there is no doubt that new advances will be made in the
coming years. This thesis work has been an exciting adventure, and I hope you have enjoyed reading it.
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In this thesis we study the transport properties of different systems experiencing only elastic scat-
tering. A good way to describe such problems is provided by the scattering matrix formalism which
involves the electron wave functions far from the structure. As an illustrative example we will first look
at the Dirac-δ potential problem which is frequently used to model the interface between two materials.
In this example we introduce the reflection and the transmission of an incoming particle and we then
generalize these concepts with the scattering matrix formalism. We end the appendix by presenting the
Landauer-Büttiker formalism which relates the to the transmission eigenvalues of the scattering matrix.

A.1 An example: the delta potential

In this thesis we widely use the delta potential barrier to model interfaces between two materials. Here
we treat the 1D delta potential barrier described by V (x) = V0δ(x) and the corresponding Schrödinger
equation is given by,

− ℏ2

2m
ψ′′(x) + V (x)ψ(x) = Eψ(x), (A.1)

where we considered stationary states ψ(x). In the region x ̸= 0 the Schrödinger equation becomes,
ψ′′(x) = −(2mE/ℏ2)ψ(x), and the wave functions are plane waves,

ψ(x) =

{
ψ+(x) = A+e

ikx +B+e
−ikx for x > 0

ψ−(x) = A−e
ikx +B−e

−ikx for x < 0
, (A.2)

k =
1

ℏ
√
2mE. (A.3)

At x = 0 the wave functions ψ+(x) and ψ−(x) must be equal,

ψ+(0) = ψ−(0), (A.4)

leading to,
A+ +B+ = A− +B−. (A.5)

Because of the delta function, the derivatives are not continuous at x = 0. However, integrating Eq.
(A.1) in the interval [−ε, ε] and taking ε→ 0, one obtains the following condition,

− ℏ2

2m

[
ψ′
+(0)− ψ′

−(0)
]
− V0ψ(0) = 0, (A.6)
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leading to,
A+ −B+ −A− +B− = −2iβ (A+ +B+) , (A.7)

where we have introduced a dimensionless quantity β characterizing the strength of the potential barrier,

β =
mV0
ℏ2k

. (A.8)

For positive energies, the particle is free to move and it may be scattered at the delta function potential
(see Fig. A.1). We consider the situation where a particle is incident on the barrier from the left

0

Figure A.1: Scattering from a delta potential barrier.

side (A−). It may be reflected (B−) or transmitted (A+). To find the amplitudes for reflection and
transmission for incidence from the left, we put in the above equations A− = 1 (incoming particle),
B− = r (reflection), B+ = 0 (no incoming particle from the right) and A+ = t (transmission). Thus, we
can write the wave function (A.2) as,

ψ(x) =

{
teikx for x > 0

eikx + re−ikx for x < 0
. (A.9)

From the conditions (A.5) and (A.7) we have,

1 + r = t, (A.10)
t− 1 + r = −2iβt, (A.11)

and solving for r and t we obtain,

r =
−iβ
1 + iβ

, (A.12)

t =
1

1 + iβ
. (A.13)

One can easily check the unitarity condition R + T = 1, where R = |r|2 and T = |t|2 are respectively
the probabilities for the incoming electron to be reflected or transmitted. We can discuss two limits of
these amplitudes. First, if β = 0 we have t = 1, i.e., without a barrier the incoming electron moves freely
from left to right. On the other hand, if β → ∞ we have r = 1, i.e., a unit probability for the incoming
electron to be reflected. These two limits thus recover what the common sense would expect. In fact,
the amplitudes r and t are called scattering amplitudes and they enter into a more general theory that
is the scattering matrix formalism.

A.2 The scattering and transfer matrices
Here we consider one-dimensional systems. More details can be found in [Markoš & Soukoulis 2008,
Chap. 1]. In a system with a localized potential, that is, a potential that is non-zero only for some finite
range, such as a delta potential or a square potential, we can always analyze the scattering problem, in
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which particles come in from either right or left (or both) and get transmitted or reflected. We thus
consider a situation where V = 0 at the left and right sectors and V ̸= 0 in the middle. In general, the
wave functions in the left (L) and right (R) regions where V = 0 are,

ψL(x) = Aeikx +Be−ikx, (A.14)

ψR(x) = Feikx +Ge−ikx. (A.15)

In the middle, where V (x) ̸= 0, we can’t say what the wave function will be until V (x) is specified. In
the example of the previous section we considered only the case of an incoming particle from the left by
taking G = 0. However, it’s not too difficult to generalize the results we’ve obtained to the case where we
have incident particles from both sides. Since a particle coming in from the left will be either transmitted
(continue to the right past the potential region) or reflected (travel back to the left), particles incident
from the left cannot affect the particle stream travelling to the left on the right side of the potential
region. By symmetry, particles incident from the right cannot affect the particle stream travelling to the
right on the left side of the potential. That is, we can always specify A and G in the wave functions
above, and express B and F in terms of them. We can write this dependence as a matrix equation,

[
B
F

]
=

[
S11 S12

S21 S22

] [
A
G

]
, (A.16)

where the matrix S is called the scattering matrix. In fact, the scattering matrix relates the the amplitudes
associated to outgoing waves to the amplitudes associated to the incoming ones such that we can write,

ψout = Sψin. (A.17)

For the delta potential V (x) = V0δ(x) we’ve seen that in the case where G = 0 we have,

B =
−iβ
1 + iβ

A, F =
1

1 + iβ
A, β ≡ mV0

ℏ2k
. (A.18)

By symmetry, if A = 0 so that particles come in only from the right, we have,

F =
−iβ
1 + iβ

G, B =
1

1 + iβ
G. (A.19)

If both A ̸= 0 and G ̸= 0, we can just add up the contributions from the two cases since they don’t
interfere with each other, and we get,

[
B
F

]
=

1

1 + iβ

[
−iβ 1
1 −iβ

] [
A
G

]
. (A.20)

We’ve seen that in the general scattering problem, we can write the particle stream magnitudes on each
side of the potential by using a scattering matrix. The scattering matrix in Eq. (A.16) expresses the
outgoing particle streams on each side in terms of the incoming streams. We can also express the streams
on the right in terms of the streams on the left by using a transfer matrix. That is, we can write,

[
F
G

]
=

[
M11 M12

M21 M22

] [
A
B

]
, (A.21)

or,

ψR =MψL. (A.22)

By solving the scattering matrix equation for F and G in terms of A and B we can express the transfer
matrix in terms of the scattering matrix,

M = − 1

S12

[
S11S22 − S12S21 −S22

S11 −1

]
. (A.23)
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The element M11 is just the determinant of S so we have,

M = − 1

S12

[
detS −S22

S11 −1

]
. (A.24)

Conversely, we can express the scattering matrix in terms of the transfer matrix,

S = − 1

M22

[
−M21 1
detM M12

]
. (A.25)

In the special case where the only incoming particles are from the left, G = 0, and from the scattering
matrix, we have,

RL =
|B2|
|A|2 = |S11|2 =

|M21|2
|M22|2

, (A.26)

TL =
|F 2|
|A|2 = |S21|2 =

|detM |2
|M22|2

. (A.27)

If the incoming particles are from the right only, A = 0, we get,

RR =
|F 2|
|G|2 = |S22|2 =

|M12|2
|M22|2

, (A.28)

TR =
|B2|
|G|2 = |S12|2 =

1

|M22|2
. (A.29)

Because the time evolution of a Hermitian Hamiltonian H is described by a unitary operator U =
exp{−(i/ℏ)Ht}, the scattering matrix has to be unitary,

SS† = 1, (A.30)

from which it follows the conservation of the scattering probabilities, RL + TL = RR + TR = 1. A usual
way to write the scattering matrix is given by,

S =

(
r t
t′ r′

)
, (A.31)

where the different entries correspond to,

• t: transmission of waves propagating from left to right,

• r: reflection of waves coming from the left,

• t′: transmission of waves propagating from right to left,

• r′: reflection of waves coming from the right.

With these notations the unitarity of the scattering matrix translates into the following equation,

SS† =

(
|r|2 + |t|2 rt′

∗
+ tr′

∗

t′r∗ + r′t∗ |r′|2 + |t′|2
)

=

(
1 0
0 1

)
, (A.32)

and the transfer matrix can be expressed as,

M =

(
t− r′t′

−1
r r′t′

−1

−t′−1
r t′

−1

)
. (A.33)

A useful property of the transfer matrix is that, for a system of N barriers, it can be obtained by
multiplying the transfer matrices associated to each barrier. As an example let us consider a system
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with two Dirac-δ barriers located at x1 and x2. We have thus three different regions (left, center, right)
such that the wave function can be written as,

ψ(x) =





ψL(x) if x < x1

ψC(x) if x1 < x < x2

ψR(x) if x > x2

. (A.34)

We can then write the wave function at the right in term of the one at the left by using Eq. (A.22),

ψR =MψL, (A.35)

where M is the global transfer matrix of the system. We can also use the transfer matrices M1 and M2

associated to the barriers located at x1 and x2,

ψC =M1ψL, (A.36)
ψR =M2ψC =M2M1︸ ︷︷ ︸

=M

ψL, (A.37)

and we find the composition law M =M2M1 (as we use it in the thesis to model three terminal junctions,
the double delta potential barrier is detailed in the next section). For a system of N barriers the transfer
matrix is thus given by,

M =MNMN−1 · · ·M2M1. (A.38)

Until now we considered scattering problems with a single propagating channel. All the above results
can be generalized to the multi-channel case as follows. Let’s consider NL and NR propagating channels
in the left and right regions. We denote by bL and bR the coefficients associated to the left and right
outgoing modes and by aL and aR the coefficients associated to the left and right incoming modes. In
that case we have,




bL(E1)
bL(E2)

...
bL(ENL

)
bR(E1)
bR(E2)

...
bR(ENR

)




=

(
r(E) t′(E)
t(E) r′(E)

)

︸ ︷︷ ︸
S(E)




aL(E1)
aL(E2)

...
aL(ENL

)
aR(E1)
aR(E2)

...
aR(ENR

)




, (A.39)

where we write explicitly the energy-dependency for clarity. The scattering matrix S(E) has dimension
(NL +NR)× (NL +NR) and,

r(E) has dimensions NL ×NL,

r′(E) has dimensions NR ×NR,

t(E) has dimensions NR ×NL,

t′(E) has dimensions NL ×NR.

We can then generalize the scattering matrix to a system with many leads as the one depicted in Fig.
A.4. For a system with N leads we can write the scattering matrix as,

S =




S11 S12 · · · S1N

S21
. . . . . .

...
...

. . . . . . SN−1N

SN1 . . . SN N−1 SNN



, (A.40)
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where the diagonal elements are reflection matrices and the non-diagonal elements are transmission
matrices,

Spq =

{
rp if p = q

tpq if p ̸= q
, (A.41)

with rp the reflection in lead p and tpq the transmission from lead q to lead p. The scattering matrix
elements Spq have dimension Np ×Nq with Np and Nq the number of propagating modes in lead p and
q.

In this thesis we often us a double delta barrier to model junctions where a central region is sandwiched
between two leads. We thus detail this problem in the next section by using the transfer matrix method.

A.3 Another example: the double delta potential
Let us consider a L-C-R junction along the x-axis where the left (L), central (C), and right (R) regions
are normal metals. We assume the system to be quasi one-dimensional and we denote by L the length of
the central region. Assuming the same potential height V0 for the left and right interfaces, the potential
barriers are modeled by,

V (x) = V0 [δ(x− L/2) + δ(x+ L/2)] . (A.42)

Here we are interested in the situation depicted in Fig. A.2 where an incoming electron from the left can
be reflected back with amplitude r or transmitted to the right region with amplitude t (see Fig. A.2a).
In the central region the electron can perform many round trips before being reflected back in the left
reservoir or transmitted to the right reservoir. Hence, the central regions acts as a Fabry-Pérot cavity.
Three possible contributions for the transmission to the right are sketched in Fig. A.2b.

L RC

L

r
teikL

e-ikL

(a)

1 2
(b)

Figure A.2: Three terminal junction. In (a) we show the situation where en incoming electron from the
left (L) can be reflected back to the left or transmitted to the right (R) with respective amplitudes r and
t. The central region of length L forms a Fabry-Pérot cavity in which the incoming electron can perform
many round trips before exiting the cavity. In (b) we show three possible processes contributing to the
transmission t.

To compute the scattering amplitudes r and t we use the transfer matrix approach presented in the
previous section. In particular we use the composition law M = M2M1 derived in Eq. (A.37) and the
relation (A.33) to write,

M =

(
t− r′t′

−1
r r′t′

−1

−t′−1
r t′

−1

)
(A.43)

=

(
t1 − r′1t

′
1
−1
r1 r′1t

′
1
−1

−t′1−1
r1 t′1

−1

)(
t2 − r′2t

′
2
−1
r2 r′2t

′
2
−1

−t′2−1
r2 t′2

−1

)
. (A.44)
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From the last equality we can write the transmission amplitude t as,

t = t2 [1− r′1r2]
−1
t1. (A.45)

The physical meaning of this result is better seen by expanding the term in square brackets in powers of
(r′1r2),

t = t2
[
1 + (r′1r2) + (r′1r2)

2 + · · ·
]
t1. (A.46)

The right-hand side of the above equation must be read from right to left. The first term, t2t1, corresponds
to the case where the incoming is transmitted consecutively across the two barriers. The second term,
t2(r

′
1r2)t1 represents the situation where the incoming electron passes through the first barrier, reflects

back at the second barrier, then reflects again on the first barrier, and finally is transmitted to the right
by crossing the second barrier. So the powers (r′1r2)

n correspond to trajectories in which the incoming
particle performs n round trips. In Fig. A.2b we show three such paths. In order to derive analytical
expressions we rewrite the transfer matrix as follows,

M =MR

(
eikL 0
0 e−ikL

)
ML, (A.47)

where ML and MR are the transfer matrices of the left and right delta barriers and the diagonal matrix
describes the free propagation in between the two barriers. Because we consider the same height V0 for
the left and right barriers we have ML = MR = M0, where M0 can be obtained from the preceding
sections. By using Eq. (A.24) we can write,

M0 = − 1

S12
0

(
detS0 −S22

0

S11
0 −1

)
, (A.48)

where S0 is the scattering matrix of a single delta potential introduced in Eq. (A.20),

S0 =
1

1 + iβ

(
−iβ 1
1 −iβ

)
, (A.49)

where we recall β = mV0/(ℏ2k). We can thus write M0 as,

M0 =

(
1− iβ −iβ
iβ 1 + iβ

)
, (A.50)

and, using M =M0 Diag{eikL, e−ikL}M0 and the relations (A.25) and (A.31),

S =

(
r t
t′ r′

)
= − 1

M22

(
−M21 1
detM M12

)
, (A.51)

we finally obtain,

T = |t|2 =
1

1 + 4β2 [cos(kL) + β sin(kL)]
2 , (A.52)

R = |r|2 = 1− T. (A.53)

In Fig. A.3 we plot the transmission T as a function of kL for various values of the barrier strength β.
There are particular values of kL for which we observe a unit probability of transmission. These are called
transmission resonances or Fabry-Pérot resonances. The resonance is reached if cos(kL) + β sin(kL) = 0
which is satisfied for kL = nπ − arctan(1/β), with n an integer. As β increases the peaks get narrower.
For β → ∞ we recover the resonant condition of an infinite square well, kL = nπ. Note that, using
the wave length λ = 2π/k, we can rewrite the dimensionless parameter kL as kL = 2πL/λ. Thus, the
condition kL = nπ corresponds to the situation where the distance L between the two barriers is an
integer multiple of one-half of the wave length of the incoming electron.
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Figure A.3: Transmission T across a double delta potential as function of kL for various strengths β.
Here we observe transmission resonances with peaks located at kL = nπ − arctan(1/β).

A.4 The Landauer-Büttiker formalism

Here we give the main results of the Landauer-Büttiker formalism of mesoscopic transport. More details
can be found in [Datta 1997, Chap. 2]. In this approach of transport originally proposed by Landauer,
the conductance through a conductor is related to the probability that an electron can transmit through
it [Landauer 1957, Landauer 1992]. Landauer considered the case where a conductor is connected to
two reservoirs while Bütikker generalized the result to multiple probes [Büttiker 1986, Büttiker 1988].
Thus, this formalism applies to systems made of a central conductor, called the scattering region, which
is connected to some leads as depicted in Fig. A.4. The results presented here are valid for ballistic
conductors or, at least, as long as the transport across the conductor is coherent. The current Ip in
a given lead p is defined positively if it is leaving the lead and, due to Kirchoff’s rule, we must have∑

p Ip = 0.

Scattering 
region

Figure A.4: Multi-terminal system. A central conductor, called the scattering region, is connected to
many leads. Here we have labelled one lead by p and another one by q. The current in a given lead is
positively defined if it is entering the scattering region.

Here we follow [Martin 2005] to derive the averaged current in a given lead p. We start from the
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general definition of the current operator [Landau & Lifshitz 2013],

Jp(x) = 2× eℏ
2mi

[
ψ†
p(x)

∂ψp

∂x
− ∂ψ†

p

∂x
ψp(x)

]
, (A.54)

where the factor of two accounts for the spin degeneracy and the fermionic field operators ψ†
p(x) and

ψp(x) are defined by,

ψ†
p(x) =

∑

q

∫
dk√
2π

(
δpqe

−ikx + S∗
pqe

ikx
)
c†q(k), (A.55)

ψp(x) =
∑

q′

∫
dk′√
2π

(
δpq′e

ik′x + Spq′e
−ik′x

)
cq′(k

′), (A.56)

where Spq is the scattering matrix element introduced in Eq. (A.41) while c† and c are respectively
creation and annihilation operators. After a little bit of algebra we can write the current operator as,

Jp(x) =
ℏe
2mπ

∑

q,q′

∫
dk dk′

[
(k′ + k)

(
δpqδpq′e

−i(k−k′)x − Spq′S
∗
pqe

i(k−k′)x
)

(A.57)

+ (k′ − k)
(
δpq′S

∗
pqe

i(k+k′)x − δpqSpq′e
−i(k+k′)x

)]
c†q(k)cq′(k

′), (A.58)

and using E = ℏ2k2/(2m) to substitue dk → m
ℏ2kdE we finally get,

Jp(x) =
∑

q,q′

∫
dE dE′Mp(E,E

′, q, q′)c†q(k)cq′(k
′), (A.59)

with Mp(E,E
′, q, q′) =MΣk

p +M∆k
p , where,

MΣk
p =

em

2πℏ3

(
1

k(E)
+

1

k′(E′)

)(
δpqδpq′e

−i(k(E)−k′(E′))x − Spq′(E
′)S∗

pq(E)ei(k(E)−k′(E′))x
)
, (A.60)

M∆k
m =

em

2πℏ3

(
1

k(E)
− 1

k′(E′)

)(
δpq′S

∗
pq(E)ei(k(E)+k′(E′))x − δpqSpq′(E

′)e−i(k(E)+k′(E′))x
)
. (A.61)

The averaged current is then given by,

⟨Jp(x)⟩ =
∑

q,q′

∫
dE dE′Mp(E,E

′, q, q′)
〈
c†q(k)cq′(k

′)
〉
, (A.62)

where we can write the average of operators as,

〈
c†q(k)cq′(k

′)
〉
= fq(E)δq,q′δ(k − k′) =

ℏ2k(E)

m
fq(E)δq,q′δ(E − E′), (A.63)

where fq(E) is the Fermi function for terminal q,

fq(E) =

[
1 + exp

(
E − µq

kBT

)]−1

, (A.64)

with µq the chemical potential in this terminal. The Dirac-δ function imposes k = k′ such that M∆k
p = 0

and the averaged current thus takes the form,

⟨Jp(x)⟩ =
2e

h

∫
dE

(
fp(E)−

∑

q

S∗
pqSpqfq(E)

)
, (A.65)
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which does not depends on the position. Using the unitarity of the scattering matrix we finally get the
well known result,

⟨Jp(x)⟩ =
2e

h

∑

q

∫
dE |Spq|2[fp(E)− fq(E)], (A.66)

where |Spq|2 is the transmission probability from the reservoir q to the reservoir p (note that Ip = 0
when p = q). This result is the Landauer formula generalized to many channels and many leads in Refs.
[Büttiker 1986, Büttiker 1988]. In the next we denote Ip = ⟨Jp(x)⟩ such that we can write the (averaged)
current Ip in lead p as,

Ip =

∫
ip(E)dE, (A.67)

ip(E) =
2e

h

∑

q

T̄pq(E) [fp(E)− fq(E)] , (A.68)

where T̄pq(E) represents the total transmission form lead q to lead p at energy E and can be related to
the scattering matrix through the relation,

T̄pq = Tr
{
tpqt

†
pq

}
, (A.69)

where tpq is a non-diagonal element of the scattering matrix in the basis of the leads as introduced in
Eq. (A.41) and the trace gives the sum over the different modes. If the bias is small,

|µp − µq| ≪ kBT, (A.70)

we can linearize Eq. (A.67) to obtain,

Ip =
∑

q

Gpq (Vp − Vq) , (A.71)

where we have used µp = eVp and we have introduced the conductance matrix element,

Gpq =
2e2

h

∫
T̄pq(E)

(
−∂f0
∂E

)
dE, (A.72)

where f0(E) is the equilibrium Fermi function, that is, the Fermi function evaluated at µ = Ef . At low
temperatures, kBT ≪ ℏωc, we obtain,

Gpq =
2e2

h
T̄pq. (A.73)

This is the generalization of the Laudauer conductance formula for a system with many channels and
many leads.



Appendix B

Mean field theory of superconductivity:
BCS and BdG

Contents
B.1 Basic phenomena of superconductivity . . . . . . . . . . . . . . . . . . . . . . . 141
B.2 BCS Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
B.3 Mean field approximation and BdG Hamiltonian . . . . . . . . . . . . . . . . . 144
B.4 Particle-hole symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

The superconducting state correspond to a state in which the electrons form pairs due to an attractive
energy between them. We start by introducing the basic phenomena of superconductivity and then we
follow the Asano’s book [Asano 2021, Chap. 3] to derive the mean field Hamiltonian of superconduc-
tors. In all this manuscript we focus on conventional superconductors also called weak-coupling or BCS
superconductors. The name weak-coupling comes from the weakness of the attractive energy compared
to the Debye energy, that is, the characteristic phonon energy scale. The microscopic theory of such
superconductors was proposed by Bardeen, Cooper and Schrieffer (BCS) in 1957 [Bardeen et al. 1957]
from where the name of BCS superconductors. We will present the BCS Hamiltonian and then apply
the mean field approximation leading to the so-called BdG Hamiltonian. Finally we will see that the
solutions of the BdG Hamiltonian are particle-hole symmetric; a convenient property allowing us to
simplify some calculations.

B.1 Basic phenomena of superconductivity

The superconducting state was discovered in 1911 at Leiden by Kamerlingh Onnes (for a review, see
Ref. [van Delft & Kes 2010]). The discovery has been realized by measuring the electrical resistivity of
mercury at very low temperatures thanks to liquid helium. Indeed, Onnes found that, below a critical
temperature Tc ≃ 4.25K, the electrical resistance of mercury fall to zero; from where the name of
superconductivity. Since then, superconductivity has been measured in hundreds of materials. Not only
a high temperature destroys the superconductivity but also a high magnetic field makes a superconductor
transit in its normal state (i.e. a state with non-zero resistivity). We denote by Hc the critical field above
which superconductivity is destroyed whose temperature dependence is approximatively given by,

Hc(T ) ≃ H0
c

[
1−

(
T

Tc

)2
]
, (B.1)

where H0
c is the critical field at zero-temperature and is different for each superconducting material. A

superconductor is not only a material with zero resistivity but it is also a perfect diamagnet. Indeed,
Meissner and Ochsenfeld [Meissner & Ochsenfeld 1933] have shown that a superconductor expels any ap-
plied magnetic field lower than Hc as depicted in Fig. B.1. This is known as the Meissner effect. Actually,
a more detailed study of this effect shows that the magnetic field penetrates into the superconductor over
a distance λ known as the penetration depth. It turns out that the complete story of the Meissner effect
is a bit more complicated. To see that we recall that superconductivity is explained by considering pairs
of electrons and we introduce the typical size of such pairs ξ known as the superconducting coherence
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(a)
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Figure B.1: Field lines around a superconductor. (a) For H < Hc the material is superconducting and
behaves as a perfect diamagnet and (b) for H > Hc the material is normal.

length (more details on these pairs, called Cooper pairs, are provided in the next section). Then we
define an important dimensionless parameter, known as the Ginzburg-Landau parameter, that is the
ratio of the penetration depth to the coherence length,

κ =
λ

ξ
. (B.2)

The value of this ratio distinguish between two types of superconductors whose phase diagram are
represented in Fig. B.2. Type I superconductors are those with κ < 1/

√
2 and type II superconductors

Meissner

Normal

(a)

Meissner

Normal

Mixed

(b)

Figure B.2: Phase diagram for (a) type I and (b) type II superconductors.

those with κ > 1/
√
2. Type I superconductors are the ones discussed above, i.e. they are perfect

diamagnet at fields below the thermodynamic critical field Hc(T ) while superconductivity is destroyed
at fields exceeding Hc(T ) (see Fig. B.2a). On the other hand, type II superconductors exhibit perfect
diamagnetism up to a critical field Hc1(T ), known as the lower critical field. Above this field, magnetic
flux begins to penetrate the sample, producing the mixed phase (or vortex phase), but does not destroy
the superconductivity until the so-called higher critical field Hc2(T ) has been reached (see Fig. B.2b).
In the extreme type II limit, κ ≫ 1, we have the following hierarchy [Girvin & Yang 2019, p. 573],
Hc1 ≪ Hc ≪ Hc2 .

B.2 BCS Hamiltonian
The BCS theory works for a weak attractive interaction between two electrons on the Fermi surface with
opposite momenta and spins. The repulsive Coulomb interaction still holds but it is dominated by the
attractive one. While, in the Coulomb gauge, the Coulomb repulsion is instantaneous, the attractive
interaction is not. Indeed the latter is mediated by the phonons of the crystal that have a velocity
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vph ∼ 100m/s which is much slower than the Fermi velocity vF . This delay allows for two electrons to
form a so-called Cooper pair. The pairing mechanism can be explained semi-classically as follows. An
electron comes at a given place at a time t = 0 and stands here during a time te ∼ ℏ/εF (εF being
the Fermi energy). During time te this electron attracts the surrounding ions of the crystal. On the
other hand, it takes tph ∼ 1/ωD ≫ te for the ions to move toward the electron, where ωD is the Debye
frequency. At t = tph, the electron has already moved but remaining ions charge the place positively so
that a second electron is attracted. This explains the pairing of two electrons due to this, non-local in
time, attractive interaction. Quantum mechanically, the electron-electron interaction is described by the
second-quantization Hamiltonian,

HI =
1

2

∑

α,β

∫
dr⃗

∫
dr⃗′ Ψ†

α(r⃗)Ψ
†
β(r⃗

′)V (r⃗ − r⃗′)Ψβ(r⃗
′)Ψα(r⃗), (B.3)

where V is the interaction potential, α and β stand for the degrees of freedom of the two electrons (here
the up and down spins) and Ψα,β are their field operators. The total Hamiltonian is then given by
H = H0 +HI , where H0 is the single-particle Hamiltonian for free electrons,

H0 =
∑

α

∫
dr⃗Ψ†

α(r⃗)

[
−ℏ2∇2

2m
− εF

]
Ψ†

α(r⃗). (B.4)

The fermionic operators respect the following anticommutation relations,
{
Ψα(r⃗), Ψ

†
β(r⃗

′)
}
= δ (r⃗ − r⃗′) , (B.5)

{Ψα(r⃗), Ψβ(r⃗
′)} = 0. (B.6)

We can diagonalize the single-particle Hamiltonian by going in momentum-space through Fourier trans-
formation,

Ψα(r⃗) =
1√
Vvol

∑

k⃗

ck⃗,αe
i k⃗·r⃗, (B.7)

where Vvol is the volume of the solid. The normalization condition and the completeness are satisfied by
the basis functions,

1

Vvol

∫
dr⃗ ei(k⃗−k⃗′)·r⃗ = δk⃗,⃗k′ , (B.8)

1

Vvol

∑

k⃗

eik⃗·(r⃗−r⃗′) =
1

(2π)d

∫
dk⃗ eik⃗·(r⃗−r⃗′) = δ(r⃗ − r⃗′), (B.9)

where d is the spatial dimension of the solid. It is then easy to find the anticommutation relations for
the fermionic operators in momentum-space,

{
ck⃗,α, c

†
p⃗,β

}
= δα,βδk⃗,p⃗, (B.10)

{
ck⃗,α, cp⃗,β

}
= 0. (B.11)

Applying the Fourier transformation to the single-particle Hamiltonian we obtain,

H0 =
∑

α

∑

k⃗

ξk⃗c
†
k⃗,α
ck⃗,α, (B.12)

where,

ξk⃗ =
ℏ2k⃗2

2m
− εF , (B.13)
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is the kinetic energy of an electron relative to the Fermi level. To write the interaction Hamiltonian in
momentum space we introduce the Fourier transform of the interaction potential,

V (r⃗) =
1

Vvol

∑

q⃗

Vq⃗ e
iq⃗·r⃗, (B.14)

and we assume the following conditions are satisfied.

• The interaction is attractive and independent of q⃗, i.e., Vq⃗ = −g with g a positive constant.

• The attraction works between two electrons at k⃗2 = −k⃗1 and β = −α.

• The two electrons have energies in an energy window near the Fermi level εF and delimited by the
Debye energy ℏωD.

Under these conditions we obtain,

HI =
1

Vvol

∑

k⃗,⃗k′

V
(
k⃗, k⃗′

)
c†
−k⃗′,↓

c†
k⃗′,↑

ck⃗,↑c−k⃗,↓, (B.15)

V
(
k⃗, k⃗′

)
= −gΘ(−|ξk⃗|+ ℏωD)Θ(−|ξk⃗′ |+ ℏωD). (B.16)

We can finally write the total Hamiltonian as,

H =
∑

k⃗,α

ξk⃗c
†
k⃗,α
ck⃗,α − g

Vvol

∑

k⃗

′∑

k⃗′

′
c†
−k⃗′,↓

c†
k⃗′,↑

ck⃗,↑c−k⃗,↓, (B.17)

∑

k⃗

′
=
∑

k⃗

Θ(−|ξk⃗|+ ℏωD). (B.18)

This Hamiltonian is the so-called BCS (or pairing) Hamiltonian. The interaction potential in real space
at this last expression reads,

V (r⃗ − r⃗′) = −gδ(r⃗ − r⃗′), (B.19)

which is local in space and time. This locality differs from what we said about the phonon-mediated at-
tractive mechanism. However, this model describes very well the physics of conventional superconductors
and so the space and time dependencies play in fact a minor role.

B.3 Mean field approximation and BdG Hamiltonian
The interaction term in the BCS Hamiltonian (B.17) cannot be diagonalized such that one needs to
simplify it in order to find the energies and the eigenstates of the superconductor. For this reason we
apply the mean field approximation to the interaction term. We thus introduce the average of operators,

∆eiϕ ≡ g

Vvol

∑

k⃗

′ 〈
ck⃗,↑c−k⃗,↓

〉
, (B.20)

where ∆eiϕ is called the pair potential (or superconducting order parameter) with amplitude ∆ > 0 and
plays a central role in the theory of superconductivity. In particular, it describes the Cooper pairs and
it is anti-symmetric under the permutation of the two spins. Thus, a Copper pair is in the spin-singlet
s-wave symmetry class (see for example [Asano 2021, Eq. (3.59)]). The typical size of a Cooper pair is
also related to the pair potential through the relation,

ξBCS =
ℏvF
π∆

, (B.21)
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where ξBCS is the BCS superconducting coherence length (see for example [Girvin & Yang 2019, Eq.
(20.90)]). Next, we use the mean field averaging to write,

ck⃗,↑c−k⃗,↓ =
〈
ck⃗,↑c−k⃗,↓

〉
+
[
ck⃗,↑c−k⃗,↓ −

〈
ck⃗,↑c−k⃗,↓

〉]
, (B.22)

c†
−k⃗,↓

c†
k⃗,↑

=
〈
c†
−k⃗,↓

c†
k⃗,↑

〉
+
[
c†
−k⃗,↓

c†
k⃗,↑

−
〈
c†
−k⃗,↓

c†
k⃗,↑

〉]
, (B.23)

where the first terms are the mean field average and the second ones are the fluctuations from the average.
We also introduce the complex conjugation of the pair potential,

∆e−iϕ =
g

Vvol

∑

k⃗

′ 〈
c†
−k⃗,↓

c†
k⃗,↑

〉
. (B.24)

The mean field approximation then consists in considering small fluctuations such that we can expand
the interaction Hamiltonian at first order in the fluctuations. This gives us,

∑

k⃗′

′
c†
−k⃗′,↓

c†
k⃗′,↑

∑

k⃗

′
ck⃗,↑c−k⃗,↓ ≃ −V

2
vol∆

2

g2
+
Vvol
g

∑

k⃗

′ [
∆e−iϕck⃗,↑c−k⃗,↓ +∆eiϕc†

−k⃗,↓
c†
k⃗,↑

]
, (B.25)

and we can finally write the mean-field Hamiltonian for superconductivity as,

HMF =
∑

k⃗,α

ξk⃗ c
†
k⃗,α
ck⃗,α −

∑

k⃗

′ [
∆e−iϕck⃗,↑c−k⃗,↓ +∆eiϕc†

−k⃗,↓
c†
k⃗,↑

]
+
Vvol∆

2

g
(B.26)

=
∑

k⃗

(
c†
k⃗,↑

c−k⃗,↓

)( ξk⃗ ∆eiϕ

∆e−iϕ −ξk⃗

) (
ck⃗,↑
c†
−k⃗,↓

)
+
Vvol∆

2

g
(B.27)

=
∑

k⃗

C†
k⃗
HBdG(k⃗)Ck⃗ +

Vvol∆
2

g
, (B.28)

where the high-energy cut off in the k⃗-sum should be considered if necessary. In Eq. (B.28) we have
introduced the Nambu spinor,

Ck⃗ =

(
ck⃗,↑
c†
−k⃗,↓

)
, (B.29)

and the so-called BdG Hamiltonian [de Gennes 2018],

HBdG(k⃗) =

(
ξk⃗ ∆eiϕ

∆e−iϕ −ξ−k⃗

)
, (B.30)

ξk⃗ =
ℏ2k⃗2

2m
− µ, (B.31)

where we now replace the Fermi energy by the chemical potential µ in the expression of ξk⃗
1. Note that

we used the notation −ξ−k⃗ in the BdG Hamiltonian (B.30) in order to be more general but the the minus
sign in −k⃗ has no importance when considering a parabolic dispersion as here. We can then diagonalize
the mean-field Hamiltonian by solving the Schrödinger equation,

(
ξk⃗ ∆eiϕ

∆e−iϕ −ξk⃗

)(
a
b

)
= E

(
a
b

)
, (B.32)

where the resulting system yields the so-called BdG equations. This eigenvalue problem has two solutions;
one corresponding to an electron-like particle at energy Ek⃗ and the second corresponding to a hole-like
particle at energy −Ek⃗ with,

Ek⃗ =
√
ξ2
k⃗
+∆2. (B.33)

1At small temperatures kBT ≪ εF the chemical potential and the Fermi energy are the same quantities.
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From this dispersion we see that the spectrum is gapped by 2∆. For this reason, ∆ is referred as the
superconducting gap. The quasi-electron (+) and quasi-hole (−) eigenvectors are respectively given by,

ψ+,⃗k =

(
uk⃗

vk⃗e
−iϕ

)
, ψ−,⃗k =

(
−vk⃗eiϕ
uk⃗

)
. (B.34)

where we have introduced,

uk⃗ =

√
1

2

(
1 +

ξk⃗
Ek⃗

)
, vk⃗ =

√
1

2

(
1− ξk⃗

Ek⃗

)
, (B.35)

and we have,

|ψ+,⃗k|2 = |ψ−,⃗k|2 = u2
k⃗
+ v2

k⃗
= 1. (B.36)

Sometimes it can be useful to use the following expressions,

uk⃗ =
1√
2
, vk⃗ =

1√
2

Ek⃗ − i
√
∆2 − E2

k⃗

∆
, (B.37)

which still preserve the relation (B.36). Another useful relation which is frequently used to write the
eigenvectors when |E| < ∆ is provided by,

E ± i
√
∆2 − E2

∆
= e±iarccos(E/∆). (B.38)

We can summarize the diagonalization of the BdG Hamiltonian as follows,
(

ξk⃗ ∆eiϕ

∆e−iϕ −ξk⃗

)
=

(
uk⃗ −vk⃗eiϕ

vk⃗e
−iϕ uk⃗

)(
Ek⃗ 0
0 −Ek⃗

)(
uk⃗ vk⃗e

iϕ

−vk⃗e−iϕ uk⃗

)
, (B.39)

and we can write the mean-field Hamiltonian in a diagonal form as,

HMF =
∑

k⃗

(
γ†
k⃗,↑

γ−k⃗,↓

)(Ek⃗ 0
0 −E−k⃗

)(
γk⃗,↑
γ†
−k⃗,↓

)
+
Vvol∆

2

g
(B.40)

=
∑

k⃗

Ek⃗

(
γ†
k⃗,↑
γk⃗,↑ + γ†

−k⃗,↓
γ−k⃗,↓ − 1

)
+
Vvol∆

2

g
, (B.41)

with,
(
γk⃗,↑
γ†
−k⃗,↓

)
=

(
uk⃗ vk⃗e

iϕ

−vk⃗e−iϕ uk⃗

)(
ck⃗,↑
c†
−k⃗,↓

)
, (B.42)

(
ck⃗,↑
c†
−k⃗,↓

)
=

(
uk⃗ −vk⃗eiϕ

vk⃗e
−iϕ uk⃗

)(
γk⃗,↑
γ†
−k⃗,↓

)
. (B.43)

These last relations are called Bogoliubov transformation [Bogoliubov 1958a, Bogoliubov 1958b] and the
quasiparticle created by the operator γ†

k⃗,α
is called a Bogoliubov quasiparticle or bogoliubon. It is easy

to check that the ladder operators of the bogoliubons preserve the fermionic anticommutation relations,
{
γk⃗,α, γ

†
p⃗,β

}
= δk⃗,p⃗δα,β , (B.44)

{
γk⃗,α, γp⃗,β

}
= 0, (B.45)
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and we can define the "vacuum" of Bogoliubov quasiparticles as,

γk⃗, α|0̃⟩ = 0, (B.46)

where |0̃⟩ denotes the superconducting ground state. It follows that the creation of Bogoliubov quasi-
particles describe the elementary excitations in a BCS superconductor.

The last missing information is the value of the pairing potential. From its definition in Eq. (B.20)
and using the Bogoliubov transformation (B.43) we can write it in a self-consistent way as follows,

∆eiϕ =
g

Vvol

∑

k⃗

′
uk⃗vk⃗e

iϕ
[
1− 2f(Ek⃗)

]
=

g

Vvol

∑

k⃗

′ ∆eiϕ

2Ek⃗

tanh

(
Ek⃗

2kBT

)
, (B.47)

where we have used,
〈
γ†
k⃗,α
γp⃗,β

〉
= f(Ek⃗)δk⃗,p⃗δα,β ,

〈
γk⃗,αγp⃗,β

〉
= 0, (B.48)

with f(Ek⃗) = {1 + exp[(Ek⃗ − µ)/(kBT )]}−1 the Fermi distribution function. The pair potential can
thus be determined by solving Eq. (B.47) which is known as the gap equation. To proceed further we
introduce the density of state per volume per spin,

n(ξ) =
1

Vvol

∑

k⃗

δ(ξ − ξk⃗), (B.49)

so that the gap equation becomes,

1 = g

∫ ℏωD

0

dξ
n(ξ)√
ξ2 +∆2

tanh

(√
ξ2 +∆2

2kBT

)
. (B.50)

Considering the zero-temperature density of states as approximatively constant and equals to n0 (where
n0 is the density of states at the Fermi level) and denoting the zero-temperature pair potential by ∆0,
we can solve the gap equation by setting T = 0 and we get,

1 ≃ gn0 ln(2ℏωD/∆0). (B.51)

The amplitude of the pair potential at zero temperature is thus given by,

∆0 = 2ℏωDe
− 1

gn0 . (B.52)

On the other hand, close to the critical temperature Tc we can take the limit ∆ → 0 and, in the limit
ℏωD ≪ kBTc, the gap equation becomes,

1 ≃ gn0 ln

(
2ℏωDγ0
πkBTc

)
, (B.53)

where γ0 is the Euler constant. From this equation we finally get,

Tc =
2ℏωDγ0
πkB

e−
1

gn0 =
γ0
πkB

∆0, (B.54)

from which we can write,

2∆0 = 3.5kBTc. (B.55)
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B.4 Particle-hole symmetry
We have seen that the BdG Hamiltonian has two solutions ψ+,⃗k and ψ−,⃗k with energies respectively
given by E = ±Ek⃗, where the + (−) solution corresponds to a quasi-electron (quasi-hole). Moreover,
the eigenstates ψ+,⃗k and ψ−,⃗k are not independent since they involve the same functions uk⃗ and vk⃗.
These relations between the two solutions are captured by the so-called particle-hole symmetry. Indeed,
defining the particle-hole symmetry operator as,

P = iτyκ, (B.56)

where τy is the second Pauli matrix in electron-hole space and κ the complex conjugation, the second-
quantized mean-field Hamiltonian preserves particle-hole symmetry,

HMF = PHMFP−1. (B.57)

For the single-particle BdG Hamiltonian the particle-hole symmetry reads,

HBdG(k⃗) = −PHBdG(−k⃗)P−1, (B.58)

where we explicitly write the relation k⃗ → −k⃗ between left- and right-hand sides even if only k⃗2 enters
in the Hamiltonian.2 From Eq. (B.58) it follows that, if there is a solution of the BdG Hamiltonian with
eigenvalue and eigenvector respectively given by,

Ek⃗, ψk⃗, (B.61)

then its particle-hole partner is obtained by taking,

−E−k⃗, P−1ψ−k⃗. (B.62)

This is exactly what we have found in the previous section.

2This is important for linear dispersions. We also mention that the BdG Hamiltonian is sometimes written in a different
basis in which it reads,

H′
BdG =

(
ξ
k⃗

∆eiϕ

−∆e−iϕ −ξ−k⃗

)
. (B.59)

In this case the particle-hole symmetry operator is given by,

P ′ = τxκ. (B.60)
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In condensed matter physics continuous Hamiltonians are usually used to describe low-energy pro-
cesses (compared to the Fermi level). In practice, a lattice model (or tight-binding (TB) model) is often
used instead of a continuous model to access the topological properties of the system. Indeed, the wave
vector is restricted to the first Brillouin zone in such lattice models so that one can define topological
invariants over it (as we did in Sec. 2.3 or for the TKNN invariant in Sec. 2.2.7). Also, TB models are
very useful to describe the band structure of solids. Moreover, in this thesis, we often use the Kwant
package [Groth et al. 2014] to perform TB simulations. In this appendix we derive TB Hamiltonians by
starting from their continuous version. This procedure is known as the finite-difference method. We end
the appendix by discussing about tight binding models in second quantization formalism.

C.1 Discretization of a Schrödinger Hamiltonian
In this section we widely follow the Datta book [Datta 1997, Sec. 3.5]. We start from the continuous
Schrödinger Hamiltonian,

H(r⃗) =
(iℏ∇⃗ − eA⃗)2

2m
+ U(r⃗). (C.1)

C.1.1 Matrix representation for H in 1D

In one dimension, with A⃗ = 0, H simplifies to,

H = − ℏ2

2m

d2

dx2
+ U(x). (C.2)

To obtain a matrix representation for this operator, we consider the quantity HF (x) where F (x) is any
function of x. Now we choose a discrete lattice where points are located at x = ja, j being an integer
(see Fig. C.1), and write

[HF ]x=ja =

[
− ℏ2

2m

d2F

dx2

]

x=ja

+ UjFj , (C.3)

· · ·j = −2 −1 0 1 2 · · ·
x

Figure C.1: An infinite linear chain discretized into a lattice.
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where,
Fj = F (x = ja), Uj = U(x = ja). (C.4)

We now use the method of finite differences to approximate the derivative operators. Assuming a is
small we can approximate the first derivative by,

[
dF

dx

]

x=ja

−→ 1

2a
[Fj+1 − Fj−1], (C.5)

and the second derivative by,
[
d2F

dx2

]

x=ja

−→ 1

a2
[Fj+1 + Fj−1 − 2Fj ]. (C.6)

With this approximation we can write from Eq. (C.3),

[HF ]x=ja = (Uj + 2t)Fj − tFj+1 − tFj−1, (C.7)

where,

t ≡ ℏ2

2ma2
. (C.8)

We can rewrite Eq. (C.7) in the form,

[HF ]x=ja =
∑

i

H(j, i)Fi, (C.9)

where

H(j, i) =





Ui + 2t if i = j

−t if i and j are nearest neighbors
0 otherwise

. (C.10)

This gives us the desired matrix representation of the Hamiltonian operator for a 1D linear chain,

H =




· · · −t 0 0 0
−t U−1 + 2t −t 0 0
0 −t U0 + 2t −t 0
0 0 −t U1 + 2t −t
0 0 0 −t · · ·



. (C.11)

Each site is linked to its nearest neighbor by the element t, while the diagonal elements are give by the
potential energy plus 2t. It is interesting to note the similarity of this discretized Hamiltonian to the
TB Hamiltonian which is widely used in condensed matter physics. In the TB model the wave function
is expressed in terms of localized atomic orbitals, one at each site (s-orbital). Orbitals on neighboring
sites are connected by what is referred to as a hopping matrix element or an overlap integral. The
local potential Uj (+2t) in our model plays the role of the energy of the orbital localized at site j (also
called onsite potential) while t (≡ ℏ2/2ma2) plays the role of the overlap integral between orbitals on
neighboring sites (also called hopping energy). This is represented in Fig .C.2. The price to pay for this
discretization is that the dispersion cancels for k = 0 and k = π.

C.1.2 Matrix representation for H in 2D
It is straightforward to extend Eq. (C.10) to two or more dimensions. In general the matrix elements of
[H] are given by,

[H]ij = Hij =





U(r⃗i) + zt if i = j

−t̃ij if i and j are nearest neighbors
0 otherwise

, (C.12)
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· · ·
j − 1 j j + 1

· · ·

Uj−1 Uj+1Ujt t

Figure C.2: Representation of the tight binding model with onsite atomic potential Uj and hopping
overlap integral t.

where (i) z is the number of nearest neighbors (z = 2 for a linear chain and z = 4 for a square lattice),
(ii) r⃗i is the position vector for lattice site i. If the vector potential is zero, then the nearest neighbor
hopping is equal to −t as in the 1D example. With a non-zero vector potential it is modified to,

t̃ij = teiϕij (C.13)

where ϕij is the Peierls phase defined as [Peierls 1933, Hofstadter 1976],

ϕij =
e

ℏ

∫ r⃗j

r⃗i

A⃗(r⃗) · dr⃗, (C.14)

where the vector potential is evaluated at a point halfway between sites i and j, that is, at (r⃗i + r⃗j)/2.
We can write the TB Hamiltonian (C.12) in a compact form as follows,

Hij = [U(r⃗i) + zt] δr⃗i,r⃗j −
∑

R⃗a

t̃ijδr⃗i−r⃗j ,R⃗a
, (C.15)

where δa,b is the Kronecker-δ which equals one if a = b and zero otherwise and {R⃗a} is the set of the
nearest neighbour vectors. For example, in two dimensions we have {R⃗a} = {ûx,−ûx, ûy,−ûy}. Note
that all terms that don’t depend on k will enter in the TB Hamiltonian as onsites. Thus, if we want to
deal with a Hamiltonian relative to the Fermi level we just have to add −µ in the onsite potential.

C.2 Discretization of a Dirac Hamiltonian

Here we focus on the one-dimensional massive Dirac Hamiltonian,

H = vpxσx +m(x)v2σz = −iℏv∂xσx +m(x)v2σz, (C.16)

where we consider a position-dependent mass term m(x). In order to describe a topological insulator
we need to introduce a quadratic correction in p⃗ to the mass term [Shen et al. 2011] and we obtain the
modified Dirac Hamiltonian,

H = vpxσx +
[
m(x)v2 −Bp2x

]
σz = −iℏv∂xσx +

[
m(x)v2 + ℏ2B∂2x

]
σz (C.17)

Such a modified Dirac Hamiltonian is extensively used in the book by Shen [Shen 2012]. To discretize
this Hamiltonian on a linear chain we substitute x→ ja and, applying the above Hamiltonian on a wave
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function ψ, we obtain,

−iℏv ∂ψ
∂x

σx = − iℏv
2a

(ψj+1 − ψj−1)σx, (C.18)

m(x)v2ψ(x)σz = mjv
2ψjσz, (C.19)

ℏ2B
∂2ψ

∂x2
σz =

ℏ2B
a2

(ψj+1 + ψj−1 − 2ψj)σz (C.20)

where we have used Eqs. (C.5) and (C.6) for the derivatives and we use the notation fj = f(x = ja).
Using the following definitions,

ε ≡ ℏv
2a
, (C.21)

t ≡ −Bℏ2

a2
, (C.22)

m̃ ≡ mv2, (C.23)

the discrete Dirac Hamiltonian reads,

Hij =





(m̃j + 2t)σz if i = j

−iεσx − tσz if i = j + 1

+iεσx − tσz if i = j − 1

0 otherwise

. (C.24)

We can write the above Hamiltonian in a compact form as,

Hij = (m̃j + 2t)σzδr⃗i,r⃗j −
∑

R⃗a

[tσz + iε (r⃗i − r⃗j) · σ⃗] δr⃗i−r⃗j ,R⃗a
, (C.25)

where r⃗i,j are position vectors, {R⃗a} = {ûx,−ûx} are nearest neighbour vectors, and σ⃗ is the vector of
Pauli matrices.

C.3 Tight-binding models in second quantization: momentum-
space representation and dispersion

A natural way to deal with lattice Hamiltonians is provided by the second quantization formalism.
The second quantization Hamiltonian H is expressed in terms of the first quantization one through the
relation,

H =
∑

ij

Ψ†
iHijΨj , (C.26)

where Ψ†
i and Ψj are (eventually one-dimensional) spinors containing annihilation and/or creation oper-

ators. Here we consider the simplest (Schrödinger) TB Hamiltonian, that is, in one dimension without
onsite potential and without spin,

H = −t
∑

⟨ij⟩

(c†i cj + c†jci), (C.27)

where ⟨ij⟩ stands for nearest neighbors. Here c†i cj annihilates a fermion at r⃗j and creates one at r⃗i,
which we can physically interpret as a fermion going from r⃗j to r⃗i. In order to go from position-space to
momentum-space we give the relations,

c†j =
1√
N

∑

k⃗

e−ik⃗·r⃗jc†
k⃗
,

cj =
1√
N

∑

k⃗

eik⃗·r⃗jck⃗,

(C.28)
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and inversely,

c†
k⃗
=

1√
N

∑

j

eik⃗·r⃗jc†j ,

ck⃗ =
1√
N

∑

j

e−ik⃗·r⃗jcj ,

(C.29)

where N is the number of sites. The total number of particle is conserved,
∑

j

nj =
∑

j

c†jcj =
∑

k⃗

c†
k⃗
ck⃗, (C.30)

and we have the following orthogonality relations,

1

N

∑

j

ei(k⃗−k⃗′)·r⃗j = δk⃗,⃗k′ , (C.31)

1

N

∑

j

eik⃗·(r⃗j−r⃗j′ ) = δj,j′ . (C.32)

To go in the momentum-space representation we first rewrite the sum over nearest neighbors as,
∑

⟨ij⟩

(c†i cj + c†jci) =
1

2

∑

j

∑

δ⃗

(c†jcj+δ⃗ + c†
j+δ⃗

cj), (C.33)

where the sum over δ⃗ is carried out over the nearest-neighbor vectors δ⃗1, δ⃗2, ..., δ⃗z, c
†
j+δ⃗

creates a fermion
at position r⃗j+δ, and the factor 1/2 is to avoid double counting. Then, rewriting the fermionic operators
in momentum space using Eq. (C.28) we have,

H = −t
∑

k⃗

∑

δ⃗

cos(k⃗ · δ⃗)c†
k⃗
ck⃗ =

∑

k⃗

εk⃗ c
†
k⃗
ck⃗, (C.34)

from which we obtain the TB dispersion relation,

εk⃗ = −t
∑

δ⃗

cos(k⃗ · δ⃗). (C.35)

For a 1D wire along the x-axis with nearest-neighbor vectors,

δ⃗1 = ax̂, δ⃗2 = −ax̂, (C.36)

where a is the lattice constant, the energy dispersion writes,

εk,1D = −2t cos(ka). (C.37)

For the 2D square lattice with nearest-neighbor vectors,

δ⃗1 = ax̂, δ⃗2 = −ax̂, δ⃗3 = aŷ, δ⃗4 = −aŷ, (C.38)

where a is the lattice constant, the energy dispersion relation then reads,

εk⃗,2D = −2t[cos(kxa) + cos(kya)]. (C.39)

If we restore the t-dependent terms of the onsite potential as defined in Eq. (C.12), Uonsite = zt with
z = 2 for the 1D wire and z = 4 for the 2D square lattice, the above energy dispersions become,

εk,1D = 2t[1− cos(ka)] −−−−→
ka→0

ℏ2k2

2m
, (C.40)

εk⃗,2D = 2t[1− cos(kxa)] + 2t[1− cos(kya)] −−−−→
kxa→0
kya→0

ℏ2k⃗2

2m
, (C.41)
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where we have used t = ℏ2/(2ma2) and the same kind of relation holds in 3D. Thus, the tight-binding
and continuum models are equivalent for k⃗ · â→ 0, where â = a(x̂, ŷ, ẑ).

For free electrons in a 1D wire, the continuum energy dispersion (relative to the Fermi level µ) can
be written as E = ℏ2k2/(2m) − µ. In that case we have k = ±(1/ℏ)

√
2m(E + µ) and, for low-energy

states with |E| ≪ µ, the condition ka→ 0 is satisfied if t/µ≫ 1.
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This appendix is a supplement to Chap. 3 in which we detail the analytical calculation of the CAES
velocity v, we discuss the choice of parameters for the numerical simulations, and we study the depen-
dency of the Andreev conversion τ on the system parameters.

D.1 Analytical result for the CAES velocity
Here we detail the analytical calculation of the CAES velocity v defined in Eq. (3.39) as,

ṽ =
v√

2lBωc

= − ∂κs̃(ε, κ)

∂εs̃(ε, κ)

∣∣∣∣
ε=0
κ=κ0

, (D.1)

where the dimensionless secular equation s̃(ε, κ) is defined in Eq. (3.35),

s̃(ε, κ) = AG̃H̃ −B∂κG̃ ∂κH̃ − ε√
δ2 − ε2

C(G̃∂κH̃ + H̃∂κG̃) +D(G̃∂κH̃ − H̃∂κG̃) = 0, (D.2)

and the dimensionless quantities have been introduced in Eqs. (3.36) and (3.37),

A = c̃2 + d̃2, B =
mSCℏωc

mQHµSC
, C =

√
Bc̃, D =

√
Bd̃, c̃ =

Re{q}
kSC
F

, d̃ =
Im{q}
kSC
F

+ Z
vQH
F

vSC
F

, (D.3)

ε =
E

ℏωc
, κ =

√
2lBky, δ =

∆

ℏωc
, G̃(ε, κ) = U

(
−ν
2
− ε, κ

)
, H̃(ε, κ) = U

(
−ν
2
+ ε,−κ

)
, (D.4)

with U(a, z) the parabolic cylinder function introduced in Eq. (2.78). In order to calculate the derivatives
appearing in the definition (D.1) we introduce the shorthand notations,

∂1 = ∂ε, ∂2 = ∂κ, ∂12 = ∂ε∂κ, ∂22 = ∂2κ, (D.5)

and we rewrite the dimensionless secular equation (D.2) as,

s̃(ε, κ) = AG̃H̃ −B∂2G̃ ∂2H̃ − ε√
δ2 − ε2

C(G̃∂2H̃ + H̃∂2G̃) +D(G̃∂2H̃ − H̃∂2G̃) = 0. (D.6)

In order to simplify the ε and κ derivatives involved in the secular equation we neglect the energy
and momentum dependencies of the momentum q, q ≃ kF,sc

√
1 + i∆/µsc, such that we only need to
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differentiate the parabolic cylinder functions and the derivatives appearing in the definition (D.1) read,

∂s̃(ε, κ)

∂ε

∣∣∣∣
ε=0
κ=κ0

= A0(G̃0∂1H̃0 + H̃0∂1G̃0)−B0(∂2G̃0 ∂12H̃0 + ∂2H̃0∂12H̃0) (D.7)

− 1

δ
C0(G̃0∂2H̃0 + H̃0∂2G̃0) +D0(G̃0∂12H̃0 − H̃0∂12G̃0 + ∂1G̃0∂2H̃0 − ∂1H̃0∂2G̃0),

∂s̃(ε, κ)

∂κ

∣∣∣∣
ε=0
κ=κ0

= A0(G̃0∂2H̃0 + H̃0∂2G̃0)−B0(∂2G̃0∂22H̃0 + ∂2H̃0∂22G̃0) +D0(G̃0∂22H̃0 + H̃0∂22G̃0),

(D.8)

where the indices 0 stand for ε = 0 and κ = κ0. To go further, we simplify the parabolic cylinder
functions by using the asymptotic expansion (3.44) leading to the simplified expressions of G̃ and H̃
given in Eqs. (3.46) and (3.47),

G̃(ε, κ), H̃(ε, κ) = U
(
−ν
2
∓ ε,±κ

)
= F± cos(α± + β±), (D.9)

with,

F± =
Γ
(
1+ν
4 ± ε

2

)

2
1−ν
4 ∓ ε

2
√
π
, α± =

(
1− ν

4
∓ ε

2

)
π, β± = Γ±κ, Γ± =

√
2
Γ
(
3+ν
4 ± ε

2

)

Γ
(
1+ν
4 ± ε

2

) . (D.10)

Furthermore, at ε = 0 and κ = κ0 we have F+ = F− = F0, α+ = α− = α0, and β+ = β− = β0, with,

F0 =
Γ
(
1+ν
4

)

2
1−ν
4
√
π
, α0 =

1− ν

4
π, β0 = Γ0κ0, Γ0 =

√
2
Γ
(
3+ν
4

)

Γ
(
1+ν
4

) , (D.11)

where Γ0 ∈]0.8, 1.5[ for ν ∈]1, 3[. We can thus write the previous terms involving parabolic cylinder
functions at zero bias as,

G̃0 = F0 cos(α0 + β0), H̃0 = F0 cos(α0 − β0), (D.12)

∂κG̃0 = −F0Γ0 sin(α0 + β0), ∂κH̃0 = +F0Γ0 sin(α0 − β0), (D.13)

and, to perform the ε-derivatives appearing in Eqs. (D.7) and (D.8), we consider F± ≃ F0 and Γ± ≃ Γ0.
This allows us to write

G̃0, H̃0 = F0 cos(α0 ± β0), (D.14)

∂1G̃0, ∂1H̃0 = ±F0
π

2
sin(α0 ± β0), (D.15)

∂2G̃0, ∂2H̃0 = ∓F0Γ0 sin(α0 ± β0), (D.16)

∂12G̃0, ∂12H̃0 = F0
π

2
Γ0 cos(α0 ± β0), (D.17)

∂22G̃0, ∂22H̃0 = −F0Γ
2
0 cos(α0 ± β0), (D.18)

so that the terms appearing in (D.7) and (D.8) are given by,

G̃0∂2H̃0 + H̃0∂2G̃0 = −F 2
0 Γ0 sin 2β0, (D.19)

∂2G̃0∂22H̃0 + ∂2H̃0∂22G̃0 = F 2
0 Γ

3
0 sin 2β0, (D.20)

G̃0∂22H̃0 − H̃0∂22G̃0 = 0, (D.21)

G̃0∂1H̃0 + H̃0∂1G̃0 = F 2
0

π

2
Γ0 sin 2β0, (D.22)

∂2G̃0∂12H̃0 + ∂2H̃0∂12H̃0 = −F 2
0

π

2
Γ2
0 sin 2β0, (D.23)

G̃0∂12H̃0 − H̃0∂12G̃0 = 0, (D.24)

∂1G̃0∂2H̃0 − ∂1H̃0∂2G̃0 = 0, (D.25)
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leading to the following analytical result for the dimensionless velocity,

ṽ =
B0Γ

2
0 +A0

π
2Γ0

(B0Γ2
0 +A0) +

1
δC0

. (D.26)

D.2 Choice of parameters for the numerical simulations
In this appendix we discuss the choice of parameters for the numerical simulations. We first determine the
parameter regimes where the tight-binding model agrees with the continuum model. In fact, we want to
find regimes where lattice and finite-size effects do not change the energy spectrum of the CAES obtained
from the tight-binding model to that obtained from the continuum model. To do so, we compare the
energy spectrums obtained from these two models for different values of t/µSC , µQH/∆, µSC/µQH and
Z, as well as for different values of the QH and SC lengths LQH and LSC shown in Fig. D.1. As finite-
size effects can be sources of variations of the scattering probabilities, we then study the dependency of
the Andreev conversion τ on the system’s dimensions. This will allow us to determine the size of the
simulation box such that the value of τ has converged. As we will see, the corresponding dimensions
depend on which values have been chosen for the angles θQH and θSC . In all this appendix we set t = 1.
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Figure D.1: Probability density |u(r⃗)|2 − |v(r⃗)|2 of an incoming electron state for θSC = 45◦ and θQH =
90◦. The interference of CAES along the QH-SC interface (black line) can be clearly seen. Note that
the wave function does not have any weight in the vicinity of the SC-vacuum boundary. The parameters
are µQH = µSC = 10∆, ν = 2 and Z = 0. This figure is the same as Fig. 3.18 in the main text.

D.2.1 Comparison between tight-binding and continuum spectra
In this subsection we compare the energy spectra obtained from the tight-binding and continuum models
for different values of the system dimensions and parameters to determine the regime for which they
give the same results. We start by varying the system parameters with sufficiently large values of the
system dimensions so that no finite size effects come into play. We then vary the system dimensions
to determine the minimum values of LQH and LSC that allow the tight-binding model to recover the
continuum model. In all plots presented here, the energy spectra obtained with the continuum model
are represented by red dots, while those obtained with the lattice model are represented by black lines.

In Fig. D.2 we compare the energy spectra for different values of t/µSC with µQH = µSC = 10∆,
ν = 2, Z = 0, LQH = 10lB , and LSC = 4ξ. According to this figure, we find a satisfactory agreement
between the two models for t/µSC ≳ 10. In the following we take t/µSC = 20.

In Fig. D.3 we compare the energy spectra for different values of µQH/∆ with t/µSC = 20, µQH =
µSC , ν = 2, Z = 0, LQH = 10lB , and LSC = 4ξ. According to this figure, we find a satisfactory
agreement between the two models for µQH/∆ ≳ 5. In the following we take µQH/∆ = 10.

In the two preceding figures we considered ideal interfaces with µQH = µSC and Z = 0. We now
look at non-ideal interfaces by considering a Fermi mismatch and a potential barrier. In Fig. D.4 we
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Figure D.2: Comparison between continuum and tight-binding spectra for various values of t/µSC . We
set (a) t/µSC = 1, (b) t/µSC = 2, (c) t/µSC = 5, (d) t/µSC = 10, (e) t/µSC = 20, and (f) t/µSC = 40.
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Figure D.3: Comparison between continuum and tight-binding spectra for various values of µQH/∆: (a)
µQH/∆ = 1, (b) µQH/∆ = 2, (c) µQH/∆ = 5, (d) µQH/∆ = 10, (e) µQH/∆ = 20, and (f) µQH/∆ = 40.
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compare the energy spectra for different values of µSC/µQH with t/µSC = 20, µQH = 10∆, ν = 2, Z = 0,
LQH = 10lB , and LSC = 4ξ. According to this figure, we see that the Fermi mismatch leads to small
deviations between the two models, which can be attributed to lattice effects.
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Figure D.4: Comparison between continuum and tight-binding spectra for various values of µSC/µQH .

Finally, in Fig. D.5 we compare the energy spectra for different values of Z with t/µSC = 20,
µQH = µSC = 10∆, ν = 2, LQH = 10lB , and LSC = 4ξ. According to this figure, the two models agree
regardless of the value of the potential barrier.
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Figure D.5: Comparison between continuum and tight-binding spectra for various values of Z.

Now that we have determined the parameter regimes that allow satisfactory agreement between the
continuous and lattice models, we want to determine for what minimum values of LQH and LSC these
two models agree. To study these dependencies we choose t/µSC = 20, µQH = µSC = 10∆, ν = 2, and
Z = 0. In Fig. D.6 we set LQH = 10lB and consider different values of LSC while in Fig. D.7 we set
LSC = 4ξ and consider different values of LSC . These figures show a satisfactory agreement between the
two models when LSC/ξ ≳ 4 and LQH/lB ≳ 4.

D.2.2 Dependency of τ on the system dimensions

In the previous subsection we determined the parameters as well as the values of LQH and LSC that
allow a satisfactory agreement between the continuous and the tight-binding models. Here we want to
determine the minimum dimensions of the system such that the value of τ has converged. As we will
see, these minimum dimensions depend on the angles θQH and θSC that we choose.

In Fig. D.8 we represent the dimensions that come into play in defining the system. We show two
cases: θQH , θSC < 90◦ (Fig. D.8a) and : θQH , θSC > 90◦ (Fig. D.8b). The QH and SC regions are each
separated into two parts: a part close to the QH-SC interface, characterized by the angle θQH for the QH
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Figure D.6: Comparison between continuum and tight-binding spectra for various values of LSC/ξ.
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Figure D.7: Comparison between continuum and tight-binding spectra for various values of LQH/lB .
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(a) (b)

Figure D.8: System dimensions with (a) θQH , θSC < 90◦ and (b) θQH , θSC > 90◦.

region and by θSC for the SC region, and a rectangular part that extends the QH and SC regions to the
left and right, respectively. The parts near the QH-SC interface are delimited by L, L1

QH,SC , WQH,SC

and LθQH ,θSC
, while the rectangular parts are bounded by WQH,SC and L2

QH,SC . We define the system
with such rectangular regions because it is easier to implement. Note that the lengths LQH and LSC

represented in Fig. D.1 are given by LQH = L1
QH + L2

QH and LSC = L1
SC + L2

SC . These dimensions
must be sufficiently large to obtain a value of τ that has converged. Note that we must also satisfy the
condition LθQH

, LθSC
< L so that the Kwant system can be constructed for any angles, when larger than

90◦. Moreover, the value of LθSC
must be large enough for the edge state wave function to vanish in

the vicinity of the corner when θSC > 90◦, while this length is not important when θSC < 90◦, since the
decay of the wave function is not affected by the shape of the corner in this case (see Fig. D.1). We thus
set1 LθSC

= 2ξ when θSC < 90◦ and LθSC
= 60lB when θSC > 90◦. On the other hand, if θQH > 90◦,

the length LθQH
must be large enough so that the incident state does not hit the QH-SC interface before

reaching the corner. For this reason we choose LθQH
= 18lB . These conditions on LθQH

and LθSC
imply

a minimum value for the length L of the QH-SC interface when an angle is greater than 90◦. So we
choose L = 20lB when θSC < 90◦ and L = 80lB when θSC > 90◦. Furthermore, the lengths LQH and
LSC must be large enough to overcome the lengths LθQH,SC

if one of the angles is larger than 90◦. For
this reason we choose LQH = 40lB and LSC = 6ξ. Two examples of Kwant systems constructed under
these conditions are shown in Fig. D.9.

(a) (b)

Figure D.9: Kwant system with (a) θQH = 45◦, θSC = 60◦ and (b) θQH = 125◦, θSC = 135◦.

We now check that the Andreev conversion τ has converged when using the dimensions defined above.
In Fig. D.10 we thus plot the evolution of τ as a function of L, LQH and LSC for the same parameters
as in Fig. D.1, namely µQH = µSC = 10∆, ν = 2, Z = 0, θQH = 90◦, and θSC = 45◦.

1For θSC > 90◦ we could have chosen LθSC
= 4ξ, but we use LθSC

= 60lB to satisfy the condition LθSC
< L. In our

parameter regimes, this value is sufficient for the wave function to decay completely near the corner region.
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In Fig. D.10a we set LQH = 40lB , LSC = 6ξ and vary the length L of the QH-SC interface located in
the scattering region. As we can see, τ doesn’t depend on L. This was expected as the hybrid reservoir
extends the QH-SC interface indefinitely and because τ should depend only on the corner properties.
In Fig. D.10b we vary LQH with L = 20lB and LSC = 6ξ. Here we observe that τ has converged for
LQH ≳ 10lB . So the value we chose above, LQH = 40lB , is large enough.
Fig. D.10c shows the evolution of τ with LSC while L = 20lB and LQH = 40lB . Here we see that τ has
converged for LSC ≳ 6ξ. So the value LSC = 6ξ we chose above is sufficient.
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Figure D.10: Dependency of the Andreev conversion τ on the system’s dimensions. In (a) we set
LQH = 40lB and LSC = 6ξ, and plot τ as function of L/lB for different values of the filling factor ν. We
then choose L = 20lB and ν = 2, and plot the evolution of τ (b) as function of LQH/lB with LSC = 6ξ
and (c) as function of LSC/ξ with LQH = 40lB . The other parameters are the same as in Fig. D.1.

We have thus determined the dimensions of the system such that τ has converged. We end this
appendix by investigating some parameter dependencies that we don’t want to discuss in the main text.

D.3 Dependency of τ on the system parameters
We now study dependencies in the system parameters that we don’t discuss in the main text. Namely,
we study the dependencies of τ on t/µSC , µQH/∆, µSC/µQH , and Z, while the dependencies in the
filling factor and the corner geometry, which are the most interesting ones, are discussed in the main
text.

In Fig. D.11 we plot the evolution of τ with the ratio t/µSC for two different geometries, namely
θQH = 90◦, θSC = 45◦ (Fig. D.11a) and θQH = 90◦, θSC = 135◦ (Fig. D.11b). From this figure we
observe that we reach an asymptotic regime when t/µSC ≳ 20. We thus set µSC = t/20 in the main text
and in the remainder of this appendix.

In Fig. D.12 we plot the evolution of τ with the ratio µQH/∆ for the same geometries as in Fig. D.11.
As shown in Sec. 3.3.2.2, additional non-chiral edge states may appear upon decreasing ∆. Here we
restrict ourselves to values of ν so that such additional states are absent in the range of values of ∆
plotted. (In particular, we show results for ν = 2.75 rather than ν = 2.8 as in the previous figures.) For
θSC = 45◦ (Fig. D.12a), the electron-hole conversion probability depends on ∆ only very weakly. This
is consistent with the analytic results of Sec. 3.3.3, which show that the properties of the edge states
are almost independent of ∆ in the considered parameter regime. We thus choose µQH/∆ = 10 in the
main text and in the remainder of this appendix. However, for θSC = 135◦ (Fig. D.12b), a stronger
dependence is seen, in particular for ν close to 1 and 3. For angles θSC > 90◦, the decay length of
the edge state in the superconductor plays a more important role. Namely as the decay may reach the
superconductor-vacuum interface, a stronger dependence of τ on ∆, which controls the decay length in
the superconductor, is expected. The modified decay is illustrated in Fig. D.13.

In Fig. D.14 we look at the effects of a Fermi mismatch µSC ̸= µQH and a non-zero potential barrier
Z ̸= 0. We see that τ is lowered as µSC/µQH increases. Moreover, we observe that τ vanishes as Z ≫ 1
while it is enhanced in an intermediate region for ν > 2, as we found for the hole content f+h in Fig. 3.10b.



D.3. Dependency of τ on the system parameters 163

0 10 20 30 40
t/µSC

0.0

0.2

0.4

0.6

0.8

1.0

τ

ν = 1.2

ν = 1.6

ν = 2.0

ν = 2.4

ν = 2.8

(a)

0 10 20 30 40
t/µSC

0.0

0.2

0.4

0.6

0.8

1.0

τ

ν = 1.2

ν = 1.6

ν = 2.0

ν = 2.4

ν = 2.8

(b)

Figure D.11: Dependency of the Andreev conversion τ on t/µSC . (a) θQH = 90◦, θSC = 45◦ and (b)
θQH = 90◦, θSC = 135◦. The other parameters are µQH = µSC = 10∆ and Z = 0.
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Figure D.12: Dependence of τ on the superconducting gap ∆. The parameters are t/µSC = 20, µQH =
µSC , Z = 0, and θQH = 90◦. (a) At θSC = 45◦, the electron-hole conversion probability very weakly
depends on ∆ in the regime ∆ ≪ µQH . (b) At θSC = 135◦, a stronger dependence is seen. This can be
attributed to the observation that for angles θSC > 90◦ the superconductor-vacuum interface comes into
play and may modify the decay as illustrated in Fig. D.13.
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Figure D.13: Probability density |ψe(r)|2 − |ψh(r)|2 of an incoming electron state for θSC = 135◦ and
θQH = 90◦. Other parameters are ν = 2.75, µSC = µQH , and Z = 0.(a) µQH/∆ = 10. (b) µQH/∆ = 20.
The modified decay in the superconductor and the effect of the superconductor-vaccum interface can be
clearly seen.
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Figure D.14: Dependency of τ on the (a) Fermi mismatch µSC/µQH with Z = 0, θQH = 0◦, θSC = 90◦,
and on (b) the barrier strength Z with µSC = µQH and θQH = θSC = 90◦. The other parameters are
t = 20µSC , µQH = 10∆, and ν = 2.
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This appendix is a supplement to Chap. 5 in which we provide calculation details for the hinge modes
wave functions derived in Sec. 5.5.

E.1 Calculation of the vectors χsn

Here we provide a detailed calculation for the vector χ++ associated to the orbital function Ω++ while
the others are found using the same procedure. Let us recall the notations introduced in Eq. (5.53),

Ωsn = ωs+ + n

√
∆+ svk0y
∆− svk0y

ωs−, ωsn = us+ + nvs−, vsn = −iusn. (E.1)

Since the chiralities (valleys) are decoupled we focus on s = + (valley −) and the vector associated to

the solution Ω++ can be found by setting Ω+− = 0 in Eq. (E.1), leading to w++ =

√
∆+vk0

y

∆−vk0
y
w+−. Then,

using the relations of Eq. (E.1) we get

u++ = −i
∆+

√
∆2 − (vk0y)2

vk0y
u+−. (E.2)

According to the definitions introduced in Eq. (5.41) we can then write

u5 =

√
∆2 − (vk0y)2 − ivk0y

∆
u2, (E.3)

and using the conditions (5.39) and (5.40) we can finally write the vector χ++ as

χ++ =
(
0 1 0 1

√
∆2−(vk0

y)
2−ivk0

y

∆ 0 −
√

∆2−(vk0
y)

2−ivk0
y

∆ 0

)T
, (E.4)

where we have set u1 = u3 = u6 = u8 = 0 because we focus on the valley −.

E.2 Normalization and orthogonality
In this section we determine the normalization constants Csn and we look if the wave functions are
orthogonal. Using the normalization condition

∫ +∞
−∞ |ϕsn(y) |2 dy = 1, the normalization constants are

given by (up to a phase factor),

Csn =
1

|χsn|

{∫ +∞

−∞
|fsn(y) |2 dy

}−1/2

, (E.5)
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with fsn(y) the function introduced in Eq. (5.51) and,

|χsn| =
√

2(1 + g∗sngsn) = 2, (E.6)

where the last equality holds if vk0y < ∆, which is ensured by the condition (5.20). In order to obtain
an explicit form of the integral (which is necessary to plot the wave functions), we need an explicit form
of the mass surface gap m(y) and so we take the same as in Eq. (5.3), m(y) = m0 tanh(y/y0), such that
the integral of the mass function appearing in the definition of fsn(y) is given by,

exp

[
−1

v

∫ y

0

m(s)ds

]
= (sechy/y0)

m0y0/v. (E.7)

We can then write the orbital part of the wave functions as,

Ωsn(y) = Csn(sechy/y0)
m0y0/v exp

{
1

v

[
sBz + n

√
∆2 − (vk0y)2

]
y

}
. (E.8)

Imposing the condition (5.20) the argument of the exponential is real and we obtain the following
normalization constants,

Csn =
1

2

{∫
(sechy/y0)

2m0y0/v exp

[
2

v

(
sBz + n

√
∆2 − (vk0y)2

)
y

]
dy

}−1/2

=
1

2
√
Isn

, (E.9)

where we have introduced the integrals,

Isn =

∫
(sechy/y0)

2m0y0/v exp

[
2

v

(
sBz + n

√
∆2 − (vk0y)2

)
y

]
dy, (E.10)

for which we find two distinct solutions for the two cases s = n and s ̸= n. For s = n we find,

Isn = y02
2m0y0

v −1(−1)−
y0m0

v ×

×
[
(−1)

y0
v (B

z+
√

∆2−(vk0
y)

2)β

(
−1,−y0

v

(
Bz −m0 +

√
∆2 − (vk0y)2

)
, 1− 2m0y0

v

)
(E.11)

+ (−1)−
y0

v (B
z+

√
∆2−(vk0

y)
2)β

(
−1,

y0
v

(
Bz +m0 +

√
∆2 − (vk0y)2

)
, 1− 2m0y0

v

)]
,

provided that Bz +
√
∆2 − (vk0y)2 < m0, while for s ̸= n we find,

Isn = y02
2m0y0

v −1(−1)−
y0m0

v ×

×
[
(−1)

y0
v (−Bz+

√
∆2−(vk0

y)
2)β

(
−1,

y0
v

(
Bz +m0 −

√
∆2 − (vk0y)2

)
, 1− 2m0y0

v

)
(E.12)

+ (−1)−
y0

v (−Bz+
√

∆2−(vk0
y)

2)β

(
−1,

y0
v

(
−Bz +m0 +

√
∆2 − (vk0y)2

)
, 1− 2m0y0

v

)]
,

provided that Bz < m0 +
√
∆2 − (vk0y)2 and

√
∆2 − (vk0y)2 < m0 + Bz. Here we have introduced the

incomplete beta function defined as β(z, a, b) =
∫ z

0
ta−1(1 − t)b−1dt. We now have determined entirely

the wave functions and we plot the corresponding probability densities |ϕsn(y)|2 in Fig. E.1. From this
figure we observe four probability density maxima for the four states where each are located at different
positions. We will come back to this spatial splitting later in Sec. 5.5.3.

We now want to check if the states |ϕsn⟩ form an orthogonal basis, namely we want to check if the
following relation holds,

⟨ϕs′n′ |ϕsn⟩ = χ†
s′n′ · χsn

∫
Ω∗

s′n′(y) Ωsn(y)dy
?
= δss′ δnn′ . (E.13)
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Figure E.1: Probability densities |ϕsn(y)|2. The parameters are (arbitrary units) y0 = 40, v = 1,
k0y = 0.1, m0 = 1, Bz = 0.5, ∆ = 0.25.

First, the dot product in Eq. (E.13) is equal to the following,

χ†
s′n′ · χsn = 2(1 + g∗s′n′gsn)δss′ . (E.14)

from where we have the contribution δss′ and we thus have to compute the scalar product with s = s′.
Since the case n = n′ is nothing but the normalization condition, it remains to compute the scalar
product with n = −n′,

⟨ϕs,−n|ϕsn⟩ = 2(1 + g∗s,−ngsn)

∫
Ω∗

s,−n(y) Ωsn(y)dy (E.15)

= 2(1 + g∗s,−ngsn)C
∗
s,−nCsny02

2m0y0
v −1(−1)−

y0m0
v ×

×
[
(−1)

y0Bz

v β

(
−1,

y0
v

(
m0 −Bz

)
, 1− 2m0y0

v

)

+ (−1)−
y0Bz

v β

(
−1,

y0
v

(
m0 +Bz

)
, 1− 2m0y0

v

)]
= δ. (E.16)

We thus have a non-zero overlap δ between the states with same s and opposite n which can be seen
in Fig. E.1. Due to their overlap these states can hybridize and gap each other. However, as seen
from Fig. E.2, this overlap decreases exponentially with y0m0/v. Hence, for a sufficiently large value of
y0m0/v, the orthogonality condition (E.13) is approximatively true.
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Figure E.2: Overlap δ. The parameters are the same as in Fig. E.1.
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