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Résume détaillé en français

Cette thèse de doctorat a été réalisée au sein de l’institut Clément Ader (UMR CNRS 5312)
d’Albi pour la division des avions commerciaux d’AIRBUS avec le site.

Contexte, problématiques et objectifs
Le procédé de formage superplastique (SPF) consiste en une opération de formage à haute
température de tôles minces de métal par gonflage. Les alliages dits superplastiques utilisés
pour ce procédé permettent un allongement très important dans des conditions de mise
en forme particulières: température élevée et faibles vitesses de déformation. Dans ces
conditions, le matériau présente une sensibilité à la vitesse de déformation (SRS) très élevée
qui limite les phénomènes localisés de strictions et plus globalement l’amincissement local
des pièces formées. Ce procédé permet de former des géométries complexes en une seule
étape avec un rapport buy-to-fly intéressant. Chez AIRBUS, le procédé SPF est utilisé pour
former les pièces complexes de carénage du mât réacteur et les cloisons de renfort d’entrées
d’air des nacelles en alliages de titane Ti-6Al-4V (Ti-64) et Ti-6Al-2Sn-4Zr-2Mo (Ti-6242).

La plupart des pièces sont produites sur des presses équipées de robots de chargement et de
déchargement automatiques telles que représenté dans la Figure 1a. Ces robots possèdent des
bras qui attrapent le cadre de manutention sur lequel la pièce est fixée avant l’enfournement.
La Figure 1b montre une tôle fixée sur un cadre avant l’enfournement avec un zoom sur une
des fixations par un système de goupille. Avant de démouler la pièce, elle est refroidie grâce
à un système de soufflage d’air associé au robot de manutention qui permet de rigidifier la
pièce et de faciliter l’opération de démoulage tel que présenté dans la Figure 1a. En effet, les
alliages Ti-64 et Ti-6242 présentent des propriétés mécaniques très basses à la température
de mise en forme qui implique que les pièces soient refroidies pour être manipulées. Ensuite,
la pièce est refroidie à l’extérieur de la presse jusqu’à la température ambiante.

Cependant, les pièces finales obtenues après détourage laser peuvent parfois présenter des
distorsions. Ceci est une conséquence des opérations de refroidissement et de défournement de
la pièce après mise en forme qui produisent des déformations plastiques et une accumulation
de contraintes résiduelles libérées lors de l’étape de détourage. Ces distorsions présentent un
problème majeur en raison de la difficulté et du temps nécessaire pour les faire corriger par
les chaudronniers.
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Press effort system
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Figure 1 – Environnement presse: (a) presse fermée et robot d’extraction, (b) tôle
préparée au Nitrure de Bore fixée sur un cadre de chargement, (c) zoom sur des buses
de soufflage

L’objectif de cette thèse est d’optimiser les opérations de refroidissement et de défourne-
ment des pièces après l’opération de formage afin de minimiser les étapes de chaudronnerie
nécessaires pour reprendre les distorsions géométriques. L’utilisation de la méthode par
éléments finis (MEF) avec le logiciel ABAQUSr a été choisie pour reproduire les sollicitations
thermomécaniques subies par les pièces lors des étapes de refroidissement et de défournement.
Un enjeu de la thèse est de savoir modéliser les conditions limites (CL) thermiques et mé-
caniques complexes, hétérogènes et variables au cours des différentes phases du défournement
combinées à l’évolution du comportement thermomécanique du matériau. Un tel modèle nous
permettrait d’obtenir les déformations plastiques et les contraintes résiduelles accumulées
tout au long du processus de fabrication pour une stratégie de refroidissement donnée, pour
ensuite être capable de l’optimiser.

Dans la thèse, l’étude s’est concentrée sur la fabrication d’une portion de la cloison avant de
l’entrée d’air des nacelles de l’avion A350-900 en alliage de titane Ti-64. Deux premières étapes
de caractérisation ont été réalisées, une sur le comportement du matériau de l’alliage Ti-64
et une seconde sur les CL thermiques rencontrés par la pièce au cours de son défournement.
Ces deux étapes visaient à définir les équations et paramètres des lois à implémenter dans
une simulation du procédé par MEF. La dernière étape de la thèse a consisté à construire un
modèle numérique sur le logiciel ABAQUSr capable de reproduire les distorsions de façon à
pouvoir les minimiser.

Modélisation du comportement matériau
L’étude du comportement du matériau avait pour objectif de construire une loi rhéologique
capable de reproduire le bon état de déformation et de contrainte en fonction de paramètres
macroscopiques tels que la température, la vitesse de déformation, la déformation, etc.
Le procédé de formage et de défournement des pièces implique une très grande plage de
température (20-870 ∘C), des vitesses de refroidissement élevées et hétérogènes (0-20 ∘C.s−1)
et des grandes déformations (jusqu’à 50 %). Cela implique un large spectre de mécanismes
de déformation dans diverses conditions de microstructure qui ont rendu très complexes les
investigations expérimentales.
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Résume détaillé en français

État de l’art
Un état de l’art concernant les comportements matériaux a été réalisé pour l’ensemble
des conditions opératoires mises en jeux lors du procédé. La littérature a mentionné
l’importance de la microstructure (initiale et son évolution), des chargements thermiques
(températures et vitesses de refroidissement) sur les mécaniques de déformation actifs et les lois
de comportements associées. Un couplage probable et non-trivial existe entre les conditions
de formage, les conditions de refroidissement et les propriétés mécaniques instantanées des
tôles. Pour ces raisons, mais également du fait d’un nombre élevé de paramètres et conditions
de sollicitations thermo-mécaniques, des essais préliminaires ont été réalisés.

Essais Préliminaires
Plusieurs sessions d’essais préliminaires ont été réalisées pour comprendre l’influence des
différents paramètres du procédé afin de discriminer les paramètres de premier ordre dans la
modélisation du comportement du matériau. Une première session d’essais a visé à tester
l’influence du formage superplastique sur la microstructure du matériau au travers du temps
de maintien à la température de formage. Ces essais (présentés dans l’annexe A.2.1) ont
confirmé la forte influence du temps de maintien sur la croissance de la taille des grains.
Suite à cela, l’influence de l’augmentation de cette taille de grain sur les propriétés mécaniques
a été analysée pour un temps de maintien court (5 min) et un temps de maintien de 100
min correspondant à une opération de formage classique (chauffage et formage). Différents
chargements mécaniques ont été testés à l’issue de ces deux temps de maintien à une
température de 650 °C (intermédiaire dans la gamme de température). Pour atteindre la
température d’essais de 650 °C, deux vitesses de refroidissement (5 °C/s et 15 °C/s) ont été
testées de façon à également évaluer son effet. Les résultats de contraintes d’écoulement en
fonction de la vitesse de déformation pour les différents essais de tractions-fluage (présentés
dans la Figure 2) ont mis en évidence l’influence significative de la croissance de grain générée
par le maintien à la température de formage sur les propriétés mécaniques. Au contraire,
l’influence de la vitesse de refroidissement s’est avérée négligeable dans les conditions testées.
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Figure 2 – Courbes log-log de la contrainte d’écoulement en fonction de la vitesse de
déformation à 650 ∘C- influence de la vitesse de refroidissement et du temps de maintien
à la température SPF

A l’issue de ces essais, une dernière session d’essais mécaniques a été réalisée sur la base des
essais à 650 °C pour deux autres températures de façon à valider les phénomènes observés sur
toute la plage de température. L’absence d’effets significatifs de la vitesse de refroidissement
a également été observée pour les températures de 350 °C et 750 °C.
A l’issue de ces essais préliminaires, une procédure de traitement thermique (TTh) préalable
aux essais de caractérisation a été définie. Elle a consisté en un maintien thermique de
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100 minutes équivalent à la phase de chauffe et formage. Ensuite un seul et unique TTh
composé d’une première vitesse lente (correspondant à la phase d’ouverture de la presse)
suivie d’une vitesse plus rapide (correspondant à la phase de soufflage d’air) appliquée jusqu’à
la température d’essai. De cette façon, l’effet du formage sur la croissance de grain est
reproduit, et un TTh de refroidissement « moyen » est appliqué de façon à se rapprocher le
plus possible du procédé bien que les vitesses de refroidissement n’aient pas démontré d’effet
significatif sur le comportement mécanique.

Éssais de caractérisation
La procédure de caractérisation était composée de deux essais de traction complexes basés
sur des étapes de traction-relaxation successives. Ces procédures ont été conçues pour être
capables de reproduire les différents comportements rencontrés au cours du processus qui
peuvent finalement affecter les distorsions telles que l’élasticité, la plasticité, la viscosité, la
sensibilité à la vitesse de déformation, les comportements de durcissement et d’adoucissement
des contraintes par restauration. La première procédure consistait en un essai de traction par
saut de vitesse de déformation suivi d’une phase de relaxation. Le second consistait en deux
essais de traction-relaxation consécutifs avec la première charge légèrement au-dessus de la
limite d’élasticité estimée afin d’évaluer la limite d’élasticité vraie. L’ensemble des courbes
d’essais de ces deux procédures est présenté dans la Figure 3.
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Figure 3 – Courbes contrainte-déformations: procédures d’essais (a) 1 and (b) 2

Les résultats de ces essais ont mis en évidence des comportements bien décrits dans la
littérature pour certains, et plus singuliers pour d’autres. Une décroissance du module
d’Young a bien été observée avec l’augmentation de la température avec une certaine
variabilité pour les mesures effectuées aux différentes phases de charge-décharge des deux
essais. Ensuite, une partie d’un essai de traction à très faible niveau de contrainte-déformation
suivi d’une relaxation a permis d’évaluer précisément la limite d’élasticité réelle du matériau.
Il est mis en évidence une forte décroissance de celle-ci avec la température jusqu’à atteindre
une limite nulle pour les températures supérieures à 700 °C. Concernant la sensibilité aux
vitesses de déformations, une augmentation globale a été observée avec la température
pour conduire à une très forte sensibilité pour les températures supérieures à 700 °C pour
lesquelles le matériau atteint un comportement parfaitement viscoplastique. Cependant, une
forte non-linéarité de comportement est observée avec un minimum local de SRS pour des
températures intermédiaires (aux alentours de 400 °C). Le comportement en écrouissage a
quant à lui montré deux formes d’augmentation de la contrainte avec la déformation plastique.
Pour les températures basses (inférieures à 500 °C) l’écrouissage est plutôt linéaire tandis que
pour les températures « hautes » il est complètement de type Voce (exponentiel). Pour finir,
les différentes portions de courbes de relaxations montrent clairement une augmentation de
la vitesse de relaxation avec la température, et notamment une restauration quasi-total pour
les températures supérieures à 700 °C.
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Les résultats des deux types d’essais mis au point sur la gamme entière de température ont
démontré des changements importants de comportement au cours du refroidissement. Ces
changements n’interviennent pas tous aux mêmes températures. Une première transition de
comportement affectant la limite d’élasticité, la SRS et la restauration interviennent autour
de 700 °C. Une seconde transition affectant l’écrouissage et la SRS avec notamment une
inversion du comportement de SRS se produit pour des températures intermédiaires (autour
de 400 °C) pour ensuite reprendre pour les températures proches de la température ambiante.

Identification de la loi de comportement
Un modèle élasto-viscoplastique basé sur une loi sinus hyperbolique a été choisi pour repro-
duire la forte sensibilité aux vitesses de déformations tel que défini dans l’équation ci-dessous:

�̇�𝑝 = �̇�0sinh (𝛽⟨𝜎𝑣⟩)𝑛 (1)

Un modèle phénoménologique de limite d’élasticité basé sur une évolution d’écrouissage-
adoucissement isotrope a été utilisé pour reproduire les évolutions de comportements observées
lors des phases de tractions et relaxations aux différentes températures présenté dans les
équations ci-dessous:

𝜎𝑣 = 𝜎 − 𝜎𝑦 = 𝜎 − (𝑘 + 𝑅) (2)

�̇� =
{︂

𝑏 (𝑅 − 𝑄) �̇�𝑝 − 𝛾𝑅𝑐

0
si 𝜎 > 𝑘
si 𝜎 ≤ 𝑘

}︂
(3)

Les sept paramètres (trois pour la fonction de plasticité et quatre pour la limite d’élasticité)
de ce modèle ont été identifiés température par température dans un premier temps. De
cette façon, une esquisse d’évolution de ces paramètres avec la température a pu être générée.
Ensuite, des fonctions d’interpolation ont été construites pour chacun des sept paramètres de
façon à reproduire les transitions de comportements observées expérimentalement et également
identifiables au travers de l’évolution des paramètres obtenus pour chaque température. Pour
finir, les paramètres des fonctions d’interpolation ont été identifiés de façon globale en
utilisant l’ensemble des courbes pour chaque température.

La méthode d’identification des paramètres pour chacune des étapes était basée sur un calcul
explicite de l’évolution de la contrainte en fonction du temps, et une réduction de l’écart
avec les courbes expérimentales. Des fonctions coûts spécifiques basées sur un calcul de
l’écart quadratique ont été enrichies de façon à bien identifier l’effet des comportements
thermo-mécaniques intervenant à différents moments de nos courbes d’essais. Plusieurs étapes
ont été réalisées pour permettre l’identification des paramètres des fonctions d’interpolations.
Des fonctions d’optimisations basées sur des algorithmes génétiques et des fonctions propres
à Matlab de minimisation contraintes et non-contraintes (« fmincon » et « fminsearch ») ont
été utilisées successivement pour obtenir un jeu de vingt-six paramètres pour les fonctions
d’interpolation des paramètres de la loi viscoplastique. La Figure 4 représente ces fonctions
d’interpolation sur la gamme de température du procédé. De plus, deux jeux de quatre
paramètres permettent de modéliser l’évolution continue sur la gamme de températures du
module d’Young et de la limite d’élasticité vraie.

Le modèle identifié reproduit assez bien le comportement du matériau non seulement au
travers des courbes d’essais isothermes, mais aussi de manière anisotherme. En effet, des essais
de traction simple et traction-relaxation anisothermes ont été réalisés à des températures
critiques où le comportement et le modèle sont respectivement très variables et non linéaires.
Le modèle, qui a été identifié en intégrant ces courbes d’essais, à plutôt bien répondu pour
ces phases de sollicitations anisothermes telles qu’observées dans la Figure 5 pour les essais
de traction à vitesse de déformation constante et pour différentes vitesses de refroidissement.
Néanmoins une légère sous-estimation des contraintes a été observée, notamment pour les
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Figure 4 – Evolution des fonctions d’interpolation des paramètres du modèle

vitesses de refroidissement rapides depuis la température de formage. Ces écarts ont été
attribués aux retards de transformation de phase 𝛽 → 𝛼 qui interviennent lors des essais
anisothermes à fortes vitesses de refroidissement.
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Figure 5 – Essais anisothermes - comparaison des courbes expérimentales et du modèle:
(a) 7.5 ∘C.s−1 and (b) 3 ∘C.s−1

Modélisation des transferts thermiques
L’évolution de la température de la pièce est un aspect crucial dans la simulation du procédé.
En effet, elle contrôle l’évolution du comportement du matériau, les contraintes thermiques
produites par la dilatation du matériau et in-fine l’évolution des conditions de contact de la
pièce avec le moule. Lors de l’opération de défournement, il existe une combinaison complexe
de transferts thermiques (TT) qui contrôlent l’évolution de la température: les transferts
radiatifs, la convection naturelle, la convection forcée et la conduction thermique aux interfaces
de contact. Chaque mode de TT intervient à une phase spécifique du défournement comme
illustré dans la Figure 6 qui décrit l’ensemble des différentes phases du procédé et les TT
opérants. Cependant ils sont concomitants, ce qui rend leur caractérisation complexe.

État de l’art
Dans un premier temps, un état de l’art a été réalisé pour chacun des modes de TT de
façon à établir les équations et paramètres permettant de les modéliser pour les différentes
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Figure 6 – Illustration des phases d’échanges thermiques: (a) Ouverture de la presse,
(b) Soufflage, (c) Extraction, (d) Transfert, (e) Refroidissement extérieur et (f) légende

conditions opératoires du procédé. Trois paramètres ont une influence majeure: l’émissivité
pour le rayonnement, le coefficient d’échange (ou de convection) pour la convection (naturelle
et forcée) et le coefficient de conductance pour la conduction. Différentes lois associées à
l’évolution de ces trois paramètres en fonction des paramètres du procédé (température,
géométries, états de surface, oxydation etc.) ont été présentées. Aussi, différentes méthodes
d’implémentation des conditions limites (CL) pour chaque mode de TT ont été discutées sur
la base de travaux bibliographiques, mais également en lien avec le logiciel de modélisation
ABAQUSr qui a été utilisé dans la thèse.

Conception des essais
La deuxième étape du travail a consisté à concevoir une procédure expérimentale afin de
caractériser ou valider les différents paramètres des modèles de CL thermique à mettre en
œuvre dans la simulation. Il a été choisi d’utiliser un outillage SPF industriel de petite échelle
pour réaliser des essais de refroidissement plutôt que de réaliser des essais de laboratoire plus
conventionnels pour chacun des modes de TT.

En effet, chacun des modes de TT nécessite un nombre important de paramètres à tester pour
des conditions opératoires très larges. De plus, les conditions industrielles telles que l’état
de surface des tôles (recouvertes de lubrifiant au nitrure de bore) déformées, les pressions
de contact, les épaisseurs d’oxydes, etc., sont tellement variables et hétérogènes qu’il est
difficile d’établir une plage de variation des paramètres à tester. De ce fait, Il aurait été très
compliqué dans le cadre de la thèse de réaliser des essais de caractérisation pour chacun des
modes de TT indépendamment.

C’est pourquoi il a été choisi de reproduire les conditions exactes de mise en forme pour se
rapprocher au plus près des conditions industrielles. Pour se faire, un outillage de petite
taille (450x500x110 mm) a été adapté et utilisé (Figure 7a) pour former plusieurs tôles sur
une presse de 250 tonnes dans l’usine d’AIRBUS Saint-Eloi. L’ensemble de l’outillage et les
tôles formées ont été utilisés pour reproduire les conditions de refroidissement dans un four
de laboratoire équipé de différents moyens de mesure (Figure 7b). Diverses configurations
expérimentales ont été définies de façon à isoler au maximum les modes de TT les uns des
autres et faciliter leur caractérisation.
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Navette
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Figure 7 – Essais de refroidissement: (a) CAO de l’outillage et (b) Four navette de
l’ICA

Mesures expérimentales
Les différents essais ont consisté à chauffer les pièces dans un four équipé d’une cloche et
d’une navette permettant de déplacer les pièces de façon automatisée vers une zone de
mesure dans un environnement d’échange contrôlé tel que représenté dans la Figure 7b. La
procédure d’essais a consisté à chauffer et maintenir les pièces aux températures de formage,
puis déplacer la navette pour réaliser un refroidissement dans différentes conditions. Trois
moyens différents de mesures ont été mis en place : des thermocouples, un pyro-réflectomètre
et une caméra thermique. Le premier moyen permet une mesure de température vraie à
des points d’intérêts, alors que les deux derniers permettent une mesure sans contact. Le
pyro-réflectomètre a l’avantage de restituer une température vraie et une émissivité en un
point alors que la caméra donne une mesure de champs de la température de luminances.

Un premier essai a consisté à valider la méthode expérimentale du point de vue du système
four-navette et thermocouples, mais également pour la mesure sans contact. Aussi, il a permis
de valider le bon repositionnement des tôles dans l’outillage. En effet, leur refroidissement
post-formage aurait pu déformer les pièces et rendre difficile leur retour dans les conditions
de contact post-formage.

Suite à cette validation, plusieurs essais mettant en jeu différentes configurations de pièces
(moule, cadre et tôle) et de refroidissement ont été réalisés. Trois configurations ont été
testées : le moule seul (Figure 8a), le cadre (surélevé) et la tôle (Figure 8b), et l’ensemble
moule, cadre et tôle (Figure 8c). Les deux premières configurations ont permis de retirer
voir limiter les échanges par conduction thermique avec la tôle (ou la surface de l’outillage),
et donc de favoriser les échanges convecto-radiatif pour deux configurations de convection
nettement différentes. La dernière configuration a été utilisée pour réaliser un refroidissement
forcé avec une buse (de type industrielle) et deux refroidissements libres avec et sans couche
de nitrure de bore sur la surface supérieure. Les conditions d’échanges radiatifs et convectifs
pour la configuration moule cadre et tôle, étant proche de la configuration moule seul, ont
permis de caractériser la convection forcée et la conduction.

Identification des modèles de conditions limites
Une méthode d’analyse inverse a été utilisée pour ajuster les paramètres des modèles des
différentes CL. Des jumeaux numériques ont été construits sur la base des trois configurations
testées. Les modèles de CL utilisés ont été tirés de la littérature, à l’exception du coefficient
de convection naturelle.

Des simulations de dynamique des fluides (CFD) ont été réalisées avec ABAQUSr pour
les configurations moule seul ou accompané du cadre et de la tôle. Des fonctions simples
(constantes, linéaires ou bilinéaires) ont été utilisées pour modéliser l’évolution spatiale et
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(a) (b) (c)

Figure 8 – Essais de refroidissement: configurations (a) moule seul (b) tôle et cadre et
(c) moule cadre et tôle

Figure 9 – Essais de refroidissement: méthode d’identification des conditions limites

temporelle des coefficients de convection sur la base des résultats des simulations CFD. Les
modèles de CFD utilisés sont basés sur une résolution transitoire en fluide incompressible
mettant en jeu un modèle de turbulence de type Reynolds Averaged Navier-Stokes (RANS)
k-𝜔. La Figure 10a montre les résultats types obtenus pour une température d’outillage fixée
dans en environnement à température ambiante. La distribution du coefficient de convection
(Figure 10b) est extraite pour les surfaces considérées. Cette approche a tout d’abord été
validée sur un cas simple de plaque horizontale et confrontée à des résultats de la littérature.

Les deux premières configurations d’essais ont été utilisées pour recaler les modèles de
rayonnement et de convection, notamment pour valider les émissivités de l’outillage et de
la tôle (également mesurées à froid par spectrométrie), mais également la méthode basée
sur la CFD. La configuration moule, cadre et tôle avec le système de soufflage a été utilisée
pour recaler les modèles de convection forcée et de conductance. Pour chacune des analyses
inverses, une méthode itérative visant à tester dans un premier temps la justesse des modèles
de CL issus de la littérature ou des caractérisations préliminaires, pour ensuite identifier les
meilleurs paramètres par des analyses de sensibilité.

Les résultats de ces identifications ont permis de reproduire avec justesse l’évolution des
courbes expérimentales de températures. Dans le cas des échanges radiatifs, il a été démontré
que l’émissivité tend à augmenter au cours du refroidissement jusqu’à atteindre un palier tel
qu’observé à partir des mesures. Concernant les modèles de convection issus des simulations
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(a) (b)

Figure 10 – Analyse CFD: (a) superposition des contours de température et des
vecteurs vitesses, (b) coefficients de convection calculés dans des conditions de régime
permanent à 750 ∘C

CFD, ils ont démontré de bons résultats bien que difficile à recaler car définis par surface
de façon non constante. Pour la convection forcée et la conduction, des modèles issus de
la littérature ont été caractérisés. Cependant, l’essai utilisé a montré ses limites bien que
les résultats obtenus en terme de température soient satisfaisant. En effet, les conditions
de contact initiales de notre essai n’étaient pas maitrisées du fait des essais successifs et
des potentielles déformations de notre tôle. De ce fait, les échanges par conduction et
indirectement le refroidissement généré par convection forcée ont été caractérisés en prenant
en compte l’inconnue des conditions initiales de contact. Aussi, le modèle de conductance
s’est avéré quasiment insensible aux pressions de contact ce qui n’est pas conforme avec la
littérature. Ceci est une fois de plus la conséquence des conditions initiales non parfaites
entre la tôle et le moule, mais également du fait des faibles pressions de contact mises en jeu
pour cet essai.
Pour finir, la configuration moule, cadre et tôle soumise à un refroidissement libre a servi
à valider les CL caractérisées pour tous les modes dans une configuration non isolée. Les
résultats de température pour nos modèles CL sont en accord avec les courbes expérimentales,
notamment dans le cas où la surface supérieure de la tôle n’était pas recouverte de peinture
lubrifiante. En effet, chacun des essais utilisés pour l’identification ne comportait pas de
couche de nitrure de bord pour s’affranchir de ses effets sur l’émissivité.

Simulation numérique du procédé
La mise en œuvre d’un modèle capable d’optimiser les opérations de post-formage pour min-
imiser les distorsions finales implique de prendre en compte tous les paramètres susceptibles
d’affecter les distorsions. Cela a conduit à introduire la phase de formage et l’opération
finale de détourage dans le cadre de l’analyse EF avec ABAQUSr . En effet, le processus de
formage produit une distribution d’épaisseur hétérogène et l’opération de détourage libère les
contraintes résiduelles de sorte que les deux sont nécessaires pour obtenir les déformations
finales d’une pièce en fin de procédé de fabrication. Ces deux opérations n’ont pas été détail-
lées dans la thèse bien qu’inclues dans le modèle et nécessaires pour reproduire correctement
l’effet des conditions thermo-mécaniques subies lors du défournement.

Description du modèle éléments finis
L’ensemble de la simulation est constitué d’une première étape de refroidissement naturel
à l’intérieur de la presse, puis d’une phase de refroidissement par soufflage suivie d’étapes
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successives d’extraction jusqu’au démoulage et enfin d’un dernier refroidissement à l’extérieur
de la presse (illustré dans la Figure 6).

Un couplage fort en température et déplacement a été utilisé pour tenir compte de l’évolution
des TT avec les déformations de la pièce, notamment l’influence de la variation des conditions
de contact (pression et écart) sur les échanges par conduction. Il a été choisi de modéliser la
pièce formée, le moule et le cadre d’extraction. L’ensemble des outillages et l’environnement
de la presse sont pris en compte au travers de CL thermiques et mécaniques. Une CL
mécanique de symétrie est utilisée de façon à minimiser les temps de calcul. Les trois
pièces sont considérées comme des solides déformables modélisés par des éléments coques.
L’ensemble des hypothèses mentionnées sont illustrées dans la Figure 11 qui montre la
différence entre les géométries réelles et celles modélisées dans la simulation où la pièce est
partiellement représentée. Un schéma de résolution implicite du problème a été choisi avec
prise en compte du comportement elasto-viscoplastique au travers d’une routine *CREEP.

(a) (b)

Figure 11 – CAO de l’ensemble moule cadre et tôle: (a) CAO 3D des pièces et (b)
version surfaciues simplifiées

L’évolution des conditions de refroidissement et d’extraction de la pièce sont prises en compte
au travers de conditions limites mécaniques, thermiques et d’interfaces. Les différents TT,
caractérisés à l’échelle de l’outillage d’essais, ont été adaptés à l’environnement industriel.
Concernant les échanges par convection naturelle, des hypothèses issues des littératures
nous ont permis de définir un coefficient de convection homogène lors de la phase dans la
presse. Une fois démoulée et sortie de la presse, un modèle a été caractérisé à partir de
simulations CFD telles que réalisées pour l’outillage d’essais. Pour la convection forcée,
le modèle caractérisé dans le cas d’une surface perpendiculaire au jet a été étendu aux
surfaces complexes en prenant en compte l’évolution de la distance d’impact. Concernant la
conduction, un modèle basé sur celui identifié grâce aux essais a été implémenté. Cependant
une valeur non nulle de la composante de sensibilité à la pression a été intégrée de façon à
ne pas mettre de côté les échanges thermiques intervenant pour des pressions de contact
nettement supérieures à celles générées lors de nos essais.

Pour finir, une méthode de calcul des échanges radiatifs a été développée sur la base de
celle proposée par ABAQUSr non disponible pour les simulations couplées en température-
déplacement. En effet, la méthode de calcul du flux de chaleur radiatif intégrant la somme
des contributions de chaque élément rapportée aux facteurs de vue est disponible uniquement
pour les analyses purement thermiques. La méthode développée dans cette thèse est basée
sur un calcul thermique a-priori qui permet d’obtenir une approximation de l’évolution de la
température des pièces (sans prise en compte de l’effet des déformations sur la conduction).
De cette évolution sont définies des surfaces pour lesquelles la température est homogène au
cours du refroidissement. Suite à cela, des matrices de facteurs de vues associées à chacune
de ces surfaces aux températures homogènes sont extraites de façon à pouvoir reconstruire la
somme des contributions par surfaces au cours de la simulation couplée du refroidissement.
Cette méthode a été comparée à la méthode classique proposée par ABAQUSr (*Cavity
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radiation) et a donné d’excellents résultats. L’affectation des flux de chaleurs s’est faite sur
la base d’une géométrie complète en intégrant la non-symétrie du problème, notamment
causée par le rayonnement au travers de la porte de la presse.

Résultats de la simulation du procédé
La stratégie industrielle de refroidissement et d’extraction a été testée dans le modèle EF.
Celle-ci est composée d’une activation/désactivation de certaines buses du robot souffleur
de façon à localiser le refroidissement forcé sur des zones spécifiques telles que présentées
dans la Figure 12a. Concernant l’extraction, le robot applique une consigne de déplacement
jusqu’au défournement ou lorsqu’une limite d’effort est atteinte. Dans ce dernier cas, une
phase de soufflage supplémentaire est réalisée jusqu’à une prochaine étape d’extraction. Dans
le cas contraire, la pièce est défournée et transférée à l’extérieur de la presse puis refroidie
jusqu’à la température ambiante. La Figure 12b montre la courbe d’effort type obtenue
pour un défournement sur le moyen industriel où l’on peut observer les phases d’extraction
successives et l’atteinte d’un effort critique.
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Figure 12 – (a) Strategie de soufflage, (b) courbe d’effort d’extraction

La simulation de la stratégie industrielle a montré de nombreux résultats intéressants.
La simulation donne un aperçu global de l’évolution de la température et les contraintes
thermiques qui en découlent sur la pièce mais aussi sur l’outillage. La Figure 13 donne
l’évolution des champs de température sur la pièce à différents moments de la simulation et
l’évolution locale en quatre points au cours du temps. On peut observer de forts gradients
thermiques et une variation des vitesses de refroidissement au cours du défournement.

Un aspect important concerne la phase de soufflage. On a pu voir qu’elle produit la majeure
partie des déformations plastiques, ce qui démontre l’importance de la stratégie de soufflage.
Ensuite, un autre aspect important concerne l’effet de l’asymétrie des TT au travers de
la porte ouverte, en particulier le TT radiatif. En effet, le refroidissement du cadre est
fortement influencé par le rayonnement thermique avec l’environnement. Les gradients de
température à l’intérieur du cadre d’extraction produisent des contraintes et déformations
très importantes qui peuvent être préjudiciables pour lui-même et la pièce formée.

Le modèle est tout à fait satisfaisant par rapport aux objectifs de la thèse. Les distorsions
obtenues en fin de processus après détourage sont en accord avec la forme typique des
distorsions obtenues dans l’usine, mais elles sont néanmoins plus faibles. La Figure 14 illustre
ces déformations comparées à la forme théorique des pièces.

Cependant, deux détails ont remis en cause la validité du modèle: l’absence de déformation
plastique lors de l’effort impulsion et l’absence de conditions de contact collant observées à
partir des comparaisons de courbes d’effort d’extraction. Ces aspects mettent en évidence
un problème concernant le traitement numérique du contact. En effet, des phénomènes
de frottement se produisent pendant le processus d’extraction. Ils sont clairement visibles
par les ouvriers de l’atelier mais aussi au travers des courbes d’effort d’extraction du robot.
Une comparaison entre courbes industrielles et elles issues de la simulation est donnée dans
la Figure 15. Elle montre clairement cette lacune dans le modèle. C’est pourquoi une
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analyse de sensibilité sur deux paramètres numériques (associés au contact) a été menée pour
comprendre l’origine du problème.

(a) (b)

Figure 13 – (a) champs de température de la pièce (de haut en bas) avant le soufflage,
après la 1ère et la 4ème phase de soufflage et après 1000s de refroidissement à l’extérieur
de la presse, (b) Courbes de température-temps aux noeuds représenté sur la pièce

Figure 14 – Superposition de la pièce déformée (facteur d’échelle x100) avec la pièce
théorique - norme des vecteurs déplacement (mm)
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Figure 15 – Comparaison des forces d’extraction expérimentale et numérique
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Analyse de sensibilité
Une analyse de sensibilité menée sur une version simplifiée du modèle industriel a été réalisée
sur plusieurs paramètres affectant le contact. Une simplification des géométries et de la
procédure d’extraction a été faite. Le premier paramètre qui a été analysé est le facteur
d’amortissement du contact (FAC). Ce facteur est un coefficient appliqué à la valeur du
paramètre d’amortissement calculé automatiquement par ABAQUSr . Il a pour but de
favoriser la stabilité numérique relative aux problématiques de rupture/mise en contact. Cet
outil numérique introduit une force visqueuse proportionnelle à la vitesse de déplacement des
nœuds à distance de contact. Pour notre modèle, il aurait été idéal de ne pas avoir recours à
cet outil, cependant les simulations ne convergent pas sans celui-ci. Le second paramètre
est le coefficient de frottement utilisé dans la loi de Coulomb qui n’a pas fait l’objet d’une
caractérisation expérimentale.
Pour effectuer cette analyse, deux critères ont été surveillés, l’effort d’extraction et les
distorsions générées après détourage. Ces deux paramètres sont des moyens concrets pour
mesurer l’efficacité d’une stratégie de refroidissement et de démoulage. Il a été mis en
évidence que l’outil d’amortissement de contact a une influence critique sur la solution.
L’effort d’extraction et les distorsions finales sont impactés par le FAC. La Figure 16 montre
clairement l’influence du FAC sur l’intensité et la forme de la courbe d’effort.
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Figure 16 – Evolution de l’effort d’extraction en fonction du FAC: (a) échelle globale,
(b) zoom

Il a été démontré que l’outil d’amortissement de contact produit des contraintes négatives
normales à la surface de contact qui n’ont aucun sens physique. La Figure 17 met en évidence
ce phénomène pour différentes valeurs de FAC au moment du pic d’effort d’extraction.

(a) FAC=1e−1 (b) FAC=1e−3 (c) FAC=1e−5

Figure 17 – Champs de contrainte normale d’amortissement du contact au moment
du pic d’effort pour trois valeurs de FAC

Le problème du FAC, outre l’effort d’extraction surestimé, est qu’il influence l’effet d’une
stratégie de refroidissement sur les déformations de la pièce. En effet, le chemin de contraintes
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généré par l’amortissement de contact suit les zones de rupture du contact. Plusieurs solutions
ont été testées pour corriger ce problème. Une solution testée consiste à affecter divers
valeurs de FAC en fonction des zones susceptibles de générer du frottement. En sélectionnant
a priori les surfaces susceptibles de frotter, cela influence inévitablement les pressions de
contact et l’effort nécessaire pour les vaincre. Une autre solution testée consiste à réduire au
minimum le FAC pour éviter toute force artificielle. Dans ce cas, le modèle ne génère aucun
frottement.

De plus, l’analyse de sensibilité du frottement a démontré que l’effort d’extraction n’était
quasiment pas impacté par celui-ci, même pour des valeurs de frottement surévaluée. Cela
peut venir d’une hypothèse erronée des conditions initiales de contact, ou du modèle de
frottement de contact qui n’est pas adapté aux conditions de contact, notamment associé à
des phénomènes d’adhérences ou de collage local par diffusion sous la pression de formage.

Optimisation du refroidissement
Une optimisation de la stratégie de refroidissement par soufflage a été réalisée sur une
géométrie industrielle simplifiée pour deux conditions de fixation de la tôle sur le cadre
et deux valeurs de FAC. Quatre zones différentes (représentées Figure 18) et trois temps
de soufflages (15, 30 et 45 secondes) ont été testés. La courbe d’effort d’extraction, et la
moyenne des distorsions ont été analysées pour évaluer la meilleure solution.

(a) "Part" (b) "Ext" (c) "Dome" (d) "optim"

Figure 18 – Representation des zones de soufflage testées

L’analyse des stratégies de soufflage a été réalisée pour deux types de conditions limites
modélisant les fixations de la tôle sur le cadre au ours du défournement: une CL entièrement
bridée (fixe) comme utilisé pour l’étude de sensibilité, et une CL permettant les mouvements
dans le plan de contact uniquement. L’objectif de l’utilisation des deux conditions de fixation
est d’évaluer la sensibilité du modèle à ce paramètre sachant que le procédé industriel se
situe entre les deux CL. En effet, la fixation industrielle ne permet pas de déplacements
perpendiculairement au plan de contact alors qu’un léger déplacement est autorisé dans le
plan de contact. L’étude de sensibilité a montré les limites du modèle quant à la prise en
compte des forces de frottement lors de l’opération d’enlèvement des pièces. Par conséquent,
chaque cas testé a été calculé pour deux FAC homogènes (1e-3 et 1e-6) afin d’évaluer si le
FAC influence la stratégie de soufflage.

La principale conclusion est que l’emplacement du soufflage a un effet insignifiant sur
l’effort d’extraction par rapport à la fixation mécanique entre la pièce formée et le cadre
d’extraction (indépendamment du FAC). Ceci est une bonne indication pour l’amélioration
des systèmes de fixation des pièces. De plus, les résultats ont confirmé l’effet néfaste de
l’outil d’amortissement par contact. En effet, il a produit soit des contraintes de contact
non physiques pour une valeur de FAC élevée comme dans l’étude de sensibilité, soit aucune
contrainte de contact pour un FAC faible. Le dernier cas a confirmé les interrogations sur la
validité de l’implémentation du contact faite dans le modèle face aux efforts de retenus de la
pièce observés expérimentalement lors du défournement. La Figure 19 compare l’effet des
stratégies de refroidissement sur les distorsions (rapport de la moyenne des distorsions avec
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le cas le plus défavorable – soufflage extérieur pendant 15 secondes) dans le cas où le FAC
est très faible (FAC=1e-6).

(a) (b)

Figure 19 – Diagramme en barres de la distance moyenne à la surface théorique:
influence des conditions de fixation de la tôle (a) encastrée et (b) libre dans le plan pour
une valeur du FAC=1e-6

Conclusion
Les modèles de comportement du matériau et de TT obtenus à partir de la caractérisation ont
été inclus dans un modèle numérique de la simulation du procédé construit sur ABAQUSr . La
simulation de la stratégie industrielle actuelle a donné des résultats intéressants et importants
sur l’impact du chargement thermomécanique subi pendant les étapes de refroidissement et
de défournement du procédé. Cependant, l’ensemble des phénomènes physiques produit lors
de la phase de démoulage et conduisant aux distorsions n’est pas totalement pris en compte.
En effet, l’effort d’extraction nécessaire pour démouler la pièce n’est que la conséquence d’un
artéfact numérique utilisé pour la résolution du contact.

Dans l’état actuel, le modèle permet de bien modéliser l’impact des contraintes thermiques
au cours du refroidissement associé à l’évolution du comportement du matériau avec la
température. Les distorsions obtenues sont comparables à celles générées pour des conditions
parfaites de contact que l’on observe pour les premières pièces formées en début de campagne
lorsque les conditions de lubrification n’ont pas été impactées par les formages successifs.
Cependant lorsque ces conditions se dégradent, le modèle ne reproduit pas correctement
l’impact des conditions de refroidissement sur le démoulage et le chargement mécanique qui
en découle.

Néanmoins, une étude de l’impact de la stratégie de refroidissement a été réalisée pour
différentes conditions de bridage de la pièce formée. Deux stratégies de soufflage spécifiques ont
mis en évidence des distorsions plus faibles que d’autres. Ces stratégies semblaient en accord
avec les tendances industrielles. Cependant, une amélioration à différents niveaux du modèle
est nécessaire pour être pleinement confiant dans les résultats qui souffrent actuellement
d’incertitudes. Par conséquent, plusieurs perspectives de travaux complémentaires sont
proposées pour approfondir le travail de ce doctorat.
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1.1 Context
1.1.1 AIRBUS company
AIRBUS is an international reference in the aerospace sector. AIRBUS designs, manufactures
and delivers industry-leading commercial aircraft, helicopters, military transports, satellites
and launch vehicles. It also provides data services, navigation, secure communications, urban
mobility and other solutions for customers on a global scale. The aircraft branch is the
international leader of the passengers planes with several families: A220, A320, A330, A350
and A380.
The study of the the present work concerns the superplastic forming (SPF) process used
in the Saint-Eloi plant in Toulouse which mainly deals with the propulsion sector of the
planes. This plant provides all the pylons of the AIRBUS fleet. The forward bulkhead of
the nacelle air inlets (FB-NAI) of reactors and complex shaped fairing parts of the pylon
are manufactured in the plant. Both types of parts are highlighted in red and green in the
Figure 1.1 which represents a A380-plus aircraft.
During the year 2018, AIRBUS approximately manufactured a total of 50 single aisles (the
A320 aircraft family) and 10 long ranges (A330, A350 and A380 families) monthly. Each
plane is composed by two to four pylons for the A380, each composed by different parts
manufactured with the SPF process such as portions of forward bulkhead of the nacelle air
inlets and after pylon fairing (APF) elements. It leads to a total of around 7500-8000 parts a
year manufactured by AIRBUS and its subcontractors.
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Figure 1.1 – Parts manufactured with SPF process: shaped fairing parts of the pylon
(green) and forward bulkhead of the nacelle air inlet (red)

1.1.2 SPF Process
AIRBUS Company produces some parts of its planes with SPF process. SPF is a high
temperature blow forming process of sheet metal which was invented and has largely been
developed since the sixties [41]. It enables to manufacture complex parts in a single operation.
The finished product has excellent precision and a fine surface finish. The specificity of SPF
is to form thin sheet metal with large deformation and limited thinning. The process is
relatively expensive because of the long forming time (around 1-2 hours a forming cycle) and
the high temperatures required for superplasticity that imply to design high temperature
tooling so that to resist the hard thermomechanical loading. However, it proposes a very
good compromise between material properties, design to cost and yield rate. That is why
the SPF process is used to form parts for aerospace industry [41, 42] as shown in the Figure
1.2, and also for specific parts in the automobile industry [43, 44, 45] and for dental surgery
parts [46].

Figure 1.2 – Example of aeronautical parts manufactured with the SPF process [42]

The SPF process is composed by a first heating phase during what a sheet metal blank
is heated up to a target temperature, afterward it is formed at a constant temperature.
Then, the part is removed from the mold and finally cools down to the ambient temperature.
During the forming operation, a pressure P is imposed in a chamber on a surface of the
sheet to form on the opposite matrix of the mold as described in Figure 1.3. The press has
to impose an effort T in opposition to the effort generated by the forming pressure on the
superior matrix. The maximum T value defines the capacity of the press and depends on the
size and the thickness of parts.

The process requires particular alloys which allow superplastic deformation. These materials
are principally metals like titanium, aluminum, nickel superalloys and magnesium alloys, but
there are also ceramics [1]. The superplastic alloys promote very high elongation and high
strain rate sensitivity (SRS). These properties are due to particular deformation mechanisms
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P

T

Figure 1.3 – Schematic of superplastic forming operation

that work for specific microstructure and thermomechanical solicitations. The high SRS is
the key of SPF process because it enables to limit thinning of the sheet metal by opposing
to strain localization.
The Figure 1.4 represents the trends of classical material and a superplastic material. The
superplastic domain corresponds to the region II where the slope is high. The dashed lines
represents the slopes of these curves also called the SRS exponent m. The superplastic
domain is restricted to a specific range of strain rate. Consequently, it is important to
control the pressure during forming in order to promote the deformation in region II. In
these conditions, the thinning is limited and the thickness distribution is improved as the
stiffness of part.

Figure 1.4 – Logarithmic stress-strain rate (solid lines) and SRS exponent-strain rate
(dashed lines) of classical metals (in red) and superplastic materials (in blue) from [1]

One challenge of the past and future decades has been and will be to improve forming
sequences which are rather long due to low superplastic strain rates. On the one hand,
a large work has been made on material properties to increase the acceptable strain rate
range and reduce the forming temperatures [47, 48, 49, 50, 51]. On the other hand, a large
work has been made to implement finite element (FE) models to optimize pressure cycles
[52, 53, 54, 55, 56, 57, 58, 59]. Indeed, the problematic of the process resides in the pressure
cycle that need to be controlled so that to produce strain rate in the superplastic range to
prevent from necking but also to promote the highest SRS that limit the thinning of parts. A
new method has been proposed in the frame of this PhD thesis to use statistics to estimate
the strain rate distribution and override the numerical singularities inherent to FE modeling
and finally reduce the forming cycles [60].

1.1.3 SPF in AIRBUS
1.1.3.1 Forming step
In AIRBUS, the SPF process is used to form large parts (from 1x1 to 1.75x2.75 m2 sheet
metal blanks) in Ti-6Al-4V (Ti-64) and Ti-6Al-2Sn-4Zr-2Mo (Ti-6242) titanium alloys. Most
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of the parts are produced on presses equipped with automatic loading and unloading machines.
The Figure 1.5 shows several pictures of the press environment. The Figure 1.5a shows
loading phase where the robot arms catch the handling frame on which the part is fixed.
Then, the robot rotates and loads the blank on the forming mold. At the end of forming
stage, the part is automatically removed from the mold inside the press thanks to a handling
robot as shown in the Figure 1.5b. Before to pull on the frame, the part is cooled down
thanks to localized air blowing in order to stiffen the part and ease the removing operation
from the mold. Then the part is cooled down outside the press to the ambient temperature.

© AIRBUS 2014

(a)

© AIRBUS 2014

(b)

Figure 1.5 – Pictures of the press environment (a) loading step (b) unloading step

The Figure 1.6a shows several nozzles used for blowing operation. They are activated or
deactivated according to the area to target. The Figure 1.6b shows a blank fixed on its frame.
A focus is made on one pin fixation and a handle of the frame. The sheel metal is prepared
with Boron Nitride (BN) lubricant which gives a white color finish to the blank.

© AIRBUS 2014

(a)

© AIRBUS 2014

(b)

Figure 1.6 – Pictures of (a) blowing nozzles and (b) boron nitride prepared blank fixed
on a handling frame

A classical SPF production batch consists in successive forming between sixteen to more
than fifty parts. The Figure 1.7 represents the averaged temperature of dies during a batch.
There is a first heating phase and a final cooling of the massive refractory metallic dies.
In between, the temperature variations corresponds to different configuration of the press
during forming and part removing operations. When a part is transferring to the ambient
cooling zone, the press’ door is closed to minimize the heat loos. The dies inside furnace are
heated back while a new blank is being loaded.
More generally, the heat loss is an important issue to focus on to limit the pre-heating
time from which pressure cycle can be started such as shown in the Figure 1.7. Indeed, the
temperature of SPF for Ti-64 alloy is considered at 870∘C ± 20∘C such that SPF cycle is
started from 850∘C. Thus, the cooling operation before unloading is crucial to ease part
removing without producing irreversible deformation while limiting heat dissipation.
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Figure 1.7 – Illustration of the temperature cycle at the scale of a batch and a forming
cycle

The Figure 1.8 schematically represents the different step during part cooling and removal
operations. Each step follows different heat transfer (HT) modes illustrated by symbols
defined in the Figure 1.8f:

1. Press’ door opening (Figure 1.8a): it consists of the time necessary to open the press’
front door and to introduce the automatic cooling and extraction system. During this
step the HT are free convection and radiation inside the press and through the open
door.

2. Air Blowing (Figure 1.8b): forced cooling is induced by air jet nozzles located in specific
areas. The air is blown until the part to be rigid enough to be extracted.

3. Extraction (Figure 1.8c): a vertical displacement of the handling robot’s arms is induced
until the target force is reached.

4. Transfer (Figure 1.8d): when the part is removed from the mold, it is transfered outside
the furnace. The environment temperatures at stake in thermal radiation HT vary
during this step.

5. Ambient cooling (Figure 1.8e): the part cooled down at the exterior of the press at
ambient temperature. It is placed at elevated position from the floor to avoid confined
space HT.

Sometimes the part cannot be removed with the first force pulse. In this case the blowing and
extraction steps are repeated until unloading while the target of force pulse is incrementally
increased as a function of the part.

1.1.3.2 Additional manufacturing steps
The automation of the part removal operation has been implemented to make the process
reproducible and also to increase the rate of this operation. It may lead to part deformations
and geometrical distortions on final parts after trimming. Therefore, the manufacturing
process is composed by several extra operations to take back the geometric defects:

p The calibration forming

it consists of forming a part a second time directly after a previous extraction sequence. This
enables to limit the deformations that happened during first operation. This operation is
rare.

p The pre-trimming operation

A pre-trimming is sometimes necessary when the part is too much deformed for trimming
operation. The part is generally trimmed with a few percentage more to let a maximum
stress relived. The Figure 1.9 schematically represents this problem. Obviously this implies
a second trimming operation after sheet metal working. The pre-trimming is more frequent
especially for FBNAI parts.
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Figure 1.8 – Schematic of heat transfer phases: (a) press opening, (b) blowing, (c)
extraction, (d) transfer, (e) outside cooling and (f) legend of heat transfer modes

Figure 1.9 – Schematic of deformations during trimming operation

p Sheet metal working

Sheet metal working consists in making the part fitting into the shape tolerances. There
are different operations from hammer, to complex dedicated tooling. Sheet metal working is
always made for every part. This operation can take between 15 min to 10 hours for complex
distortions.

p Additional heat treatments

This treatment is sometimes required due to hard deformations imposed during sheet metal
working that can induce detrimental microstructural changes or simply to recover elongation
for further metal working. These modifications can be dangerous from material specification
point of view.

The global manufacturing process is shown in the Figure 1.10. The additional operation box
corresponds to surface finishing operations like sand blasting and hand sanding, etc.
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Figure 1.10 – Flowchart of the whole manufacturing process of SPF

1.2 Problematics
The multiple additional manufacturing operations are a consequence of part distortions and
residual stresses relieve after forming. Indeed, the behavior of the material quickly changes
during cooling and extraction steps due to high cooling rates. In addition, the thermal
stresses and those imposed by the extraction system generate complex loading because of
the complex shapes, the heterogeneity of thickness and the material behavior.

Several hypothesis can be taken as the root causes of the part deformations: the thermo-
mechanical loading undergone during part removal, the dies deformation, and also the BN
degradation along batches.

p Thermomechanical loading

The mechanical loading is a combination of thermal stresses due to the temperature gradient
generated during cooling, the contact stresses between mold and part and unloading forces
imposed through the frame. These stresses cause deformations due to a low strength of the
material at high temperature.

The Figure 1.11 represents principal cases of part “sticking” where the red lines correspond
to high friction zones. The Figure 1.11a highlights the expansion issues that can promote
part clamping on mold geometry. The Figure 1.11b illustrates how the cooling sequence may
be detrimental if it is not adapted to the geometry . It can finally lead to deformations under
the extraction tooling effort.

(a) (b)

Figure 1.11 – Schematic of deformations under extraction effort: (a) lack of rigidity
for efforts transmission, (b) male/female clamping of the part

The Figure 1.12 represents the deformations undergone by a part in the conditions inside
the press (Figure 1.12a) and outside the press (Figure 1.12b). Moreover, it is enhanced by
the large part dimensions formed at AIRBUS (up to 2000*3000 mm*mm).
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(a) (b)

Figure 1.12 – Schematic of deformations under thermal stresses: (a) inside mold, (b)
outside press

p Dies deformations

The dies can deform through thermal stresses, mechanical loading during forming or a
combination of both. The deformations can lead to wrong surface geometry and finally wrong
part geometry. The dies follow important thermal stresses during the initial heating and final
cooling phases of a batch. They are produced by the heating power that is transmitted though
platen or radiant panels that induce radiative heating on their exterior surfaces. Moreover,
the successive temperature variations during loading and unloading phases contribute to dies
deformations through cyclic plasticity.

The closing force (represented in the Figure 1.3) is transmitted to the sealing zone to ensure
airtightness during forming. It may be very high to compensate the tool deformations and
avoid possible leaks. The contact stresses generated by pressure onto the forming die are
induced at each forming cycle and finally enhance surface degradations and appearance of
cracks [61, 62].

p BN degradation

During a batch, the blanks and the forming die are coated with BN lubricant that limits
friction and reduces the thinning of the sheet metal. However, the forming die is only coated
once before the initial heating. The repeated contact loading onto forming surface promotes
BN coating degradations. Finally, the friction conditions become harder and thickness
distribution so as part removing conditions can deteriorate.

1.3 Industrial objectives
The objective of the study is to minimize the distortion of the parts after forming. Indeed, the
distortions appears after the forming and cooling phases, but also after trimming operation
because of the residual stress relief. By reducing the post forming distortions it would
suppress or at least reduce the operations after SPF, especially sheet metal working which
is expensive and recurrent for every part. Then the possibility to suppress pre-trimming
operation is a subsidiary objective but nevertheless important because it would suppress two
operations.

The FE modeling of the process has been chosen to reproduce the post SPF process in order
to optimize the part removal strategy. The scope of this optimization is focused on the
automatic part removal procedure. The levers of this problem are the blowing strategy (the
positioning of nozzles, the sequencing of the step, the gas pressure, etc.), the extraction
procedure (the pulse sequencing, the force of the extraction pulse, the frame properties,
fasteners configuration, etc.). No modifications of the mold geometry are considered.

It has been chosen to model each step of the process: SPF, unloading and trimming of the
part. Therefore, it is possible to properly reproduce the effect of a process configuration and to
measure concretely the associated final geometry of a part. Indeed the SPF promotes a specific
thickness distribution, and possibly heterogeneous material properties which contributes to
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the stiffness of the part during cooling and unloading. The trimming operation is the step
which reveals the final geometry thanks to the residual stress relief.

The deliverable of this PhD is a thermomechanical FE model of the cooling and part removal
operations after forming of SPF parts. In addition, an optimized part removal sequence has
been proposed according to different possible recommendations:

• The sequencing of air jet blowing, the positioning on part.

• An extraction procedure for the automatic machine. ie. the sequencing of extraction
pulses type.

• The design of the extraction frame, the type and the position of fastening.

• Recommendations on the cooling conditions outside the press.

This study has been performed on a specific part: a portion (among four) of the FB-NAI of
the A350-900. The FB-NAI is a structural and functional part that is placed behind the
nose lip of the air inlet as represented in the Figures 1.13c and 1.13b. The Figure 1.13a
shows drawing views of the portion studied in the PhD. It has a hole, contrary to the other
portions, that is used for the anti-ice system. This part is a typical geometry shared by every
AIRBUS programs that has particular sheet metal working operations. The material used is
a Ti-64 grade 5 largely used for SPF applications.

(a)

(b)

(c)

Figure 1.13 – Air intake (inlet) structure for aircraft engine: (a) a perspective and
(b) sectional views [2], (c) drawing views of the NAI portion of forward bulkhead of the
nacelle air inlet of the A350-900

1.4 State of the art
The effect of thermomechanical conditions followed by parts after SPF process and the impact
of cooling after high temperature manufacturing processes are important issues. Indeed,
in some cases, the temperature gradients generated during cooling are significant and may
produce plastic deformation, residual stresses, heterogeneous material behaviors and some
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other important aspects that can affect final geometry and mechanical properties of final
parts. This question has not been approached for the SPF process in the litterature. However,
it has been made for several manufacturing processes that share specific problematics with
the SPF process. A brief review of FEA performed on some of these high temperature
processes is provided hereafter. They are clustered into several categories.

p Quenching-Solidification analysis

High temperature manufacturing processes like casting or continuous-casting ([36, 63]),
extrusion ([64]), hot rolling [65, 66, 67] and others are always followed by a cooling phase.
This step can have an important role for revealing mechanical properties like with quenching
of carbon steel alloys for instance. However, it may produce a high residual stress amount
especially with massive parts. A common issue of theses different fields of investigations is
the impact of cooling on phase transformations induced plastic strain. The material models
are most of the time purely plastic with no possible stress relaxation phenomena that is
an important issue in our case. The HT are mostly defined for steady state, constant and
homogeneous conditions. Thomas et al [36] include a viscoplastic behavior and a pressure
and gap dependent thermal contact resistance (TCR) model in their simulation of hot tearing
process.

p Welding analysis

The FEM analysis of welding processes can share similarities with SPF Processes. Indeed,
the high cooling rates produce heterogeneous cooling conditions and thermal stresses that are
similar to SPF cooling operations at AIRBUS. It exists numerous studies on the FEM analysis
of welding processes such as TIG process [68], laser welding, etc. Laser welding has been
properly addressed by Robert et al [69, 70, 16] with multiphase thermo-elasto-viscoplastic
material model. An important work has been made on Friction Stir Welding process, and the
impact of process parameters on residual stresses accumulation [71, 72, 73]. In these studies,
the material behaviors are modeled with high strain rate application laws like Johnson Cook
based models.

p Hot stamping analysis

The hot stamping and SPF are both high temperature sheet metal forming processes which
are fairly similar regarding the cooling and unloading phases. Indeed, the HT modes are
equivalent even if the forming temperature are higher for SPF. The impact of cooling on
the heterogeneity of the tool temperature for thermal conduction issues has been addressed
thanks to multi physics (fluid and solid mechanics) analysis by several authors [74, 75].
Pressure dependent TCR are introduced to take account of the thermomechanical coupling
that affects part deformations [75, 76]. In such application, the temperatures at which
unmolding operation is performed are lower. Therefore, simple elasto-plastic models are
generally used which might not be adapted for highly viscous behaviour of superplastic
materials.

The cooling and unloading processes gather the whole problematics that are generally
addressed in the previous mentioned studies independently. Indeed, in the case of thin sheet
metal, the cooling and unloading steps at such high temperature generate fast cooling that
produces important and heterogeneous variation of the material behavior, mechanical and
thermal stresses. All these aspects and their relations to the plastic deformations and final
residual stresses need to be investigated.
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1.5 Scientific objectives
The scientific objectives are directly related to the industrial ones and the barriers that exist
to answer to. The state of the art on high temperature process modeling showed that some
specific topics of the SPF process have already been addressed. However there is a lack
regarding the application of this work at the SPF process conditions like, temperature, HT
modes etc. The modeling of the process brings some difficulties that are divided in three
principle axes:

p Material behavior modeling

The challenge of the thesis on the material aspect is to be able to reproduce and characterize
the conditions of thermomechanical loading during the process while accounting the material
history. Indeed, the influence of the SPF deformation on the material properties during
cooling has to be determined. Moreover, the heterogeneity of the cooling rate distribution
combined with the mechanical stresses make the loading paths very complex to reproduce.
Therefore, a first objective has been to determine the process parameters that influence the
material behavior before (during forming) and during cooling. Then, it has been necessary
to define and perform a test procedure capable of reproducing the conditions of the process.
Finally, a model has been characterized using the experimental results.

p Heat transfer modeling

The first work consists in evaluating the HT in the specific conditions of the AIRBUS
process. The combination of the three modes (convection, radiation and conduction) that
significantly evolve over the process makes difficult the characterization and the modeling
through "simplified" boundary conditions (BC).
A first objective has been to develop a methodology to measure the most faithfully the
exchanges at stake during the cooling phase. The second objective has been to implement in
the model, numerical BC characterized from the experimental data and able to numerically
reproduce the process cooling conditions.

p Modeling of the process

One difficulty to model such a complex process is to take relevant assumptions that simplify
the problem. Indeed, there are multi-physics coupling in this process that could require
associated simulation. For instance, there are complex fluid to structure HT that could
be modeled with computation fluid dynamic (CFD) simulations. Then, there are large
deformations that can influence material properties and that can be modeled with complex
microstructure based material models. In addition, the part deformations influence the HT in
conduction especially. The question of the coupling between temperature and displacement
has to be discussed.
The aim of this thesis upon simulation purpose has been to develop a global model of
the different phases from forming to trimming. The model should be able to reproduce
faithfully the impact of the thermomechanical conditions of the process on the state of stress
and geometry of the parts at the end. Then, another objective has been to implement a
methodology to optimize the cooling and part removal sequence with complex, various and
of different order parameters.

1.6 Content of the thesis
The complexity of the problem and the industrial-based objectives have encouraged to finally
adapt the experimental work to limit its quantity but also ensure industrial relevance of the
developed models. The work has been divided into three principal axes that are presented
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into three chapters. A significant part of the work considered useful and scientifically relevant
but not essential for the understanding is placed in several appendices to ease the global
reading of the thesis.

Chapter 2: Material modeling:

A bibliographic review on behavior, characterization and modeling of the Ti-64 alloy has been
made first. The literature has highlighted that a large number of microstructure and process
parameters influence the material behavior. Preliminary testing sessions were performed in
order to develop a judicious material testing procedure and also to discriminate some of the
numerous influencing parameters. The results of this work is detailed in the Appendices A.1
and A.2. A thermomechanical procedure composed by two specific tensile-relaxation tests
for a set of ten temperatures has been proposed to characterize Ti-64 behavior in the process
conditions. A thermo-elasto-viscoplastic model based on a hyperbolic sine formulation coupled
with hardening-softening variables has been characterized from experimental data. The
Appendix A.3 describes the optimization methodology implemented to fit the 26 parameters
of the viscoplastic function. Complex functions were developed to reproduce the transition of
behaviors (hardening, viscosity, etc.) with temperature variations from forming to ambient.
The model has been validated on anisothermal tensile tests.

Chapter 3 - Heat transfers modeling:

A bibliographic review on thermal radiation, convection (natural and forced), and conduction
HT has been performed. Various models associated to specific process conditions and there
dependencies to the process parameters are depicted for each mode of HT.
The numerous configurations of heat transfers followed during the process made difficult to
reproduce dedicated laboratory experiments to characterize the models of thermal boundary
condition (BC) for each conditions. Therefore, it has been chosen to use a small scale SPF
tooling to form parts in industrial conditions. Then, several cooling procedures on instru-
mented parts were performed in laboratory conditions to get data for the HT characterization.
A set of cooling experiments has been carefully designed in order to isolate the HT modes to
ease characterization.
A first development experiment was used to implement and validate several instrumenta-
tion means during cooling procedure on the laboratory furnace (Appendix B.1). Then five
different cooling procedures were performed and used for characterization. In addition,
laboratory experiments have been performed to obtain emissivities of materials in various
surface conditions.
Four inverse analyses were used to fit each thermal boundary conditions associated to radi-
ation, convection and conduction HT. Concerning convection, CFD analyses were used to
evaluate the distribution of the convection coefficient over the parts surfaces. Indeed, the
convection HT are fairly complex in the process conditions contrary to the homogeneous
coefficients that are used in the literature. The Appendix C presents bibliographic review on
high temperature natural convection, a model and its validation regarding literature results
(horizontal plates natural convection problem).

Chapter 4 - Modeling of the process:

The modeling procedure of the full manufacturing process (forming, in-press cooling, part
removing, out-press cooling and trimming) is presented. The physical equations involved
in the coupled thermomecanical problem, the associated domains considered in the model
are presented. The simplifications, the hypothesis and the thermal BC adapted from the
prototype based to industrial conditions are detailed.
Once the model is completely presented, the results of the currently used industrial cooling
and part removal sequence are presented. The temperature, and mechanical quantities
affecting the final distortions are analyzed from the press opening to the post trimming state.
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The results of the simulation give an overview of the global temperature evolution and the
consequence in terms of thermal stresses induced on the part but also on the tooling.
Then a sensitivity analysis (with a simplified geometry) of the model to the friction coefficient
and the numerical damping (necessary for convergence) is performed. Both parameters are
supposed to contribute to the friction It is demonstrated that the contact damping tool
provided by ABAQUSr modifies the solution. The pulling effort for extraction is artificially
increased, and the contact stress are modified such that a negative normal stress may be
imposed oppositely to the contact opening. The contact control modifies the model response
to the thermo-mechanical loading.
An optimization of the cooling sequence is proposed regarding the pulling effort and the final
distortions after trimming for the simplified geometry. Two contact damping parameters are
considered to evaluate the impact on the optimization results. The results reveal that the
cooling strategy has a small impact even for both contact damping cases. Two part-frame
fastening conditions (plane free or clamped) are tested and shows that it is of first order
compared to cooling strategy.
Finally the model is applied on the industrial geometry. The strategy used in AIRBUS
plant and a global blowing of the part are compared. The impact of contact damping is also
analyzed for the industrial geometry.

Chapter 5 - Conclusions and prospective:

A general conclusion is made to evaluate how the present work have helped to answer the
different objectives. A base of prospective work is proposed to improve the proposed FE
model and the process.
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2.1 Introduction
2.1.1 Context
A material model has to be input in the FE model of the process. This law has to reproduce
the thermo-mechanical properties and behaviors of the Ti-64 alloy from the end of SPF
process until the laser trimming operation. The developed model must be able to reproduce
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the distortions obtained at the end of the process. This implies that the plastic deformations
and the residual stresses accumulated during part removal sequence must be reproduced
by the model. Indeed, the trimming operation may produce elastic deformations because
of residual stresses relieve. Thus, a particular attention need to be paid on the flow stress
relation that determines the inelastic deformations and the evolution of elastic domain
through thermomechanical loadings that generate the residual stresses.
The Figure 2.1 represents how the evolution of the material happens and is observed in
this study. The scope of this study focuses on the cooling and part removal operations
that happen post SPF process. However, Each step is likely to have an impact on the
microstructure that influences the thermomechanical properties and the behavior. Indeed,
the SPF process may have an impact on microstructure so as to the high cooling rate during
the cooling operation. These properties of microstructure are at the origin of macroscopic
material behaviors like the elasticity, hardening properties etc.

Post SPF material 
 Grain size 
 Dislocation density 
  Material texture 

Initial Material 
• Grain size  
• Morphology 
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• Dislocation 

density COOLING & UNLOADING 
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Figure 2.1 – Schematic of material behavior and microstructural evolution during the
manufacturing process

2.1.2 Problematics and objectives
The problematic of material modeling of such a complex process lies in the choice of an
adequate model and the associated testing characterization. This imply to know the material
behaviors and the associated macroscopic and microstructural parameters that influence
them.
Indeed, the inelastic deformation that leads to distortions and residual stresses is a consequence
of the deformation mechanisms acting at the microstrucutral scale. These mechanisms are
sensitive to the temperature and strain rate and may evolve as the microstructure is changing
under high cooling rate, large deformation range and so on.
There is a large quantity of parameter that may influence the material behavior of the Ti64
alloy, and the first objective was to identify them. The second objective was to implement a
material testing procedure to test the effect of the identified parameters on the mechanical
properties. The last objective was to select and characterize an appropriate model to be
implemented in the FE model.

2.2 Bibliographic review
2.2.1 Material behavior
From modeling point of view, the study of metallic materials behavior can be divided into
three main topics:
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• Elasticity refers to the reversible deformation of materials. It involves electromagnetic
forces related to atomic interactions. The elastic behavior of metals can be considered
to be visco-independent.

• Plasticity refers to time independent inelastic deformations. It is usually associated
to low temperature deformation mechanisms because of the absence of atomic diffusion
processes which are rate dependent.

• Viscoplasticity is related to rate dependent inelastic deformations. It groups many
different and complex deformation mechanisms that are influenced by temperature,
stress, and microstructure morphology.

During material processing, each of these three generic behaviors acts together and are influ-
enced by each others and also by loading conditions. In the next paragraphs, a bibliographic
review is made to attempt to understand the deformation mechanisms at stake during the
process, how they are influenced by process conditions and which kind of model can be
employed for FEM analysis.

2.2.2 Deformation mechanisms
As explained above, the different deformation mechanisms can act at the same time, yet,
they have preferential range of temperature and loading conditions. Ashby and Frost [3]
have widely studied the deformation mechanisms of metals. They evaluated the operating
zones of deformation mechanisms (where a mechanism dominates the others) for various
metals so that to draw deformation mechanism map (DMM). The Figure 2.2a shows a
stress-temperature DMM and the Figure 2.2b a strain rate-stress DMM of pure titanium
with a 100 𝜇m grain size.

(a) (b)

Figure 2.2 – Deformation mechanisms maps for commercially pure titanium with a
grain size of 0.1 mm (a) stress-temperature and (b) strain rate-stress [3]

The different mechanisms are considered dominant and separated by boundaries by using the
governing stress-strain rate equations. Indeed, each mechanism is governed by a stress-strain
rate equation that is used to discriminate the operating range of the mechanism. For the
Figure 2.2a, the lines define the iso-strain rate curves associated to a couple of temperature

17



and stress while for the Figure 2.2b, they correspond to iso-temperature associated to a
couple of stress and strain rate.

Actually, the deformation mechanisms do not independently act until stress and temperature
transition. However, this kind of map enables to evaluate the type of equations that govern
the material behavior in specific process conditions. Each mechanism is approached hereafter.
In the next paragraph related to the deformation mechanisms, some non cited information
were taken from thoroughgoing books of Lütjering and Williams [4] on titanium, and Ashby
and Frost on deformation mechanisms of metals [3].

2.2.2.1 Crystal plasticity
The crystal plasticity in titanium alloys refers to plastic deformation by dislocation motion
within slip planes or by twinning. Twinning in Ti-6Al-4V is most of the time mentioned in
literature in the cases of very high strain rates [77, 78], or cryogenic temperatures [79, 80],
and more generally when critical resolved shear stress (CRSS) is high. In our process it is
not the case. Thus, twinning was not considered in this thesis.

The slip planes in a crystal are the closed packed planes which have the highest atom density,
and so the minimum inter-atomic slip distance. The titanium is a dual phase material with
𝛼 and 𝛽 phases. 𝛼 phase is a hexagonal close packed structure which is present in pure
titanium at temperatures below 882 ∘C [4]. Above this temperature 𝛼 phase transforms
into 𝛽 phase, a body centered cubic (BCC) structure. In Ti-6Al-4V alloy, the presence of
aluminum and vanadium, respectively 𝛼 and 𝛽 stabilizers, modifies the equilibrium phase
content at ambient temperature and its evolution up to 𝛽-transus (around 980 ∘C).

(a) (b)

Figure 2.3 – Critallographic representation of slip system in (a) 𝛼 HCP structure and
(b) 𝛽 BCC structure [4]

Each phase has its own slip systems. There are four different families of slip systems in
the primary 𝛼 phase: 3 basal, 3 prismatic, 6 first order and 12 second order pyramidal slip
systems illustrated in the Figure 2.3a. The dominant slip systems of the primary 𝛼 phase
are the basal and prismatic slips due to their relatively low CRSS [81]. Concerning 𝛽 phase,
BCC structure has not true closed packed planes that is why it requires heat to activate slip
systems. However it has a family of 6 planes having close packed directions with two slip
directions, which together form 12 different slip systems. Therefore the 𝛽 phase is found to
be more ductile compared to the 𝛼 phase. Moreover, the BCC mentioned slip planes are not
fully closed packed, which bring higher diffusion rate inside 𝛽 grains [12].

The evolution of plastic deformation mechanisms with temperature is related to many
complex parameters. There is firstly, the complexity of the different slip systems of both 𝛼
and 𝛽 phases that exist inside Ti-6Al-4V alloy and the evolution of associated CRSS with
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temperature and phase content evolution [4]. Moreover, there are different morphologies
of grains with different types of interfaces on which dislocation can be blocked. Also, the
appearance of thermal activation makes atomic diffusion disturbing dislocation glide on
dominant slip systems.

Therefore, in the frame of the study, the deformation mechanisms were not be studied in
details, but simply on mechanical properties and modeling point of view.

2.2.2.2 Low temperature plasticity
At low temperature, plasticity is induced by dislocation glide. It is the most classical
way for dislocation to move following slip systems. Dislocation glide is limited by lattice
resistance and also by the presence of obstacles to slip: impurities, solute, other dislocations
or precipitates. The Figure 2.4a and 2.4b illustrates how the dislocations glide in both lattice
resistance or obstacle limiting glide conditions.

(a) (b)

Figure 2.4 – Schematic representation of (a) lattice resistance dominated plasticity (b)
obstacle controlled plasticity [3]

The rate equation that governs glide mechanisms can be obtained from Orowan relation [82]
defined by the Equation (2.1) where the shear strain rate �̇� is proportional to the average
velocity of dislocation 𝜈 and the density of mobile dislocation 𝜌𝑚 multiplied by the magnitude
of burger’s vector 𝑏. Kocks et al. [83, 84] used an Arrhenius equation to relate the shear
strain rate to the applied shear stress defined by the Equation (2.2) where �̇�0, Δ𝐹 , 𝜏0, 𝑝,
𝑞 are relatively a constant associated to steady state dislocation density for specific shear
stress 𝜏𝑠, the free energy also called activation energy, the athermal stress referring to yield
stress and material exponents. This equation is generalized for every types of dislocation
motion limiting effects. Δ𝐹 , 𝑝 and 𝑞 are dependent of the type of obstacles. The Figure 2.5a
gives the parameters tendencies for the different obstacles conditions.

�̇� = 𝜌𝑚𝑏𝜈 (2.1)

�̇� = �̇�0 𝑒𝑥𝑝

[︂
−Δ𝐹

𝑘𝑇

(︂
1 − 𝜏𝑠

𝜏0

)︂𝑝]︂𝑞

(2.2)

• Lattice resistance
At the scale of one slip system, Pieirls-Nabarro stress [85] relates the stress necessary
to move dislocation as a function of crystal parameters (see Equation (2.3) where 𝜇 is
the shear modulus, 𝜈 the Poisson’s ratio, 𝜁 the width of dislocation and 𝑏 the burger’s
vector).
The stress necessary to promote glide in Ti-6Al-4V corresponds to CRSS of the different
slip systems. The Figure 2.5b shows the evolution of CRSS for the three principal slip
systems of 𝛼 phase.
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• Obstacle resistance
When glide is obstacle limited, the material exponents 𝑝=𝑞=1 [83] and the equation
can be simplified.

𝜎𝑃 𝑁 = 2𝜇

1 − 𝜈
𝑒𝑥𝑝

(︂
−2𝜋𝜁

𝑏

)︂
(2.3)

(a) (b)

Figure 2.5 – (a) Characteristics of obstacles [3], (b) CRSS evolution with temperature
for the three principal slide systems in 𝛼 HCP crystalographic structure [4]

Ashby and Frost proposed an equation for any gliding conditions where the flow stress is
proportional to 𝜇𝑏/𝑙, where 𝑙 is the obstacle spacing and 𝑏 the Burger’s vector [3]. The
Equation (2.4) defines dislocation glide relation where 𝑘 is Boltzmarm’s constant, 𝑇 the
absolute temperature, 𝑎 the activation area, and 𝜎0 is a cut-off stress, sometimes called the
“athermal part of flow stress”. The pre-exponential term �̇�0, is the strain-rate when 𝜎 = 𝜇𝑏/𝑙.

�̇�𝑔𝑙 =
{︃

�̇�0𝑒𝑥𝑝
(︁

− 𝜇𝑏/𝑙−𝜎
𝑘𝑇 𝑏𝑎

)︁
0

𝜎
𝜇 > 𝜎0

𝜇
𝜎
𝜇 < 𝜎0

𝜇

(2.4)

2.2.2.3 Dislocation creep
Dislocation creep mechanisms include several deformation mechanisms that are characteristics
of power law creep area of DMM. The rate equation in this domain can be presented in the
power law form as presented in the Equation (2.5) [86, 87] where 𝐷𝑣 is the bulk-volume
diffusion coefficient, 𝑛 is the stress exponent and 𝐴 is a dimensionless constant.

�̇� = 𝐴
𝐷𝑣𝜇𝑏

𝑘𝑇

(︂
𝜎

𝜇

)︂𝑛

(2.5)

At moderate stress, dislocation density inside the crystal generates high amount of free
energy and thermal activation enables dislocation to climb between parallel slip planes to
overcome obstacles and glide up to the next obstacle. This mechanism is helped by vacancy
diffusion processes. It is an intra-granular dislocation process. 𝑛 exponent parameter can
vary around 4-6 [86]. The vacancy diffusion process passes from lattice to core diffusion as a
function of temperature [88], which makes varying the diffusion coefficient.
Another dislocation creep mechanism that can operate in metals is Harper–Dorn creep [89].
It is a low stress level mechanism which operates in low dislocation density level by climb. It
is characterized by a linear dependence to the stress (𝑛=1). It also operates in Ti-6Al-4V at
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low stress regime [90, 91]. Harper–Dorn creep is sometimes assimilated to diffusion creep
mechanisms because of its dependency to stress which is equivalent to diffusion process.
At sufficiently high stresses, it is observed that the power law breaks down so that the strain
rate sensitivity decreases. This phenomena is due to a transition from climb-controlled to
glide-controlled dislocation creep. The stress exponent rises to 10-20 according to material
and temperatures.
In Ti-6Al-4V, dislocation creep is controlled by climb [91] at moderate stress (3< 𝑛 <6), and
glide assisted climb for higher stress values in power law breakdown (not considered because
high stress level).

2.2.2.4 Diffusion creep
Diffusion creep is a process that requires low stresses to work. It refers to stress directed
flow of vacancies that accommodates deformation [92]. The diffusion processes can operate
at grain boundaries known as Coble diffusion creep [93] or bulk diffusion known as Nabarro-
Hearing creep [92]. Coble creep works at lower temperature whereas Nabarro-Hearing creep
requires superior thermal activation for vacancies to move inside grain.

The Equation (2.6) defines the strain rate-stress relation for both Coble and Nabarro-Hearing
diffusion mechanisms [3] where Ω is the atomic volume, 𝑑 the grain size, 𝐷𝑣 the bulk self-
diffusion coefficient, 𝐷𝑔𝑏 the grain boundary diffusion coefficient and 𝛿 the effective cross
section of a boundary for diffusional transport.

�̇�𝑑𝑖𝑓𝑓 = 42Ω𝜎

𝑘𝑇𝑑2 𝐷𝑣

(︂
1 + 𝜋𝛿

𝑑

𝐷𝑔𝑏

𝐷𝑣

)︂
(2.6)

2.2.2.5 Others mechanisms

2.2.2.5.1 Grain boundary sliding (GBS)

GBS is another high temperature deformation mechanism that involves complex phenomena.
Basically, GBS refers to the lateral motion of grains at their interface. Sliding is enabled
thanks to the motion of dislocations along boundaries. However, the dislocation pills-up
ends to generate stress concentrations at triple junction and grain boundary ledge so that to
slip inside the adjacent grain until obstacles [94].
When the microstructure presents specific properties (equiaxed grains, grain size inferior to
critical value - 𝑑 < 𝜆) and the loading conditions are diffusion creep mechanisms favorable,
the GBS mechanism leads to superplasticity [94, 7]. Indeed, when GBS is accommodated by
diffusion creep mechanisms, the microstructure is not affected by the deformation, and the
condition for GBS are still favorable. On the contrary, when the conditions are not favorable
(𝑑 > 𝜆) dislocations tend to regroup in subgrains inside initial grain [95]. Moreover when too
high stresses do not enable accumulated dislocation at a triple junction to slip, cavitation
can nucleate and finally promote fracture.
The Equation (2.7) defines the rate equation [96] for GBS deformation mechanisms where 𝐷
is the diffusion coefficient, 𝑝 is the grain size exponent. In superplastic conditions (𝑑 < 𝜆),
𝑝=𝑛=2 and 𝐷 corresponds to the grain boundary diffusion coefficient whereas in creep
conditions (𝑑 > 𝜆), 𝑝=1, 𝑛=3 and 𝐷 corresponds to the self diffusion coefficient [94].

�̇� = 𝐴𝐷𝜇𝑏

𝑘𝑇

(︂
𝑏

𝑑

)︂𝑝(︂
𝜎

𝜇

)︂𝑛

(2.7)

One big advantage of superplasticity is that the strain rate sensitivity exponent 𝑚 (= 1/𝑛)
is high and has the effect to limit strain localization during forming processes. Ti-6Al-4V
presents very interesting superplastic properties and has been largely study in the literature

21



[97, 7, 98]. The superplastic material usually presents high values of 𝑚 (between 0.3 and
0.85). Ti-6Al-4V fairly exhibits high value around 𝑚=0.85 at specific temperature of 927 ∘C
[99].

2.2.2.5.2 Dynamic recristalization/recovery

The dynamic recrystallization (DRX) and recovery are not deformation mechanisms, but
consequences of dislocation motion inside material during deformation. During DRX, the
nucleation and growth of new grains occur during deformation. This phenomenon is due
to the re-arrangement of dislocations inside grains up to nucleation of new grains inside.
Dynamic recovery can act as a complementary process of DRX. Indeed, dynamic recovery
consists in the annihilation, the re-covering of motion of dislocations during deformation and
in some specific conditions it promotes re-arranging of dislocation to group them and create
bigger grains. Both dynamic processes consequently and periodically act as a function of
processing conditions (Temperature and strain rate) [100].
DRX is a process that occurs at high temperature (T>0.5T𝑚) where 𝛽 phase has high
content. Indeed, 𝛽 is the phase that generates recrystallized refine grains [101]. In Ti-6Al-4V,
DRX is mainly used to create grain refinement to obtain ultrafine grains microstructures
[100].
In our process conditions, the temperature and principally the strain rate conditions are too
low to generate DRX or recovery processes as steady state mechanisms. Therefore, theses
mechanisms are not considered.

2.2.2.6 Synthesis

The plastic deformation mechanisms are guided by the motion of dislocations, themselves
guided by the slip planes of the phases met by the dislocations. At low temperature,
dislocations move by glide in the 𝛼 phase principally. The gliding can be controlled by
obstacles or lattice resistance.
When the temperature increases, the vacancy diffusion is activated and the dislocation glide
and climb processes are activated. At moderate and high temperature, dislocation creep is
controlled by climb and obeys to power law creep mode. However, at low stress, Harper-Dorn
creep mechanisms can operate with a linear dependence to stress while at high stress power
law creep breaks down because of transition of glide plus climb process to viscous glide
only. Finally, at high temperature and low stresses, two diffusion processes as Coble and
Nabarro-hearing creep can operate respectively at grain boundaries (lower temperature) and
through the grains (higher temperature). Both mechanisms generate a deformation with a
linear dependence to stress but with two different diffusion energy levels. Moreover, grain
boundary sliding operates at high temperature and low or moderate stress simultaneously to
diffusion creep. Stress strain rate relation during GBS can be defined with power law. The
Figure 2.6 is a deformation map that summarizes the deformation mechanisms and defines
the associated relations of steady state strain rate with stress.

2.2.3 Material behavior
In the previous section, it has been discussed that the material behavior is governed by the
motion of dislocations inside latices, grains, grain boundaries, at phase interfaces and so
one. The Figure 2.7 illustrates the interconnection of the different scales until macroscopic
description. In this section, the macroscopic (related to microscopic phenomena) material
behavior of titanium alloys and especially Ti-6Al-4V are detailed.
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Figure 2.6 – Schematic deformation mechanisms map for Ti-6Al-4V in the post SPF
process conditions

Figure 2.7 – Illustration of the different scales to describe material behavior from
dislocation to macroscopic behavior [5]

2.2.3.1 Strain rate sensitivity
One important behavior of titanium alloys is the SRS. This phenomenon is a consequence
of dislocation and diffusion creep mechanisms that are stress dependent. The SRS is often
described thanks to the SRS exponent 𝑚 defined from the Equation (2.8) and (2.9). The
Equation (2.8) is the Norton Hoff (NH) power law [102] used to model creep viscoplastic
behavior.

𝜎 = 𝐾�̇�𝑚 (2.8)

𝑚 = 𝜕𝑙𝑛(𝜎)
𝜕𝑙𝑛(�̇�) (2.9)

SRS has been largely studied from decades to evaluate the elongation capacity of metals.
Indeed, Woodford [6] related the strain rate sensitivity as a measure of ductility (seen in
the Figure 2.8). This phenomena is directly related to the fact that high SRS exponent
prevents material from strain localization and tends to propagate strain during tensile tests
particularly.

As for deformation mechanisms, for which the stress exponent varies with temperature and
dominant mechanisms, the SRS evolves with thermomechanical loading conditions. The
Figure 2.9a represents the stress strain-rate data obtained from load-relaxation tests at
various temperature, and in the Figure 2.9b is plotted the contour map of iso-values of 𝑚
from the data of the Figure 2.9a [7].

The sensitivity of 𝑚 on temperature and strain rate for Ti-6Al-4V alloy is most of the
case investigated in the frame of high temperature creep and superplasticity [103, 104, 7].
However, some works were performed at low temperatures [91, 8]. The Figure 2.10 reports
the SRS exponent computed from strain rate jump tests at various temperatures from 20 ∘C
to 700 ∘C. This graph highlights an interesting phenomenon around 400 ∘C where the SRS
is null. Vigié et al. depicted three different zones of temperature separated by dotted lines.
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Figure 2.8 – Correlation between strain rate sensitivity and total elongation for a
variety of materials [6]

Figure 2.9 – (a) stress dependence on strain rate of Ti-6Al-4V at temperatures between
650 ∘C and 950 ∘C obtained by stress relaxation techniques. (b) contour map of the
SRS exponent 𝑚 as a function of temperature and strain rate derived from (a). [7]

According to Conrad [105], this phenomenon is related to a strong increase of the activation
volume of basal slip system around these temperatures for pure titanium (where activation
volume is inversely proportional to SRS).

2.2.3.2 Strain hardening
As explained above, the dislocation density evolves as a function of dislocation motion
inside the material. When a dislocations struggles to move inside lattice, it is blocked and
another dislocation is emitted from dislocation sources. The increase of dislocation density
can increase critical resolved shear stress because the dislocations can become themselves
obstacles. Strain hardening phenomena traduces the increase of the shear stress necessary to
promote plastic deformation. This phenomenon is more effective when diffusion processes
are inactive because diffusion helps dislocation to overcome obstacles by climb. Therefore,
strain hardening is more active at low than high temperatures.

The last decades, lot of studies on strain hardening processes in titanium alloys have been
made for rapid forming or forging conditions at high temperature [106, 107, 108]. At
high strain rate and high temperature, the competition between hardening and softening
mechanisms can lead to small hardening level due to low stresses required for diffusion
processes.
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Figure 2.10 – Evolution of the strain rate sensitivity parameter versus temperature of
the Ti-6Al-4V and the Ti-𝛽21S alloys computed by strain rate jump tests [8]

The Figure 2.11 shows some tensile test curves performed at 0.01 s−1 for various temperatures
on Ti-6Al-4V samples [9]. The work hardening rate is computed by deriving the stress-strain
curves. The experimental data highlight a decrease of hardening rate more rapidly with
the increase of temperature. The flow stress seems to reach an asymptote for 700 ∘C. At
temperature below 700 ∘C, hardening rate seems to stay positive all along tensile test. During
first part of the test, between 0 and 0.05 plastic strain, the high decrease of hardening rate
can be partly a consequence of hardening but also to the viscosity of the material.

(a) (b)

Figure 2.11 – (a) comparison of experimental (symbols), Johnson Cook (JC) model
(dash lines) and JC-modified models (solid lines) prediction of the flow stresses for 0.01
s−1, (b) Work hardening rate of the Ti–6Al–4V [9]

Kocks and Mecking [83, 84] develop work hardening theory on dislocation density. Indeed,
they differentiate the effect of mobile and immobile dislocations. The mobile dislocations
impact the viscoplastic behavior into a "thermal stress" affected by short range obstacles.
Immobile dislocations influence the hardening behavior through an "athermal" part of the
stress which refers to long range obstacles. The Equation (2.10) defines the athermal stress
𝜎𝜇 where 𝑚, 𝛼, 𝜇, 𝑏 and 𝜌𝑖 are respectively the Taylor orientation factor, a proportionality
factor, the shear modulus, the magnitude of burger’s vector and the immobile dislocations
density (IDD).

𝜎𝜇 = 𝑚𝛼𝜇𝑏
√

𝜌𝑖 (2.10)
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According to Kocks-Mecking theory [84, 109], the immobile dislocations variations can be
divided into hardening (positive contribution �̇�

(+)
𝑖 ) and restoration (negative contribution

�̇�
(−)
𝑖 ) processes as defined in the Equation (2.11). They defined the variation of dislocation

density with strain presented in the Equation (2.12) where 𝑘1 represents the hardening
process due to dislocation immobilization after having traveled a mean free path. 𝑘2 is
associated to thermally activated dynamic recovery.

�̇�𝑖 = �̇�
(+)
𝑖 − �̇�

(−)
𝑖 (2.11)

𝜕𝜌𝑖

𝜕𝜀
= 𝑘1

√
𝜌𝑖 − 𝑘2𝜌𝑖 (2.12)

Assuming that dislocation hardening process is promoted by dislocation blocking during
gliding, it is possible to express the positive hardening contribution thanks to Orowan
equation [82] (Equation (2.1)) using the mean free path 1

Λ [5]. 1
Λ , defined by the Equation

(2.14), represents the average of characteristic path distance traveled by a dislocation, where
𝑑 is the mean grain size, 𝑠 is the mean subgrain size and "others" means any other obstacles.

�̇�
(+)
𝑖 = 𝑚

𝑏

1
Λ �̇�𝑝 (2.13)

1
Λ =

(︂
1
𝑑

+ 1
𝑠

+ 𝑜𝑡ℎ𝑒𝑟𝑠

)︂
(2.14)

Another hardening mechanism, which is related to dislocation motion and main free path
concerns grain size hardening. Hall-Petch relation [110] defines the dependence of athermal
stress to the grain size. The Equation (2.15) defines this relation where the first term can be
associated to athermal part of the stress related to IDD (Equation (2.10)), and the second
term corresponds to Hall-petch effect where 𝑘𝑑 is a material parameter.

𝜎𝜇 = 𝜎0(𝜇, 𝜌𝑖) + 𝑘𝑑√
𝑑

(2.15)

In many studies on viscoplastic behavior of titanium alloys, kinematic hardening is investi-
gated. Kinematic hardening refers to the non-symmetrical evolution of elastic domain and
hardening characteristics as a function of stress state. The Bauschinger effect is a famous
example that implies an increase in tensile yield strength which occurs at the expense of
compressive yield strength. However, this kind of investigations requires to perform cyclic
mechanical testing, which has no real interest in the frame of our study and has not been
considered.

2.2.3.3 Recovery
The Recovery phenomena refers to the annihilation of immobile dislocations either by
annihilation or by recovering mobility. The effect of recovery processes is to soften yield
strength of material. Recovery can process by glide or climb. Each of these mechanisms
respectively requires more thermal activation to operate such as for mobile dislocations. The
Equation (2.16) defines the total contribution of recovery mechanisms on IDD rate �̇�

(−)
𝑖 as

the sum of the climb �̇�
(𝑐𝑙)
𝑖 and glide �̇�

(𝑔𝑙)
𝑖 contributions.

�̇�
(−)
𝑖 = �̇�

(𝑐𝑙)
𝑖 + �̇�

(𝑔𝑙)
𝑖 (2.16)

IDD variation under glide is defined by the Equation (2.17) where Ω is the glide probability
of the remobilization factor [111]. Ω is strain independent and for T<0.5T𝑚, Ω tends to
zero. Babu [5] defined the IDD variation under climb given in the Equation (2.18) where 𝐷𝑙,
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𝑐𝑣, 𝑐𝑒𝑞
𝑣 and 𝜌𝑒𝑞 are respectively the self diffusion coefficient, the vacancy concentration, the

equilibrium vacancy concentration and the equilibrium dislocation density.

�̇�
(𝑔𝑙)
𝑖 = Ω𝜌𝑖�̇�𝑝 (2.17)

�̇�
(𝑐𝑙)
𝑖 = 2𝐷𝑙

𝑐𝑣

𝑐𝑒𝑞
𝑣

𝐺𝑏3

𝑘𝑇

(︀
𝜌2

𝑖 − 𝜌2
𝑒𝑞

)︀
(2.18)

A distinction is made between dynamic recovery usually associated to DRX process, and
static or time recovery associated to thermal effect and/or quasi-static deformation. However,
the operating mechanisms are the same ones [112].

2.2.4 Microstructure evolutions
One important issue of phase transformations in the context of our process, is to understand
how 𝛽 phase transforms from the SPF temperature (below 𝛽 transus), with post SPF
miscrostructure, under heterogeneous cooling rate conditions. The second important issue
results from the first one and brings the next question: are the potential heterogeneous
transformations responsible to an heterogeneous material behavior ? In other words, is it
necessary to consider the phase transformations inside the material model ?
These two aspects are detailed in the next section from bibliographic point of view. Some
additional topics regarding microstructure evolutions are also addressed.

2.2.4.1 Impact of SPF on the microstructure
SPF is processed at constant temperature so that 𝛼 and 𝛽 phases content does not evolve.
The main evolutions concern the morphology of microstructure such as grain size and cavity
issues.

• Grain size

Ghosh and Hamilton [97] worked on the impact of grain size evolution under superplastic
tensile test conditions on Ti-6Al-4V at 927 ∘C at various strain rates. The Figure 2.12a
compares grain growth under different strain rate from zero to 5.10−3 s−1. This highlighted
that it exists a static grain growth (SGG) and dynamic grain growth (DGG). The Figure
2.12b highlights that this grain size evolution has an impact on the strain rate sensitivity
during forming. The grain growth kinetics and models have been largely investigated
these past decades [113, 97, 114, 115, 116, 11, 18] Globally, grain growth is due to the grain
boundary mobility activated by diffusion and promoted by excess of vacancy concentration
generated by GBS. The grain growth sensitivity to strain rate is related to the acceleration
of vacancy concentration when increasing GBS [117]. Usually grain growth models are split
into SGG 𝑑𝑠𝑡𝑎𝑡𝑖𝑐 and DGG 𝑑𝑑𝑦𝑛𝑎𝑚𝑖𝑐 as respectively defined by the Equation (2.19) and the
Equation (2.20). The dependency of these parameters can be modeled by Arrhenius form
with a very good approximation [18].

𝑑𝑠𝑡𝑎𝑡𝑖𝑐 = 𝛼1𝑑−𝛾1 (2.19)

𝑑𝑑𝑦𝑛𝑎𝑚𝑖𝑐 = 𝛼2�̇�𝛿2𝑑−𝛾2 (2.20)

Finally, anisotropic grain growth can promote texture during superplastic forming [118].
Indeed this phenomenon is related to the absence of intragranular dislocation creep during
GBS [119], which generally happens in Al-Mg alloys.
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(a) (b)

Figure 2.12 – Effect of deformation on the behavior of Ti–6Al–4V samples at 927 ∘C:
(a) comparison of dynamic and static grain growth kinetics for samples with an initial
grain size of 6.4 mm, (b) variation of the SRS exponent 𝑚 with the strain showing the
effect of dynamic grain growth on 𝑚 for samples with initial grain sizes of 6.4, 9 or 11.5
mm [10]

• Cavity

As defined in the paragraph describing GBS deformation mechanism, cavity nucleation is a
mechanism that operates when grain boundary sliding is not accommodated by diffusion
creep mechanisms [120, 121, 122]. The mechanisms are slightly different between single
or dual phase superplastic materials. For dual phase such as Ti-6Al-4V, cavities nucleate
at triple junctions, but it is rather negligible between 850 ∘C and 950 ∘C in superplastic
deformation conditions [123, 11]. The Figure 2.13 shows different micrographs of tensile

Figure 2.13 – Micrographs reveling voids generated in Ti–6Al–4V after tensile defor-
mation for (a) 𝜀=0.5, (b) 𝜀=1.45, (c) 𝜀=1, (d) 𝜀=1.25 [11]

tests performed at 800 ∘C and 900 ∘C, at 10−2 and 10−4 s−1 for large strains. In AIRBUS,
the maximum plastic strain goes around 0.5 in general and for some specific part can reach
0.8. The temperature of the process (T𝑆𝑃 𝐹 =870 ∘C) is closer to 900 ∘C, with strain rates
fairly closed to 10−4 s−1 (�̇�𝑆𝑃 𝐹 <3.10−4 s−1), and the maximum strain can be locally 1.5 to
2 times lower than (b) and (d) micrographs of the Figure 2.13. Therefore, and also because
cavities are not observed on post SPF micrographs of specimen cut on industrial parts, the
cavity nucleation processes are not considered in the thesis.
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2.2.4.2 Phase transformations during cooling

According to Ti-6Al-4V equilibrium phase diagram presented in the Figure 2.14a, 𝛽 phase
is supposed to transform into 𝛼 phase during cooling in order to respect the phase content
equilibrium. The 𝛽 → 𝛼 transformation from above 𝛽 transus (𝑇𝛽) is more usually studied
than below. Indeed, when the cooling starts from T> 𝑇𝛽 , 𝛼 phase nucleates and growth from
boundaries or bulk as platelet colonies which forms so called Widmanstätten secondary alpha
𝛼𝑠 phase as represented in the Figure 2.14b. The Figure 2.14c shows the influence of cooling
rate on lamellae formation. Lamellae thickness are thinner as the cooling rate increases.

(a) (b) (c)

Figure 2.14 – (a) phase diagram of Ti-6Al-4V [5], (b) formation of Widmanstätten
structure [5], (c) effect of cooling rate from the 𝛽 phase field on lamellar microsturctures,
Ti-6242, from up to down: 1 ∘C/min, 100 ∘C/min, 8000 ∘C/min [12]

However, when cooling starts from T< 𝑇𝛽 , the 𝛼 phase can transform from grain boundaries
as described before, but also from prior alpha phase 𝛼𝑝 growth. The Figure 2.15 represents
the three different types of secondary 𝛽 transformed structures as a function of cooling rate
[13]. These micrographs were cooled by different means (oiled quenched, air and furnace
cooled) from 930 ∘C. The oiled quenched micrograph presents martensitic phase 𝛼

′ that
transforms for high cooling rate (superior to 410 ∘C/s) by a non-diffusional transformation
[124]. The air cooled micrograph presents 𝛼𝑠 with a needle type morphology. Indeed, this
structure is formed for rapid cooling that promotes large nucleation of 𝛼 phase within grains
with multiple random nucleation directions. The furnace cooled micrographs of the Figure
2.15 presents a mix transformations structure with Widmanstätten structure and 𝛼𝑝 phase
transformation (grain growth of 𝛼𝑝 grains).

Figure 2.15 – Micrographs of samples heat treated at 930 ∘C and from left to right
water quenched, cooled in the air and cooled in furnace Figure [13]
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Semiatin et al. [14] performed battery of cooling heat treatments on Ti-6Al-4V after previous
soaking at 955 ∘C for 20 min. The obtained microstructures are analogous to Homporová
et al. [13] for some cooling rates. Nevertheless, they performed low cooling (11 ∘C/min)
from 955 ∘C to 870 ∘C close to the temperature of SPF process at AIRBUS. The Figure
2.16 shows micrographs of quenched microstructures at near equilibrium phase content at
955 ∘C, 870 ∘C and at ambient temperature. The potential 𝛽 phase to transform at 870 ∘C
reduced more than a half. It exists several functions to model the phase content evolution

Figure 2.16 – Microstructures developed in Ti-6Al-4V samples during induction heat
treatment comprising soaking at 955 ∘C for 20 min, cooling at a rate of 11 ∘C/min and
water quenching at the temperatures (Tq) indicated. [14]

in Ti-6Al-4V. Castro [125] used an exponential model defined by the Equation (2.21). This
formula gives the following results: 𝑓𝛽(955)=82.3 %, 𝑓𝛽(870)=43.8 % and 𝑓𝛽(20)=7.5 %.
Thus, in our process, the 𝛽 phase to transform is around 36 % (more than a half compared
to 955 ∘C).

𝑓𝛽 = 0.075 + (1 − 0.075)𝑒𝑥𝑝 (−0.0085 (980 − 𝑇 )) (2.21)

2.2.4.3 Influence of heat treatment
According to Semiatin et al. [14], the final properties of a part heat treated in 𝛼 + 𝛽 domain
depends on the volume fraction and size of 𝛼𝑝 grains and the characteristics of 𝛼𝑠 platelet.
During cooling, the presence of Widmanstätten microstructure that catches 𝛼 phase content,
finally decreases the effective size of 𝛼𝑝 grains that influences the low temperature behavior.
Concerning creep behavior, it is influenced by 𝛽 grains which is the ductile phase. The
increase of 𝛼 phase interfaces in the Widmanstätten morphology limits the creep properties
of the material.
Julien et al. [15] studied the effect of several cooling rate from the soak temperature of
950 ∘C on the tensile properties of Ti-64. The Figure 2.17 shows the impacts of the tested
cooling rates on load-relaxation tests at 20 ∘C and 700 ∘C. The difference are not negligible
especially for the data at 5 ∘C/min. They relate the changes of behavior to the impact of
cooling rate on lamellae thicknesses for Widmanstatten microstructure.

The influence of microstructure evolution on material behavior has been widely studied
in welding industry or recent 3D printing technologies such as Selective layer melting of
high deposition rate processes. Indeed, with these technologies, the material can exceed the
melting point and follow complex thermal loading that generates residual stresses in the
manufactured workpieces. Longuet et al. [16] used a multiphase model to take account of
the impact of phase transformation under laser melting conditions. tT cooling rates of the
process. Each phase evolution were defined as a function of cooling [69] and the properties
of each phase were established by mechanical testing as defined in the Figure 2.18. With
this technique, and by using dynamic phase transformations models, the influence of phase
transformations on mechanical properties are considered.
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(a) (b)

Figure 2.17 – Stress-strain response for different cooling rates at (a) 20 ∘C and (b)
700 ∘ [15]

(a) (b)

Figure 2.18 – (a) Experimental flow stress at 1% strain with respect to temperature
for different strain rates (b) Computed stress at 0.2% strain and a strain rate of 10−2

s−1 for each phase [16]

2.2.5 Material modeling
In a first time, some laws and models related to specific behaviors described above (Vis-
coplasticity/SRS, hardening, softening/recovery) are presented. Then a review of constitutive
modeling equations is presented.

2.2.5.1 Behavior modeling
• Strain rate sensitivity

The SRS is usually modeled by the inverse NH law where the stress exponent 𝑛 defined in
the creep strain rate laws is the inverse of SRS exponent 𝑚. It was seen that the stress
exponent and even the strain rate-stress relation change with temperature and stress level.
Sellars and Tegart [126] defined a general relation that fits the whole range of stress level
(Equation (2.22)).

�̇� =
{︃

𝐴
′′
𝑒𝑥𝑝(𝛽𝜎)

𝐴
′
𝜎𝑛

𝐴 [𝑠𝑖𝑛ℎ(𝛽𝜎)]𝑛

𝑙𝑜𝑤 𝜎
ℎ𝑖𝑔ℎ 𝜎
∀ 𝜎

(2.22)
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Figure 2.19 – Typical stress-strain-rate behaviour of the mechanisms of deformation
for P91 steel and a hyperbolic sine fit to the dominant creep process [17]

The hyperbolic sine form has the advantage to promote natural variable sensitivity of
SRS exponent to strain rate [127, 128] contrary to Norton Hoff power law. The Figure
2.19 illustrates the effect of hyperbolic sine law in accordance with deformation mechanisms
transition between dislocation and diffusion creep. The Equation (2.23) gives the computation
of 𝑚 from the Equation (2.22). The last raw which corresponds to the hyperbolic sine
formulation, clearly shows a strain rate dependence. Another possibility to introduce SRS,
is to associate a variable definition of 𝑚 into NH power law. Sung et al. [129] used such
method with a temperature and strain rate sensitive 𝑚 exponent defined in the Equation
(2.24).

𝑚 = 𝜕𝑙𝑛(𝜎)
𝜕𝑙𝑛(�̇�) =

{︃ 1/(𝛽𝜎)
1/𝑛

1
𝛽𝑛

1
𝜎

(�̇�/𝐴)1/𝑛√
1+(�̇�/𝐴)2/𝑛

𝑙𝑜𝑤 𝜎
ℎ𝑖𝑔ℎ 𝜎
∀ 𝜎

(2.23)

𝑚 = 𝑚1 + 𝑚2(𝑇 − 𝑇0) + 𝑚3𝑙𝑛( �̇�

�̇�0
) (2.24)

• Hardening & Softening

There are various possibilities to model hardening and softening effects at different scales.
Indeed, at dislocations scale, combining the Equation (2.15) and (2.10), it is possible to
model both the effects of the evolution of immobile dislocation density and also the effect of
grain size evolution through grain boundary migration (Equation (2.25)). In this equation
the evolution of internal variables 𝜌𝑖 and 𝑑 can be described by the Equations (2.16), (2.17),
(2.18), (2.19) and (2.20).

𝜎𝜇 = 𝑚𝛼𝜇𝑏
√

𝜌𝑖 + 𝐾𝑑√
𝑑

(2.25)

Another possibility is to use experimental or phenomenological laws. There is a large quantity
of exiting laws. The hardening models are based on two different kind of mathematical
formulations. There are multiplicative and additive formulations such as respectively defined
in the Equations (2.26) and (2.27) where 𝜎0, 𝑅, 𝜎𝑣 are the yield stress, the hardening value
and the viscous stress, and 𝑔 and ℎ are the strain and strain rate hardening functions where
𝛼𝑖 and 𝛽𝑖 are internal variables. The base of isotropic hardening models is build either
on power laws (type Hollomon [130]), or exponential saturated (type Voce [131]) types or
combination of both with or without threshold. The formulation can contain recovery terms
(static or dynamic). The Table 2.1 shows some advanced hardening models.

𝜎 = 𝜎0(𝑇 ) + 𝑅(𝜀, 𝑇, 𝛼𝑖) + 𝜎𝑣(�̇�, 𝑇, 𝛽𝑖) (2.26)

𝜎 = 𝑔(𝜀, 𝑇, 𝛼𝑖) * ℎ(�̇�, 𝑇, 𝛽𝑖) (2.27)
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The Swift model (1) is a classical model used for cold metal forming. The Hansel-Spittel
model (2) is used for bulk forming and forging operations at any range of temperature
(thanks to temperature dependence of 𝑛𝑖 parameters and additional temperature sensitivity
terms). It is used in the FEM software Forge ®. The complete formulation has a viscous
multiplicative term. The Voce model (3) is largely used for high temperature saturated
hardening behavior. This formulation takes account strain hardening and dynamic recovery
(by glide/climb). Chaboche (Equation (4)) proposed an evolution of Voce model with a static
recovery effect and a saturation recovery term 𝑄𝑟. At high temperature, 𝑄𝑟 can be null.
Finally, the Equation (5) provides a mixed model with both Voce and Swift formulations
weighted by a rule of mixture.

Each of these models may reproduce the Ti-6Al-4V hardening behavior at specific range of
temperature. At low temperature, the behavior tends to be linear while at high temperature
it is saturated. The inclusion of the static recovery term is very important due to the highly
viscous nature (high strain rate sensitivity) of superplastic materials [132].

Equation Parameters Ref
Unsaturated models

(1) 𝜎𝑦 = 𝐾(𝜀 + 𝜀0)𝑛 𝐾, 𝜀0, 𝑛 Swift [133]
(2) 𝜎𝑦 = 𝐴𝜀𝑛1(1 + 𝜀)𝑛2𝑒𝑛3/𝜀𝑒𝑛4𝜀 𝐴, 𝑛1, 𝑛2, 𝑛3, 𝑛4 Hensel-Spittel [134]

Saturated models
(3) 𝜎𝑦 = 𝜎0 + 𝑄(1 − 𝑒−𝑏𝜀) 𝑄, 𝑏, 𝜎0 Voce [131]

(4)
𝜎𝑦 = 𝜎0 +

∫︀
�̇�𝑑𝑡 𝜎0, 𝑏, 𝑄,

Chaboche [135]�̇� = 𝑏(𝑄 − 𝑅)�̇� 𝑏, 𝛾, 𝑐

−𝛾‖𝑄𝑟 − 𝑅‖𝑚−1(𝑄𝑟 − 𝑅)
Mixed

(5)
𝜎𝑦 = 𝜎0 +

∫︀
�̇�𝑑𝑡 𝜎0, 𝛼,

Pipard et al.[136]
�̇� = 𝛼�̇�𝑣𝑜𝑐𝑒 + (1 − 𝛼)�̇�𝑠𝑤𝑖𝑓𝑡 𝑃𝑣𝑜𝑐𝑒, 𝑃𝑠𝑤𝑖𝑓𝑡

Table 2.1 – Phenomenological hardening models

2.2.5.2 Global models
Many material models are only valid on specific range associated to forming or operating
process conditions. In the frame of the FEM of the process, it is necessary to be able to
model the behavior on the whole range of temperature and strain rate. The temperature
goes from T𝑠𝑝𝑓 =870 ∘C until the room temperature. It globally decreases along cooling
operation, but it can rise locally due to heat transfers with the hot tools. A large amount of
work has been done on these problematics, and some advanced models are presented below.

2.2.5.2.1 Empirical/Phenomenological models

One usual and fairly simple phenomenological model is the Johnson-Cook model [137]
(Equation (2.28)). This model is largely used in machining modeling [138, 139, 140, 141], and
globally high strain rate applications [142]. However, it is also used for forming application
and even high temperature forming [143, 144].

𝜎 =
(︀
𝐴 + 𝐵𝜀𝑛

𝑝

)︀(︂
1 + 𝐶𝑙𝑛

𝜀𝑝

�̇�0
𝑝

)︂(︂
1 −

(︂
𝑇 − 𝑇0

𝑇𝑚 − 𝑇0

)︂𝑚)︂
(2.28)
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Chaboche [145] made a large review of viscoplasticity functions used in unified viscoplastic
theories. Two models are largely used for high temperature creep and superplasticity models
(ie. capable to model high temperature and low stress level).

The first one is the unified viscoplastic Chaboche model [135] built on the Norton Hoff power
law. The Equation (2.29b) shows the set of equations of the isotropic hardening with time
recovery. Some additional terms can be added to study the influence of microstructure
parameters. Lin et al. [146] showed the influence of such a model for superplastic forming
conditions with and without influence of microstructure evolutions (Equation (2.30)) where
𝑑 and 𝜇 are the grain size and the grain size exponent.

�̇�𝑖𝑛 =
(︂

⟨𝜎 − 𝜎0 − 𝑅⟩
𝐾

)︂𝑛

(2.29a)

�̇� = 𝑏(𝑄 − 𝑅)�̇� − 𝛾‖𝑄𝑟 − 𝑅‖𝑚−1(𝑄𝑟 − 𝑅) (2.29b)

�̇�𝑖𝑛 =
(︂

⟨𝜎 − 𝜎0 − 𝑅⟩
𝐾

)︂𝑛

𝑑−𝜇 (2.30)

The second one is a hyperbolic sine based formulation as proposed by Sellars and Tegart [126].
Some authors worked on the definition of viscoplastic functions on the basis of Sellars and
Tegart’s one [147, 148, 149] with hardening-softening effects. Anand’s formulation is defined
in the Equation (2.31a), where 𝐴 and 𝐵 are material parameters, 𝑄 is the activation energy,
𝑚 is the strain rate sensitivity, 𝑅𝐺 is the gas constant, 𝑇 is the absolute temperature and 𝑠
is an inelastic strain dependent internal variable. Its evolution is defined by the Equation
(2.31b) and (2.31c) where 𝑠* represents a saturation value of s. 𝑠 is a material parameter.
The parameter ℎ0 is hardening/softening coefficient and 𝑛 is a rate sensitivity parameter for
the saturation value of 𝑠. Finally, there was nine temperature-independent parameters to
be identified which are 𝑄, 𝐴, 𝑛, 𝑚, 𝑎, ℎ0, 𝑠 , 𝐵 and 𝑠0 the initial value of the deformation
resistance.
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(︂
−𝑄

𝑅𝐺𝑇

)︂)︂𝑛

(2.31c)

Msolli et al. [150] made a comparison between both types of models, and the results were
better for Chaboche model. One reason of these differences comes from the temperature
dependence of the material parameters that are fixed with an Arrhenius-based variation in
Anand’s formulation while they are free from any mathematical formulation in Chaboche one.
Moreover, this type of evolution (Arrhenius type) is a good choice for single deformation
mechanism in steady strain rate conditions.

2.2.5.2.2 Physically/microstructure-based models

Kocks and Mecking have largely contributed to the development of Kocks-Mecking (KM)
model based on theory of the kinetics of slip [83, 112, 84]. The KM model is built on a
thermodynamic analysis of dislocation slips in the crystal. They introduced hardening and
recovery mechanisms through immobile dislocation density and friction stress (thermally
activated) through mobile dislocation (governed by glide or climb). The basis of KM model
have been largely used to develop large temperature range model [151, 78, 152, 153, 154].
These extensions of KM model can be divided into phenomenological hardening definition
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(with exponential or hyperbolic tangent formulation for example [151, 78]), microstruc-
ture based hardening definition [153] with multi-phase components and phenomenological
hardening-recovery laws based on dislocation density, and finally dislocation density based
multi-phase model [154, 155].

The basis of the multiphase KM-based model is presented in the Table 2.2 with the equations
of the columns Stress where 𝑀 is the Taylor factor converting shear stress to normal stress
(𝑀 ≈3), 𝑓𝛽 is the fraction of 𝛽 phase. 𝑛1 and 𝑛2 are strengthening coefficients (greater than
1) that enable a better fit than those obtained by a classical rule of mixture. 𝜏*

𝑖 and 𝜏𝜇 are
the thermal and athermal parts of stress of each phase. However, athermal stress exists
only for 𝛼 phase, present at higher temperature for which only thermally activated stress is
considered.
As explained above, it is possible to build different hardening-softening functions that
influence 𝜌, 𝑑 variation in 𝜏𝜇 expression. The equations of column "Dislocation density"
define one possible evolution of 𝜌 [154] where 𝛼1, 𝛼2 and 𝑄𝑑𝑚 are material constants.
The equations of the column "Grain size" define the grain size evolution [154] where 𝑑𝑠𝑡𝑎𝑡𝑖𝑐,
𝑑𝑑𝑦𝑛𝑎𝑚𝑖𝑐 and 𝑑𝑑𝑖𝑠 represents respectively the SGG, the DGG and the grain size evolution
due to DRX and recovery phenomena.

Stress Dislocation density Grain size
𝜎 = 𝑀𝜏

𝜏 = 𝑛1 (1 − 𝑓𝛽) 𝜏𝛼 + 𝑛2𝑓𝛽𝜏𝛽 �̇� = �̇�𝑠𝑡𝑜𝑟 − �̇�𝑎𝑛𝑛𝑖ℎ 𝑑 = 𝑑𝑠𝑡𝑎 + 𝑑𝑑𝑦𝑛 + 𝑑𝑑𝑖𝑠

𝜏𝛼 = 𝜏*
𝛼 + 𝜏𝛼𝜇 , 𝜏𝛽 = 𝜏*

𝛽 �̇�𝑎𝑛𝑛𝑖ℎ𝑖𝑙 = 𝛼2𝑒− 𝑄𝑑𝑚
𝑅𝑇 𝜌 𝑑𝑠𝑡𝑎𝑡𝑖𝑐 = 𝛽0𝑑−𝛾0𝑇 −1𝑒−

𝑄𝑝𝑑
𝑅𝑇

𝜏𝜇 = 𝑎𝜇(𝑇 )𝑏√
𝜌 + 𝐾𝑑−1/2 �̇�𝑠𝑡𝑜𝑟𝑎𝑔𝑒 = 𝛼1

√
𝜌 |�̇�| 𝑑𝑑𝑦𝑛𝑎𝑚𝑖𝑐 = 𝛽1 |�̇�| 𝑑−𝛾1

𝜏* = 𝜏0
[︂
1 −

(︁
𝑅𝑇
Δ𝐺 ln �̇�0

�̇�

)︁ 1
𝑞

]︂ 1
𝑝

𝑑𝑑𝑖𝑠 = 𝛽2�̇�−𝛾3𝑑−𝛾2

Table 2.2 – Equations of the multi-phase KM-based model

2.2.5.2.3 Dynamic multi-phase models

The use of such models may be required when the phase transformations vary as a function
of the heterogeneous cooling rate met during the process. It is particularly the case for
welding [156, 70, 16] and 3D printing processes [16] (trouver une ref 3D printing) where heat
transfers generate various microstructure morphologies in the heat affected zones.

The mechanical equations of their models are globally the sames than for classical models.
However, there is a fine description of the evolution of the phases content as a function of
time and temperature. There is one main method that describe this evolution in multi-phase
metals, the Johnson-Mel-Avrami. It is based on empirical equations that relate the kinetics of
a phase content variation as a function of its difference with the equilibrium content (usually
obtained from phase diagrams or CALPHAD methods) and thermodynamic parameters.
The main advantage of theses methods is that any kind of thermal history followed by a
material during a process, such as complex cyclic temperature history, can be modeled.

2.2.6 Material testing characterization
A material testing procedure needs to be developed to be able to characterize a model. Indeed,
it is important that the mechanical tests involve each specific behavior that the mathematical
formulation proposes. Inversely, the material model may not allow to reproduce particular
behavior observed during tests.
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The elasto-viscoplastic models described above have been mainly characterized with three
different testing procedures (excluding cyclic procedure for kinematic hardening-based model):

• Single-rate tensile/compression tests [152, 153, 154, 155]: these tests are the simplest
procedure to characterize material behavior. However it requires lot of tests to cover
large strain rate and temperature ranges.

• Load-relaxation tests [157, 158, 155, 17]: it has the advantage to mix hardening
evolution in a first part, then viscous relaxation (SRS behavior on various strain rates)
and finally softening by recovery mechanisms.

• Jump (strain rate) tensile tests [151, 159, 129, 150, 8]: this kind of test enables to
get flow-stress to strain rate data (for SRS behavior) more easily exploitable than
relaxation tests.

2.3 Strategy of material characterization
2.3.1 Material testing context
The bibliographic review has shown that for the thermomechanical process conditions, there
can be many interactions between the microstructure and the mechanical behavior. The
effect of SPF also need to be included in the scope of material characterization. Indeed, it
is important to understand how the process generates microstructure changes and finally
material behavior evolution.
The Figure 2.20 shows how the grain size is strain rate sensitive during SPF at 870 ∘C [18].
During SPF, the strain rate is supposed to be controlled by the pressure, but the distribution
is dependent on the workpiece geometry anyhow. Therefore, it is important to evaluate
the possible range of these microstructure evolutions under SPF process loading conditions.
Then, the Figure 2.20 shows some microstructures from post cooling conditions obtained
from samples cut on formed parts. They highlight the heterogeneous microstructure which
can be due to different thermomechanical loading, but also different initial state at the end
of forming. Therefore, not only the impact of SPF process on material properties needs to
be investigated, but also the effect of thermomechanical loading of the post forming steps on
these hypothetical heterogeneous microstructures and mechanical properties.

COOLING & 
UNLOADING

SPF

[Velay et al. 2016 – IJMS]

10−3𝑠−110−2𝑠−1

10−4𝑠−1

TRIMMING

Figure 2.20 – Schematic of microstructure evolution of the material at process inter-
mediate steps - intermediate mirographies after SPF taken from Velay et al. [18]

Moreover, beyond the possible effects of SPF on material properties, a procedure needs
to be precisely defined to prepare the material from initial sheet metal state. The Figure
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Figure 2.21 – Schematic of the material characterization procedure

2.21 schematically represents how material characterization is built to reproduce the process
conditions. Two different stages of material characterization were performed.

Considering the complexity of the problem in the frame of a PhD, it would have not been
possible to include every possible parameter and their interactions into a design of experiment
for material characterization. Therefore, it was chosen to perform a first battery of tests in
order to discriminate the influence and the dependency of the material behavior on some
parameters. These tests enabled to build a simplified design of experiment (DOE), that
enables to characterize the material behavior.

2.3.2 Testing machine
The whole material characterization was performed on a hydraulic MTS 100 kN tensile test
machine. It is equipped with an induction heating system composed by a powering system,
an Eurotherm enslavement system and an induction coil for heat treating.

The induction heating technology is very efficient for rapid heating and cooling heat treatment.
One condition is that the heated material has to be ferromagnetic so that electric current can
be induced in the material and heated by Joule effect. As Ti-6Al-4V is weakly ferromagnetic,
a specific induction coil was designed for flat specimens. A cooling system was developed
to enable rapid and homogeneous cooling rate and to reproduce process conditions. The
MTS machine is equipped with a force and a displacement sensors. A MTS 632.53F-14 high
temperature axial extensometer provides a measurement of local deformation by contact
between two alumina ceramic rods. The measurement range is limited to 20% in tensile test
with an initial gauge length of 12 mm.

The Figure 2.22a represents the whole testing assembly without extensometer. The Figure
2.22b shows the machine with the coil A, heating a localized useful portion of the specimen.
The cooling system B is equipped with four sprinklers that blow air around the specimen
leading to an homogeneous cooling of the specimen. The extensometer C is visible in the
Figure 2.22b.

The design of the coil and the cooling system are presented in the Appendix A.1. They
ensure an homogeneous temperature in the useful portion of the specimen in steady state as
well for transient behavior. The results of these investigations are presented in Appendix
A.1.3.

The testing machine was chosen for its capability to produce rapid cooling, thanks to the
induction heating and the developed cooling system. However, the machine had several
drawbacks:
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(a) (b)

Figure 2.22 – Picture of testing machine in (a) heat treatment and (b) mechanical
testing conditions

• The maximum strain range was limited by the coil. It is not a big issue for C&U
process conditions because the deformations undergone by the material are fairly small.
However, it was not possible to impose SPF deformation before to test material in
C&U conditions.

• The contact between the extensometer rods and the surface of the sample induces a
contact force which is required to ensure appropriate measurement conditions. This
force can produce creep deformation at high temperatures.

These specific features made mandatory to perform separately the heat treatment and the
mechanical tests with the extensometer. The design and the implementation of the procedure
is presented in the Section 2.4.

2.4 Preliminary testing
The influence of SPF process on material was investigated first. As the testing device is not
able to perform large deformation tests, the influence of SPF deformation on the material
behavior during C&U step cannot be investigated. However, it has been shown in the
bibliography that the principal effect of SPF deformation on the material is related to grain
growth, under both static and dynamic conditions, there might be cavity growth for very
large strain out of the superplastic domain which has not been considered. Therefore, only
the effect of temperature was reproduced to evaluate the SPF effects.

The Preliminary testing procedure was composed of three different sessions. These sessions,
their objectives and main results are presented below. The whole description of the preliminary
testing sessions are available in the Appendix A.2:

• Effect of SPF process

Samples were hold at SPF temperature for a set of time exposures from zero to 180 minutes.
The objective was to observe at this temperature, how the microstructure behaves. Scanning
Electron Microscope (SEM) analysis on samples revealed a significant grain growth at this
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temperature. The average grain size of samples continuously increased along time exposure.
An average time exposure of 100 min has been chosen for heat treating preparation procedure.
This total value represents the averaged value of the re-heating time inside press plus the
SPF cycle time.

• Effect of cooling rate

Complex mechanical tests composed of strain rate jump tensile test followed by creep tests
under different forces were performed at 350, 650 and 770 ∘C on prepared samples. Different
preparation procedures were tested. The objective of this session was to evaluate the effect of
the cooling conditions of the process. Different samples preparation and mechanical loadings
were applied so as to investigate the material behavior over a broad range of stresses, strain
rates and microstructure conditions. The three temperatures of 350, 650 and 770 ∘C were
selected to activate different deformation mechanisms, from viscoplastic to purely plastic
mechanisms.
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Figure 2.23 – Log-log curve of stress vs. strain rate (a) influence of cooling rate and
SPF time exposure at 650 ∘C (b) influence of cooling rate for different temperatures

The Figure 2.23a is a log-log plot of flow stresses versus strain rate at 650 ∘C. It highlights
the higher influence of holding time at SPF temperature than cooling rate on the tensile
properties. The Figure 2.23b is a log-log plot of flow stresses versus strain rate for the three
temperatures. The specimens were previously hold during 100 minutes at SPF temperature.
It confirms that the cooling rate has no significant impact on the mechanical properties in
the process conditions.

• Influence of experimental procedure:

The thermal treatment of specimens at SPF temperature has to be performed without
extensometer to avoid creep deformation due the force applied on the sample. Therefore
the specimens were cooled up to ambient temperature to install the extensometer and then
reheated to SPF temperature before cooling. The impact of this procedure (cooling and
reheating) on microstructure was evaluated.
Three tests, with the same conditions than for the tests of the Figure 2.23b were performed
without extensometer to avoid the problem of creep deformation, with and without a cooling
at ambient temperature. The objective of this test is to validate the heat treatment procedure
for final characterization session. The results confirms the conclusions of previous session.
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Conclusion The heat treatments and mechanical tests which are presented in this pre-
liminary testing session show some important points. Firstly, the time exposure at SPF
temperature promotes significant grain growth. This is the principal parameter that affects
not only microstructure, but also mechanical properties. Secondly, the material almost
reveals none impact of the cooling rate on mechanical properties.
The heat treatment procedure for final design of experiment was established from these
preliminary testing phases. The heat treatment is performed without extensometer to prevent
from creep deformation. The specimen is then heated up to SPF temperature to reproduce
an averaged cooling sequence. This cooling sequence is composed by a first cooling rate at 1.5
∘C.s−1 up to 850 ∘C and then a forced cooling rate at 7.5 ∘C.s−1 until testing temperature.
The Figure 2.24 shows the typical heat treatment procedure before mechanical tests.
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Figure 2.24 – Schematic temperature evolution during heat treatment preparation of
mechanical tensile testing specimens

2.5 Final Characterization
Introduction
The objective of material characterization is to be able to reproduce the material behavior
involved into the process through mathematical equations. Moreover, the objective of FE
modeling of the process is to optimize the part cooling and removal from the mold after SPF,
so that to decrease the obtained distortions after trimming operation. Thus, it is important
to evaluate which are the thermo-mechanical loading at the origin of the distortions, and
which mechanisms are at stake. There are several causes of distortions:

• Thermal stresses: these stresses are associated to low strain rate deformations, that are
imposed by thermal gradient under heterogeneous cooling rate and complex geometry.

• Extraction induced stresses: the part removal is performed automatically with a
machine that pull on a rigid frame on which the part is fixed. This operation can
imposed high mechanical loading because of the part and mold interactions. One
objective of the process optimization is to help the part removal operation by adapting
cooling strategy in order to limit the stresses inducing plastic deformations.

• Residual stresses: the stress relieve occurs during trimming operation. These stresses
are the consequences of the part deformations combined with heterogeneous material
properties and stiffness of the part. In addition, the evolution of the elastic domain
makes material modeling a complex issue because of hardening mechanisms and their
evolution with temperature.

There are several material properties and behaviors involved in the generation of distortions:
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• Elasticity - the Young modulus and yield stress evolution with temperature

• Visco-plasticity - the inelastic flow rule that relates the permanent deformations to an
applied loading.

• Hardening - Softening - the capacity of material to increase or decrease the yield stress
during plastic deformation.

The material characterization procedure aims to reproduced the different thermomechanical
loadings to be able to evaluate the previously mentioned material behaviors.

2.5.1 Design of experiment
Two different tests inspired from the literature were performed. Both procedures were
composed by tensile tests followed by relaxation tests. The first testing procedure (TP1),
illustrated in the Figure 2.25a, is composed by two parts: a first strain rate jump test, then
followed by a stress relaxation. Firstly, the jump tensile test is composed by six strain rates
levels described in the Table 2.3. The first strain rate is relatively high to reach the first stress
plateau faster. Each strain rate were applied for a deformation corresponding approximately
to the data given in the 2.3. The deformations were adapted for each temperature in order
to limit the maximum accumulated deformation. Indeed, the initial strain associated to �̇�0
evolves with temperature, while the maximum capacity of the machine is limited by the
extensometer mounting inside the induction coil.
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Figure 2.25 – TP1: (a) stess-time and (b) stess-strain curves

�̇�0 �̇�1 �̇�2 �̇�3 �̇�4 �̇�5 �̇�6
�̇� (s−1) 10−3 10−4.5 10−4 10−3.5 10−3 10−2.5 10−2

𝜀 (%) ≈ 𝑘
𝐸 0.25 0.35 0.5 0.7 0.8 0.8

Table 2.3 – Jump test parameters of TP1: strain rates and associated strain

The second testing procedure (TP2), presented in the Figure 2.26a, is composed by a couple
of tensile-relaxation tests. The first one, consists in deforming until few percents over the
yield point in order to relax up to the true elasticity limit with no hardening effect. Indeed,
there are different ways to assess the elasticity limit because of the complexity of phenomena
that happens at plastic flow initiation. In our study, the true elasticity limit is considered
instead of the conventional one that may contain viscosity and hardening phenomena. Then,
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the second tensile test is performed at constant strain rate for few percents. Thus, the shape
of hardening function is more easily exploitable than with the first procedure. The strain
rate used for both tensile parts is equal to 10−4 s−1.

The combination of both procedures enables to involve every specific behavior at different
phase of the tests. Thus, it is easier to characterize a model in which the good property is
affected to appropriate model parameter. Indeed, the difficulty of such viscoplastic material
is that the viscosity can be assimilated to strain hardening (because of the exponential shape),
and the softening due to static recovery mechanisms to viscosity effects for example.
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Figure 2.26 – TP2: (a) full stess-time curve, (b) zoom on the Part 1

Both testing procedures were performed for different temperatures defined in table 2.4. The
relaxation times were not the same for each test. Some values were adapted during the
testing sessions. The values used for the relaxation times of tests 1 (𝑡1

𝑅) and tests 2 (𝑡2
𝑅1 ,

𝑡2
𝑅2) are presented in the Table 2.5.

T (∘C) 20 250 400 525 625 700 750 770 790 820 850 870
TP1 X X X X X X X X X X X
TP2 X X X X X X X X X X

Table 2.4 – Tested temperatures for each procedure

T (∘C) 20 250 400 525 625 700 750 770 790 820 850 870
𝑡1
𝑅 (s) 1210 1210 1210 610 310 310 185 / 185 185 185 185

𝑡2
𝑅1 (s) 600 530 460 410 360 310 310 120 / 160 / 70

𝑡2
𝑅2 (s) 1000 1000 850 650 500 280 280 280 / 280 / 280

Table 2.5 – Relaxation times of procedures

2.5.2 Results
For a better readability, only the shared temperature for both procedures will be presented.
Indeed, the non-shared temperatures are located for high temperatures where the curves
do not change too much, and they do not help to better understand the material behavior
evolutions. However, the data have been used to characterize the material model in the next
sections.
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Experimental curves
The Figure 2.27 presents the untreated stress-time and stress-strain curves for both procedures.
The tests at temperatures below 625 ∘C show oscillations (except for ambient tests for which
heating is not activated during mechanical testing). It is due to the induction heating
technology. Indeed, as explain in the Appendix A, the induction current is regulated by PID
control loop, which was automatically adjusted by a specific procedure. The PID loop was
not efficient for low temperatures.
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Figure 2.27 – Raw curves of TP1 (a) stress-time, (c) stress-strain and TP2 (b) stress-
time, (d) stress-strain

Firstly, the results reveal a transition of material behavior between 525 and 625 ∘C. Indeed,
the high temperatures curves present a high strain rate sensitivity (Figure 2.27c) and a
saturated strain hardening effect (Figure 2.27d). On the contrary, the low temperatures
reveal a large decrease of SRS with temperature, especially at 400 ∘C, and then a final rise
at ambient temperature.
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Then, these curves present a shape of strain hardening effect more linear, and the decrease
of SRS moves on to an increase of hardening rate (slope of stress-strain curves).
Finally, the relaxation part of the Figure 2.27a and especially the Figure 2.27b show many
differences in the stress relaxation shapes. The curves reveal a residual stress that confirms
strain hardening phenomena, but also softening effects.

The next paragraphs describe each of the previously mentioned behavior in order to introduce
material modeling aspects.

2.5.2.0.1 Yield stress

The Part 1 of TP2 is used to evaluate the true elasticity limit of the material. The Figure
2.28 shows the stress-time curves for this specific part of the test. The Figure 2.28a represents
the temperature from ambient to 625 ∘C for which yield stress seems to be non-null. The
Figure 2.28b shows the other temperatures which reveal null elasticity limits. The elasticity
limits have been evaluated from this curves, and the values are used in the next paragraphs.
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Figure 2.28 – TP2 Part-1 :(a) yield stress estimation for non-null limits of elasticity
and (b) for null limits of elasticity

2.5.2.0.2 Strain rate sensitivity

The SRS is related to the capacity of material to adapt flow stress depending on the strain
rate. In general, this phenomena is directly related to viscous flow of dislocation in the
material. It has been seen in section 2.2 that the stress exponent (the inverse of SRS exponent)
depends on the deformation mechanisms that are activated for different temperatures and
mechanical conditions.

p Jump tests part

The Figure 2.29 represents the low and high temperature curves of the part 1 of TP1. For
the Figure 2.29a, the second tensile part of TP2 was added in order to highlight the SRS
effects. The Figure 2.29a reveals that the SRS is not trivial to evaluate. Indeed, the TP2
curves are single tensile tests at 10−4 s−1. The curves for 20 ∘C and 525 ∘C demonstrate a
non null sensitivity despite the difficulty to evaluate the threshold for the last one. However,
the curves for 250 ∘C and 400 ∘C seem to highlight no SRS when comparing with TP2 tests.
This phenomenon for Ti-6Al-4V was already observed and described by [160, 8] as mentioned
in the Section 2.2.
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Figure 2.29 – SRS effect (a) stress-strain curves of both procedures at low temperatures
(b) stress-strain curves for jump test procedure at high temperatures

Concerning high temperature data, the Figure 2.29b clearly shows a high SRS. The values of
asymptotic flow stress were estimated thanks to a qualitative method schematically described
in Figure 2.30a. The Figure 2.30b represents the logarithmic stress-strain rate plot from the
estimated flow stresses. The Figure 2.30c represents the associated evolution of 𝑚 exponent
with strain rate.
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Figure 2.30 – Evaluation of SRS from TP1 data at high temperature: (a) flow stress
evaluation method, (b) logarithmic stress-strain rate curves and (c) 𝑚 exponent at hight
temperatures

p Relaxation part
The stress relaxation part reveals the viscoplasticity properties of the material. Indeed,
the constant tensile strain during the test enables to express the plastic strain rate as a
function of stress rate as defined in the Equation (2.32). It is possible to express the SRS
from relaxation curves by using the Equation (2.33). This method is highly dependent on
the disturbances of stress-time data. The relaxation curves of TP2 part 2 were firstly filtered
(Figure 2.31a and 2.31b), before to compute SRS exponent analytically.

�̇�𝑡 = 0 = �̇�

𝐸
+ �̇�𝑝𝑙 (2.32)

𝑚 = 𝜕𝑙𝑛(𝜎)
𝜕𝑙𝑛(�̇�) (2.33)
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Figure 2.31 – Stress relaxation curves of TP2 part 2: (a) low temperatures, (b) high
temperatures

The SRS exponent is usually computed for high temperatures where the sensitivity is high.
At high temperature, the elasticity limit is generally null, contrary to low temperatures.
Therefore, the 𝑚 exponent is replaced by 𝑚* defined in the Equation 2.34 which enables
to have comparable parameters. Normally, it would have been better to compute the SRS
exponent with 𝜎𝑦 = 𝜎𝑒𝑙 + 𝑅 to be totally comparable. However, the value of strain hardening
component is difficult to evaluate. In addition, the softening effect can influence this value
during stress relaxation. Thus 𝜎𝑦 is taken equal to 𝜎𝑒𝑙.

𝑚* = 𝜕𝑙𝑛(𝜎 − 𝜎𝑦)
𝜕𝑙𝑛(�̇�) (2.34)

The Figures 2.32 represents the SRS exponent versus strain rate curves for each tested
temperatures. The 𝑚 curves are highly non-linear contrary to the curves obtained from the
jump tests. For the low temperatures curves (Figure 2.32a), the curves at 25∘C and 525∘C
have globally higher sensitivity than other temperatures as depicted from raw curves. The
curve at 400∘C reveals a bell effect that is characteristics of higher temperatures.

For the high temperatures curves (Figure 2.32b), The bell’s effect is enhanced while increasing
the temperature. The order of bells superposition is not totally in accordance with jump
tests, especially for 750 ∘C. However, this test is the only one which was not performed with
the same strain rate than the others, and maybe the initial strain rate had not been fitted
(ie. stress-time fitting) the same way than for others.
More globally the analyses of SRS show a high sensitivity for high temperatures that almost
decreases until no sensitivity around 400 ∘C. Then, between 400 and 20 ∘C it finally rises
while the temperature decreases such as observed on jump test in the Figure 2.29a.

2.5.2.0.3 Strain hardening

The TP2 part 2 is used to analyze the strain hardening behavior of the material. The data
were split into "low" (ambient temperature to 525 ∘C) and "high" temperatures (625 to
870 ∘C). The Figures 2.33a and 2.34a represent the stress-strain curves adjusted by their
initial stress and strain values at the end of first relaxation (𝜎𝑖𝑛𝑖 and 𝜀𝑖𝑛𝑖). Hence it is more
convenient to analyze the data.

The Figure 2.33a represents the low temperatures hardening shapes. When the temperature
increases, the hardening behavior passes from a quasi-linear to an exponential shape. The
hardening rates were computed from filtered portion of stress-strain curves and plotted in
the Figure 2.33b. The hardening rates evolution confirms that the hardening effect seems
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Figure 2.32 – Stress relaxation curves of TP2 part 2 - SRS exponent: (a) 𝑚* - low
temperatures, (b) 𝑚 - high temperatures

to be higher for temperature of 250 and 400 ∘C. In addition, the decrease of the hardening
rate is more important at higher temperatures which confirms the tendency to switch to an
exponential shape.
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Figure 2.33 – Strain hardening effect at low temperatures - (a) 𝜎 − 𝜎𝑖𝑛𝑖 vs. 𝜀 − 𝜀𝑖𝑛𝑖,
(b) hardening rate computed with filtered curves vs. 𝜀 − 𝜀𝑖𝑛𝑖

The Figure 2.34a represents the high temperatures hardening shapes. There are several
phenomena that can lead to this exponential shape. Exponential Voce equation can efficiently
model the flow stress evolution in these configurations. However, this shape can also be
associated to high viscosity. Nevertheless, the stress relaxation curves shown in the Figure
2.34b reveals that there are still residual stresses after hundreds seconds of relaxation, which
means that strain hardening operated.

2.5.2.0.4 Softening

The Softening behavior is observable during relaxation tests. Indeed, stress relaxation is
viscoplastic phenomena that produces conversion of accumulated elastic energy through
blocked dislocations into plastic deformation when lower energy is required for dislocations
to overcome obstacles.

The evolution of flow stress rate is proportional to plastic strain rate as defined in the
Equation (2.32). The stress variation can be split into two contributions (Equation (2.35)
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Figure 2.34 – Strain hardening effect at high temperatures - (a) 𝜎 − 𝜎𝑖𝑛𝑖 vs. 𝜀 − 𝜀𝑖𝑛𝑖,
(b) stress relaxation vs. time

where the viscous stress 𝜎𝑣 is defined in the Equation (2.36)). By using these equations, the
stress variation is a function of viscous stress relaxation, and hardening variations. When
the softening mechanisms work, it induces yield stress decrease, and consequently it induces
plastic strain rate.

𝜕𝜎

𝜕𝑡
= 𝜕𝜎𝑣

𝜕𝑡
+ 𝜕𝑅

𝜕𝑡
= −𝐸�̇�𝑝 (2.35)

𝜎𝑣 = 𝜎 − 𝜎𝑒𝑙 − 𝑅 > 0 (2.36)

The Figure 2.35 presents the superposition by temperatures of the three different relaxation
steps of TP1 (𝑅1) and TP2 (𝑅21 and 𝑅22 respectively the first and second relaxation steps).
The stresses are corrected by 𝜎𝑒𝑙. The fact that softening and relaxation of viscous stress act
at the same time makes difficult the analysis of the results.
Before to analyze softening, it is necessary to pay attention of potential strain hardening to
be softened. The 𝑅21 curves were stretched up to a small percentage over elasticity limit.
Thus, yield stress contribution due to strain hardening is supposed to be fairly weak. On the
contrary, both curves 𝑅1 and 𝑅22 underwent plastic deformation until around 2 to 4 %.
The temperatures over 600 ∘C exhibit a stabilized flow stress regardless of plastic strain so
that strain hardening reaches the asymptotic value. This might confirm that the softening
mechanisms are highly active at these temperatures.
For the lower temperatures, there is a clear impact of the time on the stress relaxation,
ie. the softening mechanisms in these cases. It is interesting to notice that there is a
minimum softening rate for the temperature around 250-400 ∘C with an increase for the
lower temperature so as for SRS behavior.

Behavior analysis
The mechanical testing procedures enabled to highlight every specific behaviors that are at
stake during C&U step of the industrial process: elasticity, viscoplasticity, strain hardening
and dynamic and static softening mechanisms.

The material testing has revealed two important transitions in the mechanical behavior. A
first one which occurs around 625-700 ∘C, generates the appearance of the elasticity limit,
strain hardening effect and a decrease of the strain rate sensitivity. This transition physically
corresponds to an important change in 𝛼 and 𝛽 contents that conditions a transition of
the deformation mechanisms. Indeed, the dislocation motion modes switch from high rate
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Figure 2.35 – Superposition of relaxation tests R21 from TP1, and R21 and R22
respectively from TP2 part 1 and 2 for each temperature

sensitive diffusion and dislocation creep to crystal plasticity because of high reduction of
vacancy diffusion potential.

The second transition occurs around 400 ∘C. It impacts the SRS and hardening phenomena
in an inversely proportional way. Indeed, the SRS decreases to a minimum around 400 ∘C
while hardening rate is maximum. Then, SRS rises and hardening rate decreases.

2.6 Material model
The experimental data obtained from different thermo-mechanical tensile tests are the basis
for material model identification. The literature provides different types of models to describe
the behavior of Ti-6Al-4V alloy. There are two main classes of models:

• Microstructure-based model: these models are composed by equations that describe
the evolution of internal variables such as dislocation density, the grain size, or voids
density, etc., and their interactions together. These internal variables are related to
macroscopic mechanical variables.

• Phenomenological model: the different mechanical phenomena are associated to specific
non-microstructural variables. These models are mathematical expressions that enables
to reproduce macroscopic behaviors.
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Many authors developed material models that mix these two different approaches. Some
of these models are presented in the Section 2.2. In this work, the selected approach is a
phenomenological model based on a Lemaitre and Chaboche unified viscoplastic formulation
[135]. However the power law was combined to an hyperbolic sine function such as Sellars
and Stegart [126] formulation. An isotropic hardening law combining strain hardening and
static recovery terms is used.

2.6.1 Constitutive equations
As defined above, the constitutive equations are used in the framework of Lemaitre and
Chaboche unified viscoplastic model. Equation (2.37) defines the total strain tensor �̇�𝑡 as
the sum of elastic �̇�𝑒𝑙, plastic �̇�𝑝 and thermal �̇�𝑡ℎ strain rate tensors where the notation
refers to a 3x3 tensor.

�̇�𝑡 = �̇�𝑒𝑙 + �̇�𝑡ℎ + �̇�𝑝 (2.37)

The elastic deformation is considered isotopic, and related to the Cauchy stress rate tensor �̇�
with the Hooke law defined by Equation (2.38) where 𝜈, 𝐸, 𝑇𝑟 and 𝐼 are respectively the
Poisson ratio, the Young’s modulus, the trace operator and the identity matrix.

�̇�𝑒𝑙 = 1 + 𝜈

𝐸
�̇� − 𝜈

𝐸
𝑇𝑟(�̇�)𝐼 (2.38)

The thermal strain rate tensor induced by expansion is defined by the Equation (2.39) where
𝛼𝑡ℎ and �̇� are the linear coefficient of thermal expansion and the cooling rate.

�̇�𝑡ℎ = 1
3𝛼𝑡ℎ�̇� 𝐼 (2.39)

The viscoplastic strain is associated to inelastic deformation. The viscoplasticity takes place
when plasticity criterion is met. A Von Mises criterion is used as defined in the Equation
(2.40) where 𝜎 and 𝜎𝑦 are the equivalent stress and the yield stress. The equivalent stress
is computed by the Equation (2.41) where 𝑠 is the deviatoric stress tensor defined by the
Equation (2.42) and 𝑠 : 𝑠 is the sum of the term to term product of 𝑠.

𝑓 = 𝜎 − 𝜎𝑦 ≤ 0 (2.40)

𝜎 =
√︂

3
2 𝑠 : 𝑠 (2.41)

𝑠 = 𝜎 − 1
3𝑇𝑟(𝜎)𝐼 (2.42)

𝜎𝑦 = 𝑘 + 𝑅 (2.43)

The yield stress (defined by the Equation (2.43)) is composed by a first component 𝑘
associated to true elasticity limit below which no plastic deformation takes place. 𝑘 is
dependent of initial microstructure and temperature. A second variable 𝑅 is associated to
strain hardening and softening phenomena. The 𝑅 variable enables to take account of the
impact of the plastic flow (motion and growth of the dislocations density) on the yield stress.

The viscoplastic strain rate tensor is defined deriving a viscoplastic potential Ω. The Equation
(2.44) relates the viscoplastic potential to the viscoplastic criterion 𝑓 where �̇� represents the
accumulated plastic strain rate.

�̇�𝑝 = 𝜕Ω
𝜕𝜎

= 𝜕Ω
𝜕𝑓

𝜕𝑓

𝜕𝜎
= �̇�

𝜕𝑓

𝜕𝜎
= �̇�𝑛 (2.44)
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The Equation (2.45) defined the viscoplastic function 𝑔 that relates the viscoplastic strain rate
(also called equivalent plastic strain rate �̇�𝑝) to a set of internal 𝛼𝑖 and external 𝛽𝑖 variables.
These variables are usually microstructure parameters, macroscopic thermo-mechanical
variables, or both.

�̇� = �̇�𝑝 = 𝑔([𝛼𝑖], [𝛽𝑖]) (2.45)

Hereafter, each parameter of the constitutive equations is presented and characterized from
the experimental data.

2.6.2 Elasticity domain
Concerning the elasticity domain, only the temperature influence is considered for typical
thermal treatment and microstructure conditions of the process. The elastic properties
(especially the elasticity limit) may be affected by different forming times or cooling rates
but the model was supposed to be used in the process conditions for which no significant
impact is partly demonstrated (see Section 2.4).

2.6.2.1 Young’s modulus
The Young’s modulus values were computed on several pieces of curves of both testing
procedures for every temperatures. The Figures 2.36a and 2.36b show how the computation
is made. Several values are obtained at different phases of the tests in order to have a
representative value. Indeed, the Young’s modulus is sometimes difficult to evaluate for
low yield stress materials, especially at high temperature. The Figure 2.36c represents the
averaged points of both procedures and the polynomial model obtained. The temperature
evolution is defined by the Equation (2.46) with the next parameters: 𝐸0=107392, 𝐸1=35.334,
𝐸2=4.084e-2 and 𝐸3=1.004e-4.
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Figure 2.36 – Young modulus measurement zone on (a) TP1 and (b) TP2 types, and
(c) model compared to experimental data

𝐸(𝑇 ) = 𝐸0 − 𝐸1𝑇 + 𝐸2𝑇 2 − 𝐸3𝑇 3 (2.46)

2.6.2.2 Limit of elasticity
The starting of plastic deformation during tensile tests is not obvious to define. Indeed, the
change in stress rate is equivalent to the appearance of plastic deformation. However, the
stress rate can be highly strain rate sensitive because of high SRS of the material. The first
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tensile relaxation part of TP2 were performed to get this information. The Figure 2.37a
shows tensile relaxation curves at the temperature for which there is a non-null limit (ie. the
temperature 𝑇 < 700 ∘C) and an qualitative estimation of 𝑘. The Figure 2.37b represents
the estimated points and the evolution is defined from the Equation (2.47) where 𝑘0=842,
𝑘1=2.38e-8, 𝑇𝑘=700, 𝛾𝑘=2.9.
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Figure 2.37 – (a) Stress relaxation curves of TP2 part 1 with an estimation of 𝑘 (b)
Model vs. experiment of 𝑘 variation as a function of the temperature

𝑘(𝑇 ) =
{︃

𝑘0 (1 − 𝑒𝑥𝑝 (−𝑘1 (𝑇𝑘 − 𝑇 )𝛾𝑘 ))
0

𝑖𝑓 𝑇 ≤ 𝑇𝑘

𝑖𝑓 𝑇 > 𝑇𝑘
(2.47)

2.6.3 Plastic domain
2.6.3.1 Viscoplastic function
As defined above, the chosen viscoplastic function is the Sellars and Tegart formulation defined
by the Equation (2.48). It is a combination of hyperbolic sine and power law expressions. It
has the advantage to promote a variable strain rate sensitivity instinctively with constant
parameters. The Equation (2.49) defines the expression of SRS exponent for the presented
viscoplastic function already defined in the Section 2.2.

�̇�𝑝 = �̇�0𝑠𝑖𝑛ℎ (𝛽 ⟨𝜎𝑣⟩)𝑛 (2.48)

𝑚 =

(︁
�̇�𝑝

�̇�0

)︁1/𝑛

𝛽𝑛𝜎

√︂
1 +

(︁
�̇�𝑝

�̇�0

)︁2/𝑛
(2.49)

The Figure 2.38a shows the evolution of 𝑚 with the strain rate for different 𝑛 values. The
parameters used to plot these curves are 𝐸0=5e-5, 𝛽=2e-2, 𝑘=10 and 𝑅=25. The Figure
2.38b taken from the Section 2.5.2 enables to confirm that hyperbolic sine is fairly well
adapted contrary to constant SRS value of classical Norton Hoff power law.

The Viscous stress 𝜎𝑣 used in the viscoplastic function is defined by the Equation (2.50) where
𝑅 and 𝑘 are the hardening and elasticity limit functions. 𝑅 is composed by two functions
(see in the Equation (2.51)) 𝐻 and 𝑆 respectively corresponding to the hardening phenomena
(Voce’s type) related to the dynamic IDD evolution, and the softening phenomena due to
static recovery. 𝐻 and 𝑆 are defined in a differential form. �̇� is expressed in the Equation
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Figure 2.38 – Comparisons of strain rate sensitivity exponent 𝑚: (a) model computed
analytically, (b) experiment - high temperature

(2.52) where 𝑏 and 𝑄 are material parameters respectively related to the rate of hardening
and the threshold. �̇� is defined by the Equation (2.53), 𝛾 and 𝑐 are material parameters.
The condition used for softening is that the effective stress is greater than the yield stress.
This condition is set in order to avoid to totally remove the hardening component related to
dislocation when no active stress is applied.

𝜎𝑣 = 𝜎 − 𝑅 − 𝑘 (2.50)

�̇� = �̇� + �̇� (2.51)

�̇� = 𝑏(𝑄 − 𝑅)�̇�𝑝 (2.52)

�̇� =
{︃

−𝛾𝑅𝑐

0
𝑖𝑓 𝜎 > 𝑘
𝑖𝑓 𝜎 ≤ 𝑘

(2.53)

2.6.3.2 Characterization method
The performed testing procedures are complex as several behaviors interact simultaneously.
Indeed, an important attention had been paid for defining an appropriate characterization
procedure. It is described in details in the Appendix A.3. It consisted in computing stress-
time curves for entire tests in order to take account of the behavior history. A Taylor’s
approximation method was used such as defined by the Equations (2.54) and (2.55) where
every parameters of the model is involved. Each set of curves (both procedures) where
simultaneously fitted for the same temperatures in order to attribute the adequate properties
to the good phenomenological parameters.

𝜎 (𝑡 + 𝑑𝑡) = 𝜎 (𝑡) + 𝑑𝑡 × �̇� (𝑡) (2.54)

�̇� (𝑡) = 𝐸 (�̇�𝑡 (𝑡) − �̇�𝑝 (𝑡) − �̇�𝑡ℎ (𝑡)) (2.55)

Several optimization algorithms were consecutively used to perform the characterization of
model parameters. Indeed, a first Genetic Algorithm enabled to reach local minimum with
large bounds. Then a bounded simplex method was used to refine the GA-based minimum.
Finally, a non-bounded simplex method was used to find the optimal set of parameter from
mathematical point of view. The last results might give non-physical parameters contrary to
bounded methods. The cost function used in each optimization algorithm has been carefully
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defined. The different part of both testing procedures are differently weighted in order to take
account of the different scales in rate dependent behaviors. Moreover, the error accumulated
during tensile part of tests is not imposed at the beginning of relaxation by correcting the
stress gap.

This optimization procedure was performed first at each temperature separately. Several
tuning steps were repeated in order to reveal physical and also mathematically realistic
parameter variations. The Figure 2.39 represents a set of interpolation functions for the best
parameters obtained by temperatures. Finally a global model has been characterized by
optimizing the parameters’ interpolation functions. Hereafter, only the final global model
optimization is presented. The intermediate steps are presented in the Appendix A.4.
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Figure 2.39 – Plot of temperature by temperature model coefficients with sets of
interpolation functions

2.6.3.3 Results
For the global optimization, some additional data from anisothermal testing procedures
presented in the next section is included in the set of tests data. The single difference
for stress computation was that thermal strain rate was included into elastic strain rate
computation. The coefficient of expansion had been measured previously for the different
thermal pattern. The results are presented in the Appendix A.4.4. The Figure 2.40 shows
the stress-time and stress-strain curves of model compared to experimental data.

The results for both low and high temperatures are fairly representative of experimental
data on the whole range of temperature. The main gaps are concentrated at intermediates
temperature between 400 and 625 ∘C where the mathematical non linearities of the model
are strong. However the results are satisfactory. The Figure A.17 shows the parameters
interpolation functions. The same temperatures for the transitions of behavior are used
around 400∘C for 𝑛 and 𝑄 parameters. The parameters of the model are given in the
Appendix A.4.3.
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Figure 2.40 – Final results: comparisons of model and experimental curves for TP1
and TP2
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Figure 2.41 – Final results: model paremeters evolution with the temperature

2.6.3.3.1 Anisothermal tests
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Some anisothermal tensile tests were performed in order to validate the model in varying
temperature conditions such as the material undergoes in the process. Two different sessions
were performed. The first one is composed by four different tests where the specimens
underwent two different cooling rates and strain rates. The second session consisted in a test
adapted from TP2 above the transition temperature of 𝑛 and 𝑄 parameters mentioned in
the previous paragraph at 470 ∘C. An anisothermal tensile test is conducted at 5.10−4 s−1

at the end of TP2 procedure under free cooling conditions.

p High temperature validation
The objective of this session is to mainly observe how the model behaves in anisothermal
conditions, but also to verify the effect of cooling rate which had been neglected consequently
to preliminary testing results. The test procedure (shown in the Figure 2.42) firstly consists
in reproducing the same thermal treatment than for final characterization, then cooling
slowly (as for free cooling inside press before rapid cooling) up to 850 ∘C. Then the two
cooling rates at 3 and 7.5 ∘C.s−1 are imposed during 40 seconds. At the same time, the
tensile test is performed. The Table 2.42a gives the procedure for the four tests.

Test �̇� (∘C.s−1) �̇� (−1) 𝜀 (%)
1 3 5.10−4 2
2 3 5.10−5 0.2
3 7.5 5.10−4 2
4 7.5 5.10−5 0.2

(a)

0

200

400

600

800

Time (s)

T
e

m
p

e
ra

tu
re

 (
°

C
)

 

 

SPF H.T.
3 °C/s
7.5 °C/s

(b)

Figure 2.42 – Anisothermal tests: (a) test parameters and (b) heat treatment

The comparison of the model and the experimental data are given in the Figure 2.43. The
curves with the upper stress level are those with 𝜀=5.10−4 and the lower 𝜀=5.10−5. In the
experimental condition, the cases with �̇�=3 ∘C.s−1 have data until around 700 ∘C whereas
the numerical tests were extended up to the same temperature than the other cooling rate.
The model give a better fit for the low cooling rate for both strain rate conditions. For the
tests with �̇�=7.5 ∘C.s−1 the model under estimates the flow stress value. This may be due
to dynamic phase transformation issues.

p Intermediate temperature validation
The objective of this second session is to observe how the model behaves in anisothermal
conditions, in the range of strong non-linearity of the model. The test procedure (shown
in the Figure 2.44a) is the same that for TP2 at 470 ∘C. However, at the end of second
relaxation phase, the induction heating is stopped so that to create free cooling period during
what the specimen is deformed at 10−4 s−1. The temperature range during the anisothermal
part of the test varied from 470 ∘C to 200 ∘C. Therefore the local decrease of SRS and other
associated behavior in this temperature range are involved during the test.
The stress-strain curves of experimental and model data for the whole test are presented in
the Figure 2.44b. The model is in good agreement with experimental data except for the
first relaxation step. The absence of stress relaxation has also been observed in this range of
temperature in the Section 2.5.2. It is related to the strong decrease of the SRS parameter.
The model for the anisothermal part presented in the Figure 2.44c fairly well reproduces
the experimental curves. One important point is that none significant non-linearities are
produced. Indeed, the mathematical transition defined in the model, especially for the 𝑛
parameter, could produce detrimental non-linearities when crossing the critical transition
temperature range, which is not the case.
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Figure 2.43 – Anisothermal tests: stress-temperature curves: (a) 7.5 ∘C.s−1 and (b) 3
∘C.s−1
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Figure 2.44 – Anisothermal validation - intermediate temperature:(a) heat treatment,
stress-strain curves (b) full test (c) anisothermal portion

2.6.4 Discussion
The high non linearity of material behavior is a big issue for modeling purpose. Indeed,
the most important difficulty that has been met is the local decrease of SRS closed to zero.
Mathematically, when the SRS 𝑚 = 1/𝑛 tends to zero the equivalent stress is powered at
1/𝑛 → ∞. This effect is counterbalanced with the 𝛽 coefficient. However, the consideration
of the SRS decrease is limited in order to preserve the model from instabilities. That is why
the model response for the tests at temperature around 400 ∘C is not as closed than others.

Regarding to the objective of process modeling, most of the constraints related to unloading
step happen in the ranges of 600-900 ∘C so that the risk is limited. In the literature, few
researches mentioned these singularities in SRS evolution with temperature. Surand [160]
performed thermomechanical numerical simulations on samples with a material model taking
account of this phenomenon. However, the definition of the model is still confidential.

For some curves at temperatures corresponding to the low SRS, the model response during
the first relaxation of TP2 (for low viscous stress) does not seem to operate. For these
conditions, ie. a low SRS combined with a low strain level (or dislocation density), the model
is not well fitted. Indeed, a part of the stress, even low level, has promoted an increase of the
dislocation density that is not described by the 𝑅 variable and is not relaxed because of the
stress exponent is limited to avoid too high non-linearities. It is traduced mathematically by
a very long relaxation time when the viscous stress is close to yield stress.
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From the material behavior point of view, this can come from two main reasons. Firstly,
low stress based deformation mechanisms (like Harper-Dorn creep) can be activated for this
range of temperature and stress. Secondly, the presence of low dislocation density at the
beginning of the test may provide higher motion of dislocation and finally relaxation contrary
to second relaxation part which comes after hardening phase. Supplementary tests might
help to answer these questions.

Khraisheh et al. [159] used an additive formulation with several term contributions to
separate the effect of different deformation mechanisms (defined in the Equation (2.56)).
This method could be a way to improve the model response for low stress regime at this
temperature range. However, the limit of such phenomenological model may be reached.
Dislocation density based models would be more adapted to include such behaviors.

�̇� =
(︂

𝜎 − (𝑘 + 𝑅)
𝐶

)︂1/𝑚

+ 𝐶𝑖𝜎
𝑛 (2.56)

Beyond the accuracy of the model to fit experimental data, there are some hypothesis to
discuss. Firstly, the model is based on a specific thermal treatment associated to a starting
microstructure (typical grain growth). The heating and forming times that produce grain
growth vary from a part to another. Additional tests must be performed to evaluate how
the grain size modifies the behavior law. Indeed, the effect of grain size is generally related
to long range obstacles and immobile dislocations. Therefore it may have an impact on
elasticity limit through Hall-Petch relation, but also on hardening mechanisms.

Secondly, the effect of temperature variation hardening has been neglected. Some authors
[161, 135, 162] used a differential terms that takes the influence of temperature history on
hardening term such as defined in the Equation (2.57). Therefore, it is possible to consider
the evolution of the influence of dislocation density. In the process conditions, some mobile
dislocations can become immobile and generate additional hardening because the activation
energy for motion is no longer sufficient. Some additional test could be conducted to evaluate
the importance of such effect for typical thermomechanical path.

𝑑𝑅 = 𝜕𝑅

𝜕�̇�
�̇� + 𝜕𝑅

𝜕�̇�
�̇� (2.57)

2.7 Conclusions
The objective of this chapter is to characterize a material model able to reproduce the
mechanical behavior of Ti-6Al-4V sheet after SPF. The finality of such material model is
to reproduce numerically the mechanical behavior at stake during the process in order to
get the cartography of deformation and residual stress at the end of the whole process for a
specific cooling and unmolding procedure.

The bibliographic review has given an overview of the complexity of Ti-64 titanium alloy
behaviors on the process range of temperature and the numerous parameters that may
influence the material behavior during processing.

This complexity constrained to perform a preliminary testing session which had the objective
to evaluate the impact of several parameters. The effect of SPF on microstructure and
mechanical behavior has been investigated. The results have shown that the microstructure
is impacted through grain size increase with a significant influence on yield stress such as
noted in the literature.
It has been shown that the cooling rate after SPF is of second order of influence. Indeed, dif-
ferent mechanical tests performed on samples cooled at different rates from SPF temperature
showed no significant difference regardless of the temperature or previous SPF preparation
time.
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A design of experiment was defined from the preliminary testing session. Two testing
procedures were implemented so that to be able to involve every material behaviors and
properties that need to be characterized. Elasticity, viscoplasticity and hardening-softening
behaviors were promoted on the whole range of temperature. An hyperbolic sine law combined
with power law is used to define the viscoplastic function. A Voce hardening model combined
with a static recovery term are implemented into an isotropic Von Mises plasticity criterion.

A specific methodology has been developed and implemented to characterize the model
ensuring the association of each behavior to the associated parameter of the model. Indeed,
the design of the cost function and the iterative optimization procedure enabled to fit
experimental curves with fine precision. Sets of interpolation functions were used to define
temperature evolution of the model parameters. These functions have been defined from
experimental observations in order to give sense to their evolution.

To conclude on this chapter, the model that has been characterized meet successfully the
objective of process modeling. Indeed, not only the flow stress behavior is well reproduced but
also the elastic domain and its evolution through hardening mechanisms that may promote
residual stresses.
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3.1 Introduction
3.1.1 Context
This chapter fits into the global approach of the modeling of the process. The heat transfers
(HT) have an influence on material properties, and mechanical conditions during the process
at different level. Indeed, the HT produce thermal stresses through material expansion
which can generate plastic deformations. In addition, the part deformations may modify
the contact interactions with the mold, especially the friction and clamping effects that can
happen under material expansion, which at the end modify the conductive HT. Finally, the
heat exchanges help the part to cool down to increase its mechanical properties to resists to
the thermomechanical loading undergone during part removal from the mold.

Thus, the HT have a important role to ease unmolding sequence while ensuring the most
limited deformations of the part. The difficulty resides in the material properties that are
highly viscoplastic at these temperature with null limit of elasticity for temperature above 700
∘C such as highlighted in the Chapter 2. In addition, the global environment of the press, the
oven, and the mold requires a very long time to heat at forming temperature. The few amount
of energy lost during unmolding phase requires a long heating time to recover the forming
temperature. The control of HT during unmolding sequence is a hard compromise between
the shorter cooling time, and a sufficient and adapted cooling to minimize thermomechanical
stresses and part deformations.

3.1.1.1 Heat transfers

Today, AIRBUS uses an air jet blow cooling system which is time and space controlled.
Nozzles are disposed above the part surface every fifty centimeters in order to scan the whole
part. It is possible to activate specific nozzles before unmolding operation in order to select
targeted areas. After a specific time, the automatic handling robot pulls on an extraction
frame on which the part is fixed to remove the part from the mold. The pulling effort is
limited to prevent deformation so that it is incrementally increased while cooling is performed.
When the part is removed from the mold, it is disposed outside the press and naturally cooled
down. The different phases of the unmolding sequence are already presented in the Section
1.1.3.1. The Figure 3.1 shows three configurations. The configuration 1 corresponds to the
opening of the press. The configuration 2 corresponds to the blowing and the extraction
operation. Finally, the configuration 3 corresponds to the natural cooling down outside the
press.

(a) Configuration 1 (b) Configuration 2
(c) Configuration 3

Radiation Convection Forced convection Conduction

Figure 3.1 – Schematics of the different heat transfer configurations

p Conduction
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Conductive HT happens between the different parts that are in contact: the formed part, the
mold and the extraction frame. The interactions between the mold and the press environment
are not considered in the thesis. Indeed, the mold is made of refractory steel that has a high
thermal inertia and negligible temperature variations at its interface with the hot press.

p Radiation

Radiation HT mode is effective during the whole process. When the part is inside the press,
it happens between every surface that are facing to the part, and the frame surfaces. The
whole press environment provide radiative heat flux. A large energy is lost by radiation HT
through the opened door of the press. When the part is outside, the assembly only exchange
with ambient environment and itself.

p Convection

Convection HT mode is particularly complex and varying during the process. Indeed, at the
beginning of the configuration 1, the air inside the press is approximately at SPF temperature.
Some cold air goes inside whereas hot air leaves the press, and a complex flow produces
natural convective HT. During the configuration 2, the air blowing produces forced convection
on the top surface of part and a complex swirling flow inside the press. Finally, during the
configuration 3, convective HT happens on both sides of the part and the frame.

3.1.1.2 Heat equation
The final purpose of this work is to implement a FE model. Therefore, the thermal analysis
of the problem is briefly introduced to highlight the problematics of the chapter. The
temperature variation during the process is obtained by solving the law of conservation of
energy which derived from the first thermodynamic principle. The Equation (3.1) defines
the integral form of this conservation law where 𝑉 is the volume, 𝜌 the density, �̇� the rate
of energy, 𝑟 is a volume heat generation term and 𝑞 is a surface HT term. This equation
traduces that the energy variation of a volume is equal to the energy that is lost and the
energy that is provided to this volume.∫︁

𝑉

𝜌�̇�𝑑𝑉 =
∫︁

𝑉

𝑟𝑑𝑉 +
∫︁

𝑆

𝑞𝑑𝑆 (3.1)

Inside a solid, thermal diffusion is governed by Fourier’s law which is defined in the Equation
(3.2) where 𝑞𝜆 is the surface heat flux at material volume boundary and 𝜆 the thermal
conductivity. The heat equation is obtained in the temperature differential form (see
Equation (3.3)) by combining the Equation (3.1) with the Equation (3.2). The microstructure
transformation and plastic heat dissipation terms have not been considered in our context so
that the 𝑟 term is removed.

𝑞𝜆 = −𝜆∇𝑇 (3.2)

𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
= 𝑟 + ∇.(−𝜆∇𝑇 ) (3.3)

At material boundaries, the HT can happen through conduction, convection and radiation
modes. In this case, the surface heat flux (𝑞 = −𝜆∇𝑇 ) inside heat equation is replaced by
the respective contributions. For conduction between two contacting surfaces, the heat flux
𝑞𝑐𝑜𝑛𝑑(1 → 2) is defined in the Equation (3.4) where 𝑘𝑐 is the conductance coefficient, and
𝑇1 and 𝑇2 the surface temperatures of surfaces 1 and 2. In this equation, 𝑘𝑐 which is also
equal to the inverse of the thermal contact resistance 𝑅𝑐, is an empirical parameter that
encompasses material, geometrical, and process parameters.

𝑞𝑐𝑜𝑛𝑑(1 → 2) = 𝑘𝑐(𝑇1 − 𝑇2) (3.4)
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Then, radiation surface heat flux between two surfaces 𝑞𝑟𝑎𝑑(1 → 2) is defined (3.5) (in
the case of black body radiations) where 𝜖 is the total emissivity of the material, 𝜎 the
Stephan-Boltzmann constant and 𝐹(1→2) is the view factor (VF). 𝐹(1→2) is the ratio of
hemispherical projection of surface 1 regarding to surface 2 on total hemispherical surface.
This equation is valid when both surfaces have an homogeneous temperature and emissivity.
However, 𝜖 may vary as a function of material, geometrical, and process parameters.

𝑞𝑟𝑎𝑑(1 → 2) = 𝜖𝜎𝐹(1→2)(𝑇 4
1 − 𝑇 4

2 ) (3.5)

Finally, the convection heat flux 𝑞𝑐𝑜𝑛𝑑 can be defined with the Equation (3.6) where ℎ𝑐 is
the convection coefficient and 𝑇𝑓 the fluid temperature. ℎ𝑐 is the result of the simplification
of a complex fluid dynamic problem that involve the surface and fluid interactions and it
depends on the fluid, the surface geometry and the process parameters.

𝑞𝑐𝑜𝑛𝑣 = ℎ𝑐(𝑇𝑓 − 𝑇 ) (3.6)

Each heat flux contribution is a surface based term. These equations are fairly simple
to implement, but they require to know the respective parameters 𝑘𝑐, ℎ𝑐 and 𝜖 and their
evolutions regarding to the material, geometrical, and process parameters. A distinction is
made between natural and forced convection coefficient respectively named ℎ𝑐 and ℎ𝑓𝑐 when
the differentiation is needed.

3.1.2 Problematics and objectives
The problematic of heat transfers in the context of the process lies in understanding how
they occur and how they must be taken into account in the model. Regarding to the FE
modeling purpose, it consists in defining 𝑘𝑐, ℎ𝑐 and 𝜖 for the various conditions and their
dependencies on the material, geometrical, and process parameters. This implies to answer
several objectives:

• The first objective has consisted in performing thermal measurement in operating
conditions in order to characterize the heat transfers.

• The second objective has consisted in characterizing the parameters of the BC of each
HT modes 𝑘𝑐, ℎ𝑐 and 𝜖 and their evolution during the different phases of cooling and
unmolding process.

The HT parameters are associated to three modes that happen simultaneously with more
or less intensity during the process. They may be material, surfaces quality, space and
time dependent. A first bibliographic review was made to understand how these parameters
behave in the process conditions, and how they are modeled in the literature.

3.2 State of the art
3.2.1 Radiative heat transfers
3.2.1.1 General considerations
The radiative HT operates by electromagnetic wave emission. Planck has largely contributed
to the definition of the basic concept of heat radiation theory [163]. Indeed, every material
emits or absorbs radiative energy depending on temperature and wave length. When an
electromagnetic wave strikes on a surface, it is absorbed or reflected. Some materials, called
black bodies, absorb the total wave energy such that they seem black for human eyes. The
energy of radiative electromagnetic wave for black bodies has been given by Planck such as
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defined in the Equation (3.7) where the 𝐿0
𝜆 is the spectral radiance which is the radiative

energy per unit area of the body, per unit solid angle per unit wavelength, 𝑇 the temperature,
𝜆 the wave length, 𝑐 the speed of light, ℎ the Planck constant and 𝑘 the Boltzmann constant.

𝐿0
𝜆 = 2ℎ𝑐2𝜆−5

𝑒𝑥𝑝( ℎ𝑐
𝑘𝜆𝑇 ) − 1

(3.7)

The Stephan-Boltzmann’s law relates the radiative power (or surface heat flux) 𝜑0
𝑟𝑎𝑑 of

a black body with the temperature as total emittance in the Equation (3.8) where 𝜎 is
the Stephan-Boltzmann’s constant. The emittance is the total hemispheric integration of
radiance as defined in the Equation (3.9) where 𝜆 is the solid angle of the unit hemisphere.

𝜑0
𝑟𝑎𝑑 = 𝑀0 = 𝜎𝑇 4 (3.8)

𝑀0 =
∫︁ ∞

0
𝑀0

𝜆𝑑𝜆 =
∫︁ ∞

0

∫︁
𝜕Ω

𝐿0
𝜆𝑑Ω 𝑑𝜆 (3.9)

The emissivity of a surface is the parameter that relates the previously described theory
of perfect black body to every surface for which radiative power is not totally absorbed.
The energy that is not absorbed is either reflected or transmitted. The total hemispherical
emissivity 𝜖 (generally called total emissivity) is defined in the Equation (3.10) as the ratio of
total emittances of the surface and a black body. It exists additionnal emissivity quantities.
The spectral directional emissivity 𝜖𝜆,Ω is defined as the ratio of spectral directional radiances
of a surface and a black body. In, addition, the spectral hemispheric emissivity 𝜖𝜆 is defined
as the ratio of spectral emittances of a surface and a black body.

𝜖 =
∫︀∞

0 𝑀𝜆𝑑𝜆∫︀∞
0 𝑀0

𝜆𝑑𝜆
=
∫︀∞

0 𝜖𝜆𝑀0
𝜆𝑑𝜆

𝜎𝑇 4 (3.10)

The thermal heat flux leaving any surface 𝜑𝑟𝑎𝑑 can be defined using the back body theory
and the emissivity definition as given in the Equation (3.11).

𝜑𝑟𝑎𝑑 = 𝜎𝜖𝑇 4 (3.11)

3.2.1.2 Emissivity

3.2.1.2.1 Parameter affecting emissivity

The emissivity is the key parameter of radiative HT. It is sensitive to many parameters
that can be geometric, material, temperature and surface quality dependent [164]. The
Figure 3.2a shows the evolution of directional emissivity for titanium as a function of angle
and wavelength. There are clear variations according to both parameters. The Figure 3.2b
presents emissivity variations for several surface finishing and oxidation conditions. The
results highlight a strong impact of the oxidation state, and a slight influence of the surface
finishing state.

Many authors investigated the emissivity properties of titanium alloys, especially the Ti-64
alloy, for infra-red temperature measurement purpose [165, 166, 167, 168, 169, 170]. In these
studies, the spectral emissivity is of interest to recover temperature with the peak radiance
intensity. Milosevic et al. [20] characterized the total hemispherical emissivity of Ti-64 for
a various range of temperature between 780 and 1700 K. They proposed a fourth order
polynomial model evolution with temperature represented in the Figure 3.3a. Pagan et
al. [21] experimentally determined spectral and total emissivities under different oxidation
conditions such as presented in the Figure 3.3b.

65



(a) (b)

Figure 3.2 – Evolution of emissivity properties: (a) effect of angle and wavelength on
Ti-64, (b) effect of surface properties on Inconel 718 [19]

(a) (b)

Figure 3.3 – Hemispherical total emissivity of Ti-6Al-4V as a function of temperature
(a) from Milosevic et al. [20] (b) from Pagan et al. [21]

A particular shape of emissivity variation seems to be emphasized from the Figure 3.3a and
3.3b for the heavy oxidized state. Indeed, the emissivity increases from the temperature
around 1600-1700 K up to the 1100-1200 K and then slightly decreases for lower temperatures.
However, the level of emissivity and its variation seems highly dependent of the tested sample
and its oxidation state.

3.2.1.2.2 Effect of oxidation

The Figures 3.2b and 3.3b reveal the importance of the effect of oxidation on the emissivity
for the Ti-64 alloy. The SPF process works at temperature around 900 ∘C where oxidation
is likely to occur.
González-Fernández et al. [166] experimentally showed that the spectral emissivity decreases
with wavelength and increases linearly with temperature on 500-1200 K accordingly to
Plank’s theory. They shows that thermal cycling modifies the spectral emissivities.
Li et al. [169] analyzed the evolution of the oxide thickness growth at different temperature
and the impact on emissivity measurements. They highlighted that their spectral emissivity
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measures were disturbed by reflection on oxide interface as a function of oxide thickness at
some wavelength. Hagqvist et al. [167] also highlighted the evolution of radiative emitted
energy due to the evolution of surface properties because of oxidation processes. They
proposed to model emissivity as the sum of Ti-64 metal emissivity and the oxide layer
emissivity as defined in the Equation (3.12). Oxidation is activated at temperature superior
to an activation temperature 𝑇𝑎𝑐𝑡=810K. The normalized thickness rate 𝑑 (with metal
thickness) defined in the Equation (3.13) is proportional to the partial pressure oxygen 𝑃𝑂2

in the chamber multiplied by the normalized metal layer where the oxygen sites are supposed
to be uniform into the thickness.

𝜖 = 𝜖𝑚 + 𝜖𝑇 𝑖02 = 𝜖𝑚 + 𝑘1𝑑 (3.12)

𝑑 = 𝑘2𝑃𝑂2(1 − 𝑑) − 𝑘3𝑑 ⟨𝑇 − 𝑇𝑎𝑐𝑡⟩ (3.13)

3.2.1.2.3 Conclusions

The thermal radiation HT is globally driven by the emissivity parameter of a surface. It is
sensitive to various parameters, mainly the temperature, the roughness, the oxidation and
the coating properties. The most critical parameter seems to be the oxidation in the process
case. The effect of Boron-Nitride (BN) lubricant coating may also have an impact on the
emissivity not only intrinsically, but also indirectly through its anti-oxidation action.

3.2.1.3 Radiative heat transfers in FEM analysis
In hot stamping, the thermal radiation are important during the step of transfer of the blank
into the stamping machine and after stamping operation. The sheet metal part exchanges
heat with the environment but also with the dies. Most of the time, the limit temperatures
(high temperature environment: dies, tooling, etc.) are considered homogeneous and constant
[76, 171, 172]. Usually, the manipulation of the Equation (3.5) is generally made to get the
form of the Equation (3.14) such as defined Equation (3.15). This formulation enables to
define a global heat transfer coefficient (HTC) with the contribution of each HT mode inside.
Sometimes it is even neglected [171, 35] considering the temperatures too low for radiation
to have an impact.

𝑞𝑟𝑎𝑑 = ℎ𝑟𝑎𝑑(𝑇1 − 𝑇2) (3.14)

ℎ𝑟𝑎𝑑 = 𝜖𝜎𝐹(1→2)(𝑇 2
1 + 𝑇 2

2 )(𝑇1 + 𝑇2) (3.15)

In some cases, a so-called radiation shape factor 𝑓 is used [173, 172] to take account of the
heterogeneous facing surface temperature such as defined in the Equation (3.16)

𝑞𝑟𝑎𝑑 = ℎ𝑟𝑎𝑑(𝑇1 − 𝑇2)𝑓 (3.16)

However, for complex shapes, surface properties or temperature distributions, it may be
necessary to use more complex modeling techniques. Inside heating furnace [174] or autoclaves
[175] for example, a full computation of radiative HT may need to be computed. The numerical
methods to compute thermal radiations are extremely complex [176]. Thermal radiations
involve several coupled phenomena that require physical or mathematical simplifications that
are currently not easily applicable in the context of thermo-mechanical analyses.

3.2.1.4 Thermal radiation boundary condition
The radiative heat flux between two surfaces can be simplified using the gray body radiation
theory [177]. Gray body implies monochromatic emissivity. It is demonstrated in the
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Section 3.6 that this condition is fairly respected for oxidized surface of the Ti-64 alloy.
ABAQUSr HT analysis propose the cavity radiation BC that compute thermal radiation
HT using this theory [178]. The radiative heat flux is computed with the Equation (3.17)
where the VF 𝐹 and the surfaces 𝐴1 and 𝐴2 are geometrical parameter that are computed
numerically and 𝜖1 and 𝜖2 are the total emissivities. 𝜖1 and 𝜖2 need to be defined as a function
for temperature and surface process quality (roughness, coating, etc.) and especially the
effect of oxidation as mentioned above.

𝑄𝑟𝑎𝑑1→2 = 𝜎(𝑇 4
1 − 𝑇 4

2 )
1−𝜖1
𝐴1𝜖1

+ 1
𝐴1𝐹 + 1−𝜖2

𝐴1𝜖2

(3.17)

3.2.2 Natural convection heat transfers
3.2.2.1 General considerations
The convection coefficient is defined from the Newton’s law of cooling (Equation (3.18)) as
the ratio of surface heat flux 𝑞𝑐𝑜𝑛𝑣 and the temperature difference between environment gas
𝑇∞ and the exchanging surface at the temperature 𝑇 . This is a macroscopic description
of the problem. At the interface, a local description of the HT can be obtained by the
Fourrier’s law (Equation (3.19)) where 𝜆𝑓 is the thermal conductivity of the fluid, and 𝑥𝑛

is the coordinate normal to the surface. This formulation implies to know the temperature
variation of the fluid at the surface.

ℎ𝑐 = 𝑞𝑐𝑜𝑛𝑣

𝑇∞ − 𝑇
(3.18)

𝑞𝑐𝑜𝑛𝑣 = −𝜆𝑓
𝜕𝑇

𝜕𝑥𝑛

⃒⃒⃒⃒
𝑥𝑛=0

(3.19)

The Nusselt number is an dimensionless quantity that is used to quantify the HT intensity. It
is defined Equation (3.20) where 𝑇 * (=𝑇/(𝑇 −𝑇∞)) and 𝑥*

𝑛 (=𝑥𝑛/𝐿𝑐) and 𝐿𝑐 are respectively
the dimensionless temperature and normal to surface coordinate and the characteristic length
which is a typical length of the convection problem. The average Nusselt number 𝑁𝑢 (defined
Equation (3.21)) is regularly used in convection HT problems.

𝑁𝑢 = 𝜕𝑇 *

𝜕𝑥*
𝑛

⃒⃒⃒⃒
𝑥*

𝑛=0
= ℎ𝐿𝑐

𝜆𝑓
(3.20)

𝑁𝑢 =
∫︁

𝑆

𝑁𝑢𝑑𝑆 (3.21)

Convective flow can have different modes. Indeed, it can be natural or forced. Natural
convection involves the buoyancy driven flows promoted by temperature differences. These
buoyancy forces produce fluid motion and swirling of fluid that induce HT. Forced convection
is guided by specific induced flow direction that leads the global fluid flow and HT. In both
cases turbulences can be developed and increase the HT. The figure 3.4 presents two types
of natural and forced induced turbulent flows. The mechanisms of turbulences in both cases
are not detailed in this chapter. Only the relation between turbulence and HT is discussed.
The forced convection case is approached in the Section 3.2.3.

As mentioned above, natural convection is a buoyancy driven flow. One way to determine
convection intensity is to used Grashoff number 𝐺𝑟. It is the ratio of buoyancy forces and the
viscous forces such defined in the Equation (3.22) where 𝑔 is the gravitational acceleration,
Δ𝑇 the surface and fluid temperature difference, 𝐿𝑐 the characteristic length, 𝛽, 𝜌 and 𝜇 are
respectively the coefficient of thermal expansion, the density, and the the dynamic viscosity

68



Heat Transfers modeling

(a) (b)

Figure 3.4 – Turbulent flow visualization (a) buoyant thermal rising from heated
surface (b) water jet [22]

at fluid temperature 𝑇𝑓 (𝑇𝑓 = (𝑇∞ + 𝑇 )/2).

𝐺𝑟 = 𝑔𝛽Δ𝑇𝐿3
𝑐𝜌

𝜇2 (3.22)

𝐺𝑟 number express ratio of the acting forces (buoyancy and viscous) that promote and limit
the fluid motion in convective mode. When Grashoff number is very low, the temperature
gradient does not produces motion of fluid and heat is exchanged by conduction. When 𝐺𝑟
increases, convection follows a laminar flow. Then, at high 𝐺𝑟, a transition is reached and
the flow becomes turbulent.

An other important dimensionless number is the Rayleigh number. It expresses the HT
inside fluid. It is defined (Equation (3.23)) as the product of Grashoff and Prandtl numbers
𝑃𝑟. Prandtl number (Equation (3.24)) is the ratio of momentum diffusivity and thermal
diffusivity. The Rayleigh number is regularly used to describe the fluid flow conditions for
natural convection problems. The Figure 3.5 illustrates two different laminar and turbulent
flows in the case of horizontal plates natural convection experiments for two 𝑅𝑎 intensities
[23] .

𝑅𝑎 = 𝐺𝑟𝑃𝑟 (3.23)

𝑃𝑟 = 𝜈

𝜅
= 𝜇𝐶𝑝

𝜌
(3.24)

(a) 𝑅𝑎𝑤=2.8x105

(b) 𝑅𝑎𝑤=2x106

Figure 3.5 – Flow visualization of natural convection adjacent to upward-facing
horizontal plate with (a) laminar (b) turbulent regimes [23]
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In our process there are two main different natural convection configurations, when the part
is inside and outside the press. The first configuration is rather complex because there are
different surface temperatures and the temperature of the fluid is different inside and outside
the press at the beginning. This case can be assimilated to open cavity which have been
largely studied in the literature. The second configuration is sightly simpler because the
fluid environment temperature is constant (the ambient environment temperature). It is
most of the time (hot stamping analogous cases) assimilated to an horizontal plate which is
a reference case.

As introduced in the introduction chapter in the Section 1.4, only the computational fluid
dynamic (CFD) analysis is able to provide a fine description of the convection coefficients
generated by the process. However, The open cavity and plates problems are briefly regarded
to have estimation means of the convection coefficients in these cases.

3.2.2.2 Nusselt correlations: horizontal plates
The HT over hot horizontal plates can be divided into two different configurations (HT
upwards and downwards from the plate regarding to the gravity direction) for which turbulent
and laminar regimes can be differentiated. Most of the authors who worked on these
configurations reported the same power laws based correlations such as defined in the
Equation (3.25) where 𝐶 and 𝑛 are slightly varying coefficients that depends on experimental
conditions.

𝑁𝑢 = 𝐶𝑅𝑎𝑛 (3.25)

Some correlation laws are presented in the Equation (3.26) where the models *1, *2 and *3

respectively refer to the next references [24] [179] and [180].

𝑁𝑢 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0.96𝑅
1/6
𝑎

0.59𝑅
1/4
𝑎

0.54𝑅
1/4
𝑎

0.13𝑅
1/3
𝑎

0.58𝑅
1/5
𝑎

𝑅𝑎 < 200
200 < 𝑅𝑎 < 104

2.104 < 𝑅𝑎 < 8.106

8.106 < 𝑅𝑎 < 1.6.109

.104 < 𝑅𝑎 < .106

*1

*1

*2

*2

*3

⎫⎪⎪⎬⎪⎪⎭}︀
𝑢𝑝

𝑑𝑜𝑤𝑛

(3.26)

The Figure 3.6a represents the Sherman Number 𝑆ℎ evolution for low Rayleigh. 𝑆ℎ is the
mass transfer coefficient, which is equivalent to 𝑁𝑢 number for isothermal plate convection.
The Figure 3.6b represents Nusselt correlation with experimental results for upward natural
convection for various rectangular plate dimensions and Length-to-width ratios. For both
studies [24, 23], the authors managed to find a power law based correlation that works
fairly well. Both correlations laws present a slope change associated to laminar-to-turbulent
transition which do not happen for the same Rayleigh numbers. This is due to the chosen
characteristic length that may differ according to the authors and change the 𝑁𝑢 value
without actually impacting the convection coefficient value.

Some studies reported the dependence of Nusselt number on plate inclination [180]. The
authors determined a cosine dependence of the classical correlation laws such as defined in
the Equation (3.27) in the case of horizontal plate natural convection facing downward.

𝑁𝑢 = 0.56(𝐺𝑟.𝑃𝑟.𝑐𝑜𝑠𝜃)1/4 (3.27)

3.2.2.3 Nusselt correlations: open cavities
Cavities are one of the textbook case for natural convection heat transfers that has been
largely studied for decades [25, 26, 27, 181, 182, 183]. In the context of SPF process, the
use of side facing open cavity models for heat transfer analysis is fairly consistent. Indeed,
the configuration of the press is a parallelepiped cavity which opens during the unmolding
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(a) (b)

Figure 3.6 – Two examples of Nusselt correlations with Rayleih numbers from (a)
Goldstein et al. [24] and (b) Kitamura et al. [23]

procedure. The main difference with the industrial case is that there is a substantial warm
volume inside (the mold and formed part) that disturbed the fluid flow. However, It is the
most similar case from literature.
The Figure 3.7a schematically represents the configuration of exchanging surfaces for natural
convection inside the press when the door is opened. The cavity geometry and the BC
can widely vary in the literature according to the associated engineering application. Some
authors investigated the influence specific factors on fluid flow, temperature, and cavity
orientation [26, 181]; size, shape and position aperture [182, 183]. The Figures 3.7b, 3.7c
and 3.7d represents the relevant cases from the literature with different configurations: open
cavity, partially open cavity, partially open cavity with an internal source inside the cavity.

𝑇𝑝𝑟𝑒𝑠𝑠 𝑇𝑡𝑜𝑜𝑙𝑠 
𝑇∞ 

(a) (b) (c) (d)

Figure 3.7 – Schematics of (a) industrial press configuration for cavity convection
analysis, three different near-SPF configurations of natural convection with (b) Open
Cavity [25], (b) Partially opened cavity [26] and (c) Partially opened cavity with internal
source [27]

There are four important aspects described in the literature that can influence the convection
HT for SPF process: the cavity face of interest, the time evolution of convection flow, and
the temperature impact on flow regime. These aspects are approach below:

p The face of the cavity

Penot [184] first and then Skok et al. [25] observed each faces of its cavity independently, and
they measured the heat transfer for different 𝐺𝑟 value for the opened cavity configuration
such as defined in the Figure 3.7b. The Figure 3.8 represents the evolution of the averaged
Nusselt number for bottom, vertical and top faces. The heat transfer decreases largely form
the aperture to the vertical surface. The vertical surface has a small tendency to decrease up
to top surface which has a Nusselt number clearly inferior to the others.
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Figure 3.8 – 𝑁𝑢 evolution along the each cavity faces for different 𝑅𝑎 values [25]

p The time dependency

Some authors investigated numerically the evolution of convection flow during transient phase
[28, 29]. They performed simulations for different Rayleigh value with small temperature
differences (Δ𝑇=0.1-10 K). The Figure 3.9a shows the time evolution of the global cavity
averaged Nusselt number for several 𝑅𝑎 values [29]. The values start fairly high and they
subsequently converge to a steady state value. The Figure 3.9b compares the same evolution
by faces for 𝑅𝑎=107 [28]. The convergence rate seems relatively equal as a function of the
faces but dependent on the Rayleigh value.

(a) (b)

Figure 3.9 – Time evolution of 𝑁𝑢 as a function of (a) 𝑅𝑎 [28] and (b) cavity faces
[29]

p The temperature dependency

Large temperature differences have been particularly studied for cavity solar receiver appli-
cations. Clausing [185, 186] performed experimental tests with walls at high temperature
between 725 to 1020 ∘C. He used a model for the Nusselt correlation proposed by Le Quere
et al. [187] with an additional term (𝑇𝑠−𝑇∞

𝑇∞
) such as defined in the Equation (3.28). This

additional term enables to consider the turbulent flows. Juarez et al. [188] also investigated
large temperature differences. They tested numerically the influence of Δ𝑇 variation (from
10 to 500 K) for different 𝑅𝑎 numbers (from 104 to 107). They proposed an other additional
terms 𝜀 (= 𝑇𝑠−𝑇∞

𝑇∞
) in their correlation model defined in the Equation (3.29).

𝑁𝑢 = 0.82𝑅𝑎
1/3
𝐻

[︃
−0.9 + 2.41

(︂
𝑇𝑤

𝑇∞

)︂
− 0.5

(︂
𝑇𝑤

𝑇∞

)︂2
]︃

(3.28)

𝑁𝑢 = 𝑎 + 𝑏𝑅𝑎𝑐 + 𝑑𝜀𝑒 + 𝑓𝑅𝑎𝑐𝜀𝑒 (3.29)
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p The impact of an obstacle

Some authors [27, 189, 190] worked on the impact of internal source inside an open cavity
presented in the Figure 3.7d. This type of configuration takes account of the perturbations
produced by the obstacle, and also the forces generated by the heat source. Fontana et
al. [189] compared the impact of heat source intensity inside a half-side-opened cavity for
low Rayleigh values (𝑅𝑎=103-105). The Figure 3.10 presents the stream lines for different
𝑅 values which is the ratio of the internal source based 𝑅𝑎𝑖 and external air based 𝑅𝑎𝑒

(with 𝑅𝑎𝑒=105). The configuration where 𝑅=0 plays the role of a simple obstacle. Their
temperatures are not comparable with the SPF process. However, it indicates that the
swirling flows inside the cavity may be very complex especially for the transient phase during
the furnace opening.

Figure 3.10 – Streamlines evaluated at 𝑅𝑎𝑒=105 for several 𝑅 values [190]

3.2.2.4 Heat transfers in hot forming process
In the literature, especially for hot stamping, a basic convection heat flux is considered with
the ambient environment. The experimental correlations based on literature from horizontal
plates are used for convection on top and bottom surface of the sheet [76, 171, 172].

These correlation laws enable to estimate the average HTC in the case where geometries are
comparable to flat plate. It is not as simple for SPF process for several reasons. Firstly, the
local heat transfers are averaged, even though the size of the plate is large combined with
a low thermal conductivity of Ti-64. This may lead to strong temperature heterogeneity.
Secondly, the flat plate hypothesis can be far from reality in SPF process. Indeed, the
geometry of the formed parts can have large depth distance with confined zone such as
presented in the Figure 3.11 in the perpendicular plane of initial sheet metal. The part
is clearly far from a plate. Finally, there is a strong influence of the high temperature
surrounding environment (press, dies, frame tooling, etc.) onto the fluid. Therefore, the
classical correlation model may not be applicable for such complex conditions.

Figure 3.11 – CAD views of the longitudinal and lateral view of the nacelles of the
A350-900 air Inlet

Many authors have investigated the heat transfers using CFD analysis inside industrial heating
furnaces [191, 192, 174], autoclaves [175] or gas quenching furnaces [193, 194, 195, 196, 197].
The CFD simulation is used to compute convective heat transfers in such industrial context
because of the complexity of fluid flow and geometries. In every case, the authors highlight
strong distributions of convection coefficient [196, 197] that have an importance on the
temperature computation and the effect on microstructure properties [197].
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3.2.2.5 Natural convection boundary condition
It has been chosen to use CFD analysis to have an estimation of the convective heat transfer
during the process. However, there are two different configurations, inside and outside the
press, that require two different models for the boundary condition. For the inside-press
configuration, the low temperature difference at the opening of the press, with a limited time
to reach steady state before blowing is highly complex to simulate. Moreover, the low heat
transfers produced by the small temperature difference as a limited interest compared to the
huge investment.

Therefore, the Nusselt correlations for open cavity problems have been used for the inside-
press natural convection coefficient. It has been taken homogeneous and varying from zero
to a steady state value computed thanks to the Equation (3.28).

For the outside press convection configuration, CFD modeling was used to understand
the convection modes operating during cooling. CFD analysis were performed to evaluate
convection coefficient distributions. Then, basic constant, linear or bi-linear regressions
over part surfaces were used to model convection coefficient so as to be easily implement in
classical convection BC in the thermo-mechanical model.

3.2.2.5.1 CFD-based convection coefficients

As introduced in the Section 1.4 some authors worked on convection HT using CFD analysis
on three main topics: furnace applications, autoclave and gas quenching processes. However,
CFD analysis of external natural convection flows at high temperature differences such as
post SPF ambient cooling phase has not been investigated in the literature. Thus there is
not clear available work that validate a numerical methodology for computing HTC in the
process conditions. Therefore, a feasibility study of the use of Abaqus-CFD solver to model
natural convection flows in the process conditions is presented in Appendix C. It includes
a bibliographic review on CFD FE analyses, the use of turbulence models and modeling
practices. It includes also a comparative study of numerical and experimental results based
on a similar case: horizontal plates natural convection. Finally, a sensitivity study of critical
model parameters is presented to evaluate the relevance of using of CFD tool to estimate the
convection coefficient variations over space and time for SPF application.

The conclusion of the numerical analysis enabled to validate a modeling methodology. The
CFD models are build on several major hypothesis. The Reynolds-Averaged Navier-Stocke
equations (RANS) with a turbulent k-𝜔 SST model are solved with an incompressible flow
analysis. A transient resolution is used with the fully implicit (backward-Euler) method until
steady state for several sets of surfaces with homogeneous temperatures previously computed
from solid HT analysis. This method enables to compute HTC at several intermediate times
of cooling and then interpolate instead of computing full transient analysis on very long time
period. Finally, simplified geometries are used to get structured meshes.

The Figure 3.12a shows the geometry of the fluid box of one experiment performed for HT
characterization presented in the Section 3.4.2. It consists of a hot mold that cool down
under natural cooling conditions. The Figures 3.12b and 3.12c show the mesh and a zoom on
the mold surface for a central cutting view. The Figure 3.12d shows typical results obtained
from CFD analysis. It is the superposition of temperature field and velocity vectors around
mold zone in the steady state. Both fields are not symmetrical because of turbulences.

The Figure 3.13 shows the HTC ℎ𝑐 computed from normal to surface heat flux 𝐻𝐹𝐿𝑁
(ℎ𝑐 = (𝑇𝑚𝑜𝑙𝑑 − 𝑇∞)/𝐻𝐹𝐿𝑁) for the next three temperatures [50,450,850]∘C. The contour
plot seems very discontinuous which is due to the turbulences. A twenties of increment over
around ten seconds after reaching the steady state are averaged in order to get representative
value for each simulated temperatures.
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(a)

(b) (c) (d)

Figure 3.12 – CFD analysis of the Mold experiment: (a) fluid environment geometry,
half of mesh representation on a cut-plane (b) scale 1, (b) zoom on the mold surface, (d)
superposition of Temperature contour plot with velocity vector at 750 ∘ in steady state
conditions

(a) 50∘C (b) 450∘C (c) 850∘C

Figure 3.13 – CFD-based computed HTC for steady state conditions at several
temperatures

The objective of using the CFD analysis is to obtain the distribution of ℎ𝑐 as a function of
space and temperature. From these distribution a specific model of ℎ𝑐 such as given in the
Equation (3.30) is defined. This way, the model is easily implementable in the FEM. The
convection coefficient is defined as a function of time instead of temperature to avoid local
temperature changes that would not be representative of real convection flow variations.

ℎ𝑐 = 𝑓(𝑥, 𝑦, 𝑧, 𝑇 ) = 𝑔(𝑥, 𝑦, 𝑧, 𝑡) (3.30)

3.2.3 Forced convection heat transfers
3.2.3.1 General considerations
The industrial blowing machine is composed by a large number of nozzles that are equally
distanced by around 25 cm. There are several type of nozzle geometry, but the present study
focuses on round pipe nozzles of 8 mm diameters. The nozzle to part surface distance varies
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according to the shape of the formed part, but it is fixed to 30 cm to the flash joint of mold.
Some measurement were performed to determine the maximum and minimum flow rate (and
associated averaged velocity at nozzle exit) in extrema process conditions. The velocities are
in the range of 5-10 m.s−1 which correspond to 𝑅𝑒=2600-5200.

The Forced convection problem is a very wide domain that groups a very large engineering
field of applications. In the present case, we focus on the HT induced by air jet nozzle
impingement on a hot surface. We need to define the HT coefficient induced by nozzle jets
randomly disposed over a non-flat complex surface. The problem is even more complex
because of the influences of nozzle jets on each others and the swirling flow influenced by
specific geometry of SPF part. The problem has been treated as round nozzle jets impinging
on horizontal flat plate in order to be simplified.

When a single jet induced by nozzle impinges on a surface, the fluid follows different phases
that can be divided in several regions. The Figure 3.14 depicts the different regions that
compose the jet [30]:

• The free jet Region: it is in this zone that the velocity profile is developed. The axial
velocity decays while the turbulence level rises.

• The stagnation region: in this area, the fluid is strongly deviated because of the surface
obstruction. The pressure and the HT is maximum in this area where the velocity
gradients are very high.

• The wall jet region: it corresponds to the deviated flow that spreads along the plate.
The thickness of the formed boundary layer increases with the radial distance.

Figure 3.14 – Flow configuration of a round impinging jet with regions of different
flow [30]

3.2.3.2 Parameters affecting Forced convection
There are several parameters that influence the development of the different mentioned zones
of the jet flow. These parameters consequently influence the HT. Zuckerman and Lior [198]
summarized these parameters and the models that have been developed these past decades:

• The Reynolds number - 𝑅𝑒: it traduces the initial energy of the jet flow
• The ratio of nozzle to plate distance on its diameter - 𝐻/𝑑: it defines the dimensionless

distance for the velocity profile to develop
• The ratio of the radial distance from the stagnation point and the nozzle diameter -

𝑟/𝐷
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The influence 𝑅𝑒 number and 𝐻/𝑑 ratio has been largely studied around the impingement
region for large range of values. The Figure 3.15 give the variation of Nusselt number with the
𝑟/𝐷 ratio for several 𝐻/𝑑 ratio and 𝑅𝑒 numbers [31]. It reveals two different behaviors. The
first corresponds to an exponential-type decreasing shape while for the second, a secondary
peak is observed while leaving the stagnation region. This second peak of heat transfer is
more intense at high Reynolds number.

(a) (b) (c)

Figure 3.15 – Time averaged Nusselt number distributions for different 𝐻/𝐷 ration
at several Reynolds number (a) 10000 (b) 20000 (c) 30000 [31]

3.2.3.3 Forced convection models

Mohanty and Tawfek [199] proposed three correlation laws associated to three experimental
diameters 3, 5 and 7 mm. The Equation (3.31) gives the correlation law for the 7 mm
diameter. The model is valid for 9 ≤ 𝐻/𝑑 ≤ 41.4 and 7240 ≤ 𝑅𝑒 ≤ 34500.

𝑁𝑢0 = 0.615𝑅𝑒0.67(𝐻

𝑑
)−0.38 (3.31)

They also investigated the radial evolution for such experimental conditions. They proposed
that the convection coefficient is constant around the stagnation point (𝑟/𝑑 ≤0.5), and then
exponentially decreases up to a constant wall jet convection coefficient such as defined in the
Equation (3.32).

ℎ(𝑟) − ℎ0
ℎ1 − ℎ0

𝑒−𝑐(𝑟/𝑑) (3.32)

Tawfek [200] proposed an average definition of Nusselt number associated to a radial integra-
tion inside specific radius. He obtained a correlation law (Equation (3.33)) fairly consistent
with the experimental data over different radius (valid for 2 ≤ 𝑟/𝑑 ≤ 30, 6 ≤ 𝑧/𝑑 ≤ 58 and
3400 ≤ 𝑅𝑒 ≤ 41000) contrary to Mohanty and Tawfek [199] correlations.

𝑁𝑢 = 0.453𝑃𝑟1/3(𝑅𝑒)0.691(𝑧/𝑑)−0.22(𝑟/𝑑)−0.38 (3.33)

The other major parameter in jet flow impingement HT is the multiple jet flow characteristics.
When several jets impinge onto a plate, the wall jets may meet each other and the collision
promotes flow deviations. Indeed, the influence of pitch (inter-distance between nozzles) was
experimentally [32] and numerically [201, 32, 202, 203] studied. It is difficult to generalized
the influence of multiple arrays because of the complexity of the possible configurations.
However, it was proved that the pitch plays an important role in the HT amplitudes between
nozzles. Reducing the pitch contributes to spread the Nusselt radial variation of single jet
form such as defined in the Figure 3.16 [32]. Reducing too much the pitch can promote
interaction of jets before impingement such that experimental correlations may be difficult.
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(a) (b) (c)

Figure 3.16 – Profiles of the local Nusselt number for all hexagonal configurations at
Re=2.104 for contoured nozzles [32]

3.2.3.4 Forced convection boundary condition
The model for forced convection is based on the work of Mohanty and Tawfek [199]. It
model consists in a constant value in the stagnation zone (considered for 𝑟 < 𝑑/2 where 𝑑
is the diameter of the pipe and 𝑟 is the distance to the stagnation point), and beyond, a
negative exponential decrease. The model is reminded Equation (3.34) where ℎ1 and ℎ0 are
respectively the peak and the residual convection coefficients, and 𝑘ℎ a parameter.

ℎ𝑓𝑐 =
{︃

ℎ1

ℎ0 + (ℎ1 − ℎ0)𝑒−𝑘ℎ( 𝑟−𝑅
𝑅 )

𝑟 ≤ 𝑅
𝑟 > 𝑅

(3.34)

3.2.4 Conductive heat transfers
3.2.4.1 General considerations
The HT that happen between two bodies in contact can follow different configurations. Indeed,
the thermal contact resistance (TCR) implies that two bodies have a common contacting
surface. When two bodies are in such configuration, the surface roughness produces series
of local contact and cavities at the interfaces as described in the Figure 3.17a. However,
contact resistance aspects can also take account of near surface contact HT that happens
only through radiative and convective flux. The Figure 3.17b and 3.17c show the real and
assimilated contact interface for TCR modeling where the blue, orange and green bodies
respectively represent the continuous bulk solids participating to thermal diffusion, and the
interface. The Equation (3.35) gives the conductive flux using TCR approximation where 𝑅
is the TCR coefficient and 𝑘 (=1/𝑅) is the thermal conductance.

(a)
(b) (c)

Figure 3.17 – Illustration of TCR problem (a) at roughness scale [33], (b) real
configuration (c) model simplification

𝑞𝑐𝑜𝑛𝑑 = 𝑇2 − 𝑇1
𝑅

= 𝑘(𝑇2 − 𝑇1) (3.35)
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Most of conductance theories stand that the heat flux at interface can transfer through solid
contacting surfaces and non contact cavities. Both possible ways to transfer heat produce two
parallel contact resistances. The global HT coefficient 𝑘 is defined as de sum of conductance
coefficients of both media defined in the Equation (3.36) where 𝑘𝑐 is in-contact term of
conduction, and 𝑘𝑛𝑐 the non-contact term referring to radiative and conductive HT.

𝑘 = 𝑘𝑐 + 𝑘𝑛𝑐 (3.36)

3.2.4.2 Parameters affecting conductance
Yovanovich summarized four decades of research on thermal contact HT [204]. In this
reference work, he detailed the different parameters that influence the contact conductance:

• The topology of the contacting surfaces: the main geometric parameters are the surface
roughness 𝑅𝑎 and asperity slopes 𝑚 that influence the real surface in contact and the
deformation under pressure behavior.

• The contact pressure 𝑃 : the pressure between the contacting surfaces is at the origin
of the deformations that promote an evolution of contact surface ratio.

• The gap thickness (𝛿𝑘): this parameter describes the average gap distance between the
contacting surfaces.

• Thermal conductivity of the contacting materials (𝑘𝑒𝑞).
• The elastic properties: Modulus of elasticity of the contacting solids (E) This affects

the elastic deformation of the contacting surfaces. The surface hardness (𝐻) or yield
strength (𝜎0) of the contacting materials play also an important role. During high
pressure, the surface topology evolves because of plastic deformations and the contact
surface ratio varies.

• Average temperature of the interface (𝑇𝑚): it influences the physical properties of the
contacting materials.

• Interface properties: interstitial material, such as foil, coating or grease, placed between
the two surfaces of the joint.

• Oxidation: the thermal contact resistance of a material increases when the surface is
oxidized. The effect of oxide layers can be quite significant for flat surfaces.

For a couple of materials with specific surfaces properties, the main parameters that influence
HT are the contact pressure first, and then the temperature of surfaces. The Figure 3.18
represents the conductance variation with the temperature at different contact pressure
and 𝑅𝑎 values for a AISI 304 stainless steel. The variations are significant according to
pressure and temperature, whereas the shapes of temperature variation evolve with the
surface roughness.

(a) (b) (c)

Figure 3.18 – Effects of contact pressure and interface temperature on TCC of a SUS
304 stainless steel: (a) 𝑅𝑎=0.4 𝜇m, (b) 𝑅𝑎=1.18 𝜇m, (c) 𝑅𝑎=2 𝜇m [34]
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3.2.4.3 Conductance models

3.2.4.3.1 Contact conductance

Cooper et al. [205] defined that the ratio of apparent contact surface 𝐴𝑟 and total surface
𝐴𝑎 is equal to the ratio of the pressure and the contact hardness 𝐻𝑐 of materials (Equation
(3.37)). From this relation, they defined a dimensionless contact conductance model that
takes account of the effective RMS roughness 𝜎 (=

√︀
𝜎2

1 + 𝜎2
2), the effective mean asperity

slope 𝑚 (=
√︀

𝑚2
1 + 𝑚2

2), the effective thermal conductivity 𝑘𝑒𝑞 (=2𝑘1𝑘2/(𝑘1 + 𝑘2)), and the
ratio of pressure and hardness defined in the Equation (3.38) where 𝑎1 and 𝑏1 are material
constants. This model is commonly called the CMY model in reference to Cooper, Mikic and
Yovanovic who created the model. This model fits experimental data with good agreement
for different material and roughness properties with 𝑎1=1.25 and 𝑏1=0.95 [204].

𝐴𝑟

𝐴𝑎
= 𝑃

𝐻𝑐
(3.37)

𝑘𝑐𝜎

𝑘𝑒𝑞𝑚
= 𝑎1( 𝑃

𝐻𝑐
)𝑏1 (3.38)

The previously described model deals with plastic deformation of asperities. Mikić [206]
defined a model based on the same formulation based on elastic regime where he replaced the
hardness term and included effective Young Modulus 𝐸𝑒𝑞 (1/𝐸𝑒𝑞 = (1−𝜈2

1)/𝐸1 +(1−𝜈2
2)/𝐸2)

such as defined in the Equation (3.39).

𝑘𝑐𝜎𝑠

𝑘𝑒𝑞𝑚
= 1.551( 𝑃

√
2

𝐸𝑒𝑞𝑚
)0.94 (3.39)

Dou et al. [34] proposed a temperature correlation of the CMY model defined in the Equation
(3.40) where 𝑇 is the interface temperature, 𝑘𝑒𝑞 and 𝐻𝑐 are taken at reference temperature
𝑇0, and 𝑐1, 𝑐2 and 𝑐3 are constants. This empirical relation worked fairly well for a SUS 304
stainless steel for a temperature range of 360 to 640 ∘C, a pressure range of 2.39 to 15.17
MPa and a roughness range of 0.025 to 2 𝜇m.

𝑘𝑐𝜎𝑠

𝑘𝑒𝑞𝑚
= 𝑐1( 𝑇

𝑇0
)𝑐2( 𝑃

𝐻𝑐
)𝑐3 (3.40)

3.2.4.3.2 Gap conductance

There are two gap scales: microgaps and macrogaps. The microgap conditions refers to
in contact cavities formed by roughness asperities. Microgaps are sensitive to pressure.
Macrogaps are formed when there is no positive contact pressure.

Usually, for conforming contact conditions, the heat transferred by conduction through solid
thermal diffusion is largely superior to radiative and convective terms. In some cases, gap
conductance can have an impact, especially at high temperature, the radiative HT are no
longer negligible, particularly at low pressure when the contact term of conductance is lower.
Liu and Shang [207] shows that under 850 K the radiative term has no impact.

Some authors proposed a model with the contribution of three modes simultaneously [208, 207]
such as defined in the Equation 3.41 where 𝑘𝑓 and 𝑘𝑟 are the gas gap and the radiation
gap conductance. Madhusudana and Fletcher [209] analyzed the effect of gap conductance
through gas. They proposed that gas transfers heat through conduction because of low
Grashoff number such that defined equation (3.43) where 𝑘*

𝑓 is the fluid thermal conductivity
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and 𝛿 the mean thickness of the gas gap. The effective thickness of the gap would be of the
same order of magnitude as the surface roughness heights for microgap conditions. Liu and
Shang [207] related the evolution of 𝛿 for positive pressure contact conditions such as defined
in the Equation (3.43). The model can be extended for to macrogaps using 𝛿=𝛿0 + 𝑑 where
d is the peak-to-peak interface distance and 𝛿0 refers to the equivalent gas gap value at zero
pressure.

𝑘 = 𝑘𝑐 + 𝑘𝑓 + 𝑘𝑟 (3.41)

𝑘𝑓 =
𝑘*

𝑓

𝛿
(3.42)

𝛿 = 1.53𝜎( 𝑃

𝐻
)−0.097 (3.43)

A radiative conductance term 𝑘𝑟 was used in some high temperature conduction case [208, 207]
derived from Stephan-Boltzman heat flux relation. 𝑘𝑟 is defined in the Equation (3.44) where
𝐶 is a coefficient that depends on the surface emissivities and the (VF), 𝜎𝑏 is the Stephan-
Boltzmann constant. 𝐶 is defined (3.45) where 𝐹 is the VF of surfaces, 𝜖1 and 𝜖2 are the
surface emissivities.

𝑘𝑟 = 𝐶𝜎𝑏(𝑇 2
1 + 𝑇 2

2 )(𝑇1 + 𝑇2) (3.44)

𝐶 = 1
1−𝜖1

𝜖1
+ 1

𝐹 + 1−𝜖2
𝜖2

(3.45)

3.2.4.4 Conductive heat transfers in FEM analysis

Some authors investigated the FEM of conduction heat transfers during stamping process.
They generally defined the surface BC such as defined in the Equation (3.46) where ℎ𝑒𝑓𝑓 is
an effective HTC as the sum of the different modes contribution [76, 171, 35, 172].

𝑞 = ℎ𝑒𝑓𝑓 (𝑇1 − 𝑇2) (3.46)

Shapiro used a contact pressure conduction model for stamping step [210]. He gave different
contact pressure models available into LS-DYNA FE software. The models are given in the
Equations (3.47) where 𝑎, 𝑏, 𝑐 and 𝑑 are constants, (3.48) where 𝑘𝑔𝑎𝑠, 𝜆 and 𝜎 are respectively
the gas and equivalent surfaces thermal conductivities and the equivalent roughness of parts
surfaces and (3.49) where 𝑎, 𝑏, 𝑐 and 𝑑 are constants which are respectively polynomial,
power and exponential law models.

ℎ(𝑝) = 𝑎 + 𝑏𝑃 + 𝑐𝑃 2 + 𝑑𝑃 3 (3.47)

ℎ(𝑝) = 𝜋𝑘𝑔𝑎𝑠

4𝜆

[︃
1 + 85

(︂
𝑃

𝜎

)︂0.8
]︃

(3.48)

ℎ(𝑝) = 𝑎

[︂
1 − 𝑒𝑥𝑝

(︂
−𝑏

𝑃

𝑐

)︂]︂𝑑

(3.49)

Martins et al. [35] chose to use a continuous model based on exponential functions that
allow to work with both positive pressure and gap interface conditions represented in the
Figure 3.19a. Thomas et al. [36] include a pressure and gap dependent TCR models (shown
in the Figure 3.19b) in the simulation of hot tearing process. They introduced a radiation
contribution using the gray radiation theory and a gas-gap term limited to the zero pressure
conductance ℎ0 for near-zero gap values.
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(a) (b)

Figure 3.19 – (a) interfacial heat transfer coefficient [35], (b) conductance model used
in hot tearing process simulation [36]

3.2.4.5 Conductance boundary condition
The contact conditions during the cooling and unmolding operations are particularly varying.
They switch from positive pressure conduction to radiative-conductive HT modes. In addition,
the regular pressure order of magnitude described by standard models is most of the time
superior to the process. Finally, the BN coating added to the high temperature pressure
contact conditions during superplastic deformation may tend to reduce contact asperities
and mitigate the effect of pressure on conductance.

ABAQUSr proposes to compute the gap radiation HT and conductance evolution with
pressure and gap distance separately such as defined in the Equation (3.50) where 𝑘𝑐 is the
conductance and 𝜑𝑟𝑎𝑑 the radiative flux defined in Equation (3.17). In the process case, the
contact distance is considered closed to zero such that the VF are equal to one.

𝜑𝑐 = 𝜑𝑟𝑎𝑑 + 𝑘𝑐Δ𝑇 (3.50)

The gas-gap and pressure conductance is modeled with the parameter 𝑘𝑐 defined in the
Equation (3.51) build from the model given in the Figure 3.19b. It is simplified compared to
literature’s models to ease the computation and the characterization work. 𝑘0 is a surfaces
parameter, 𝜆𝑎𝑖𝑟 is the thermal conductivity of air, and 𝛿0 (= 𝜆𝑎𝑖𝑟/𝑘0) is a parameter adjusted
such that to get a continuity between closed to open contact transition.

𝑘𝑐 =

⎧⎨⎩ 𝑘0(𝑃/𝑃𝑖𝑛𝑖)0.95

𝑘0
𝜆𝑎𝑖𝑟/(𝛿 + 𝛿0)

𝑃 > 𝑃𝑖𝑛𝑖

0 < 𝑃 ≤ 𝑃𝑖𝑛𝑖

𝛿 > 0
(3.51)

The pressure dependency is firstly considered constant for low pressure (𝑃 ∈ [0, 𝑃𝑖𝑛𝑖] -
𝑃𝑖𝑛𝑖=0.01 MPa) and then obeys to classical formulation as defined in the Equation (3.51).
This way, the non-linearity and convergence issues related to open-to-close contact transitions
produced during cooling are limited.

A tabular definition of the pressure and gap conductance model is used for convergence
reasons. It is defined independently from the 𝑘0 parameter using the normalized definition as
shown in the Figure 3.20b. The normalized pressure and distance are defined in the Equation
(3.52). The definition of the tabular model presented in the Table 3.1 has the advantage to
get only one parameter: 𝑘0.

𝑘* = 𝑘𝑐

𝑘0
= 1

1 + 𝛿* 𝑤𝑖𝑡ℎ 𝛿* = 𝛿

𝛿0
= 𝛿𝑘0

𝜆𝑎𝑖𝑟
(3.52)
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(a) (b)

Figure 3.20 – Graphs of the normalized conductance model as a function of (a) pressure
and (b) normalized distance

gap pressure
0 𝑘0 0 𝑘0

2.5*𝛿0 𝑘0/5 𝑃𝑖𝑛𝑖 𝑘0
20*𝛿0 0 50 (𝑘0/𝑃𝑖𝑛𝑖)*50

Table 3.1 – Tabular definition of pressure-gap conductance model

3.2.5 Conclusions
The principal objective of this chapter was to characterize the parameters of the BC models
for the four modes (natural and forced convection, conduction and radiation) so that to
implement them into the FE model. The literature review has given an overview of the
different HT modes, how they evolve, what are their parameters of influence and what kind
of model could be used for the SPF process purpose. The important points are summarized
below and criticized regarding to SPF process. Then, sub-objectives are detailed to introduce
the methodology employed to answer the principal objective:

3.2.5.1 Radiation
The radiative HT is the consequence of electromagnetic wave radiation emission and absorp-
tion. The capacity of emitting and absorbing thermal radiation is relative to the surface
emissivity. It is material, temperature, surface, direction and wavelength sensitive. The
characterization of emissivity of various materials including Ti-64 were performed for various
conditions of temperature roughness and oxidation. Some models exists to take account of
emissivity variations.
The objective concerning thermal radiations was to evaluate emissivity and its variation
for the process conditions of temperature and oxidation such as defined in the Equation
(3.53) where 𝑑 represent the oxide layer thickness. Indeed, Ti-64 sheets are coated with BN
lubricant that modify emissivity and oxidation process. In addition, the emissivity properties
of surrounding environment such as tooling and press had to be also investigated.

𝜖 = 𝑓(𝑇, 𝑑) (3.53)

3.2.5.2 Natural Convection
There are two different configurations during the cooling process that produced different
convection flows. Inside press, the fluid flow is specific to cavity flow that promote swirling
effect and an important variation of convection coefficient along walls because of temperature
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variation of the fluid during the travel inside the press. Then, the configuration of the
massive mold and the heating platens promote turbulences due to the temperature difference
with the rest of the press. Finally, most of the literature cases focus on an initial cold
environment so that the time variation of the convection coefficients are opposite to SPF
process configuration where it starts from low value at press opening. The used model has
the form of the Equation (3.54) where ℎ0 represents the transient effect during opening of
the press’ door, and ℎ1 the steady state value of ℎ𝑐 for the process conditions.

ℎ𝑐 = ℎ0(𝑡) * ℎ1(𝑅𝑎, 𝑇 ) (3.54)

Outside the press, the literature on natural convection over horizontal plates gives a global
evaluation of HT coefficient and its sensitivity to flow regimes. However, the complexity of
geometry with confined zones and non-flat geometries make difficult to evaluate local HT
coefficients. Moreover, the high temperature of SPF case has not been investigated in the
literature, especially for such high Rayleigh numbers that promote turbulences.
The objective concerning the natural convection coefficient (NCC) was to defines first an
experimental procedure that promote various representative convection regimes. Then, a
strategy for high temperature measurements had to be developed to get thermal data for the
NCC characterization and numerical correlations. Finally, the NCC has to be modeled as a
function of space and time (Equation (3.55)) based on CFD simulations results to fit the
experimental data.

ℎ𝑐 = 𝑓(𝑡, 𝑥, 𝑦, 𝑧) (3.55)

3.2.5.3 Forced Convection
The forced convection problem was largely investigated regarding to jet impingement HT.
The influence of the velocity, the nozzle-to-plate distance, the pitch between nozzles for
multi-jet impingement were mainly investigated on flat plate. Some models exist to define
associated HTC. The model developed by Mohanty and Tawfek [199] seems the most adapted
to the process conditions (dimensions and flow regime).
The objective concerning blow cooling was to characterize the mentioned model and propose
an adaptation for non flat geometries and multiple nozzles such as defined in the Equation
3.56 where 𝑔𝑓𝑐 is a correction function.

ℎ𝑓𝑐 =
[︁
ℎ0 + (ℎ1 − ℎ0)𝑒−𝑘ℎ( 𝑟−𝑅

𝑅 )
]︁

* 𝑔𝑓𝑐(𝑥, 𝑦, 𝑧) (3.56)

3.2.5.4 Conduction
During thermal conduction HT, every mode plays a role. The real contact interface is
composed by contacting points and cavities formed by asperities. Conduction at contacting
point is sensitive to temperature and thermal diffusion properties of materials. The convection
inside the roughness cavities (named gas-gap conduction) is made by convection through
the air and also radiation between the cavities’ surfaces. The global conductance coefficient
varies as a function of surface ratio of contacting points and the total surface. This variation
is controlled by the contact pressure and the materials resistance to deformation (Young
modulus or hardness). Some models takes account of roughness and asperities parameters.
In SPF process the thermal stresses induced during blow cooling produces heterogeneous
contact conditions with positive pressure and positive gap configurations. Moreover, BN
used for lubrication plays a role into conduction HT.

The objective concerning conductance model was to perform experiments that reproduced
the different configurations of contact with representative surface conditions (roughness and
BN coating). Then the radiative-conductive conductance model defined in the Equation
(3.50) had to be characterized especially the 𝑘0 parameter defined in the Equation (3.51).
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3.3 Strategy for the heat transfer characterization
3.3.1 Characterization issues
There are different methods to determine HT coefficients. Some laboratory experiments
exist for each mode. They usually propose to measure temperature or heat flux variation
in controlled condition to obtained HTC from simplified heat equation. However, the
simplification or even suppression of some industrial operating conditions are discussed
below:

p Radiations

The measurement of emissivity is usually made on prepared samples at various temperature
and heat treatments inside controlled environment (Argon, air, etc.) and temperature. This
type of experiment enables to get spectral emissivity by comparing to black body radiation
measurement. The total emissivity is obtained by measuring the spectral emissivity for
various wavelength in the near peak wavelength of a temperature. However, the heterogeneity
of surfaces are difficult to reproduce on laboratory samples. Indeed, during SPF the sheet
metal undergoes heterogeneous deformations and loading conditions that modify the metal
surface and the layers of BN lubricant and its potential oxidation barrier effects so that
emissivity may significantly vary on the surface.

p Convection

HT measurements can be performed on flat plate or curved plate surface, at various orientation
under various flow regime conditions and temperatures. However, in the industrial case,
the fluid flow is influenced by the surrounding environment such as hot press, handling
robot, etc., that modifies the fluid temperature and flow. Simple shapes in laboratory
environment are preserved from such perturbations. Moreover, convection HT induced into
the laboratory configurations for specific surface cannot be transferred to an equivalent
surface if the surrounding surfaces are fully different than the experimental configuration.

p Conduction

It exists several widespread laboratory experiments such as "bolted joint" of "cylinder joint"
experiments that focuses on positive pressure contact conditions. However, as explained in
Section 3.2.5, the contact conditions (pressure and gap at interface) varies along the process.
In addition, the BN coating is heterogeneous so that it influence a lot the contact resistance.
A sensitivity study to BN coating would have to be performed.

3.3.2 Characterization method
The industrial configurations for each mode are so complex that they would impose to
make varying too much parameters to get fully characterized. Therefore, it was chosen to
perform the major part of the characterization experiments in industrial conditions. However,
there are several constraints in the industrial environment. Indeed, There is no possibility
to instrument the industrial machines with measurement means for complexity of warm
environment, cost and availability reasons. Therefore, the first objective mentioned in the
Section 3.1.2 has actually consisted in designing a laboratory mean to reproduce and measure
the heat transfers that occur during the industrial process.

This tooling is composed of a complete SPF tooling (mold and extraction frame) with formed
parts in order to get strictly the same conditions of the industrial process. The mold and the
parts were previously prepared (surface finishing and BN coating) and several parts were
formed at AIRBUS on an industrial SPF press. The Mold and the formed parts were then
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transferred to the laboratory where a SPF process-based furnace have been used to re-heat
parts and tooling equipped with a thermal instrumentation.
Therefore, most of the characterization issues mentioned above are circumvented by having
industrial conditions for the laboratory experiments. However, the characterization of thermal
BC model is not as trivial as with the laboratory experiments.
The characterization of HT was performed in several steps as explained in the Figure 3.21:

• Prototyping: this step consisted into the design and the manufacturing of a complete
tooling. Then several parts were formed to get samples for characterization purpose.

• Experimentation: several experiment were designed in order to promote different HT
configurations. The design of experiments was carefully developed to isolate one HT
mode over others to ease its characterization. The experiments were performed with
various means of local and field measurements of the temperature.

• Characterization: an inverse analysis method was used for the HT characterization.
The data from field and local measurements were post treated and used to compare
and fit the thermal BC.

• Adaptation: the differences between the HT that were characterized on prototype
tooling configuration and industrial case have to be evaluated. Some modification of
the BC models are proposed in the Chapter 4 to be used for industrial case.

                      INVERSE ANALYSIS 

EXPERIMENTATION INDUSTRIAL CASE 

PROTOTYPING 

MATERIAL MODEL 

THERMAL B.C. MECHANICAL B.C. 

MATERIAL MODEL 

OK ? 

Heat transfers data 

Heat transfers data 

ADAPTATION 

THERMAL B.C. MECHANICAL B.C. 

Yes 

No 

Figure 3.21 – Schematic of characterization steps

These several steps are detailed in the next sections of the chapter, except for the adaptation
which is presented in the Chapter 4. In addition to these characterization on prototype
tooling, independent emissivity measurements were performed on several surface quality from
formed part.

3.4 Design of Experiments
The design of the experiments was built on several instrumented heating and cooling
procedures on an industrial tooling with formed parts. These tests were performed using a

86



Heat Transfers modeling

laboratory oven. The tooling had to be adapted to the size constraints of the furnace. In
this section, the testing machine, the tooling and the design of the experiments are detailed.

3.4.1 Testing machine
The laboratory equipment is a resistance heating furnace. It is composed by a movable
platform (the shuttle) that shift along a rail in the horizontal direction. The tooling is
disposed at the center of the shuttle. The motion of the shuttle is automatically controlled
from heating point to the end of rail. The second part of the furnace (the bell), which
is composed by the resistance heaters, is movable in the vertical direction. The system
is controlled by an automaton that enables to impose heating profiles. The temperature
is enslaved thanks to environment thermocouples inside the furnace. The Figure 3.22a
represents the different parts described above.

Bell 

Shuttle 

(a) (b)

Figure 3.22 – Picture of equipment: (a) the shuttle outside (b) the bell is opening at
high temperature

The shuttle has an usable area of 1,2x0.70 m2 with a maximum height of 0.8 m. The furnace
can reach a maximum temperature of 1380 ∘C. The exit procedure consists in a first vertical
opening of the bell (3 s), followed by the horizontal displacement of shuttle (5 s). The
Figure 3.22b represents the maximum height position of the bell. The procedure is not
modifiable such that the furnace do not give the possibility to reproduce the side-open cavity
configuration of the inside press natural cooling operation.

3.4.2 Design of prototype
The size of the testing machine made difficult to find existing SPF die to use for our
experiments. Indeed, the size of industrial parts are larger than the shuttle size. There was
the possibility to use an existing prototype die that had already been used for SPF thermal
study [62] as shown in the Figure 3.23a. A first numerical study of the forming feasibility
with the present die was performed. The numerical results showed that the mold shape was
to much complicated to ensure superplastic forming conditions. A second numerical analysis
enabled to propose mold modifications to be able to form such as presented in the Figure
3.23b. Once the final surface of SPF die was fixed, some modifications of the geometry and
additional tooling (extraction frame and top SPF die) were designed accounting of the press
environment and the process constraints. The Figure 3.23c shows the CAD definition of the
tooling assembly.
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(a) (b) (c)

Figure 3.23 – Prototype tooling: (a) initial geometry, CAD views of (b) the modified
mold and (c) the entire SPF dies assembly

The different manufacturing operations were defined in partnership with the mechanical
workshop department of AIRBUS Saint-Eloi plant in Toulouse. The material of the SPF die
was a SP50 alloy (Nickel-Chrome-based refractory alloy from Aubert & Duval). The hole
was sealed with inconel 625 and the extraction frame and top die were manufactured from
an old SPF die made of X40CrNi alloy. The three parts are presented in the Figure 3.24.
The thermo-physical properties of the different materials are given in the Appendix D.1.

(a) (b)

Figure 3.24 – Picture of (a) mold and extraction frame and (b) top mold for SPF
forming

Five parts were formed using a pressure cycle computed using the method developed by
Rollin et al. [60]. A BN coating was applied on the surface of the dies and on each side of
blanks. The objective is to decrease friction for the side in contact with the mold, and to limit
oxidation on the other side. The parts were formed with and without BN coating on the gas
pressure side. Thus, two surface conditions were available for radiation BC characterization.
One with highly oxidized upper surface, and the other with a limited oxidation layer.

3.4.3 Design of instrumentation
Three different instrumentation means were used for each experiment: thermocouples, a
pyroreflectometer and a thermal camera. Each measurement mean presents advantages
and weaknesses. They are highlighted below regarding to the need and the experimental
constraints:

p Thermocouples

Thermocouples have a considerable advantage compared to radiation-based measurement
methods. They give a true temperature information. Indeed, once the thermocouple is

88



Heat Transfers modeling

welded, no prior calibration and supplementary material properties (such as emissivity) are
required to exploit the obtained data. However, the main drawback is that they require to
be welded a-priori, and the manipulation of the part is limited by the cables. Moreover, the
junction of thermocouples can be influenced when high flux are imposed such like during
air-jet impinging forced convection, even when it is protected by an insulation.
The thermocouple that were used are 0.3-0.5 mm wire diameters type K with fiberglass-based
sheath protection. A high temperature cement Omega Bond™ 700 was used to protect
welded junction mechanically and from external disturbing heat flux such like blowing. The
thermal conduction properties of cement is around 0.75 W.m−1.K−1 compared to around
12 W.m−1.K−1 (between 20-900 ∘C) for Ti-64. Aluminum adhesive tapes were disposed to
prevent from motion during shuttle displacement and preserve the welds. Some thermocouples
welded on the part surface are shown in the Figure 3.25a.

p Pyroreflectometer

The use of pyrometry and reflectometry measurements on a single point enables to get true
temperature at these point independently from the influence of the emissivity value and
its variations. This measure in a good alternative to thermocouples when high flux can
disturb measured data. In conjunction with thermal camera data at measurement point, it is
possible to obtained emissivity information. However, the pyro-reflectometer is composed by
two lasers that require to be focused to get reflection information. Thus, the pointed surface
needs to be fix during the experiments. The pyrorefletometer and its lasers are represented
in the Figure 3.25b.

p Thermal camera

A thermal camera gives the radiance temperature by comparing to radiance signal calibrated
on a black body. It has the weakness to need emissivity information to get the true
temperature, yet, it has a strong advantage to record field data. In conjunction with
thermocouple, pyroreflectometry or additional emissivity measurement (with spectrometer)
the camera provides temperature field on the measured surface. The equipment was a near
infra-red (NIR) camera sensor fitted with 1.55 𝜇m passband filter. It was calibrated with
black body in the temperature range between 500 ∘C and 800 ∘C. The Figure 3.25c shows a
thermogram obtained from the camera that highlights the gradient of temperature thanks to
the brightness contrasts.

(a) (b) (c)

Figure 3.25 – Picture of (a) the formed part equipped with thermocouples (b) the
pyro-reflectometer installation (c) the thermal radiation intensity field from thermal
camera
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3.4.4 Design of testing procedures
3.4.4.1 Heat transfers operating ranges
The HT at part surfaces are a combination of convection, radiation and conduction (at contact
interfaces) modes. The design of experiments must help to isolate a specific mode over others
to characterize the HT coefficients more easily. In order to evaluate the operating range
for each mode, an estimation of associated heat flux was performed using extreme transfer
conditions. Indeed, except for conduction phenomena which refers to surface temperature
difference at interface, radiation and convection heat flux intensities can be compared at a
specific surface temperature.

In the frame of experiments performed on the prototype tooling at ambient temperature
cooling conditions, the radiation, the natural and forced convection heat flux can be estimated
as follow:

• Radiation: the Figure 3.26a represents the sum of viewing factors of the shaped surface
of the part computed by ABAQUSr . By considering that the part is cooling at a
constant temperature, a minimum and a maximum radiative heat flux can be estimated
using a constant emissivity (taken at 0.85 for oxidize surfaces) with the Equation (3.5).
A spectra of operating radiative flux is represented in the Figure 3.26b in red with
logarithmic y-axis variations.

• Natural convection: its spectra (in blue) is computed using the Nusselt correlation of
the Equation (3.26) with extreme values for the film temperatures (between 50 and 440
∘C) and the characteristic length (the part alone or the whole shuttle surface). The
obtained extrema values of convection coefficients are 3.75 and 10 W.m−2.K−1. The
associated heat flux spectra is represented in blue in the Figure 3.26b.

• Forced convection: its spectra (in green) is computed using the Nusselt correlation of
the Equation (3.31) at 𝐻/𝑑=50, and a Reynolds number computed with fluid velocity
of 5-10 m.s−1 (obtained from flow rate measurements). The HTC values are considered
at stagnation point around 80 and 135 W.m−2.K−1.

(a) (b)

Figure 3.26 – (a) view factors of the part surface, (b) heat flux spectrum comparison

The Figure 3.26b clearly shows that the forced convection is much more intense than both
other modes on the whole range of temperature. Therefore, any kind of experiment where
blow convection is reproduced may enable to isolate its effect. Concerning convective and
radiative flux, both contributions seem equivalent with a slight superior effect for radiation
at high temperatures. Indeed, for the temperature between 700-900 ∘C, the radiation mode
is globally higher. However, the low viewing factor values in the corner regions may promote
lower radiative heat flux than convection mode whatever the temperature range. Therefore,
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the characterization of both modes can not be performed totally isolating one from each other.
A solution has been to promote two different convection flows around the geometry while
keeping the same radiative configuration (ie. the same geometry and surface conditions).
Concerning conduction HT, the Figure 3.27 represents the evolution of the heat flux generated
by conduction as a function of pressure and gap for a specific configuration. Indeed, it
corresponds to two surfaces such as part and die respectively at 800 and 850 ∘C for which the
zero pressure conductance value has been estimated at 200 W.m−2.K−1 from low pressure
data of the literature [211]. Both sides of the zero pressure-gap axis is computed with
pressure and radiative-gas gap conductance model (at constant temperature properties)
with the Equation (3.41). The heat flux is divided by five for the contact conditions from
2,5 MPa up to 2,5 mm according to literature models. Therefore, variation of contact
conditions promoted by thermal stresses are supposed to highlight the conductive heat flux
variations. One difficulty is to evaluate these conduction heat flux gradients from the upper
side temperature information which is influenced by thermal diffusion through the thickness
heterogeneously distributed on the part.

Figure 3.27 – Evolution of conduction heat flux model as a function of pressure and
gap distance at interface for specific contact conditions

3.4.4.2 Experiments configurations
A total of six different configurations were defined to characterize and validate the the HT
BC. A first configuration was used to develop the global methodology, especially regarding
measurement issues. Then, two configurations without contact interfaces were used to fix
thermal radiation and natural convection. A fourth configuration mixing every modes were
used for forced convection and conduction HT characterization. A fifth configuration was
used to validate the different models without isolating a mode over others. This configuration
was used with and without BN coating to test its influence on the upper surface. A last
configuration enabled to perform unmolding procedure with a natural cooling at ambient
temperature such as for the outside press natural cooling phase. Each configuration consisted
in a pre-heating procedure composed by four hours heating ramp up to 870-900 ∘C followed
by a two hours plateau, and then various cooling conditions. Each experiment is presented
below:

p The "development" experiment

This experiment consisted in testing the use of different means of measurement: the effect
of the heating procedure and the motion of the shuttle on the thermocouple resistance; the
behavior of the pyro-reflectometer and the NIR camera (respectively shown in the Figure
3.28a and 3.28b) during the experiment. Some points were important to be questioned
regarding to the position of means, their orientation regarding to the measured surfaces
and some details related to the technologies. Moreover, an important aspect consisted in
observing how the part filled back into the mold after heating. Indeed, the initial condition
of the tests is an important point to pay attention for thermal contact characterization.
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(a) (b)

Figure 3.28 – Pictures of the development experiment focused on (a) the pyroreflec-
tometer and (b) the NIR camera

p The "Mold" experiment

This experiment consisted of using only the SPF die in order to promote natural convective
and radiative HT without conduction between the mold and the part. The surface of interest
was the forming shape of the die. During the experiment, there were also HT with shuttle by
radiation and conduction. The contact conditions at mold and shuttle platen was considered
staying quite homogeneous and constant along the experiment due to the weight of the mold.

This experiment had two objectives. The first one concerns the effect of the forming shape
on the radiative flux and the convection flow. Indeed, except the surface emissivity, the HT
configuration at this surface is supposed to be fairly identical to the configuration with the
part. The advantage of this case is that the unknown of part-mold conduction is removed.
The cooling of die was performed over long period up to reach ambient temperature in order
to go all over the temperature range and the operating range of both modes. A second
objective is to characterize in a fairly simple case the HT of the mold with the surrounding
shuttle environment.

A picture of the configuration is given in the Figure 3.29a. It shows that the die was
particularly oxidized outside the forming shape which was protected by BN coating. Five
thermocouples were fixed as shown in the Figure 3.29b on a CAD representation. The
different thermocouples were arranged according to specific orientations (vertical, horizontal,
inclined) and locations (exterior, joint surface, inside forming shape) to evaluate the effect of
radiative and convective flux at this positions.

p The "Part-Frame" experiment

This configuration is presented in the Figure 3.30a. The assembly is composed by the part
and the frame which is placed on ceramic bars to elevate it and let air flows downward the
part. During the experiment, the part was mainly subjected to radiative and convective
HT. The BC at the upper surface are closed to the Mold experiment conditions. Thus it is
possible to fix radiation and convection HT in conjunction with the Mold experiment.

In addition, the possibility for air to flow downward to the part enables to get analogous
situation when the industrial part is cooling outside to the press. In this case the heat flux
is more complex than the Mold experiment. In addition to downward air flow, thermal
radiation operates between every parts and the environment.
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(a)
(b)

Figure 3.29 – Mold experiment: (a) picture at high temperature, (b) CAD view with
the thermocouple positions

(a)

P1 P2/9 P3 P4/10 P5 P6 P7 

P8 

S1 

Fr 

(b)

Figure 3.30 – Part-Frame experiment: (a) picture at high temperature, (b) CAD view
with the thermocouple positions

Eight thermocouples were placed at various position with different orientations upward, but
also downward (thermocouples P9 and P10) such as seen in the Figure 3.30a and schematically
presented in the Figure 3.30b. The thermocouples P9 and P10 are located on the same
position at the opposite side of the thermocouples P2 and P4. A thermocouple S1 is also
fixed on the shuttle at the center below the part.

p "Mold-Part-Frame"

This configuration presented in the Figure 3.31a was used to perform several types of
experiment. It was used to perform air jet blowing operation as presented in the Figure
3.31b, and also natural cooling experiments with the BN impact evaluation. The same
thermocouples location was used for each experiment as shown in the Figure 3.31c.

- "Blowing" experiment

This configuration had two combined objectives: firstly to determine the HTC for typical
single nozzle blow cooling operation, and then characterize the thermal conductance model.
Indeed, the air jet impinging the part is supposed to generate an intense cooling and
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(a) (b) (c)

Figure 3.31 – Mold-Part-Frame experiment: (a) picture at high temperature, (b) the
blowing system and (b) the thermocouple position

significant thermal gradient that would produce an expansion of the sheet. Thus, strong
heterogeneous contact conditions could be induced which would exacerbate the influences of
contact resistance heterogeneity at the mold-part interface. The nozzle was placed at 30 cm
above the thermocouple P5. The cooling procedure was composed by several blowing sessions
of around 20-30 seconds broken with natural cooling phases. By this way, the conductive
heat flux generated by temperature differences between part and mold were activated.

- "Natural convection" experiment

This experiment consisted in natural cooling during around ten minutes. Two surface prepa-
rations were tested: with and without BN coating. The objective of these experiments was
to validate the different boundary conditions determined through the dedicated experiments.
The use of both surface preparations enables to evaluate the impact of such parameter.

p Unmolding

This experiment consists in using the "Part-Frame" based configuration to test the effect of
natural cooling with none influence of shuttle onto the bottom surface of the part such like
during the outside press natural cooling. The part removal operation was performed with a
hoist system hanged to the frame (Figure 3.32a) and then placed on beams (Figure 3.32b)
set beforehand so that to identically place back the part.

(a) (b)

Figure 3.32 – Picture of the Unmolding experiment: (a) during the handling of the
frame, (b) after repositioning

It was not possible to weld thermocouples neither to use the pyroreflectomer, only the camera
was able to give temperature data. Indeed, the motion of part made difficult to replace at
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the exact same position to get intersection of lasers of pyroreflectometer at the same point.
In addition the thermocouples wires had to pass by the shuttle channels that prevent the
unmolding operation.

3.4.4.2.1 Discussion

The definition of an adapted design of experiments is crucial to answer the global objective of
thermal characterization. It was chosen to use an modified SPF die as laboratory prototype
tool to have industrial conditions. This solution enabled to free form industrial problematics
that make very complex the condition of HT to reproduce with usual laboratory experiments.
A set of experiments from which HT were more or less isolated were defined from the HT
operating range. Therefore the identification of thermal boundary conditions through inverse
analysis was simplified.

3.5 Experimental results
A large number of experiments and associated data were obtained. In this section, the
principal results that are used for the characterization of boundary conditions are presented.

3.5.1 Development experiment
As introduced in section 3.4.4, a first experiment was used to test several details of the
methodology such as:

1. The heating procedure: the programming of heating, the thermal response, the opening
of the bell and the displacement of shuttle. Take care of the timing and the good
maintaining of the part assembly and the THC during the shuttle displacement.

2. The measurement means: test the different means of instrumentation (THC, pyrore-
flectometer and camera).

3. The part and die fitting back: evaluate if the positioning of the part inside the mold is
identical to the initial conditions of the end of forming before cooling and unmolding
steps.

The presentation of the results has been placed in the Appendix B.1 in order to alleviate the
quantity of experimental results in this section. Only the conclusion are presented below.

The first objective have been fully met. Indeed, the heating procedure and the equipment
displacement worked perfectly. However, an electric disturbance modified THC signal during
part of heating phase with none impact during cooling procedure. In addition, one of
the welded THC showed a noisy signal that was probably due to a poor welding joint. A
particular attention to the welding preparation was paid for the other tests.

Concerning the measurement means, the agreement between THC and camera was demon-
strated, as well as for the camera and the pyroreflectometer. A good confidence was shown
in the measurement by NIR camera, especially in the oxidized state. At the beginning,
the values were underestimated but the emissivity value provided by the pyroreflectometer
allows a correction a posteriori. The pyroreflectometer did not work optimally because the
reflectivity measurement was not possible. I was probably due to a variation of height of the
sheet in between the laser setting before and after heating. However, it enabled to evaluate
the "grey" condition of the material in the process conditions.

Finally, the spot THC placed at the surface of the mold confirmed that the part was in
contact at the starting of the furnace opening. Therefore, the SPF conditions were respected
and initial conditions for characterizing the HT were acceptable.
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3.5.2 The Mold experiment: natural cooling
The objective of this experiment was to get temperature data in a configuration with no effect
of part-mold conduction, but only convective and radiative HT. The mold-platen conduction
has obviously an impact on the temperature evolution, but over a long period of time and
with fairly well-known contacting conditions contrary to the part-mold interface.

3.5.2.1 Temperature measurements
This experiment was performed on a long period to let the mold cooling down to the room
temperature. The Figure 3.33 shows the logarithmic time evolution of the temperature of
the THC during the whole test. The graph shows disparities of temperature according to
the position inside or outside forming shape. The THC 2, which has a null view factor
regarding to mold surface has the highest cooling rate at high temperature. This confirms
the importance of thermal radiation for this range of temperatures.

Figure 3.33 – Mold exp.: evolution of temperature of thermcouples during experiment
with associated position on CAD representation

The Figure 3.34b compares the curves of THC and camera extracted temperature during the
first thousand seconds. The Figure 3.34a represents the positioning of camera extraction
zones. Some points are located around the THC position, the square D is located at pyrometer
position (represented in green) and some other zones are retained for characterization issues.
The comparison of THC and camera seems to be accordant, contrary to the pyrometer and
camera (Figure 3.34c). Indeed, the pyrometer curve seems to deviate from the camera curve
while they are both radiance temperatures at the same wavelength. This phenomenon may
be a consequence of the lost of signal power (because of low emissivity values) to which the
pyrometer is more sensitive.

3.5.2.2 Analysis
Emissivity evolutions were computed from the curves of the Figure 3.34b by considering THC
data as the true temperature. The Figure 3.35a shows the curves of the computed emissivities
for each THC. There are large differences and non physical values (>1). However, there is the
same tendency to increase during the experiment for every position. The emissivity curves
obtained from THC 1 and 2, which are both outside from the forming shape are globally
higher than two others. This is probably due to the BN layer which is still present in the
forming shape area and has an inferior emissivity than oxidized surfaces such as observed in
the Figure 3.35b.

Local spectral emissivity measurements performed with a portable BRUKER Fourier-
transform infrared spectometer at the point indicated in the Figure 3.34a are presented in
the Figure 3.35c. The results confirmed strong emissivity differences in between 0 to 0.8.
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(a) (b) (c)

Figure 3.34 – Mold exp.:(a) camera picture with extraction points - comparison of
temperature data from (b) camera and THC (c) camera and pyrometer

(a) (b) (c)

Figure 3.35 – Mold exp.:(a) computed emissivities, (b) picture of cold mold after the
experiment and (c) spectral emissivity measurements

The Figure 3.35b shows the state of mold at the end of the experiment. The surface quality
remained highly impacted by the experiments compared with initial state after forming,
which can explains the emissivity gradient measured with the camera and the spectral
measurements.

3.5.2.3 Conclusions
The analysis of the temperature measurements have shown that the emissivity of the mold
surface was to highly heterogeneous probably because of the surface degradation (stop off,
wears, oxidation, etc.). In addition, the pyrometer data shows a deviation of temperature
compared to the camera data. Therefore, the non contact measurement data are not relevant
and only the THC data were used for the characterization presented in the Section 3.6.3.1.

3.5.3 The Part-Frame experiment: natural cooling
The objective of this experiment was to get temperature data in a configuration with no
effect of part-mold conduction such just like the Mold experiment. Moreover it promoted
different convective and radiative heat flux distributions over the part. Therefore, this second
configuration enabled to get additional temperature data for the characterization of both
radiative and convective boundary condition which were not possible to simply isolate from
each other. As for the Mold experiment, there are conduction HT between the ceramic bars
with the frame and the platen and the frame with the part. However, their effect is quite
limited on the formed shape area of the part. In addition, they can be considered in the
simulation using hypothesis to performed the characterization using the inverse analysis.
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3.5.3.1 Temperature measurements
This test consisted into natural cooling conditions during around 10 minutes after the shuttle
exit of the furnace. During the experiment, some THC did not resist to the thermomechanical
conditions. The Figure 3.36a represents the time evolution of the temperature for all THC.
The THC 2 did not give any data during cooling. Moreover, the THC 4, 1 and 5 no longer
gave data after the 80 first seconds such as seen in the Figure 3.36b.

(a) (b)

Figure 3.36 – Part-Frame exp.: THC data - temperature vs. time curves (a) full
experiment, (b) t<100 𝑠

The THC data show some interesting points. Firstly, the two THC fixed on the shuttle
and the frame cooled much slowly than the part which is much less massive. However, the
shuttle THC cooled faster than the frame during the 40 first second, and then the tendency
is inversed. This change in the thermal behavior regarding temperature response is also
observed for the part THC as represented in the Figure 3.36b with dotted lines which traduce
a slope change. This change is more or less continuous according to the position over the
surface.
Concerning the camera, the temperature for some positions indicated in the Figure 3.37b,
are plotted in the Figure 3.37a and a zoom is made on the 90 first seconds in the Figure
3.37c. The same phenomena is observed with camera data. However, the position C, which
is located at the joint plane above the frame contact surface, obviously cools much slowly,
but also does not present the slope change.

(a)

(b)

(c)

Figure 3.37 – Part-Frame exp.: NIR camera data (a) temperature versus time, (b)
extraction zones on temperature histogram, (c) focus on the temperature slopes change
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3.5.3.2 Analyses
The emissivities at THC were computed using the same method than for the previous
experiment. Camera data were extracted very close to the THC 4, 5, 6 and 7 which were
visible with the camera. The Figure 3.38a shows the emissivity variations at the associated
THC position. The emissivity values approximately started from the same value (𝜖=0.6-0.7)
and then varied heterogeneously regarding their position. The values above one have no
physical sense. However, the shape of the curves are similar. The emissivities increased
first and tended to reach a plateau. This phenomena might be related to the oxidation
mechanisms that are active above 600 ∘C for these materials.

The Figure 3.38b presents a comparison between camera and pyrometer. The camera curve
deviates around 500 ∘C which corresponds to the lower range of the calibration temperature
of the camera. The shape of curves ar fairly identical, yet a gap difference is noticeable
from around 50 seconds. This might probably be due to part deformations such as for the
development experiment.

(a) (b)

Figure 3.38 – Part-Frame exp.: (a) emissivity variation with temperature computed
from thermocouples-camera data, (b) comparison of pyrometer and associated camera
data

3.5.3.3 Conclusions
The results of this experiment gives a good correlation between contact and non contact
measurements. However, the emissivity computation gives different variations during the
test. Nevertheless, the heterogeneity is less disparate than for the Mold experiment and
tended to reveal an increasing evolution from 0.6-0.7 up to a plateau value closed to 1. As
for the Mold experiment, only the THC data were used for the characterization presented in
the Section 3.6.3.2.

3.5.4 The Mold-Part-Frame experiment: blowing
The objective of this experiment was double. Firstly, it was used to obtain temperature
field produced by air blowing on a hot part in the industrial conditions to characterize a
forced convection model. Then, the effect of this rapid cooling was supposed to produce
part deformations which should lead to an evolution of the contact conditions at the part-
mold interface. The evolution of the temperature field promoted by these varying contact
conditions was used to characterized the conductance model.
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3.5.4.1 Temperature measurements
The procedure of the blowing experiment is composed by successions of natural and forced
cooling of different periods. The Figure 3.39a shows the temperature curves from the THC
during the whole test. The THC 3 did not give data. The procedure was composed by seven
blowing sessions after what temperature tended to heat back at an asymptotic value.

The Figure 3.39b represents the averaged temperatures curves of welded and spot THC
(presented in the Section 3.5.5) in the case of natural convection and blow cooling experiments.
This graph shows that the mold was almost not impacted by forced convection. Indeed, the
asymptotic curves at each blow session seem to coincide with natural convection curve. On
the contrary, the part temperature is largely impacted at each blow session. However, the
asymptotic curve at the end of experiment has only 15 ∘C less from natural convection curve.
This is most likely due to the massiveness of mold that control the part temperature through
conduction HT.

(a) (b)

Figure 3.39 – Mold-Part-Frame exp.: comparison of temperature data from (a)
thermocouples (b) averaged temperatures of upward-welded and downward-spot THC
during natural convection and blowing experiments

The Figure 3.40a gives the temperature curves of zones of the part extracted such as presented
in the Figure 3.40b. For the temperatures lower to 450-500∘C, there are deviations until
discontinuities of curves. The A, B, D and E curves seem to have the same kind of evolution
than THC. The zone F seems to have a different behavior during the post blowing phase
especially after the sixth session. Comparatively, the zone B which has approximately the
same level of temperature seems to be preserved from this phenomenon. This is probably
due to the thermal contact conditions that were different for both zones.

Concerning the zones C and G that are located in the joint plan, they are fairly less impacted
by the blowing jet. A slight difference is observed between both zones that are symmetrically
disposed. This is due to a deformation of the part that limits the thermal conduction with
the frame. The deformation is visible near the pocketed zone in dark in the Figure 3.40b.

The Figure 3.41a shows an example of profile data (extracted from the line represented in the
Figure 3.40b) at several time during the first blowing session. The Figure 3.41b shows the
same profile which are adjusted by the maximum temperature of the profile (ΔT=T-max(T)).
These curves highlight that the temperature gradient increased between the two first times
and then slightly decreased.
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(a) (b)

Figure 3.40 – (a) radiant temperature vs. time evolution during blowing experiment
from NIR camera data, (b) position of extraction zones on NIR camera colored histogram
of temperature

(a) (b)

Figure 3.41 – radiant temperature variation on profile extracted from NIR camera (a)
unscaled, (b) scaled on maximum temperature

3.5.4.2 Analyses
A zoom on the first blowing session is presented for THC and camera data in the Figure 3.42
with the same temperature scales. Both graphs confirm that under forced convection, the
THC are influenced by the external heat flux even with the low-conductive cement disposed
onto the THC welds.

(a) (b)

Figure 3.42 – Comparison of the temperature evolution during the first blowing session
for (a) thermocouples, (b) camera
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3.5.4.3 Conclusions
It was seen that the effect of blowing on the THC did not give a valid temperature data.
Therefore, during blowing, only the camera data have been used. However, the camera data
had been calibrated for temperature in between 500 and 800 ∘C. Thus, for the first natural
cooling phase, the THC has been used, and the camera for the rest. Some profile such as
those presented in the Figure 3.41 have been extracted to cover the impinging zone from
which the forced convection model is characterized in the Section 3.6.4.

A difference between pyrometer curves and associated camera zone from the beginning of
the first blowing session happened. This was again probably due to the deformation of part
under high cooling rate. Thus, the curve from pyrometer data is not presented and was not
used for characterization purpose.

3.5.5 Mold-Part-Frame experiment: natural cooling
The aim of this experiment was to validate the different boundary conditions characterized
from the results of each previously described experiment in a configuration where each
radiation, convection and conduction HT were involved. Two surface conditions were tested
for the superior surface of the part (with and without BN coating) in order to have two
different emissivities and analyze the sensitivity of the FE model to this parameter. The
first objective of BN coating is to reduce friction phenomena. In addition, it has the effect to
modify the emissivity of the surface and also to prevent from oxidation. Indeed, the oxidation
effect as an impact on emissivity variation at high temperature, thus, BN is supposed to
modify radiative HT.

3.5.5.1 Temperature measurements
A new BN coating was applied on a part in the laboratory. The formed part was previously
cleaned from oxide chips coming from forming phase in order to return in the condition
before forming. However, the coating was not applied in conditions that it could resist at
high temperature during the furnace heating and cooling step. Indeed, the drying time was
not respected such that the coating produced chips that detached from the part such as
presented in the Figure 3.43a.

The Figure 3.43a represents two pictures of the part and BN coating at the end of the
experiment. At the beginning of the cooling phase, the coating was still in good conditions.
It is the effect of high cooling rates that produced its detachment. The Figure 3.43b and
3.43c represent thermal camera images of the BN and without BN (wBN) case. The BN case
shows significant discontinuities of thermal radiations over the surfaces. They may be related
to emissivity disparities due to oxidation, but also a rapid cooling of detached oxide layers.

The Figure 3.44a shows the curve of temperature from THC for wBN case. These experiments
were performed with the same THC than blowing test. That is why THC 3 has no associated
data. There is a high gradient of cooling rate during the first 150 seconds while for the rest
of the test, the variations are small.

The Figure 3.44b represents the temperature difference ΔT between BN and wBN cases
(Δ T=T𝐵𝑁 -T𝑤𝐵𝑁 ). This graph highlights firstly that the BN painting has an impact on
thermal response for identical cooling procedure. Secondly, the temperature differences go
increasingly between zero and around 300 seconds, and then it stays approximately constant
until decreasing during the third part of the experiment. This phenomena seems to follow the
transition of HT mode from radiation-dominated to convection dominated. In a first time the
difference of emissivity made the temperature difference to increase, then it stagnated because
of identical convection flow. Finally, the thermal conduction controlled by the temperature
of the mold made the parts temperature to converge.
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(a) (b) (c)

Figure 3.43 – (a) picture of Part after BN coated experiment, temperature histograms
from the NIR camera for both coating conditions (b) with BN and (c) without BN

(a) (b)

Figure 3.44 – Thermocouples-based data (a) temperature vs. time from without BN
experiment and (b) temperature difference Δ𝑇 (=𝑇𝐵𝑁 -𝑇𝑁𝑜𝐵𝑁 ) between both coating

The Figure 3.45a represents the temperature data obtained with the camera for BN case.
Some large variations can be observed especially for the zone D. They are due to the BN
chips detachment. The Figure 3.45b shows the same ΔT variations during the test. In this
case the data observed from the camera are radiance temperatures. Therefore, the BN case
temperatures are under estimated because of a lower emissivity which globally produces
negative ΔT values.

(a) (b)

Figure 3.45 – NIR camera-based data (a) temperature vs. time from without BN
experiment and (b) temperature difference Δ𝑇 (=𝑇𝐵𝑁 -𝑇𝑁𝑜𝐵𝑁 ) between both coating
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3.5.5.2 Conclusions
Both the THC and camera data gave exploitable results for the two surfaces conditions.
However, the potential emissivity heterogeneity once again made difficult to exploit the
camera data. Therefore, only the THC data were used for the validation of the BC presented
in the Section 3.6.4

3.5.6 Unmolding experiment
The objective of this experiment was to get additional temperature data in a configuration
where no conduction occurred and the thermal radiation would have been better mastered
contrary to the Part-Frame experiment. Indeed, in the Part-Frame configuration, the part
exchanges heat by radiation with the platen and the ceramic bars, and the convective flux is
more complex than the unmolding experiment for characterization purpose.

3.5.6.1 Temperature measurements
This experiment was only instrumented with IR camera as described in the Section 3.4.4.
The temperature decrease that happened in between furnace opening and part re-positioning
after unmolding step was too large. Indeed, The figure 3.46a, 3.46b and 3.46c show the
different temperature histograms respectively before part removal, during and few seconds
after being repositioned. The purple tones mean that radiant temperatures of part are
lower to 500 ∘C which is the limit of camera calibration. Therefore none exploitation of this
experiment was possible.

(a) (b) (c)

Figure 3.46 – Temperature histogram pictures from NIR camera (a) before part
removal, (b) during part raising and (c) after few second repositioned

3.5.7 Discussion
Globally, the different experiments that were performed gave important data for thermal
BC characterization. However, an important issue was met regarding pyroreflectometry. No
reflectivity could have been measured mainly because of part deformation that disturbed the
lasers coincidence. Indeed, the reflectivity measurement coupled with pyrometer data would
have enable to get true temperature and a value of emissivity as a function of temperature
and oxidation (by coupling with camera data).

Nevertheless, THC data enabled to get confident temperature data considered as true
temperature. Emissivity variations have been evaluated using THC and camera data for
the different experiments. The mold experiment showed a strong variation of its emissivity
such that non contact data cannot be used for the characterization. Concerning the other
experiment measuring Ti-64 surface temperature, the camera data seems better confident.
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The THC data were mostly chosen for characterization rather than camera data because of the
dependency on the emissivity unknown which was heterogeneously distributed. Nevertheless,
the camera was needed for the blowing experiment instead of THC that were not exploitable
during the blowing phase. That is why, additional spectral measurement were performed to
evaluate to total emissivity values to use for radiative boundary conditions. The spectral
measurement methodology and results are presented in the next section.

Considering the emissivity and thermal radiation obtained by this way, the mold and Part-
Frame experiments were used to characterize convection. The Blowing experiment was used
to characterize both the forced convection and conduction thanks to first blowing session.
The Mold-Part-Frame experiments were used to validate the different BC models.

3.6 Heat Transfers Characterization
3.6.1 Strategy
As mentioned above in this chapter, the complexity of characterizing the BC associated to the
three modes resides in their concomitant operating ranges. Several experiments were carefully
designed to solve this issue and to get the adequate temperature data to characterized the
BC models through an inverse analysis technique.

p Natural convection and thermal radiation

The experimental results presented in the Section 3.5 highlights that a significant heterogeneity
exists regarding the emissivity properties of the mold but also for the part. This heterogeneity
bring an additional difficulty to the characterization problem. Therefore, specific emissivity
measurements have been performed on representative samples presented in the Section 3.6.2.

In addition, the natural convection models are computed from a priori CFD analyses. The
results of these simulations are detailed in the Section 3.6.2 for the Mold and Part-Frame
configurations for which the natural convection is of first order.

The results obtained in this preliminary characterization phase are used in the first step of
characterization. Because of the mentioned heterogeneity of emissivity and the fact CFD
models are build on simplified geometry, the BC models are then refined in additional steps
to get optimized temperature responses.

p Forced convection and contact conduction

In this case, the procedure is slightly different because both modes happened with distinct
order of magnitude. Indeed, the first blowing phase produced a high cooling of the part,
and then the rise of the temperature is the consequence of conduction phenomena directly
impacted by the deformation promoted by thermal stresses (consequent to the blowing).
However, the thermal response during the blowing phase is also conditioned by the conductive
heat transfers from the mold that tend to limit the cooling down.

Therefore, the characterization was made using several steps. The first step was used to
evaluate the conductance model using the results of the first natural cooling phase before
blowing. Then, the forced cooling model was evaluated using the first blowing phase. Finally,
a last step was used to refine both the conductance and the forced convection model that
have demonstrated a strong coupling.
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3.6.2 Preliminary characterization
3.6.2.1 Thermal radiation

3.6.2.1.1 Theory

The parameter that matters in the thermal radiation is the total emissivity. It is related to
the spectral emissivity such as defined in the Equation (3.57) where 𝐿0

𝜆 is the black body
spectral radiance which is defined with Plank’s law. It is necessary to know the spectral
emissivity on a wavelength range (𝜆 ∈ [𝜆𝐴 −𝜆𝐵 ]) that covers the effective emitting wavelength
of the targeted temperature range. This range is usually taken in between 1-20 𝜇m which
corresponds to radiative intensity spectra for the process temperatures.

𝜖 w

∫︀ 𝜆𝐵

𝜆𝐴
𝜖𝜆𝐿0

𝜆 𝑑𝜆∫︀ 𝜆𝐵

𝜆𝐴
𝐿0

𝜆 𝑑𝜆
(3.57)

Spectral emissivity measurements have been performed at ambient temperature only. The
bibliographic review showed that emissivity is much more dependent on surface properties
(especially oxidation layer) than temperature (for constant surface properties). Thus, the
total emissivity was computed considering no influence of the temperature on the spectral
emissivity.

3.6.2.1.2 Results

Spectral emissivity variation was measured using a BRUKER Fourier-transform infrared
spectrometer. Two different detectors InGaAs and DLaTGS were used to cover 1-20 𝜇m wave-
length range. Three samples were cut from a formed part at different positions representative
of the post SPF surface conditions for both with and without BN coating conditions. The
Figure 3.47a represents the averaged curves of spectral emissivity with standard deviation
bars for both surface qualities. The samples with BN present globally a lower emissivity
between 0.4 and 0.75, and are much varying with the wavelength than the other. The sample
without BN coating presents fairly small variations, between 0.75 and 0.9, which seems to
confirm the grey body observation made from the results of the Development experiment in
the Appendix B.1.0.2.
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Figure 3.47 – Comparison of emissivity with and without BN coating: (a) spectral
emissivities, (b) computed total emissivities

The Figure 3.47b shows the total emissivity variations for both coating conditions after
computation and filtering. The differences between both surfaces conditions are similar than
observed for spectral emissivities.
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3.6.2.1.3 Discussion

The obtained total emissivity without BN coating does not correspond to the values computed
from the results of the Development experiment. Indeed, in the experimental cases, the
emissivity seemed to increase from a value around 0.6-0.8 until to reach a plateau around
0.8-1.

This difference of behavior might have several origins. Firstly, the total emissivity obtained
from measurement is based on the assumption that the spectral emissivity is not temperature
sensitive which may not be correct. In addition, The literature review has shown that the
oxide growth has the consequence to increase the total emissivity, which may be at the origin
of the increase during the experiments. Finally, it can be a combination of both. Indeed,
the emissivity of the oxide layer formed at the furnace opening may have such temperature
sensitivity.

Regardless to the origin of the observed increase of emissivity, it is contained in between 0.8
and 1 for the parts without BN coating and 0.55 and 0.7 with BN. For the inverse analysis,
The total emissivity was firstly considered constant in range of 0.8-1, and varying emissivities
were also tested.

3.6.2.2 Natural convection
In this section, the models used for the CFD computations are not presented but they are
detailed in the Section 3.2.2.5 and the Appendix C. The focus is only made on the process
conditions, the results in terms of HTC, and how the associated models were designed for
the two experimental configurations.

3.6.2.2.1 Mold experiment

p Model

The experimental curves at the different thermocouples on the mold (seen in the Figure
3.48a) show that the global temperature of the mold was fairly homogeneous. The maximum
deviation with the average curve is about 60 ∘C maximum and an average deviation inferior
to 14 ∘C. Therefore the temperature of the mold and shuttle surfaces were considered
homogeneous for the CFD simulations. A set of temperatures between 850 ∘C and 50 ∘C was
modeled each 50 ∘C in order to evaluate the convection coefficient over the whole temperature
range. The mold experiment was simplified for CFD modeling issues as showed in the Figure
3.48b and 3.48c.

(a) (b) (c)

Figure 3.48 – Mold experiment: (a) THC temperature vs. time curves, CAD view of
(a) Mold and (b) Simplified Mold
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p Results

The Figure 3.49 shows the distribution of the HTC ℎ𝑐 computed from the normal to surface
heat flux HFLN (ℎ𝑐 = (𝑇𝑚𝑜𝑙𝑑 − 𝑇∞)/HFLN) for the next three temperatures [50,450,850]∘C.
The contour plot seems very discontinuous which is due to the turbulences. A twenties of
increment over around ten seconds after reaching the steady state were averaged in order to
get representative values for each simulated temperatures.

(a) 50∘C (b) 450∘C (c) 850∘C

Figure 3.49 – CFD-based computed HTC for steady state conditions at several
temperatures

p Convection coefficient modeling

The averaged results of HTC brought out several surfaces with fairly homogeneous values at
every computed temperatures. The Figure 3.50a represents the computed HTC as a function
of temperature for the mentioned surfaces associated by colors with the mold representation.
There is a significant difference between the joint surface of the mold in yellow, and the rest.
The yellow surface has a lower convection coefficient, which is even noticeable in the Figure
3.49. The Figure 3.50b highlights this difference when the vertical surfaces respectively inside
(green and turquoise) and outside (brown and red) the mold are averaged.

It was chosen to define the convection coefficient as a function of time instead of temperature
to avoid local temperature changes that would not be representative of real convection flow
variation. The Figure 3.50c gives the graph of time evolution of the HTC and the associated
fitting curves. The model 1 is defined in the Equation (3.58) where ℎ0=2.2 and ℎ1=6. The
model 2 is defined by scaling the model 1 with a factor 0.725.

(a) (b) (c)

Figure 3.50 – Averaged HT coefficient variations associated to (a) 1𝑠𝑡 (b) 2𝑛𝑑 surface
definition, comparison of CFD based HTC and the model as a function of time

ℎ = ℎ0 + ℎ1𝑒𝑥𝑝(−2.10−3𝑡0.62) (3.58)
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The ℎ0 and ℎ1 coefficients are the parameters used to fit the temperature curves in the
Section 3.6.3.1. In the first step of optimization, the parameters are taken as obtained from
CFD analysis. In a second step, the ℎ1 parameter was tuned to adjust the heat flux while
preserving the decreasing behavior of ℎ𝑐.

3.6.2.2.2 Part-Frame experiment

p Model

The geometry simplifications for the CFD analysis are shown in the Figure 3.51. Contrary to
the Mold experiment, the differences in the massiveness of parts and their associated thermal
responses made necessary to take account of the heterogeneous temperatures of the part
surfaces. An a-priori simulation was used to evaluate the temperature heterogeneity of the
parts during the experiment using literature hypothesis (horizontal plates based correlations)
for the convection coefficients.

(a) (b)

Figure 3.51 – CAD view of (a) Part-Frame assembly and (b) simplified geometry

The Figure 3.52a shows the temperature field obtained with the a-priori simulation after 250
seconds outside the furnace. The white points represent several locations over the different
parts which were used to evaluate the temperature heterogeneity during the experiment.
The Figure 3.52c is a graph comparing temperature evolutions from experimental data and
simulation. The filled lines (blues and red) with markers correspond to average thermocouples
data (part and shuttle plus frame). The dotted lines correspond to the averaged nodal
temperatures with error bars (± the standard deviation) from the simulation using previously
mentioned white points. Three different temperature zones were defined as represented in
the Figure 3.52b.

This preliminary study of temperature evolution enabled to confirm a good agreement of
simulation with literature data. Moreover, it is possible to define sets of temperatures at
different times of the experiment (represented by the black lines with rounds markers in the
Figure 3.52b). These temperature sets (given in the Table 3.3) have been used in the CFD
analysis.

Homogeneous surface temperatures 𝑡0 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5
Part 880 755 660 604 544 475

Frame - Shuttle (ins) 880 855 835 803 749 612
Shuttle (out) 880 850 817 773 700 596

Table 3.2 – Definition of the sets of homogeneous surface temperatures (∘C) for CFD
simulations
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(a)

(b) (c)

Figure 3.52 – A-priori thermal simulation results (a) temperature field and markers,
(b) surface BC simplifications for CFD analysis and (c) comparison of simulated and
experimental temperatures

p Results

The Figure 3.53 shows the steady state normal heat flux HFLN extracted from CFD
analysis fot 𝑡2 set simulation. The HTC values are not given because of the heterogeneous
temperatures of the shuttle. The high level of fluid temperature near the bottom surface
of part mentioned above is traduced by a negative HT (Figure 3.53a). Except for the near
bottom part surfaces (part and frame) and the inside shuttle surface, there are turbulences
that promotes heterogeneous HT. For the computation of exploitable HTC values, a twenties
increments over around ten seconds after reaching steady state were averaged in order to get
representative values.

(a) (b)

(c) (d)

Figure 3.53 – Normal heat flux fields (W.m−2) from CFD simulation at time t2 for
(a) the bottom and (b) top surface of part, (c) platen and (d) frame

p Convection coefficient modeling

The results of CFD analyses of the six sets of surfaces temperatures enabled to split the
surfaces of the geometries according to their associated ℎ𝑐 variations as represented in the
Figure 3.54. The turquoise, red, blue and green colors are respectively affected to the part
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top, the part bottom, the frame and the shuttle surfaces. For each colors, several shades are
used to distinguish the split surfaces accordingly to their homogeneous variation of ℎ𝑐. In
addition, a distinction is made between surfaces perpendicular to x and y axis. Indeed, the
effect of the rectangular shapes of part and the shuttle promote different fluid flows on both
sides of the assembly.

(a) Part top (b) Frame, part bottom (c) Shuttle

Figure 3.54 – Representation of split surfaces based on HTC variations

The evolution in space and time of the ℎ𝑐 distribution is rather complex to represents.
Therefore the surface averaged evolutions of ℎ𝑐 is plotted in the Figure 3.55 as a function of
the surfaces given in the Figure 3.52 for simplicity reasons.

(a) part - top (b) part - bottom (c) shuttle (d) frame

Figure 3.55 – Time evolution of space-averaged HTC for split surfaces (Figure 3.54)

The behavior of the part is globally different between the bottom and the top surface. A rapid
decrease of ℎ𝑐 is observed for the high and positive value of the part which is a consequence
of its rapid cooling of contrary to the shuttle and the frame that are more massive. It is
interesting to notice that the rapid temperature decrease of the bottom surface of part in
the confined region closed to the frame produce a negative ℎ𝑐 value. It is the consequence of
the higher temperature of the frame that heat up the air above the part temperature in this
region.

The models used to described ℎ𝑐 distribution for each surface are not considered homogeneous.
They are composed by constant, linear or bi-linear functions of surface coordinates to
reproduce the most accurately the ℎ𝑐 distributions. The Figure 3.56 shows an example of ℎ𝑐

fit for the bottom part surface (at the temperatures set 𝑡0).

For the optimization of the ℎ𝑐 models, it was not possible to refine the 2 to 5 parameters of
the models for each split surfaces. It would have been too much time consuming, and it would
have not respected the fluid mechanics that determined the original functions. Therefore, a
simple weighting coefficient was tested for the ℎ𝑐 models so that to keep a logic in the ℎ𝑐

evolution.
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(a) (b)

Figure 3.56 – Comparison of HTC for bottom surface of part at time t0 based (a)
CFD analysis and (b) fitted model

More globally, the ℎ𝑐 values obtained from CFD seems to match with the values computed
from Nusselt correlation laws in the Section 3.4.4.1. However, the CFD analysis of horizontal
plates results compared to the literature data revealed that a under-estimation of the ℎ𝑐 value
can be made for the non-turbulent flows. Untreated models were used in first approximation,
and then a tuning of the ℎ𝑐 function was made to refined the temperature responses.

3.6.3 Inverse analysis: natural convection and radiation
The method of characterization is based on an inverse analysis technique. The objective
is to fit some temperature curves associated to the different measurement technologies.
The optimization of the numerical results has been performed using parameters of models
implemented in thermal BC. In first approximation, these parameters were estimated from
bibliography and a-priori characterization. Then, their optimization have been performed
through several steps including sensitivity analysis and finally optimum finding.
Several FE models were build to reproduce the experiments. There are three different
assembly configurations: Mold, Part-Frame and Mold-Part-Frame. There are presented in
the Figure 3.57. The two first were computed through pure thermal analysis because the HT
were not impacted by the parts deformations. The third model was used to model blowing
and natural cooling experiment. Both cases involve thermal contact HT that are sensitive
to pressure and gap evolution at the interface. Therefore, this model was computed with a
coupled temperature displacement analysis. The definition of each model is briefly defined
below from the thermal point of view. More details about the FEM and the implementation
of such models are available in the Chapter 4 which is dedicated to the FE model developed
for the industrial case.

(a) (b) (c)

Figure 3.57 – Cad views of the models used for the inverse analyzes (a) Mold, (b)
Part-Frame and (c) Mold-Part-Frame experiments

3.6.3.1 Mold experiment
The objective of the mold experiment is to characterize the radiative and convective BC
models. A three steps characterization was performed to achieve an acceptable fit. The
thermal boundary conditions for the model are presented below.
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3.6.3.1.1 Model

p Radiation BC

The emissivity of the mold was taken at 𝜖𝑚𝑜𝑙𝑑=0.85 referring to emissivity computation
based on camera and thermocouple comparisons in the Section 3.5. The emissivity of the
shuttle’s platen was fixed at 0.8.

p Convection BC

The Equation (3.58) with ℎ0=2.2 W.m−2.K−1 and ℎ1=6 W.m−2.K−1 is used for the convec-
tion coefficient of every surfaces.

p Conduction BC

The thermal conductance between mold and platen was fixed at 500 W.m−2.K−1. It
corresponds to rough surfaces with stainless steel contact conditions at around 1 MPa which
corresponds approximately to the stress promoted by gravity [211]. The material of the mold
is a SP50 Aubert & Duval alloys with thermal conductivity around 10-25 W.m−2.K−1 for
in the temperature range of 20-900 ∘C, which is equivalent to SS304 used in the work of
Milanez et al. [211].

The positions of the thermocouples are reminded in the Figure 3.58

Figure 3.58 – Mold experiment: representation of the THC positions

3.6.3.1.2 Results: step 1

The Figure 3.59a shows a comparison between thermocouple data and model temperatures
with a logarithmic time evolution. The Figures 3.59b and 3.59c represents respectively the
evolution of the temperature difference Δ (=𝑇𝑡ℎ𝑐-𝑇𝑚𝑜𝑑) with logarithm of time and the
temperature. The variations of the Δ curves show two type of behaviors. Firstly they have
distinct types of variations during the 500 first seconds. Then every curves describes the
same bell’s shape that seems to correspond to a temperature dependency.

These observations indicates two possible errors in the definition of boundary conditions.
The first temperature difference behaviors can come from an heterogeneous convection heat
distribution on the surface. The second one suggests that there could have a variation of
emissivity as a function of temperature. However, the homogeneity of the mold temperature
does not enable to clearly distinguish the causes of these singularities.
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(a) (b) (c)

Figure 3.59 – Mold experiment: (a) temperature vs. log. time, temperature difference
Δ as a function of (b) log. time and (c) temperature

3.6.3.1.3 Results: step 2

The strategy for the characterization of both the mold emissivity and the NCC evolution
has been made into two steps. Firstly the sensitivity of both BC parameters were tested to
evaluate their impacts independently. Then, the parameters were optimized. The testing
values for mold emissivity were taken homogeneous and constant between 0.85 and 1 such as
computed from camera and thermocouple data (Figure 3.35a). Concerning the convection
model (plotted in the Figure 3.50c as a function of temperature), the temperature difference
variations seem not to correspond to the model variations. However, a variation of the ℎ1
parameter of the model (Equation (3.58)) was tested to evaluate its influence.

The Figures 3.60 and 3.61 show respectively the temperature difference sensitivity to mold
emissivity and the ℎ1 parameter of ℎ𝑐 model. The variation of the temperature difference is
not reduced but rather transferred on the temperature axis during the variation of the NCC.
On the contrary the mold emissivity seems to be the parameter that produce a change in
the variation of curves shapes.

(a) (b) (c) (d)

Figure 3.60 – Temperature difference sensitivity with mold emissivity (a) 0.85, (b) 0.9,
(c) 0.95, (d) 1
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(a) (b) (c) (d)

Figure 3.61 – Temperature difference sensitivity to ℎ1 parameter of the ℎ𝑐 model (a)
6.15, (b) 5.65, (c) 5.15, (d) 4.65

3.6.3.1.4 Results: step 3

The emissivity curves computed in Section 3.35a give a specific tendency of the emissivity
variation. The data are not available below 600 ∘C, yet the evolution seems to reach a
plateau or even to reduce. Two different emissivity variations have been defined using the
computed curves with a first increase and then a plateau or a decrease of the emissivity. The
Figure 3.62 shows the Δ curves from these computations associated to emissivity variations.
The results shows a improvement with the plateau based variation of emissivity.

(a) (b)

Figure 3.62 – Temperature difference sensitivity to emissivity variation (a) plateau
and (b) decreasing based emissivities

3.6.3.1.5 Discussion

The global results of the simulation are fairly in agreement with the thermocouples data.
The higher sensitivity on emissivity highlight that a varying emissivity with temperature for
the mold might be a better hypothesis. The emissivity computed from experimental camera
and thermocouple measurement seems to give a good tendency. However, high temperature
emissivity measurements should be performed to confirm. Indeed, this hypothesis may be
actually the consequence of an other phenomenon.

Concerning natural convection, the CFD simulations give a good evolution of the average
value of the NCC. However, the simplifications of the geometry may be at the origin of
the observed deviation of the Δ curves. As for emissivity, this should be confirmed with
simulations with the exact mold geometry.
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Nevertheless, the temperature differences are contained in a gap smaller than more or less
ten degrees on a simulation time of around twelve hours, which is satisfactory. However,
the computation time for varying emissivity models is around ten times superior than the
constant one. This is due to the radiosity matrix that need to be re-computed as a function
of emissivity changes. For the rest of the inverse analysis computations, a constant and
homogeneous value of emissivity (𝜖𝑚𝑜𝑙𝑑=0,9) is taken with which the results are the best.

3.6.3.2 Part-Frame experiment
For this experiment, the principal HT happen through convection and radiation as for the
Mold experiment. However, conduction HT occur at different interfaces. Each mode and the
concerned surfaces is described below.

3.6.3.2.1 Model

p Radiation BC

The emissivity of frame have been taken equal to mold (refractory metal with highly oxidized
surface). The part emissivity was considered constant with temperature and estimated at
0.85 from spectrometry measurements.

p Convection BC

The NCC model computed from CFD analysis are used for the first step of the characterization.
Contrary to Mold experiment, NCC models have shown very different values and variations
with time as a function of the surfaces. A simple global weighting function was used to scale
the NCC model for the optimization.

p Conduction BC

Several conductances were defined at three different interfaces: ceramic bars-frame, ceramic
bars-shuttle platen and frame-part. The two first were considered as constant contacting
surface condition because of the weight of the frame and part assembly. On the contrary,
a radiation based HT is considered for part-frame interface because the part deformations
did not allow perfect contact at the interface. The convective part of gas-gap condition
was neglected. The conductance coefficient of 500 W.m−2.K−1 was taken for frame-ceramic
and ceramic-platen. A constant value of 100 W.m−2.K−1 was taken for the pressure based
conductance for the part-frame interface.

The positions of the thermocouples are reminded in the Figure 3.63

Figure 3.63 – Representation of the Part, Frame (Fr) and Shuttle (S) thermocouples
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3.6.3.2.2 Results: step 1

The Figure 3.64a shows the comparison of experimental and numerical results of the step 1.
There is a clear difference of the temperature variation of the frame and platen thermocouples
with those of the part. The Figures 3.64b and 3.64c show the Δ curves for every thermocouples
respectively as a function of time and temperature. As for the Mold experiment, the part
thermocouples show a common bell’s shape variation except for the frame and shuttle THC.

(a) (b) (c)

Figure 3.64 – Part-Frame experiment: (a) temperature vs. log. time, temperature
difference Δ as a function of (b) log. time and (c) temperature

However, contrary to Mold experiment, the bell’s shape variation seems to corresponds to a
time evolution. Indeed, the platen thermocouple is not synchronized with the temperature
in the Figure 3.64c. The origin of the shape of the temperature difference might rather come
from convection phenomenon. Indeed, in the Section 3.5.3.1 the experimental results have
shown a change in the cooling rate that seemed to come from a transition in the convection
flow from a transient to a steady state.

The THC 9 and 10 are located on the bottom surface of the part. Their curves have
different shapes while they have viewing factors at 0.96 and 0.965 respectively. Therefore,
the difference comes most likely from the convection BC. The simplified geometry used for
CFD analysis does not take account of part to plate distance which changes for both position
for the real geometry. This may lead to a different convection flow and finally different HTC.

3.6.3.2.3 Results: step 2

So as for the Mold experiment, two sets of simulations with a variation of emissivity and
NCC are tested to find the optimized parameters in a third time.

A explained above, a variable weighting function was applied on the CFD based ℎ𝑐 models. It
is defined in the Equation (3.59) where ℎ𝐶𝐹 𝐷 is the CFD-based NCC and 𝛼ℎ the parameter
of the weighting function. 𝛼ℎ was tested with the values 0.4, 0.6 and 0.8. The Figure 3.65
gives the associated weighting function variation with time.

ℎ2 = ℎ𝐶𝐹 𝐷 * (𝛼ℎ + (1 − 𝛼ℎ)𝑒−0.01𝑡) (3.59)

The Figures 3.66 and 3.67 give respectively the temperature difference versus temperature
for the emissivity and weighting coefficient variations. Increasing the emissivity seems to
decrease the amplitude of the temperature difference, especially for the THC 10. The best
results are obtained for 𝜖=0.9. Concerning the weighting coefficient, decreasing the 𝑘0 value
seems to straighten up the temperature difference for THC 3, 6, 7 and 9 but no significant
impact on THC 10 is observed. This correction corresponds to a decrease of the convection
HT intensity such as observed on experimental curves in the Figure 3.64a.
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Figure 3.65 – Evolution of weighting coefficient

(a) 𝜖𝑝𝑎𝑟𝑡=0.75 (b) 𝜖𝑝𝑎𝑟𝑡=0.8 (c) 𝜖𝑝𝑎𝑟𝑡=0.85 (d) 𝜖𝑝𝑎𝑟𝑡=0.9

Figure 3.66 – Temperature difference sensitivity with part emissivity

(a) 𝑘0=0.4 (b) 𝑘0=0.6 (c) 𝑘0=0.8 (d) 𝑘0=1

Figure 3.67 – Temperature difference sensitivity with NCC variation

3.6.3.2.4 Results: step 3

As for the mold experiment, a variable emissivity was tested with the best weighting
coefficient (𝛼ℎ=0.5). The Figure 3.68 gives the temperature difference curves for the
optimized parameters.

The error is contained in a -10 ∘C and +30 ∘C. There might have been possible to improve
the response of the numerical model to better fit the experimental curves. However, the
optimization approach could not be reproduced in another case such as the industrial cooling.
One important aspect has been to understand that the model is significantly sensitive to the
emissivity changes during the cooling phase.

3.6.3.2.5 Discussion

Contrary to mold experiment, the sensitivity of the model to the emissivity at the thermo-
couple positions was rather limited. This might be due to the thermal radiation with the
platen that would balance the radiative HT with environment at room temperature.
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Figure 3.68 – Temperature difference for the optimized BC

Regarding NCC, the sensitivity is higher. The global temperature difference can be corrected
by reducing the convection through the weighting coefficient. This means that the initial
CFD based coefficients are not in good agreement. For example, when 𝛼ℎ=0.8, It seems to
suit better for THC 6 while 𝛼ℎ=0.6 is better for THC 7 and 9. However, THC 6 and 7 belong
to the top surface of part (as described in the Figure 3.54a) for which the NCC was defined
homogeneous based on CFD results and simplifications. The corner effect of the confined
zone of THC 6 compared to 7 should promote a NCC gradient. The same conclusion may be
taken for THC 9 and 10 as explain above. The simplification of the geometry may be one
reason of the obtained temperature differences.

The final simulation with varying emissivity seems in a good agreement with the experimental
temperatures, but also with the emissivity variation shapes computed from experiment. This
may confirms that oxidation occurs even after the heating time once the part is cooling down
outside the furnace as discussed for Mold experiment. Indeed, the parts after forming were
so oxidized that a cleaning was performed to remove the fragile oxide layer to ease THC
welding. By doing so, an new oxide layer might have been created during the experiment.
The increase of emissivity with oxidation for ti-64 has been demonstrated in the literature
[169, 21].

3.6.4 Inverse analysis: forced convection and conductance
The objective of this experiment was to fit the forced convection and conductance models. A
single blowing sequence was modeled. It is composed by three phases: natural cooling (16 s),
blowing (28 s) and a final natural cooling (40 s).

A pure HT analysis was used in first approximation to estimate first sets of BC parameters.
Then it was modeled with fully coupled thermal displacement analysis in order to consider
the evolution of the contact conditions during the experiment. The material behavior was
considered thermo-elastic and the initial contact with the mold taken perfect.

3.6.4.1 Model

p Radiation BC

For HT analysis, the cavity radiation BC, described in the Section 3.2.1.4, is used with a 0.9
homogeneous and constant emissivity for the part, mold and frame. For coupled analysis,
ABAQUSr does not propose VF-based thermal radiation BC. To circumvent the problem,
a radiative flux was imposed thanks to a previous HT analysis that was used to evaluate
the VF and approximate temperature evolution, and finely the radiative heat flux. This
method has been called "weak radiative" method (WRM). The Appendix B.2 explains how
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it is implemented into the model. A comparative analysis is presented. The WRM gives
relevant results and presents almost no differences on temperature fields compared to cavity
BC for the tested case.

p Natural Convection BC

For this experiment, natural convection operates around 16 seconds before the activation of
blow cooling, and 40 seconds after the end of blowing. During these periods, the convection
flow have not the time to establish a steady state how it is computed with CFD modeling
procedure. The convection have been considered homogeneous during the natural cooling
phases. Exponential decreasing functions are used to model the transition phase from
forced convection to natural. It is used after blowing, but also at the beginning of the
experiment, when the shuttle is moving at 1 m.s−1 during 3 seconds. The Figure 3.69a
represents schematically this evolution where the initial NCC value starts at 20 W.m−1.K−1

and then goes to a "limit" value of 7.5 W.m−1.K−1 such as obtained from CFD analysis at
the beginning of Mold and Part-Frame experiments.

(a) (b)

Figure 3.69 – Schematic representation of the convection coefficient variation with (a)
time and (b) space

p Forced Convection BC

The used model has been defined in the Section 3.2.3.4 and is reminded in the Equation
(3.60). ℎ𝑓𝑐0, ℎ𝑓𝑐1 and 𝑘ℎ𝑓𝑐

are the parameters to fix. In a first approximation, they were fixed
using literature [199] with ℎ𝑓𝑐0=150 W.m−1.K−1, ℎ𝑓𝑐1=50 W.m−1.K−1 and 𝑘ℎ𝑓𝑐

=0.179.

ℎ𝑓𝑐 =
{︃

ℎ𝑓𝑐1
ℎ𝑓𝑐0 + (ℎ𝑓𝑐1 − ℎ𝑓𝑐0)𝑒−𝑘ℎ𝑓𝑐( 𝑟−𝑅

𝑅 )
𝑟 ≤ 𝑅
𝑟 > 𝑅

(3.60)

The Figure 3.69b represents schematically the superposition of a cutting view of the part
and the curve of convection coefficient evolution. A reduced value of the residual forced
convection is considered on the joint plane at 80% of the ℎ𝑓𝑐0 value.

p Conduction BC

The used model has been defined in the Section 3.2.4.5 and is reminded in the Equations
(3.61) and (3.62) where the only parameter to characterize is 𝑘0. Indeed, 𝑃𝑖𝑛𝑖 was fix to
0.01 MPa and 𝑃 , 𝛿 and 𝜆𝑎𝑖𝑟 are respectively the contact pressure, the gap distance and the
thermal conductivity of air.

𝜑𝑐 = 𝜑𝑟𝑎𝑑 + 𝑘𝑐Δ𝑇 (3.61)

𝑘𝑐 =

⎧⎨⎩ 𝑘0(𝑃/𝑃𝑖𝑛𝑖)0.95

𝑘0
𝜆𝑎𝑖𝑟/𝛿(1 + 𝑘0/𝜆𝑎𝑖𝑟)

𝑃 > 𝑃𝑖𝑛𝑖

0 < 𝑃 ≤ 𝑃𝑖𝑛𝑖

𝛿 > 0
(3.62)
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It was not as obvious to evaluate the 𝑘0 value from the literature. Indeed, the loading
conditions, the materials, the surface quality or the temperature conditions made difficult to
find out conductance data in the literature.

Therefore, the characterization has been achieved in three steps. The first step consisted
in evaluating a 𝑘0 value during the first natural cooling phase independently from forced
convection model. Both pure HT and coupled analysis were performed to evaluate the impact
of contact distance onto the temperatures.
Then, the whole experiment has been used to evaluate the three parameters of the forced
convection model ℎ𝑓𝑐0, ℎ𝑓𝑐1 and 𝑘ℎ𝑓𝑐

. A numerical design of experiments based on extrema
values of the three parameters was performed using pure HT analysis.
Finally, a last step enabled to characterized optimized parameters for both conductance and
forced convection models.

For the first natural cooling step, the THC data have been used while those of the camera
for the rest of the experiment because of the detrimental influence of blow cooling on
measurement as shown in the Section 3.5.4. The position of both are reminded in the Figures
3.70a and 3.70a. In addition, some points on two profile lines X and Y (referring to their
directions) given in the Figure 3.70c were used to characterize the forced convection model.
The two lines intersect at the impinging point of the nozzle.

(a) (b) (c)

Figure 3.70 – Representation of the position of (a) the thermocouples and (b) camera
measurement point and (c) camera profiles

3.6.4.2 Results: step 1
The Figure 3.71a shows the temperature evolution at thermocouples positions for data from
the experiment and various 𝑘0 values between 0 and 500 W.m−2.K−1. The curves seems
to show a better fit for the low 𝑘0 values in between 0 and 100 W.m−2.K−1 except for the
THC-7. It is located on a corner of the formed shape in a confined zone. The conclusions on
the characterization of NCC for the Mold and Part-Frame experiments have highlighted the
heterogeneity of coefficient that can be over-estimated for such confined zones. It is once
more confirmed.

The Figures 3.71b and 3.71c respectively show the temperature and contact distance at
thermocouples positions for the coupled simulations. In this case, the conductance model
considered of the contact distance evolutions and the contact pressure (negligible in the
experimental case). The difference of temperature compared with uncoupled analyses is
almost zero. This is due to the limited contact distance generated during this phase of
cooling (𝛿 <0.2 mm). The 𝑘0 sensitivity analysis performed on this first cooling phase has
revealed that the conductive HT related to the 𝑘𝑐 contribution seems rather limited
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(a) (b) (c)

Figure 3.71 – Temperature evolution of thermocouples during STEP-1: effect of
conductance coefficient (a) heat transfer and (b) coupled analysis, (c) contact distance
evolution

3.6.4.3 Results: step 2
For the second phase, the complex coupling between forced convection and conduction
models led to investigate it first through a simple design of experiments. The parameters of
the forced convection model have been tested using two side values presented in the Table
3.3. These sets of test cases were computed with uncoupled HT analysis with two constant
conductance values: 0 and 100 W.m−2.K−1. The HT analysis were used expecting that
the conductance coefficient would be in between both tested values. Indeed, the result of
the phase 1 simulations have shown that the conductance coefficient 𝑘0 seems quite low in
between the tested values 0 and 100 W.m−2.K−1.

Test case 1 2 3 4 5 6 7 8
ℎ𝑓𝑐0 (W.m−1.K−1) 50 50 100 50 100 50 100 100
ℎ𝑓𝑐1 (W.m−1.K−1 ) 150 150 150 250 150 250 250 250
𝑘ℎ𝑓𝑐

(W.m−1.K−1 ) 0.1 0.2 0.1 0.1 0.2 0.2 0.1 0.2

Table 3.3 – Design of experiments for the sensitivity analysis on forced convection
coefficient model parameters (Equation (3.60))
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Contrary to the first cooling phase, the simulation results are compared to the camera data
because of the influence of cooling on measurement as explained in Section 3.5.4. The Figures
3.72a and 3.72b respectively show the comparisons of camera data and simulation for 𝑘0=0
and 𝑘0=100 W.m−2.K−1. There are one interesting point that stand out from these graphs.
The case with 𝑘0=0 W.m−2.K−1 seems to suit better for the point CAM-B, CAM-D and
CAM-E while the two others fit better for 𝑘0=100 W.m−2.K−1. However, except for the
cases 3, 5, 7 and 8 for which the cooling seems globally too high, the zero conductance seems
to fit fairly better the experimental results. The previously mentioned cases are those with
the high side value for ℎ𝑓𝑐0.

Figure 3.72 – Temperature curves at camera position: comparison of forced convection
test cases with uncoupled analysis for (a) 𝑘0=0 W.m−1.K−1 and (b) 𝑘0=100 W.m−1.K−1

The Figure 3.73 shows the comparisons of camera profile (Figure 3.70c) and simulation results
at three times (t=[2,7,21] s) from the start of blowing for 𝑘0=0 and 𝑘0=100 W.m−2.K−1. The
first thing to notice is that there are almost no difference between both 𝑘0 value compared
to camera points. There is no difference in the shape of the temperature profile but a slight
change in the values. There are three cases that fit quite well the profiles: the cases 4, 7 and
8.

The global results of this design of experiments shows that the conductance between part and
mold seems close to zero. This means that radiative HT in gap conductance is of the first
order. The case 4 is the better configuration with the low side value of ℎ𝑓𝑐0 and 𝑘ℎ𝑓𝑐

and
the high side value for ℎ𝑓𝑐1. Nevertheless, the convection intensity is over estimated for the
camera points A and F. One possibility concerning CAM-F would be the plateau effect that
limits the air flow for lower vertical positions as described in the Figure 3.74. Concerning
CAM-A which is above the plateau plane, it is not easy to justify the difference. Else, the
point A which is closed to the corner of the rectangular geometry might have produced a side
effect that limit air flow compared to CAM-B position closed to the center of symmetry.
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(a) (b)

Figure 3.73 – Temperature profile at blowing times t=[2,7,21]s : comparison of forced
convection test cases with uncoupled analysis for (a) 𝑘0=0 W.m−1.K−1 and (b) 𝑘0=100
W.m−1.K−1

Figure 3.74 – Schematic representation of forced convection flow
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3.6.4.4 Results: step 3
The last step of characterization consisted in optimizing the parameter of the test case 4.
Indeed, there are several aspects that could be improved concerning the temperature profile
and time evolution curves. Only the best optimized parameters and associated results are
presented. The improvements consisted in:

• Decrease the 𝑘ℎ𝑓𝑐
parameter to minimize the amplitude in the temperature profile

curves.

• Implement a scaling factor that take account the plateau effect mentioned before as
defined in the Equation (3.63) where 𝛼 (=0.25), 𝛽 (=1) and 𝑧𝑝𝑙𝑎𝑡 are respectively
parameters of the model and the plateau vertical coordinate.

• Set ℎ𝑓𝑐0 and ℎ𝑓𝑐1 values

• Use 𝑘0=0 W.m−2.K−1 which means to consider only the gap radiation effect.

ℎ𝑓𝑐2 = ℎ𝑓𝑐

{︂
1

1 − 𝛼
[︀
1 − 𝑒−𝛽(𝑧−𝑧𝑝𝑙𝑎𝑡)/𝑧𝑝𝑙𝑎𝑡

]︀ 𝑧 ≥ 𝑧𝑝𝑙𝑎𝑡

𝑧 < 𝑧𝑝𝑙𝑎𝑡
(3.63)

The Figure 3.75 shows the temperature and contact distance evolution for the camera points.
The opt and opt* curves are respectively the original data from simulation and the latest
ones corrected with the temperature gap at the end of the blowing phase. Introducing the
opt* curves enables to evaluate the post blowing phase freeing from previously induced error
due to first natural cooling and forced convection. The results are fairly good for CAM B,
D and E such as previously. Concerning CAM A and F, the cooling is still too much high.
The contact distance should have shown a close gap at these two point which would promote
conduction HT and slow down cooling such as observed experimentally. However it is the
contrary, which either confirms that the contact HT is negligible (𝑘0=0 W.m−2.K−1), or
that the computed contact distances is not representative of experimental ones.

Figure 3.75 – Temperature curves at camera points for the optimized BC parameters

The profile curves shown in the Figure 3.76 still have a high amplitude especially for the last
time on X profile. However, the temperature difference does not exceed 30 ∘C which remains
acceptable for such hard cooling conditions.
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Figure 3.76 – Temperature profiles for the optimized BC parameters

3.6.4.5 Discussion
This experiment is used to characterize the conductance and the forced convection model.
Both associated BC models have been characterized and gave an acceptable fit of experiment
data. However, it remains some non-negligible differences that might happen or even be
amplified in the industrial process conditions.

It may be due to uncertainties concerning the hypothesis taken for the experiments and
the models especially regarding contact HT that affect consequently the cooling induced by
forced convection. Indeed, the formed part has been considered in perfect contact conditions
at the beginning of the experiments. This was verified for the design experiment (see in the
Appendix B.1). However, it has undergone successive cooling and removing operations after
forming which may promote deformations. That is why the initial contact condition might
have been heterogeneous at the start of the tests contrary to those used numerically.

In addition, a constant and homogeneous emissivity has been considered during the simulation.
However, the effect of blowing might have increased the oxidation rate and finally the
emissivity distribution of the part. It was observed that some chips of oxide layer peeled
away from the part surface in the impinging zone. The thickness of these chips was bigger
than for the rest of the surface.

It is not easy to characterize simultaneously two phenomena which interact with each other.
In our case, it is also complex because natural convection and thermal radiation are not
perfectly described. Finally, it is even more complex when the contact condition at the
interface might have not been well described at the beginning but also during the simulation.
Indeed, the deformation of the part is a consequence of the material behavior (supposed
thermo-elastic) and the cooling conditions that are dependent of the deformations. It
would have been better to carry out the blowing operation independently of the sheet-mold
contact, with the mold only for example. Then, it would have been easier to characterize the
conductance model.

3.6.5 Validation: Mold-Part-Frame experiment
The definition of the model for the validation experiments is exactly the same than for the
blowing experiment except for the forced convection BC. No CFD analysis were performed
for this experiment. Indeed, the geometrical configuration of the experiment is near from the
Mold and the Part-Frame experiments. Therefore both convection model have been used
and compared. In addition, a value of 𝜖𝐵𝑁 =0.65 referring to the measured emissivity seen in
the Figure 3.47b was used to simulate the Mold-Part-Frame experiment with BN coating.

The Figure 3.77 gives the comparison of the experimental data and the model for the
Mold-based and Part-Frame-based NCC for the simulation with and without BN coating.

The results are better for the experiment without BN coating. It is probably due to the
part emissivity value that comes from BC characterization. Indeed, except for the THC 5
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which has an significant gap (around 80 to 100 ∘C), the other are contained into more or less
25 ∘C degrees for the Mold-based NCC. The Part-Frame based NCC model gave slightly
worst results than Mold based configuration. This is probably due to absence of the mold
in the case of Part-Frame configuration that produced a convection flow too far from the
Part-Mold-Frame configuration.

(a)

(b)

Figure 3.77 – Temperature evolution at thermocouples position for the validation
experiment: comparison of the CFD-based NCC from Mold and Part-Frame experiment
(a) without BN and (b) with BN

For the experiment with BN coating, the temperature curves are globally farer than the
other experiment. They are two types of temperature behavior. The THC 1, 2 and 4 seems
to have a varying error that growths as a parabola, while the others have an obvious constant
or linearly varying error from the first seconds of the test. However there is no correlation
between their positions and the difference in the behavior that can indicate an error in the
affected boundary conditions. Indeed, the THC 4 and 7 are located in a corner in a confined
zone for which radiative and convective HT are likely to be equivalent. The THC 5 and THC
6 and 7 are totally different in their positioning and their associated radiative and convective
BC. However their behaviors are not consistent.

3.6.6 Discussion
The use of the characterized BC have given fairly good results, particularly using parameters
which were not totally adapted to the validation configuration, especially for the NCC models.
In addition, the successive experiments on the part had probably produced an evolution of
surface properties for emissivity, but also deformation that had modified the initial contact
conditions for conduction HT.

The BN painting used for our experiment that was placed before the test on a cleaned surface
was different than the one applied in AIRBUS. This might indicate that both coating have
not the same properties. Indeed, the BN coating seems to limit the cooling rate compared to
the simulation computed with the value obtained from emissivity measurement on AIRBUS
coating.
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3.7 Conclusion
The objective of the chapter was to characterize the HT in the process conditions so that to
defined models for the thermal BC through the ℎ𝑐, 𝑘𝑐 and 𝜖 parameters. This objective is
aligned with the global objective of the thesis. Indeed, the thermal BC have been defined to
be part of the thermomechanical model in order to reproduce the impact of cooling and part
removing phase on residual stresses and geometrical distortions of SPF parts.

A small scale industrial SPF tooling was chosen for the characterization to be as closed as
possible than the industrial conditions. Indeed, there is a high variability of HT conditions
such as contact conditions, convective flow and surface conditions for radiations. It would
have been difficult to perform consistent laboratory characterization transferable to industrial
simulations. The SPF tooling was composed by a forming die, a top die and an extraction
frame in order to reproduce the exact process conditions. Several parts were formed on an
industrial press in AIRBUS and some of them used for further experiments in a laboratory
furnace to test various cooling conditions.

Several cooling experiments in a SPF type furnace were performed in various conditions
to uncoupled HT modes and ease the BC characterization. A movable shuttle was used to
pass from the furnace to an ambient cooling environment. Thermocouples and non-contact
measurements such as pyroreflectometer and infra-red camera were used to perform thermal
measurement during the experiments. The next configurations were tested: the mold only
(Mold), the part and the frame in elevated position to reduce the ambient cooling step of
the process (Part-Frame), the mold with the part and the frame (Mold-Part-Frame). A first
experiment with the mold and a part was used to implement and validate the measurement
means in the operating conditions. The Mold and Part-Frame experiments were used
for convection and radiation BC characterization because no first order contact HT was
involved. Then, the Mold-Part-Frame configuration was used first with a blowing system
with an industrial nozzle to reproduce forced convection step. This experiment was used to
characterize both the forced convection and conductance models. Then it was used to evaluate
the validity of the thermal BC previously characterized with two coating conditions (with and
without BN coating). A last experiment which consisted in reproducing the part removing
operation was performed but no usable thermal measurement were obtained. Additional
spectrometry measurements were performed in different post SPF surface conditions to get
emissivity data for thermal radiation.

Inverse analyses were used with FE models of the experiments to characterized BC models.
For radiation BC, a full radiative computation including view factors computation based
on grey-body radiation theory was used with the emissivity as the parameter to optimize.
Concerning, natural convection HT, none existing analytical correlation might be used in
the SPF context with high temperature external natural convection flow. CFD analyses
were performed for both Mold and Part-Frame configurations. Convection coefficient models
were defined using simple constant, linear of bi-linear function of space from CFD simulation
results. The forced convection model was taken from the literature. Finally a radiative-
convective-conductive model was adapted from the literature. A tabular definition was
adopted using a single parameter for convective-conductive contribution and the emissivity
of parts for near contact radiation HT.

The characterization of parameters of the BC models were performed in several steps. Indeed,
a first step consisted in testing the literature and a-priori characterization based parameters.
Then a second step consisted in a sensitivity analysis of the involved parameters. Despite
the fact several configurations were used to uncouple as much as possible the HT modes,
the effect of parameters was not trivial. A final step was used to find optimum parameters
for the models. The methodology and obtained values of BC models were applied to the
Part-Mold-Frame experiment to evaluate their validity in an experiment with all mixed
modes of HT.
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The global results of the characterization was fairly good for the Mold and Part-Frame
experiment for which dedicated CFD analyzes were performed. The best results with
optimized BC are obtained with a varying emissivity. However, the initial CFD based
parameter did not give a perfect fit, especially for Part-Frame experiment which is the
complex one in terms of fluid flow. Indeed, the geometry simplifications or the simplification
of the CFD model itself might have generated errors.
For the blowing test, a conductance model without gas-gap conduction and only contact
radiation HT enables to give good results. However, the initial contact conditions at the
beginning of the experiment are questionable due to the multiple heating-cooling phases
undergone by the part. In addition, the in-contact conditions (ie. with positive pressure)
of the conductance model have not been really involved, only through the gravity effect.
However, the industrial conditions are harder when parts clamp onto the mold during blow
cooling for example. Thus, conductive HT may be erroneous in this case. Nevertheless, during
industrial cooling the part and mold are in contact inside the furnace where the radiative
HT are totally different. The high temperature inside furnace environment preserves from
cooling so that the temperature difference is rather limited such as the potential conductive
HT errors until blowing phase.
The validation case gave acceptable results but with significant temperature gaps especially in
the case with BN coating. It might comes from a combination of errors such as heterogeneous
emissivity and convection and also initial contact conditions that are not well described in
the model.

To conclude, the thermal boundary conditions input in the models gave fairly good results.
However, some points may be improves regarding the methodology and modeling hypotheses:

• CFD analyzes should be performed without geometrical simplification. A compressible
conditions should be tested to evaluate the influence of density variations for such high
temperature turbulent convection cases.

• Two distinct experiments should be performed to characterize forced convection and
conductance models. Using the mold configuration would be better for blow cooling
test and a dedicated tests with well-known initial conditions for conductance test.

• The simulation of the different cooling operations undergone by the part using the
thermo-elastic-viscoplastic model characterized in the Chapter 2 should help to better
reproduce the initial contact conditions of experimental tests.

• Concerning the possible heterogeneity of emissivity, an additional characterization
might be performed at several strain levels to evaluate a possible correlation with
oxidation or alpha-case layer, and finally the emissivity.
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4.1 Introduction
4.1.1 Context
The aim of using FEM analysis of the process is to tackle the complex issues that are not
possible to solve plainly, with experimental or analytical methods. Moreover, it can be a
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mean to reduce experimental campaigns that may be long and expensive. The most critical
issue regarding SPF concerns the sheet metal working operations that are required to fit
part geometry into assembly tolerances. This issue may be a consequence of several possible
causes:

• The cooling procedure: there is no analytical or numerical approach to determine the
ideal cooling strategy to adopt (the blowing zones, the blowing time, the sequence,
etc.). It is empirically defined activating or deactivating nozzle such as represented in
yellow in the Figure 4.1a

• The extraction procedure: two strategies are regularly tested with the handling robot.
The robot either imposes a vertical effort impulse up to a target value and maintains
the force or it removes the effort between each iteration. The effort is transmitted
through the frame thanks to four arms at each lateral side as represented in purple in
the Figure 4.1a. The Figure 4.1b shows the force evolution during a four maintained
impulses extraction procedure applied after the forming of a nacelle of air inlet of the
A350-1000 plane.

• Handling frame fastening: the part is fixed on the frame before forming through laser
cut holes and cotter pins that block the vertical displacement such as shown in the
Figure 4.1c. Some other holes in which obstacles fill into, limit the part flowing in the
perpendicular direction to the frame profile especially during the forming step.

• Handling frame deformations: the frame used to extract the part thanks to the handling
robot deforms through the thermo-mechanical stress undergone during the repeated
processes.

• The degradation of parts conformity during batches: the first parts are produced with
no major problems while, it is more and more difficult to remove parts from the mold
throughout the rest of the batches.

The scope of the project is limited to the study of the impact of cooling and unloading
(C&U) procedure. Indeed, the cooling strategy, if optimized, is supposed to ease part removal
operation. Thus, every other issues can be partly or totally solved. Indeed, the degradation
of production such as to frame deformations are probably due to the high stresses promoted
by friction between the part and the mold. In both cases, the boron nitride (BN) lubricant
may debase and consequently increase friction and the induced stresses during the part
removing operation.

One major issue concerning the simulation purpose is the absence of experimental data
to compare with. Indeed, no real traceability of part distortions associated to key process
parameters have ever been performed in AIRBUS plant because of the difficulty to evaluate
the distortions from geometrical measurements. There are many temperature measurements
in the furnace itself, and also at some positions inside the dies. They are used to allow the
beginning of forming cycles that require a specific temperature range for superplasticity.
However, these data concerns positions too far from the surface, and does not enables to
compare with temperature field from the simulation.

The only data that can be used for comparison of the numerical and experimental results
come from the pulling robot. The Figure 4.1b shows typical pulling force evolution during
multi-pulse removing operations of the nacelles of air inlet for the A350-1000 plane.

This curve concentrates a very large amount of information. Indeed, the evolution of the
force after each iteration is the consequence of the stress relaxation and therefore of the
material behavior. The material properties are strongly dependent on the evolution of the
temperature, and so, on the thermal exchanges undergone during the cooling procedure.
Then, the number of iterations is necessarily a consequence of the general deformation of the
part and the components of friction forces (adhesion) which oppose to the extraction.
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Figure 4.1 – (a) cad view representing the part, frame and handling robot environment,
(b) curve of the pulling force vs. time during extraction sequence of a A350-1000 nacelles
of air inlet and (c) zoom on the frame-part fastening

In the example of the Figure 4.1b, the part required four pulse to be removed from the mold.
The difficulty of removing the part from the mold is experimentally analyzed by the number
of pulse iteration. The average number of pulses needed to extract the part is around two
or three which corresponds to 3000-4500 N. However, it can change according to numerous
parameters that may come from BN lubricant degradation throughout batches, but also from
the accumulated variability involved in the process such as blank thickness tolerances (±10%)
or the temperature heterogeneity, and so on. The only certainty is that shop floor operators
and sheet metal workers confirm that the changes in the cooling procedure significantly
influence the final distortions.

4.1.2 Problematic and objectives
The problematic of this chapter can be summarized into a single question:
Which thermomechanical FE model has to be implemented in order to optimize the cooling
strategy ?
This problematic gives rise to several objectives:

• The first objective consists in implementing a FE model that enables to reproduce the
effect of the process parameters on the distortions of part through the transposition of
the industrial HT and mechanical conditions into numerical boundary conditions.

• The second objective is to develop a method to optimize the cooling strategy so that
to minimize final distortions after the trimming operation.

4.1.3 Strategy
The process modeling is applied on an industrial part: a portion of the nacelles of the air
inlet of A350-900 reactors such as presented in the Figure 4.2a.
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(a) (b)

Figure 4.2 – CAD views of air inlet geometry: (a) industrial part, (b) simplified
geometry

In the first part of the chapter, the FE model is fully described, the mechanical BC, the
contact interactions and the adaptation of the thermal BC characterized in the Chapter 3
for the industrial process environment.

Secondly, the results of the model are presented for the cooling strategy used in the shopfloor.
The evolution of thermo-mechanical quantities is depicted for each part of the model during the
whole process simulation. The pulling force and distortions are discussed. The confrontation
of the force curves resulting from the simulation with experimental one suggested that some
of the numerical parameters might generate errors in the evolution of the pulling effort which
is a reference indicator.

Then, a simplified model is used to analyze the sensitivity of the model parameters impacting
the effort curve: the numerical contact damping tool and the friction parameter. Indeed, the
numerical damping which is required for the convergence of the high non-linearity of such
process simulation. The model uses a simplified geometry presented in the Figure 4.2b and
some simplifications of the industrial process. This analysis demonstrates a strong effect of
the numerical contact damping that may be detrimental for the solution in terms of efforts
and deformations generated by the C&U procedure. Then the effect of the contact control is
tested on the industrial geometry.

On the basis of these results, an optimization of the cooling strategy is carried out on the
simplified model. The parameters of this optimization are the blowing time, and the affected
zones. Different combinations have been tested and the analysis of the force curves and
the part deformations is made. This study is carried out for different data setting cases.
Two contact damping conditions are used so as to assess the impact of this very sensitive
parameter on the optimization results. Moreover, two part-frame clamping conditions are
tested: either fixed or plane displacement free conditions. Indeed, both fastening conditions
corresponds to the simplifications of the industrial conditions.

Finally, a discussion is proposed regarding to the model, the optimized strategy, and the
investigations to perform in order to improve the model and the process.

4.2 Description of the model
4.2.1 Modeling procedure
The numerical procedure that has been employed to reproduce the process is composed by
three different resolution schemes which correspond to particular thermomechanical conditions.
Indeed, it is composed first by the SPF step which is computed with an isothermal viscoplastic
numerical model. Then the whole C&U step is computed with a fully coupled temperature
displacement procedure with a viscoplastic integration scheme. Finally the trimming is
computed with a static procedure considering that no viscoplastic phenomena occur during
this operation. These three procedures are described in the next paragraphs.
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4.2.1.1 SPF
The SPF process simulation is performed considering a homogeneous and constant tempera-
ture of 870 ∘C. The mold is considered rigid. The airtightness is ensured by a closing effort
applied on the upper die which is transmitted to a sealing seam at the dies interface. This
is traduced by a zero horizontal displacement which is imposed to the blank. The forming
pressure is applied on the superior surface located inside sealing zone. The process is finished
once the whole die surface is filled by the sheet metal.

The step is computed thanks to *Visco step resolution scheme on ABAQUSr [212] which
solve a large deformation problem. A symmetrical configuration is used such as shown in
the Figure 4.3a which represents half of the real geometries. The die is considered rigid.
A Norton Hoff material model (Power law model [212]) is used. A Coulomb’s friction law
(𝜇=0.1) is implemented through a penalty contact algorithm. The pressure evolution is
computed thanks classical pressure band algorithm proposed by ABAQUSr [212] coupled
with a statistical strategy developed by Rollin et al. [60]

(a) (b)

Figure 4.3 – SPF model: (a) meshed geometries, (b) thickness field (mm)

The SPF model is not much detailed in the manuscript. The mechanical equations and
numerical solving method are an exception of the one presented below concerning the coupled
temperature-displacement model. The thickness field (shown in the Figure 4.3b) is extracted
from nodal position of the final mesh. It is then transferred onto the mesh of C&U simulation.

4.2.1.2 Cooling & Unloading
The different phases that composed part removing operation are divided in sub-step that are
defined by thermal and mechanical BC variations. The evolution of thermal BC have been
described in the Section 1.1.1 and reminded hereafter. The Figure 4.4 shows CAD views of
both inside and outside configurations of the process:

1. The press’ door opening: the initial steady state conditions (considered homogeneous
at the forming temperature - 870∘C) move to an open-cavity-based convection and
radiation type.

2. The air blowing: the multi-jet blowing induced thanks to the robot (in yellow) is
modeled through a forced convection BC activated during a specific time (around 30
seconds).

3. The extraction effort: the handling robot (in yellow) applies an effort onto the frame
(in blue) in Z-axis direction thanks to four handling arms (in purple) located 2-by-2 at
both sides of the frame. The robot induces a constant speed until a maximum force
instruction.
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4. The transfer: the part is transferred outside the press once it is removed from the mold.
The air blowing is stopped. The convection and radiation heat transfers pass from
warm open cavity to external natural based cooling conditions.

5. The ambient cooling: the part with the frame cooled down to the ambient temperature
(right side of the Figure 4.4).

Figure 4.4 – Cooling and removing operation: 3D cad view with steps l to 3 (left side)
and steps 4 and 5 at (right side)

The mechanical BC mainly resides in the contact conditions, the connections between the
part and the frame and the way that the extraction effort is applied on the frame to extract
the part.

At the beginning of cooling, the contact between part-tool and part-frame is supposed to be
perfect with zero gap and small pressure induced by gravity. The temperature of the mold,
the part, and the frame is considered at SPF target temperature. In reality, the frame is
probably at a lower temperature because it is heated thanks to radiant heaters and it does
not receive the conductive flux from platen contrary to dies.

The whole cooling and unloading steps are computed with strong temperature displacement
coupling to take account of the evolution of contact conditions at part-mold interface during
cooling. The different HT are imposed trough variable HTC and limit temperatures that take
part into BC equations. The material model obtained from characterization described in the
Chapter 3 is implemented through a CREEP user subroutine. This ABAQUSr subroutine
proposes to define viscoplastic strain increment as a function of temperature, strain, effective
stress and some other parameters like user state variables [213].

4.2.1.3 Trimming

The trimming operation is performed with laser or plasma cutting machines. Numerically, it
is performed by element set removing and static equilibrium computation to evaluate the
stress relief. The Figure 4.5 shows the CAD geometries before and after the element set
removing. The hypothesis that the heat produced by the process has no influence on residual
stress is taken. Moreover, it has been considered that no plasticity occurs during stress relief
so that static step resolution scheme is valid.

136



Simulation of the process

(a) (b)

Figure 4.5 – CAD views of the SPF part: (a) before, (b) after the trimming step

4.2.2 Problem and geometries simplifications
4.2.2.1 Problem simplifications
In the simulation of the C&U process, the system evolves when the part is transferred from
inside to outside the press. Indeed, the surrounding environment switches from a hot press
to an exterior environment at the workshop temperature. In addition the mold and its
interactions with the part are removed. Both configuration of the system are presented in
the Figures 4.6a and 4.6b. The colors used in these schematic representations refer to the
colors of the Figure 4.4.

𝜴𝑼 𝜴𝑷𝒓 

𝜴𝑷𝒓 

𝜴𝑫 

𝜴𝑭 

𝜴𝑷 𝜴𝑴 

𝜴𝑹 

(a)

𝜴𝑬 

𝜴𝑭 

𝜴𝑷 

𝜴𝑹 

(b)

Domains 

Part 𝜴𝑷𝒂 

Mold 𝜴𝑴 

Frame 𝜴𝑭 

Robot 𝜴𝑹 

Press 𝜴𝑷𝒓 

Upper Die 𝜴𝑼 

Press door 𝜴𝑫 

Ext. Environment 𝜴𝑬 

Figure 4.6 – Domains definition: (a) inside, (b) outside the press’ configurations

The different domains defined in both figures are not all considered in the simulation as solid
parts but some of them are simply taken into account through boundary conditions. Indeed,
the domains that are included in the simulation are represented in the Figures 4.7a and 4.7b
for the inside and outside configurations respectively.

The press and the upper die are not modeled in the simulation because their interactions with
the part are supposed unaffected by the C&U process. Actually, it is not the case. Indeed,
the exchanges through the open door and with the cold air brought during the blowing
operations affect the temperature distribution of the press and the upper die. However,
their range of temperature variations are fairly low compared to the part because they are
refractory concrete and steel materials that resist to the temperature changes.
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Figure 4.7 – Domains definition after simplifications: (a) inside, (b) outside the press’
configurations

The Figure 4.8 gives the variation of the averaged temperatures of the control thermocouples
used in the tooling and the press during a complete forming sequence (loading, heating,
forming, cooling and unloading). The temperature of the upper die has almost no variation
while the range of the lower die and the platen is of 30 degrees. Moreover, the platen
thermocouples are located closed to the heating elements included in the platens which
generates a higher temperature range. However, the temperature at the surface of the press
which is involved in the heat transfers is lower. Therefore, they are directly considered in
the simulation trough the thermal radiation BC, and indirectly in the convective BC with
homogeneous temperature taken from the experimental curves.
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Figure 4.8 – Averaged temperature evolution of tooling during a whole SPF cycle

Concerning the mold, its temperature variation is also rather limited during the process.
The heat transfers between the mold and the part could be simply considered through a heat
transfer coefficient with a rigid mold surface. However, it is directly involved into complex
conduction heat transfers that depend on the gap and pressure conditions at the interface.
In addition, the heterogeneity of the mold temperature, even limited, influence the heat flux
with the part. Therefore, the mold has been considered as part of the thermomechanical
system and included in the model.

Finally the geometry of the robot is not considered in the model. Indeed the interactions of
its structure has been neglected to simplify the problem from the thermal and mechanical
point of view. The arms that transmit the pulling efforts are modeled using perfect rigid
surface because of the high rigidity of the handling system.

4.2.2.2 Geometry simplifications
The different parts of the model are meshed using shell elements. The shell elements
problematics are discussed later in the Section 4.2.5.1. In this section, only the geometrical
aspects are approached. The 3D real geometries have been simplified such as represented
in the Figure 4.9. The parts are partially represented to make out the hidden mold. A
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(a) (b)

Figure 4.9 – CAD views of the assembly with the frame, and the bottom mold and
the formed part (a) 3D CAD and (b) shell based simplified assemblies

symmetry condition is used in the model such that half of the geometries are considered as
explained above.

The sheet metal part fulfill the shell usage condition that requires one very small dimension
compared to the two other. Concerning the mold, the condition is clearly not respected.
However, the massiveness of the mold which limits the changes of temperature and its high
strength at the process temperatures almost make it rigid. Therefore, it has been chosen to
model it with thick shell elements to limit the computation time. The Figure 4.10 shows
a 3D central cut view of the industrial mold and the simplified shell-based geometry. A
thickness of 100 mm was taken for the shell-based section of the mold. Double arrows of 100
mm are positioned from the upper surface of the industrial geometry in the Figure 4.10a to
highlight the shell-based hypothesis.

(a) (b)

Figure 4.10 – CAD views of the mold: (a) industrial and (b) simplified geometry

The extraction frame is also modeled with shell elements. The geometry is rather complex
such as shown in the Figure 4.11a. The simplified geometry used in the model shown in the
Figure 4.11b only considers the structural elements of the frame.

4.2.3 Physical equations
The equations that govern the evolution of thermomechanical quantities are independent
of the FE method and the model. However, they are applied to a system composed by
different domains limited by boundaries that have specific thermo-physical properties. In the
present model, only the solid continuum domains are considered. Nevertheless, the fluid are
also considered in the CFD simulation that are used to evaluate the convection coefficient
distribution.

The Figures 4.12 schematically represents the boundaries and the interfaces of the model
domains respectively denoted 𝜕Ω and Σ for the inside and outside configurations. The
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(a) (b)

Figure 4.11 – CAD views of (a) the extraction frame with zooms on the pivot connection
and frame cut section (b) shell-based simplified model

identified colors of the interfaces correspond to domains and associated boundaries involved
in thermal or mechanical boundary conditions. These conditions are detailed in the next
paragraphs.
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Figure 4.12 – Definition of boundaries and interfaces of the domains

4.2.3.1 Mechanical equations
The equations involved in such problems result from the fundamental principle of dynamics
defined in the Equation (4.1) applied to the deformable domains Ω𝑑𝑒𝑓 (= Ω𝑃 𝑎 + Ω𝑀 + Ω𝐹 )
where 𝜎 is the Cauchy stress tensor, 𝜌 the material density and −→𝑔 the gravity force. 𝜎 is
defined as a third order tensor that fully defines the stress state of a material point of a
domain. Each terms of the tensor corresponds to normal and tangential stresses that balance
the material domain. It is through this term that the material behavior law in introduced.

−→
𝑑𝑖𝑣
(︀
𝜎
)︀

+ 𝜌−→𝑔 = −→0 ∀𝑀 ∈ Ω𝑑𝑒𝑓 (4.1)
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4.2.3.1.1 Behavior equations

In the present work, an additive decomposition of the strain and strain rate tensor is used. It
consists in defining the total strain rate tensor �̇� as the sum of the deformation contributions.
The Equation (4.2) defines the �̇� for the different domains of the model where �̇�𝑒𝑙, �̇�𝑣𝑝 and
�̇�𝑡ℎ are respectively the elastic, the viscoplastic and the thermal strains rate tensors.

�̇� =
{︂

�̇�𝑒𝑙 + �̇�𝑣𝑝 + �̇�𝑡ℎ

�̇�𝑒𝑙 + �̇�𝑡ℎ
∀𝑀 ∈ Ω𝑃 𝑎

∀𝑀 ∈ Ω𝑀 + Ω𝐹
(4.2)

In the case of the infinitesimal theory the total strain rate tensor is related to the gradient of
velocity of the material such as defined in the Equation (4.3) where �̇� and �̇�

𝑇 are second
order tensors of the velocity gradient of a material point and its transpose.

�̇� = 1
2

(︁
�̇� + �̇�

𝑇
)︁

∀𝑀 ∈ Ω𝑑𝑒𝑓 (4.3)

The elastic strain rate tensor can be related to the Cauchy stress rate tensor thanks to the
Hooke’s law such as defined in the Equation (4.4) where 𝐶 is the Hook’s tensor or the elastic
stiffness tensor which is a 9x9 tensor that can be simplified in the case when �̇�𝑒𝑙 and �̇� are
symmetrical and the material is isotropic into the Equation (4.5) where 𝐸 and 𝜈 are the
Young modulus and the Poison ratio that both may depend on temperature and I is the
second order identity tensor.

�̇�𝑒𝑙 = 𝐶-1�̇� ∀𝑀 ∈ Ω𝑑𝑒𝑓 (4.4)

�̇�𝑒𝑙 = 1
𝐸

[︀
(1 + 𝜈)�̇� − 𝜈𝑇𝑟(�̇�)I

]︀
(4.5)

The viscoplastic strain rate tensor is related to the viscoplastic function �̇�, the plasticity
criterion 𝑓𝑣𝑝 and the Cauchy stress tensor such as defined in the Equation (4.6). The
definition of the �̇� function and the characterization of its parameters for the Ti-6Al-4V alloy
is described in the Chapter 2.

�̇�𝑣𝑝 = �̇�(𝜎, �̇�𝑣𝑝, 𝜀𝑣𝑝, 𝑇 )𝜕𝑓𝑣𝑝

𝜕𝜎
∀𝑀 ∈ Ω𝑃 𝑎 (4.6)

Finally, the thermal strain rate tensor is related to temperature rate �̇� and the isotropic
coefficient of thermal expansion 𝛼𝑡ℎ such as defined in the Equation (4.7).

�̇�𝑡ℎ = 𝛼𝑡ℎ�̇� I ∀𝑀 ∈ Ω𝑑𝑒𝑓 (4.7)

The thermophysical properties of the part, mold and frame material that have been used in
the model are provided in the Appendix D.1.

4.2.3.1.2 Interface interactions

The different domains of the system are constrained between each other through contact
interactions or specific couplings that both impose specific force and/or displacement relations
at their boundaries

p Contacts
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There are three mechanical contact interfaces in the model: the part-mold Σ𝑃 𝑎/𝑀 , the
part-frame Σ𝑃 𝑎/𝐹 and the frame-robot Σ𝐹/𝑅 interfaces.
The mechanical contact is governed by a normal and a tangential behavior. The normal
behavior refers to the contact pressure-overclosure relationship. An augmented Lagrange
method is used. This contact algorithms is related to the FEM specific to ABAQUSr software.
It is briefly described in the Section 4.2.5.2. This method enables to compute the contact
pressure as a function of underlying element stiffness.
Concerning the tangential shear stress, it is computed using a Coulomb friction model. It
defines the critical shear stress 𝜏𝑐𝑟𝑖𝑡 at which sliding of the surfaces starts as a fraction 𝜇 of
the normal contact stress 𝜎𝑛 such that 𝜏𝑐𝑟𝑖𝑡 = 𝜇𝜎𝑛. The Coulomb model defines sticking
conditions if the contact shear stress is below the critical one while sliding occurs when it
is reached such that defined in the Equation 4.8 where 𝛾𝑒𝑞=

√︀
𝛾2

1 + 𝛾2
2 and 𝜏𝑒𝑞 =

√︀
𝜏2

1 + 𝜏2
2

with 𝛾1, 𝛾2, 𝜏1 and 𝜏2 are respectively the contact slip rates and shear stresses in the local
direction.

∀𝑀 ∈ Σ ,
{︂

�̇�𝑒𝑞 = 0
�̇�𝑒𝑞 > 0

𝜏𝑒𝑞 < 𝜏𝑐𝑟𝑖𝑡

𝜏𝑒𝑞 = 𝜏𝑐𝑟𝑖𝑡

}︂
(4.8)

The values of friction coefficients for the different interfaces are defined in the Table 4.1.
The value of the interface Σ𝑃 𝑎/𝑀 is the same than used for the forming step. The value of
the interface Σ𝑃 𝑎/𝐹 is set to 0.2 because of the coarse surface quality of the frame and the
absence of BN coating. Finally, no friction is considered between the robot and the frame.

Σ𝑃 𝑎/𝑀 Σ𝑃 𝑎/𝐹 Σ𝐹/𝑅

0.1 0.2 0

Table 4.1 – Coulomb friction coefficients

p Kinematic coupling
They are several coupling interactions. The pivot connections between the frame’s profiles are
modeled using coupling between edges at the ends of frame profiles and respective reference
points themselves constraint with a pivot based kinematic coupling as shown in the Figure
4.13. Their mechanical coupling is defined in the Equation (4.9) where 𝒱

(︁
Ω1

𝐹𝑙𝑜𝑛𝑔
/Ω1

𝐹𝑙𝑎𝑡

)︁
is

the kinematic screw relation at the reference point 𝑅1 in its local coordinate system ℛ𝑅1
𝑝

represented in the Figure 4.13b where 𝜔3 is the available rotation around the direction −→𝑒 3
of ℛ𝑅1

𝑝
. The same coupling also exists for the second lateral frame’s profile.

(a)

𝒆𝟑 

𝝏𝜴𝑭𝒍𝒐𝒏𝒈
𝟏  𝝏𝜴𝑭𝒍𝒂𝒕

𝟏  𝑹𝒑
𝟏 

𝒆𝟐 

𝒆𝟏 

(b)

Figure 4.13 – Frame’s profiles pivot fastenning (a) industrial CAD view, (b) model
representations

∀𝑀 ∈ 𝜕Ω1
𝐹𝑙𝑜𝑛𝑔

∪ Ω1
𝐹𝑙𝑎𝑡

, 𝒱
(︁

Ω1
𝐹𝑙𝑜𝑛𝑔

/Ω1
𝐹𝑙𝑎𝑡

)︁
=

𝑅1
𝑝

⎧⎨⎩ 0
0
0

0
0
𝜔3

⎫⎬⎭
ℛ𝑅1

𝑝

(4.9)
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A second type of coupling concerns the fastening systems that clamp the part onto the frame.
They are modeled using ABAQUSr fasteners as represented in the Figure 4.14. These
fasteners fix the degrees of freedom of the nodes belonging both surfaces included into a
radius around a reference point. These reference points correspond to the cut zones where
the part is clamped with cotter pins. Each reference point has its local coordinate system

Figure 4.14 – Representation of part-frame fastening locations

and coupling constraints defined in the Equation (4.10) where 𝑀0, 𝑅𝑐𝑟𝑖𝑡 are respectively
the initial position of point 𝑀 that belongs to 𝜕Ω𝐹

𝑡𝑜𝑝 or 𝜕Ω𝑃 𝑎
− and the critical radius for

wich the fastening coupling is active. The terms 𝑣2 and 𝑣3 are velocity components that
becomes null if the maximum critical distance is reached. This distance estimated at ±10
mm corresponds to the large tolerance of laser cutting that allows small displacements in the
contact plane.

∀𝑀 ∈ 𝜕Ω𝐹
𝑡𝑜𝑝 ∪Ω𝑃 𝑎

−, if ‖
−−−→
𝑀0𝑅𝑖

𝑝‖ < 𝑅𝑐𝑟𝑖𝑡 , 𝒱
(︀
Ω𝐹

𝑡𝑜𝑝/Ω𝑃 𝑎
−)︀ =

𝑅𝑖
𝑝

⎧⎨⎩ 0
𝑣2
𝑣3

𝜔1
0
0

⎫⎬⎭
ℛ𝑅𝑖

𝑝

(4.10)

4.2.3.1.3 Boundary conditions

During the whole simulation, a mechanical symmetry boundary condition is applied on the
node shown in the Figure 4.15.

Figure 4.15 – Representation of symmetry boundaries (in red) of the model

The mechanical boundary conditions do not significantly evolve throughout the steps of the
model. There are slight evolutions that are mainly based on numerical contact purpose.
A summary of their evolution is given in the Figure 4.20. In the left column is given the
time scales for each steps of the simulation. In the right columns are detailed the different
numerical steps. The grey dark ones are real phases existing in the process while the light
grey ones are pure numerical steps that are used for contact transitions states. In the central
columns are given the evolution of mechanical BC. The detail of the mentioned conditions is
presented in next paragraphs.

p Opening of the press and blowing steps
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Figure 4.16 – Description of mechanical BC evolution during process simulation

During the two first steps of natural cooling phases and the first blowing, there is a first zero
displacement BC imposed in the z-axis direction on the contour line of the mold such as
represented in the Figure 4.17. In addition, the displacements of a single central node of the
symmetry line are fixed in the perpendicular plane of the symmetry axis.

Figure 4.17 – Representation of the mold nodes (in red) involved in displacement
boundary conditions

Another BC concerns the frame. Indeed, it is placed on several support elements of the mold
such as highlighted in the Figure 4.18. This support is traduced by a zero-displacement of
the 𝜕Ω𝐹

𝑏𝑜𝑡 surface boundary in the z-axis direction.

p Extraction steps

At the beginning of the extraction steps, there is a transition in the BC that control the
z-axis displacement of the frame. The zero-displacement of the 𝜕Ω𝐹

𝑏𝑜𝑡 surface boundary is
removed. The contact at the frame-robot interface is activated. A zero-displacement of the
𝜕Ω𝑅 surface boundary in the z-axis direction is imposed such as shown in the Figure 4.19.

During the extraction process in AIRBUS, the robot imposes a vertical displacement at 30
mm/s through its arms that generate efforts onto the frame to remove the part from the
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Figure 4.18 – 3D CAD view of the industrial mold: highlighting of the frame’s support
zones

Figure 4.19 – Representation of the robot’s arms dispacement boundary conditions

mold. The displacement is induced until the applied effort reach a maximum value. Once it
is reached, the displacement is stopped and an additional blowing step is performed. The
maximum robot effort value is incrementally increased by 150 kg for this part. At the first
force impulse, the weight of the part and the frame are added to the maximum force.

In the model, the relative displacement is imposed to the mold instead of the the robot for
numerical reasons that are discussed later in the chapter. Indeed, it limits the viscous forces
introduced by the numerical damping necessary to help the convergence of the model. The
z-axis velocity is imposed on the contour line of the mold through a user subroutine that
stops the displacement once the maximum force is reached.

p Transfer and outside cooling

During the steps that follow the extraction, there is no modification of the BC. However, the
mold is removed from the simulation so as to the associated interfaces and BC.

4.2.3.2 Thermal equations
The evolution of the temperature field of an environment is obtained by solving the heat
equation at a material point as defined in the Equation (4.11). The thermo-physical parame-
ters 𝜌, 𝑐 and 𝜆 are respectively the density, the heat capacity and the thermal conductivity
of the material and are all temperature dependent as defined in the Appendix D.1. In a
coupled system, this equation is solved in parallel to the mechanical equations such that the
influence of the temperature on material behavior is considered.

𝜌𝑐
𝜕𝑇

𝜕𝑡
= −𝑑𝑖𝑣(𝜆

−−→
𝑔𝑟𝑎𝑑(𝑇 )) ∀𝑀 ∈ Ω𝑑𝑒𝑓 (4.11)

This equation governs the temperature evolution inside a domain. At its boundaries, there are
three different heat transfer modes which are commonly involved: the radiative, conductive
and convective transfer modes. Contrary to the mechanical part of the equations, the idea
of boundary, and interface is more complex for the thermal point of view. For instance,
the radiative transfer at the interfaces of the part and the press’ environment becomes a
boundary condition because of the taken simplifications of the problem as described in the
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Section 4.2.2.1. Therefore, the general heat equation at the boundary is presented hereafter,
and later detailed in the Section 4.2.4.

4.2.3.2.1 Boundary conditions

At the boundaries of a domain, the thermal diffusion term may be balanced by different
contributions that can be radiative 𝜑𝑟𝑎𝑑, convective 𝜑𝑐𝑜𝑛𝑣 and conductive 𝜑𝑐𝑜𝑛𝑑 flux as
defined in the Equation (4.12) where 𝑥 is the coordinate in the direction normal to the
boundary surface. These equations need to be adapted regarding to the interfaces and
boundaries involved in the HT such as defined in the Figure 4.12. They are detailed in the
next paragraphs.

−𝜆
𝜕𝑇

𝜕𝑥

⃒⃒⃒⃒
𝑥=0

=

⎧⎨⎩ 𝜑𝑟𝑎𝑑

𝜑𝑐𝑜𝑛𝑣

𝜑𝑐𝑜𝑛𝑑

∀𝑀 ∈ 𝜕Ω (4.12)

4.2.4 Thermal boundary conditions
The thermal boundaries and contact conditions evolve throughout the steps of the model. A
summary of their evolution is given in the Figure 4.20 such as presented for the mechanical
part of the model. In the thermal case, there are changes at every step except for the contact
initiation of the robot and the frame for which no conduction HT are defined. The detail of
the mentioned conditions is presented in next paragraphs.
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Figure 4.20 – Description of thermal BC evolution during process simulation

4.2.4.1 Radiation
The different boundaries of the model that exchange heat by thermal radiation are defined in
the Figure 4.21 where each defined interface Σ may involved several exchanging boundaries.
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Figure 4.21 – Schematical definition of the radiative interfaces (a) inside, (b) outside
the press and the legend

The problem is extremely complex in its geometrical definition, but also because of the
heterogeneous temperature of the different surfaces.

There are three different radiative BC applied in the model which correspond to the type
of boundaries involved in the HT. There are radiative transfers at the interfaces with the
press and exterior environment: Σ𝑃 𝑎/𝑃 𝑟,𝑈,𝐸,𝑃 𝑎, Σ𝐹/𝑃 𝑟,𝐸 , Σ𝐹/𝑃 𝑎,𝑀 , Σ𝑃 𝑎/𝐹,𝑀 , Σ𝑃 𝑎/𝐹,𝐸,𝑃 𝑎,
Σ𝑃 𝑎/𝐸,𝑃 𝑎, Σ𝐹/𝑃 𝑎,𝐸 and Σ𝐹/𝐸 . These radiative BC are modeled using the weak radiation
method (WRM) developed below. Then, there are the HT at the contact interfaces Σ𝑃 𝑎/𝐹

and Σ𝑃 𝑎/𝑀 which are considered using gap radiation model. Finally, there are HT inside the
frame’s profiles cavities Σ𝐹/𝐹 . These three types of BC are detailed below.

4.2.4.1.1 Weak radiation method

The WRM consists in using an approximation for the radiative heat flux computation of
surfaces which have homogeneous temperatures and emissivities. The classical gray body
radiation theory gives the radiation HT received by a surface 𝜕Ω1 from a surface 𝜕Ω2
respectively at a temperature and emissivity 𝑇𝜕Ω1 , 𝜖𝜕Ω1 and 𝑇𝜕Ω2 , 𝜖𝜕Ω2 with the Equation
(4.13) where 𝐹𝜕Ω2→𝜕Ω1 is the VF of the surface 𝜕Ω2 regarding to the surface 𝜕Ω1. It
corresponds the projected surface on a unit surface hemisphere for which the center is the
center point of the element such that the total VF of a surface is one.

𝜑𝑟𝑎𝑑(𝜕Ω2 → 𝜕Ω1) =
𝜎(𝑇 4

𝜕Ω2
− 𝑇 4

𝜕Ω1
)

1−𝜖𝜕Ω1
𝜖𝜕Ω1

+ 1
𝐹𝜕Ω2→𝜕Ω1

+ 1−𝜖𝜕Ω2
𝜖𝜕Ω2

(4.13)

The Equation (4.14) give the approximated heat flux ̂︂𝜑𝑀
𝑟𝑎𝑑(𝜕Ω) received by a material point

𝑀 at temperature 𝑇 and an emissivity 𝜖 with a surface 𝜕Ω which have a homogeneous
temperature 𝑇𝜕Ω and emissivity 𝜖𝜕Ω as defined with the WRM method. 𝐹 𝑀

𝑡𝑜𝑡(𝜕Ω) is the
total viewing factor of the surface 𝜕Ω with the point M. In ABAQUSr , the total viewing
factor 𝐹 𝑒𝑙

𝑡𝑜𝑡(𝜕Ω) can be computed using the sum of the element-element viewing factor 𝐹𝑒𝑙/𝑒𝑙𝑖

between the concerned element 𝑒𝑙 and the elements 𝑒𝑙𝑖 belonging to constant temperature
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surface 𝜕Ω such as defined Equation (B.4).

∀𝑀𝜕Ω ∈ 𝜕Ω, if {𝑇 = 𝑇𝜕Ω, 𝜖 = 𝜖𝜕Ω} , ̂︂𝜑𝑀
𝑟𝑎𝑑(𝜕Ω) = 𝜎(𝑇 4

𝜕Ω − 𝑇 4)
1−𝜖𝑒𝑙

𝜖𝑒𝑙
+ 1

𝐹 𝑀
𝑡𝑜𝑡(𝜕Ω) + 1−𝜖𝜕Ω

𝜖𝜕Ω

(4.14)

𝐹 𝑒𝑙
𝑡𝑜𝑡(𝜕Ω) =

∑︁
𝑒𝑙𝑖∈𝜕Ω

𝐹𝑒𝑙/𝑒𝑙𝑖
(4.15)

This approximation has been used considering constant and homogeneous emissivity (𝜖=0.9)
for the part, mold and frame. This emissivity value has given an acceptable fit of the
experimental tests in the Section 3.6. The viewing factors have been computed thanks
to a-priori HT analysis using multiple configurations. The temperature of the part, the
frame, the press’ walls, the upper dies and the exterior environment have been considered
homogeneous to reduce the number of viewing factors configurations. The computation of
the radiative heat flux BC 𝜑𝑀∈𝜕Ω𝑃 𝑎

+

𝑟𝑎𝑑 at the upward surface 𝜕Ω𝑃 𝑎
+ is given in the appendix

D.2 as an example. This method has been applied for every surface involved in the radiative
interfaces for both inside and outside geometrical configurations as defined in the Figure
4.21.

4.2.4.1.2 Gap radiation

At the contact interfaces Σ𝑃 𝑎/𝐹 and Σ𝑃 𝑎/𝑀 , the HT is a combination of conduction at
contacting points, and convective-radiative transfers for the rest of the non-contact area of
the interface. The radiative part is modeled using a gap-radiation model such as defined in
the Equation (4.16). In our case, the equation is simplified because the emissivity 𝜖 is the
same for the part, the mold and the frame, and the viewing factor is taken perfect (𝐹=1).

𝜑𝑐𝑜𝑛𝑑
𝑟𝑎𝑑 (𝜕Ω2 → 𝜕Ω1) =

𝜎(𝑇 4
𝜕Ω2

− 𝑇 4
𝜕Ω1

)
1−𝜖𝜕Ω1

𝜖𝜕Ω1
+ 1

𝐹𝜕Ω2→𝜕Ω1
+ 1−𝜖𝜕Ω2

𝜖𝜕Ω2

=
𝜖𝜎(𝑇 4

𝜕Ω2
− 𝑇 4

𝜕Ω1
)

3 − 2𝜖
(4.16)

4.2.4.1.3 Frame’s profiles cavity radiation

Another radiative boundary condition is defined for the surface inside the frame’s profiles
𝜕Ω𝐹

𝑐𝑎𝑣. Indeed, the heat transfers inside the cavity of the profiles tends to balance the
temperature of the surfaces. An average-temperature radiation BC is used to take account
of the heat transfers. It consists in using the average temperature of the cavity ⟨𝑇𝜕Ω𝐹

𝑐𝑎𝑣 ⟩ as
the limit temperature of a classical surface radiation BC as defined in the Equation (4.17).

𝜑𝑐𝑎𝑣
𝑟𝑎𝑑(𝜕Ω𝐹

𝑐𝑎𝑣) = 𝜖𝜎(⟨𝑇𝜕Ω𝐹
𝑐𝑎𝑣 ⟩4 − 𝑇 4) (4.17)

4.2.4.2 Conduction
Thermal contact HT are defined for the part-mold Σ𝑃 𝑎/𝑀 and the part-frame Σ𝑃 𝑎/𝐹 interfaces.
It is a combination of conduction, convection and radiation HT. The radiative part of the
transfer is defined in the Section 4.2.4.1.2. Both other contributions are commonly included
inside a conductance 𝑘𝑐 such as defined in the Equation (4.18).

𝜑𝑐𝑜𝑛𝑑(𝜕Ω2 → 𝜕Ω1) = 𝑘𝑐(𝑇𝜕Ω2 − 𝑇𝜕Ω1) (4.18)

The conductance model obtained from characterization and presented in the Section 3,
only considers a radiative contribution. However, the industrial process involves higher
contact pressure values contrary to the experiments performed on the prototype tooling.
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Simulation of the process

Indeed, the high pulling efforts observed in the shopfloor are produced by high shear contact
stresses because of friction. Therefore, the hypothesis of a negligible conductive contribution
of the conductance model is likely to be wrong. Thus, a contact contribution 𝑘𝑐 of the
conductance model is considered such as defined in the Equation (4.19) where 𝑘0, 𝑃𝑖𝑛𝑖 and 𝑎
are parameters of the model. 𝑘0 is taken equal to 100 W.m−2.s−1 which is the non-null value
tested in the Section 3.6.4 for which the results are fairly good. 𝑃𝑖𝑛𝑖 and 𝑎 are respectively
taken at 0.01 MPa and 0.985 such as in the Section 3.6.4.

𝑘𝑐 =

⎧⎨⎩ 𝑘0(𝑃/𝑃𝑖𝑛𝑖)𝑎

𝑘0
0

𝑃 > 𝑃𝑖𝑛𝑖

0 < 𝑃 ≤ 𝑃𝑖𝑛𝑖

𝛿 > 0
(4.19)

This model is based on the famous MYC model developed by Mitikc, Yovanovic and
cooper [205] considering conductivity, roughness and hardness properties homogeneous and
independent of the interface temperature.

4.2.4.3 Convection

4.2.4.3.1 Natural convection: inside the press

The inside convection flow is very complex. The air goes inside the press by the door flowing
through complex paths influenced by the tooling geometries. However, the associated heat
transfers are fairly low during the transition phase until forced cooling experiment. Indeed,
the air inside the press is at the press environment temperature at the beginning of the door
opening such that the convection HT start to zero and then increase while the cold air goes
inside. That is why a simple approximation is made considering that it has no significant
impact. The convection coefficient starts from zero and goes up to a homogeneous value of
1 W.m−2.K−1 with a smooth transition. The non-symmetry of the press configuration is
not taken into account. This BC is applied on the next surfaces: 𝜕Ω𝑃 𝑎

+, 𝜕Ω𝐹
𝑜𝑢𝑡, 𝜕Ω𝐹

𝑏𝑜𝑡,
𝜕Ω𝐹

𝑖𝑛.

4.2.4.3.2 Natural convection: outside the press

This section have been addressed with the methodology based on CFD simulations developed
on horizontal plate natural convection described in the Appendix C. This method consists in
performing CFD analyses of the configuration with simplified geometries in order to compute
an approximated distribution of the convection coefficient on the different surfaces. These
simulations are computed for several temperature conditions that correspond to different
time of the cooling phase to take account of the impact of the temperature on the fluid flow.
Then, the distribution of the convection coefficient is modeled as a function of time and
space using approximated analytical relations.

The method has been applied on the industrial geometry in the configuration outside the
press is presented in the Appendix C.5. The results of this work gives various functions that
describe the space distribution with constant, linear, bilinear space evolution function that
vary during the process.

However, further results in the Section 4.3.2 show that no plastic deformations occurs
during this step. Therefore, the convection coefficient obtained from CFD analysis has
been homogenized to simplify the problem. The Figure 4.22 gives the temperature and
time evolution of the HTC affected to the top and bottom surfaces of the part and the
exterior surfaces of the frame. In the model, the time evolution of the convection coefficient
is preferred in order to avoid local evolutions of the coefficient that would not have an impact
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on the global fluid flow. There is a significant difference between the bottom and top surface
of the part. The HTC values are fairly low because the path of the air is continuously affected
by the hot parts that heat the air and limit the HT.
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Figure 4.22 – Homogenized convection coefficient based on the CFD simulation (a)
temperature and (b) time evolution

4.2.4.3.3 Forced convection

The model used to define the space distribution of the forced convection coefficient (FCC) is
based on the model characterized in the Section 3.6 from the prototype testing experiments
(given in the Equation (3.34)). However, it is adapted for a single circular nozzle impinging
perpendicularly to a flat plate at a specific distance. In the industrial case, the impinged
surface may be circular (convex or concave), inclined, at varying distance and many nozzles
are used simultaneously. Therefore the shape of the distribution is likely to be influenced by
the mentioned parameter, but also by the interactions of the several residual flows that are
influenced by the surrounding shapes around the impinging zones.

ℎ(𝑟, 𝑧0) =
{︂

ℎ0
ℎ0 𝑒−𝑘0

𝑟−𝑅
𝑅

< 𝑅
𝑟 ≥ 𝑅

(4.20)

Two modifications have been implemented to the initial model characterized for the testing
conditions such as reminded in the Equation (4.20) where 𝑧0 is the distance between the nozzle
and the surface for the blowing experiment. The first modification consists in considering
the distance 𝑧 between the nozzle and the impinged surface. Tawfek [200] demonstrated that
the average Nusselt number is proportional to the inverse of the distance to a power 0.22 so
that the FCC can be modified such as proposed in the Equation (4.21).

ℎ(𝑟, 𝑧) = ℎ(𝑟, 𝑧0)
(︁𝑧0

𝑧

)︁0.22
(4.21)

The second modification concerns the shape of the distribution that may influence by the
impinged surface. The assumed hypothesis is that the heat flux is conserved regardless of
the shape of the surface. It is traduced by the Equation (4.22) in the case of 𝑧=𝑧0 where 𝑘0
is the 𝑘 parameter obtained from characterization.

ℎ =
∞∫︁

0

ℎ(𝑟)𝑑𝑟 = ℎ0𝑅(1 + 1/𝑘0) (4.22)
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Simulation of the process

Using the hypothesis of heat flux conservation combined with the Equation (4.22), a variable
definition of 𝑘 is proposed in the Equation (4.23).

𝑘(𝑧) = 1/

⎛⎜⎝ 1 + 1/𝑘0(︁
𝑧
𝑧0

)︁−0.22 − 1

⎞⎟⎠ (4.23)

The Figure 4.23 shows the comparison of the initial and the modified models applied onto a
surface with a varying distance such as for industrial case. The improved model highlights a
slight decrease of the coefficient in the z-axis.

(a) (b)

Figure 4.23 – Forced convection coefficient model on varying H/d ratio (a) geometry,
(b) unscaled model and (c) z-scaled model

The Figure 4.24 gives the industrial strategy for the blowing configuration and the associated
distribution of the FCC.

Figure 4.24 – Blowing strategy and associated FCC model (mW.mm-2.K-1)

4.2.5 Finite element method
In this section, a brief description of the structure of such numerical model is made. Only the
general concepts and the associated problematics regarding to the process are approached.
Some additional details are given in the Appendix D.3.

The FEM enables to solve partial differential equations such as thermal and mechanical
equations on complex 2D and 3D problems. The method consists in subdividing a continuous
system into finite elements that constitutes a mesh discretization of the system. The
mathematical formulation of the problem is modified so that to obtain a linear system of
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equations easier to solve numerically. The simplifications are based on the variational (also
called "weak") formulation based on the Galerkine method which enables to transform the
continuous problem in a discrete one.

It is possible to define an approximated solution of one equation as linear combination of
interpolation functions (defined for each finite elements) like polynomials (usually first or
second order) functions. Once the problem is described with the variational form, it can
be written under a matrix form and finally solved with a numerical algorithm. Some more
details on the FEM are presented in the Appendix D.3.

In the developed model, an implicit resolution of the fully coupled temperature and displace-
ment equations are performed using the Newton-Raphson algorithm. The time integration
is based on an automatic scheme that use either explicit or implicit integration based on
plasticity and stability criteria. The explicit integration stability is based on a the maximum
difference in the creep strain increment that has been fixed at 1%.

4.2.5.1 Element discretization
For this sheet metal forming process, quadrangle shell elements are used to take advantage of
their lower time computation compared to 3D continuum elements. Indeed, the low thickness
of the sheet metal parts enables to use the shell theory. the section integration is made
using five points in the thickness with the Simpson’s rule. On the contrary, the mold and
the frame’s profiles does not respect the thin shell theory, especially the mold. In this case,
ABAQUSr uses thick shell theory when the thickness is superior to 1/15 of a characteristic
length of the element.

The coupled temperature-displacement continuum shell elements in Abaqus have continuum
shell geometry and use linear interpolation for the geometry and displacements. The
temperature is interpolated linearly as well. First order integration (for mechanical quantities)
elements with a reduced integration are used (S4RT elements). The reduce integration uses
a single integration point located at the element’s centroid for first order element. It limits
the number of integration points, and it uses the more accurate “uniform strain” formulation
[214].

A portion of the meshes of the three different geometries are presented in the Figure 4.25.
They are composed by S4RT or S3RT temperature displacement coupled shell elements as
discussed in the Section 4.2.5.1.

(a) (b) (c)

Figure 4.25 – Mesh views: (a) Part, (b) Mold and (c) Frame
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Simulation of the process

The total number of elements is 9371 and 7972 respectively for the part and the mold.
The part has much refine mesh precision compared to the mold in order to be able to well
describe the deformation undergone during the simulation. The extraction frame is divided
into two lateral profiles which are half the real geometries (because of the symmetry) and
a longitudinal one. They have respectively 1350 and 4534 elements. The total number of
element in the model is 23227

4.2.5.2 Contact resolution
The heat conduction and friction forces generated through the contact at the part interfaces
during cooling phase are the root causes of part distortions. Therefore, the contact resolution
has to be carefully implemented. The contact modeling consists into different numerical
methods/algorithms that governs the resolution of the thermal and mechanical quantities
at the interface: contact tracking method, surface contact discretization and the contact
enforcement method.
In our case, a path-based tracking algorithm within a finite sliding approach (surface-to-
surface contact discretization) is used with an augmented Lagrangian method to solve the
mechanical contact interactions. The contact resolution consists in solving the contact
pressure that balances the system as a function of node/surface penetration. The path-based
tracking algorithm algorithm carefully considers the relative paths of points on the slave
surface with respect to the master surface within each increment. The surface-to-surface
discretization enables to better take account of penetration of nodes with reasonable mesh
refinement differences. The augmented Lagrangian method has a low penetration tolerance
that provides a much precise contact resolution with less approximation. Some more details
on these aspects are available in the ABAQUSr documentation [215, 216].

4.2.5.3 Damping
In order to solve non-linear problems, ABAQUSr provides tools to improve the stability of
numerical schemes. Numerical damping may be introduced at a global scale of the problem
but also at the contact scale. Global or general damping might help to solve material or
geometrical non-linearities while contact damping (called contact control in ABAQUSr )
provide the capability to prevent rigid body motion at contact interface during opening and
closing of contact. The latest is highly important for the process problematics that involve
contact friction and evolving contact conditions from closed to opened along the simulation.
However, both are required to help convergence of such non-linear problems.
The issues of such numerical damping is that they might bring significant error if they are
not carefully used . Indeed, both tools are based on the same principle. Viscous forces are
introduced in the forces’ equilibrium equation with the form of the Equation (4.24) where
𝑀* is an artificial mass matrix calculated with unity density, 𝑐 is a damping factor, 𝑣 is the
vector of nodal velocities.

𝐹𝑣 = 𝑐𝑀*𝑣 (4.24)

Both coefficients for global and contact based damping are automatically computed regarding
material, mechanical and geometrical properties. However, the computed value is not always
adapted and ABAQUSr introduce a scaling factor to adapt the stabilization level to the
problem. One important aspect is to ensure that the viscous damping energy and the contact
damping stress respectively introduced by global and contact damping remain below a few
percentage of the internal energy and the contact stresses (ABAQUSr recommends 5%).

4.3 Results
The results presented in this section correspond to the the model described in the Section
4.2 with the blowing strategy of the Figure 4.24. As mentioned in the introduction of the
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chapter, a strong influence of the numerical contact damping has been observed. An analysis
of its impact on the pulling force during part removing and the final deformations of the part
is presented in the Section 4.4. It has been highlighted that it generates anomalous damping
stresses that oppose to the contact opening.
For this section, two different values of the contact damping factor (CDf) are assigned to
limit the artificial forces promoted by this numerical tool in the zones where they may be
critical. The Figure 4.26 shows a first zone highlighted in red for which the factor is higher
(CDf=1e-3). A lower factor (CDf=1e-6) is used for the rest of the contact surface of the
part. The lower value is affected on the surfaces almost horizontal for which normal contact
stresses have no sense and artificially increase the necessary forces to remove the part from
the mold.

Figure 4.26 – Representation of the split surfaces for contact damping attribution

In order to present easily the results of the simulation, several specific times are described
in the Figure 4.27b. These times correspond to the end of press’ opening 𝑡1, blowing 𝑡2,𝑖,
peak force 𝑡2,𝑖(F) and ambient cooling steps 𝑡3 and 𝑡3(X). The 𝑡3(X) time point represents
a specific time of X seconds after the transfer of the part outside in the ambient cooling
conditions. The duration of each step is given in the flowchart of the Figure 4.27b.
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Figure 4.27 – Schematic representation of specific time of the process on (a) Tempera-
ture evolution, (b) Flowchart

Finally, the isovalues that are shown in this section are associated to the mid-side integration
point in the section of the shell elements except if it is precised.

4.3.1 Thermal results
The first important aspect of the process is the temperature variations. They are described
separately for each part of the assembly. Some nodes have been selected to highlight
the various temperature evolution in specific zones of the parts subjected to different
thermomechanical loading.
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Simulation of the process

4.3.1.1 Part
The Figures 4.28a, 4.28b, 4.28c and 4.28d show the temperature distributions at the times
𝑡1, 𝑡2, 𝑡3 and 𝑡3(1000). The Figure 4.28e gives the temperature evolution during the whole
simulation at the nodes 𝑁1, 𝑁2, 𝑁3 and 𝑁4 highlighted on the geometries of the temperature
distribution figures.

The Figure 4.28a highlights the non-symmetry of the radiative heat flux through the open
door. Indeed, the temperature decrease reaches more than fifty degrees while the deep zone
is preserved from radiative HT through the open door and its temperature decrease is limited
to thirty degrees. In , the top corner zones have a lower temperature. It is a consequence of
the absence of frame (modeled with coupling interaction) in these region. It is not the case
with the real tooling but this area cannot influence the final distortions of the part.

The Figure 4.28b clearly shows the effect of the local cooling imposed by the nozzles. The
temperature in the affected zones decreases up to 559 ∘C. It makes a maximum difference of
around 285 ∘C in thirty seconds which corresponds to an average cooling rate of 9.5 ∘C.s−1.
The minimum cooling rate is around 1.7 ∘C.s−1 in the central dome zone. The Figure 4.28e
highlights the gradient of cooling rate especially for the node 𝑁4 for which the temperature
gap with the other nodes increases throughout the three blowing phases. The central bar of
the robot that has a strengthening role (Figure 4.24) produces a gap in the affected zone.

The temperature field at time 𝑡3 in the Figure 4.28c shows that once the blowing stops,
the localization of cooling tends to be homogenized. This phenomena can be observed on
the time evolution at the end of each blowing steps. The temperature increases which is a
consequence of thermal diffusion, but also the radiative and conductive heat transfers that
tends to heat back the part at the press and the mold temperature.
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Figure 4.28 – Temperature field of the part at time (a) 𝑡1, (b) 𝑡2, (c) 𝑡3 and (d)
𝑡3(1000s), nodal temperature-time curves inside (left) and outside (right) the press (e)

Finally the outside cooling leads to two zones which have a temperature almost homogeneous:
the frame area and the rest (Figure 4.28d). The conduction with the frame maintains the
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temperature of the part higher than the rest as clearly seen in the Figure 4.28e with the node
N1 compared to the others. After 1000 seconds of cooling outside the press, the maximum
difference of the part temperature is 215 ∘C between the zone in contact with the frame and
the central dome zone.

4.3.1.2 Mold
The Figures 4.29a, 4.29b and 4.29c show the temperature distributions of the mold at the
times 𝑡1, 𝑡2 and 𝑡3. The Figure 4.29d gives the nodal temperature curves of the 𝑁1, 𝑁2, 𝑁3
and 𝑁4 located at the same positions than for the part. The distribution of the temperature
has the same shape than the part. However, the temperature decrease is much smaller:
between 10-22 ∘C, contrary to 130-250 ∘C for the part such as confirmed in the Figure 4.29d.
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Figure 4.29 – Temperature field of the mold at time (a) 𝑡1, (b) 𝑡2, (c) 𝑡3 and (d) nodal
temperature-time curves inside the press

4.3.1.3 Frame
The Figure 4.30 shows the temperature distributions of the frame at the times 𝑡1, 𝑡2, 𝑡3 and
𝑡3(2500). There are large temperature gradients as a function of the sides of the frame profiles
and the profiles themselves. At the end of the opening of the door, there is a temperature
gap of 50 ∘C between the coldest zones facing the door and the hottest facing the mold
(Figure 4.30b). This gap rises to 60 ∘C at the end of first blowing phase (Figure 4.30b), end
even more than 80 ∘C (Figure 4.30c) at the end of the third blowing phase.

The gradient of temperature changes when the frame is outside the press (Figure 4.30d).
When the frame is outside the press (Figure 4.30d), The bottom side of the frame profiles is
colder because of the changes in the radiative HT. Indeed, the part limit the heat transfer
with the ambient environment on the top side while it is facing to the cold environment on
the bottom side.

The Figure 4.31 highlights some nodes used for the longitudinal and lateral profiles of the
frame. Indeed, five nodes (𝑁1, 𝑁2, 𝑁3, 𝑁4 and 𝑁5) have been selected on both profiles
in order to highlight their difference in the thermal behavior especially inside the press as
observed in the Figure 4.30. The Figure 4.32 gives a comparison of the the nodal temperature
curves inside the press for the longitudinal and lateral frame profiles. The temperature
difference rises to around 100 ∘C and 50 ∘C respectively for the longitudinal and lateral
profiles which is pretty high. It confirms the observation made on the Figure 4.30.

156



Simulation of the process

(a) (b)

(c) (d)

Figure 4.30 – Temperature field of the frame at time (a) 𝑡1, (b) 𝑡2, (c) 𝑡3 and (d)
𝑡3(2500s)

Figure 4.31 – Representation of the nodes used for temperature plots on the longitudinal
and lateral frame’s profiles from the Figure 4.30a
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Figure 4.32 – Temperature evolution of the frame inside the press for the longitudinal
(left) and lateral (right) profiles

4.3.1.4 Comparison
The Figure 4.33 shows the evolution of the mean temperature (averaged at 𝑁𝑖 nodes presented
above) of each part. It highlights the global differences between part and mold inside the
press due to the conductive heat transfers, and between the part and frame outside the press.
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Figure 4.33 – Mean temperature evolution during the process inside (left) and outside
(right) the press

4.3.2 Thermo-mechanical results
The thermal stresses just like the mechanical loadings imposed by the pulling robot have a
strong impact on the unloading process and the final distortions of the part. In this section,
the thermomechanical quantities are analyzed throughout each step of the simulation for the
part and the frame respectively in the inside and outside configurations. The mold is not
included in the mechanical analysis because of the geometrical hypothesis that deforms the
results, and the low temperature variations that limit the associated thermal stresses.

4.3.2.1 Part

4.3.2.1.1 Inside the press

The Figure 4.34 gives a comparison of the logarithmic equivalent plastic strain and Von Mises
stress fields at the times 𝑡1, 𝑡2, and 𝑡3(7200). The scale of the plastic strain is the same for
the three isovalues: 𝜀 ∈[1e−5,1e−3] s−1. This figure highlights that the major part of plastic
deformation is produced during the first blowing phase before pulling. This might be due to
the increase of the yield stress at lower temperatures that limit the plastic deformation.

(a) Plastic Strain (b) Von Mises Stress (MPa)

Figure 4.34 – Equivalent plastic strain and Von Mises stress fields at time 𝑡1, 𝑡2,
𝑡2(peak), 𝑡2,1 and 𝑡3(7200) respectively from up to down

The Figures 4.35a and 4.35b give respectively the plastic stain field before and at the peak
force impulse for the first and second iterations with the same scales (𝜀 ∈[1e−5,1e−3] s−1).
The extraction force seems to have none effect on the plastic deformation of the part contrary
to the cooling that produces a slight increase of the strain level.
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𝑡2(𝐹) 

𝑡2 

(a) 𝑡2/𝑡2(F)

𝑡2,2(𝐹) 

𝑡2,2 

(b) 𝑡2,2/𝑡2,2(F)

Figure 4.35 – Equivalent plastic strain field (scale:[1e−5,1e−3] s−1) at time (a) 𝑡2 (top)
and 𝑡2(F) (bottom),(b) 𝑡2,2 (top) and 𝑡2,2(F) (bottom)

The Figure 4.36 shows a comparison of the pulling force curve with the experimental one.
The gravity load is subtracted to the total load. The numerical results lead to a total contact
opening at the third impulse contrary to the fourth impulse for the experimental process.
However, in the numerical cases, the force seems to relax until zero effort which does not
correspond to a material based relaxation. Indeed, this phenomenon is due to the effect of
the numerical contact damping that introduce viscous damping stresses that oppose to the
contact opening.
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Figure 4.36 – Comparison of the experimental and model based pulling force curves

Actually, there is no friction forces that should have produced a non-null relaxed force because
of stick contact conditions. A analysis of the effect of the numerical contact damping is made
in the Section 4.4.

4.3.2.1.2 Outside the press

It has been shown that the plastic strain no longer evolves once the blowing is stopped.
However, it is interesting to have a look on the evolution of the thermomechanical loading
during the outside cooling. The Figure 4.37 gives a comparison of the temperature and Von
Mises stress distributions at several times outside the press. There is a global increase of the
stress field in the zones of the fastening with the frame. The Von Mises stress reaches 250
MPa at the intermediate times that seems to correspond to the highest temperature difference
between part and frame’s zone. The effect of part to frame connections produced a specific
stress map as seen particularly for the time 𝑡3(1000). This phenomena is a consequence of
the expansion of the part that comes earlier than the frame due to its thermal inertia. This
might be one origin of the frame distortions.
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(a) Temperature (∘C) (b) Von Mises Stress (MPa)

Figure 4.37 – Temperature and Von Mises stress fields at time 𝑡3(0s), 𝑡3(28s), 𝑡3(125s),
𝑡3(1000) and 𝑡3(7200) respectively from up to down

4.3.2.1.3 Evolution during the process

The Figure 4.38 summarizes the thermomechanical values with the evolution of temperature
Temp., the Von Mises stress 𝜎𝑉 𝑀 , the equivalent plastic strain rate �̇�𝑝𝑙 and the equivalent
plastic strain 𝜀𝑝𝑙 evolution for the selected nodes of the part (reminded in the temperature
isovalues of the Figure 4.37) for the three steps: 1 - natural cooling, 2 - forced cooling and
removing and 3 - outside cooling.

In these graphs, it is interesting to notice that plastic deformations start from few seconds
after the opening of the press. The strain rates are fairly low (�̇�𝑝𝑙<1e−6 s−1) during the step
1. Then, the major part of plastic deformation is generated during the step 2. The strain
rates increase and reach a maximum value of around 1e−5 s−1 for the node 𝑁1 which has
the highest cooling rate of the selected nodes.

During each force impulse, the blowing is stopped and the stresses and plastic strain rates
decrease. This confirms that the cooling is of first order importance compared to the pulling
force. The nodes 𝑁1 and 𝑁2 no longer follow plastic deformation after the first blowing phase
because they are subjected to a higher cooling rate than the two others. Their temperatures
decrease respectively below 600 ∘C and 700 ∘C for which the limit of elasticity is no longer
null. The nodes 𝑁3 and 𝑁4 keep deforming during all the blowing steps inside the press. At
the end of the third blowing phase, the maximum plastic deformation is reached by the node
𝑁3 with 1.2e−4 which is fairly low. In addition, the highest deformation is not the node N1
with the highest cooling rate but the node N3 which is the node located in the deep zone of
the useful portion of part. This is probably related to the thickness distribution which is
lower in this zone.

160



Simulation of the process

820

840

860

880
T

em
p.

 (
°C

)
Step 1

0

0.5

1

σ
V

M
 (

M
P

a)

2e-7

5e-7

1e-6

ε̇
p
l
(s

−
1
)

0 10 20 30 40

time (s)

0

2e-5

4e-5

ε
p
l

500

600

700

800

Step 2

0

10

20

30

1e-9

1e-7

50 100 150

time (s)

0

4e-5

1e-4

1.5e-5

0

250

500

750

Step 3

0

10

20

30

10-15

10-10

10-5

2000 4000 6000

time (s)

0

5e-5

1e-4

1.5e-4

N
1

N
2

N
3

N
4

Figure 4.38 – Temperature, Von Mises stress, Plastic strain rate and plastic strain
curves of the part’s nodes for the steps 1 (natural cooling inside the press), 2 (forced
cooling and part removing) and 3 (outside cooling)

Finally, there is none plastic deformation during the cooling outside the press such as observed
above. The stresses stay rather low (𝜎𝑉 𝑀 <30 MPa) because the nodes are not located in
the areas near from the part-frame fastening zones.

4.3.2.2 Frame
The material behavior of the frame is thermo-elastic such that no plasticity may occur during
the simulation. However, it is shown in the Section 4.3.1.3 that the temperature gradient of
the frame reaches high values such that it might be detrimental and produces distortions.

The Figures 4.39a and 4.39b give the temperature(∘C), the displacement vectors and Von
Mises stress of the frame respectively at times 𝑡3 and 𝑡3(2500). The geometry are scaled
with a factor of x25 for the displacement and stress figures to highlight the deformation
tendencies.

There is a clear influence of the temperature gradient of the frame that produces significant
deformations. At the end of the third blowing phase, when the temperature gradients are the
highest, the maximum displacement reaches more than 10 mm in the center of the longitudinal
profile. After 2500 seconds outside the press, the temperature gradients promotes a z-axis
displacement up to more than 3 mm, still in the center of the longitudinal profile. The
frame deformations might affect the part distortions, but also permanent deformations of
the frame. Indeed, the Von Mises stress distribution at the time 𝑡3 reaches 350 MPa when
the temperature is around 750 ∘C. At the time 𝑡3(2500), the stress reaches 1220 MPa when
the temperature is around 215 ∘C. The Incolnel 718 superalloy has good properties at high
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(a) 𝑡3 (b) 𝑡3(2500)

Figure 4.39 – Temperature field (∘C), scaled displacement vectors (mm) and scaled
Von Mises stress (MPa) of the frame at times 𝑡3 and 𝑡3(2500) - scale factor x25

temperatures, a quasi-static yield stress around 800 MPa and 1100 MPa respectively at 750
∘C and 215 ∘C which may produce plastic deformations [217].

4.3.3 Distortions and residual stresses
The Figure 4.40 gives the local orientation of the part. The Figure 4.41 gives the Von Mises
stress and the stress components at the mid-side integration points before and after the
trimming operation.

The 𝜎22 and 𝜎12 components are fairly low compared to the 𝜎11 before trimming. Indeed, the
main residual stresses are compressive stress (𝜎11<0) located in the interior radius of the part.
The Figure 4.42 represents the scaled displacement field (scale factor x100) generated by the
residual stresses compared to the end of process geometry superposed with the non-deformed
mesh. The interior of the air inlet seems to twist symmetrically from each side of the yOz
plane around the z-axis. It is the consequence of the compressive stresses mentioned above.
This defect is usual in AIRBUS plant and is called the "bending" defect.

Figure 4.40 – Local orientations of the part
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𝜎𝑉𝑀 

𝜎11 

𝜎22 

𝜎12 

(a) (b)

Figure 4.41 – Residual Von Mises and stress components (a) before and (b) after
trimming operation (MPa)

Figure 4.42 – Superposition of the deformed part (x100 scale factor) and the pre-
trimming mesh with the norm of the displacement vector field (mm)

The evaluation of the distortion are analyzed using the mean distance computation 𝒟. The
deformed geometry is superposed on the theoretical one using a reference node, a plane and
a direction such as presented in the Figure 4.43a. The chosen element corresponds to a
functional zone of the workpiece that have specific tolerances. The mean distance of the part
𝒟 is computed for the three superposition configurations as defined in the Equation (4.25)
where

⃦⃦⃦−−−−−→
𝑀0

𝑛𝑖
𝑀 𝑗

𝑛𝑖

⃦⃦⃦
is the nodal gap distance as illustrated in the Figure 4.43a.

𝒟 = 1
𝑁

𝑁∑︁
𝑛𝑖

⃦⃦⃦−−−−−→
𝑀0

𝑛𝑖
𝑀𝑛𝑖

⃦⃦⃦
(4.25)
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(a) (b)

Figure 4.43 – Representation of the (a) reference element used for mean distance
computation (b) nodal gap distance for one node

The Table 4.2 give the mean distance, its standard deviation (% of the mean distance) and
the maximum distance. The maximum distance is located at the node indicated in the Figure
4.42. The maximum displacement on the Figure 4.42 is fairly lower than the value of the 4.2.
Indeed, the displacement field is directly computed from the stress relief regarding to the
deformed geometry while the maximum displacement of the table is computed regarding to
the theoretical geometry after re-positioning the part on the referenced element.

𝒟 (mm) R.S.D(𝒟) (%) max dist. (mm)
1.034 63.5 3.143

Table 4.2 – Average, standard deviation and maximum value of nodal distance with
the theoretical part geometry

4.3.4 Discussion
In this section, the simulation of the industrial process have shown plenty of interesting
results.
Globally, the simulation gives an overview of the global temperature evolution and the
consequence in terms of thermal stresses induced on the part but also on the tooling. One
important aspect concerns the importance of the blowing phase. It is seen that it produces
the major part of the plastic deformations which demonstrate the importance of the blowing
strategy. Then another important aspect is the effect of the asymmetric HT through the
open door, especially the radiative HT. Indeed, the frame cooling is highly influenced by
the thermal radiation with the environment which generates bending of the frame’s profiles.
Finally, the distortions obtained at the end of the process after trimming are in agreement
with the typical distortions obtained in the plant. However, the distortion measurements
directly depends on the method, and the reference that is taken for measuring.
The model gives satisfaction regarding to the objectives of the chapter. However, two details
have questioned the validity of the model: the absence of plastic deformation during the force
impulse the absence of sticking contact conditions observed from the force curves comparisons.
These aspects highlight an issue regarding to the numerical processing of contact. Indeed,
experimentally, it is an evidence that friction phenomena occur during the extraction process.
It is clearly seen by the shopfloor workers but also in the force curve.
Therefore, a sensitivity analysis of the model on two parameters that might affect the contact,
the force curves and finally the distortions has to be conducted.

4.4 Sensitivity analysis
As introduced in the previous section, there might be an issue regarding the consideration
of the friction at the part-mold interface. This problem leads to the absence of sticking
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phenomenon that happens at the part-frame contact interface during the vertical displacement
imposed by the robot on the frame.

In order to investigate how the model behaves during contact, a sensitivity analysis has been
performed on two parameters that are part of the contact resolution. The first parameter
is the contact damping factor which is purely numerical. The second one is the value of
the coulomb friction coefficient which has rather a physical meaning. The impact of both
parameter are analyzed quantitatively through the pulling force curves and also qualitatively
through the plastic deformation.

4.4.1 Simplified model
A simplified model is used for the sensitivity analysis. The geometries of the part, the
mold and the frame have been copied on the industrial ones. The Figure 4.44 represents
the assembly of the mold, the part, the frame and a robot arm. It is quarter of the initial
geometry with a double plane symmetry.

Figure 4.44 – Simplified model: CAD view of the assembly

The modeling approach is the same than for the industrial case except for forced convection
model and the extraction procedure which have been simplified. The central dome area (in
turquoise in the Figure 4.44) has been considered to be cooled through a constant forced
convection coefficient of 200 W.m−2.K−1 with a residual semi-forced convection coefficient
of 50 W.m−2.K−1 on the rest of the part surface. By targeting the dome areas, it enables
to enhance the effect of male-female clamping of the part and the associated friction. In
addition, the part-frame fastening is simplified. A condition of "rough" surface contact (no
relative motion, no separation) is defined for the area corresponding to industrial fastening
(red square above frame surface in the Figure 4.44).

The extraction of the part is performed after 30 seconds of blowing with a single impulsion
until part removing to generate identical cooling procedure. The Figure 4.45 gives the time
variation of the robot arms displacement. There is a first displacement step at 50 mm/s
during 3 seconds and then 2 seconds waiting. The extraction efforts and the qualitative part
deformations are used to analyze the impact of both the contact damping factor and the
friction coefficient parameters.
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Figure 4.45 – Simplified model: robot diplacement curve
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In a first approach, the displacement imposed by the robot was applied onto the frame to
reproduce the real process. However, this method generated important additional viscous
stress because of part and frame rigid body motion. Therefore, the relative extraction
displacement was applied to the mold with z-axis fixed hanging points of the frame. High
viscous stresses are applied onto the mold because of the associated mass but without any
impact on the extraction.

4.4.2 Contact damping
As mentioned in the Section 4.2.5.3 the contact damping may have a detrimental effect if it
is not well set. However it is required to converge. Six different values were tested at the
beginning of the extraction step from 10−1 to 10−6 for the CDf. This factor is multiplied to
a contact damping value generated automatically based on the stiffness of the underlying
mesh and the time step size [218].

The Figure 4.46 represents the pulling force evolution during the 5 seconds of linear displace-
ment of the robot. The right graph is a zoom of the left one on the lowest forces level. There
are two major impacts on the force curves. The first one is the increase of the peak force.
Indeed, the ratio of the difference of the peak force and the gravity load is around three when
the CDf ratio is of ten. The CDf 1e−4 gives a peak force around 1500 N which corresponds
to 1/4 of the usual value obtained for the industrial air inlet (2 impulses of 150 kg plus 300
kg of weight). The second effect concerns the evolution of the force after the peak. For the
highest values 1e−1 and 1e−2, the force does not monotonically decrease until the mass load.
There is an inflexion point which happens at the end of the robot displacement.
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Figure 4.46 – Evolution of the pulling force during the removing operation - influence
of the CDf - all curves (left) and a zoom on low CDf values (right)

In order to understand how the contact damping influences the contact stresses, the contact
damping stresses have been analyzed, especially the normal component (CDPRESS). The
Figure 4.47 shows the CDPRESS field at the peak stress time for CDf values of 1e-1, 1e-3
and 1e-5. The contact damping produces a negative contact stresses that force against the
contact opening. These contact stresses are clearly artificial and disturb the response of the
model regarding the forces but more globally of part deformation.

The Figure 4.48 gives the plastic strain fields at the end of the robot displacement (150 mm)
for each CDf. The deformed geometry is completely different in the case with CDf=0.1 for
which the CDPRESS components have held the part back into the mold throughout the
robot displacement. The Figures 4.47 and 4.48 clearly shows the high sensitivity of the model
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(a) CDf=1e−1 (b) CDf=1e−3 (c) CDf=1e−5

Figure 4.47 – Contact damping stress field at the peak pulling force

to the CDf parameter which leads to non-physical results especially pronounced for CDf=0.1.

(a) CDf=1e−1 (b) CDf=1e−3 (c) CDf=1e−5

Figure 4.48 – Equivalent plastic deformation field at the end of the robot displacement
(150 mm)

The Figure 4.49 gives the CDPRESS field at the three times t1, t2 and t3 represented in
the Figure 4.46a. The figure highlights the fact that the decrease of the force curve is the
consequence of the displacement of the contact opening zone and its surface reduction.

(a) t1 (b) t2 (c) t3

Figure 4.49 – Contact damping stress field at the peak pulling force

This results fully question the consideration of the friction forces in the model. Indeed, the
logic would impose to reduce to a minimum the artificial forces that modify the solution
of the model. However, reducing the CDf seems to annihilate the friction forces which is
not consistent with the experimental observations. Therefore, most of the next simulations
include the analysis of the effect of CDf parameter.

4.4.3 Friction coefficient
A simple Coulomb’s friction law is used in the model. The friction coefficient 𝜇=0.1 of
the law is calibrated so that to get good thickness predictions during the forming phase.
However, this model for slipping contact condition might not be relevant for stick contact

167



conditions. In addition, the part and mold surface properties are pretty inhomogeneous and
varying along forming batches. Indeed, the BN coating degrades because of localized friction
phenomena at high pressure and thermal stresses. In addition the mold lubricant coating
which is applied before the first forming is not recharged during a batch so that friction
conditions evolve at each forming. Therefore, it is important to analyze the sensitivity of the
model on this parameter not only to evaluate the criticality of the coefficient error, but also
its variation along batches.

The effect of the Coulomb’s friction coefficients has been analyzed by testing the next three
values 0.1, 0.3 and 0.5. The three cases have been tested using four acceptable contact
damping factors (1e-3, 1e-4, 1e-5 and 1e-6). The objective of testing the friction coefficients
values for several CDf is to evaluate if the sensitivity of the model to friction varies with the
contact damping stresses.

The Figure 4.50 shows the curve of the force evolution during the removing phase. There is
clearly no impact of the friction coefficient on the pulling force curves. This confirms that
the contact damping tool inputs non realistic forces that highly influence the global removing
process. It is clear that the negative forces, normal to the contact surfaces, have no physical
sense. They modify the response of the model to specific process conditions, however, it is
required to get convergence.
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Figure 4.50 – Evolution of the pulling force during the removing operation - influence
of 𝜇 and the CDf values

A solution is to assign different values of CDf as a function of the surfaces. In the case of
the simplified model, the horizontal surfaces should not be involved in friction due to their
perpendicular direction to the pulling force. The Figure 4.51a represents the exterior lateral
surface that has been selected as the rubbing zone during pulling. Several CDf values have
been attributed to this surface while the others were fixed at 1e-6. The Figure 4.51b gives
the force evolution for the mentioned cases for two friction coefficient values (0.1 and 0.2).
There is a clear reduction of the force level of 2 to 3 times less in the respective conditions of
the Figure 4.46. However, the pulling force is still non-sensitive to the friction coefficient.
This confirms that the generated force might be purely artificial.

4.4.4 Discussion
It has been seen in this section that the model is highly sensitive to numerical contact
damping proposed by ABAQUSr . The CDf tool is necessary to get convergence for such
problems with lot of contact closing-opening transitions due to the thermal stresses and the
pulling effort.
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Figure 4.51 – (a) lateral exterior surface, (b) evolution of pulling force during removing
operation - influence of the CDf of the lateral exterior surface with mu=[0.1;0.2]

The contact damping introduces negative contact stresses to limit contact opening situations.
The problem besides the overestimated pulling effort is that it influences wrongly the effect
of a cooling strategy on the part deformations. Indeed, the contact damping stress path
follow the contact opening zones. These zones are at the beginning located very closed to
the frame that transmits the pulling effort and then glides up to the lateral surface. For high
contact damping factors, the optimized cooling strategy might be the one which strength the
previously mentioned zone whereas it might be different for low CDf values.

One tested solution is to affect various contact damping factors to limit non physical contact
conditions. By selecting a-priori the surfaces likely to rub, it inevitably influences the contact
pressure and the associated "friction" stresses. On the contrary, a specific cooling strategy is
supposed to produce a particular thermal stress field and the associated deformation of the
part. These deformations modify the contact pressure distribution between the part and the
mold. Therefore, it is questionable to a-priori select the friction surfaces if the objective is to
optimize the cooling strategy.

One other tested solution is to reduce to the minimum the contact damping factor to avoid
any artificial forces. In this case, the model generates none friction. This might come from
wrong hypothesis of the initial contact conditions, or the contact friction model which is not
adapted for the process purpose.

4.4.5 Effect of contact damping on the industrial geometry
The sensitivity study on the simplified model has not given full confidence in the model
definition and the associated results, especially regarding the effect of the contact damping.
Therefore, a final analysis on the effect of contact damping factor with the industrial
geometry has been made to ensure that the problem comes from the model and not from
the simplification of the geometries. Four CDf (1e-3, 1e-4, 1e-5 and 1e-6) were used on the
whole surface (no surface distinctions) with the industrial cooling. The Figure 4.52 gives a
comparison of the pulling force curves. The left graph shows the successive iterations of the
force impulses. The cases with a CDf of 1e-3 and 1e-4 require respectively 2 and 3 iterations
to be removed from the mold while both other cases do not reach the first force impulse such
as highlighted on the right graph.

The Table 4.3 gives the mean distance, its standard deviation and the maximum distance
for every tested case. The values are approximately identical. It seems that the use of the
contact control when using a maximum pulling effort limits the plastic deformation on the
trimmed geometry.
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Figure 4.52 – Pulling force evolution with contact damping factors (a) whole force
pulses and (b) zoom on the first pulse

CDf 𝒟 (mm) R.S.D(𝒟) (%) max dist. (mm)
1e-3 0.272 73.7 0.955
1e-4 0.218 77.9 0.926
1e-5 0.256 77.8 0.857
1e-6 0.256 77.9 0.855

Table 4.3 – Average, standard deviation and maximum value of nodal distance with
theoretical part for the tested CDf

The distortions data of the Table 4.2 in the Section 4.3.4 with 𝒟=1.034 mm is superior
compared to the Table 4.3. They are obtained for a different contact control assignment
method with a low value (CDf=1e-6) on the near-horizontal surfaces and a high value
(CDf=1e-3) for the rest. In this case the bending effect, highlighted in the Figure 4.53,
produces plastic deformations near the useful portion of the part and lead to residual stresses
in this region. On the contrary, the homogeneous CDf assignment produces the plastic
deformation near from the frame.

(a) (b)

Figure 4.53 – CPRESS field at the peak force of the first impulse on a scaled geometry
(a) homogeneous CDf=1e-3 and (b) heterogeneous CDf=[1e-6;1e-3] assigment (scale x50)

To conclude, the contact damping has a strong impact on the final solution of the model not
only on the force curve, but also on the plastic deformation produced during part removing.
In addition, the friction stresses observed experimentally do not seem to be reproduced in
the model. The phenomenon may come from the contact formulation or from the initial
conditions at the part-mold interface that are not adapted to the problem
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4.5 Optimization of the cooling strategy
In this section the influence of the blowing strategy is analyzed to be optimized regarding to
the final geometry of the trimmed part but also to the pulling force. Four different blowing
strategies were tested as described in the Figure 4.54. The "Part" strategy consists in applying
forced convection on the equivalent surface that is trimmed in the industrial process. The
"Ext" blowing consists in cooling the exterior zone that is fasten on the frame and which
enables to transmit the extraction effort to the rest of the part. The "Dome" strategy is the
worst experimental case because it promotes the clamping of the part on the die. Finally, the
"optim" strategy corresponds to the experimentally optimized blowing that gives the least
distortions on the industrial part. Three blowing times of 15, 30 and 45 seconds were also
tested.

(a) "Part" (b) "Ext" (c) "Dome" (d) "optim"

Figure 4.54 – Representation of the tested blowing zones

The analysis of the blowing strategies has been carried out for two types of part to frame
fastening connections: a fully clamped BC (fixed) as used for sensitivity study, and a contact
plane displacement free (plane-free). The objective of using both fastening conditions is to
evaluate the sensitivity of the model to this parameter for which the industrial process is in
between. Indeed, the industrial fastening does not allow perpendicular to the contact plane
displacement while a small displacement is allowed in the contact plane until it stops.
The sensitivity study have shown the limits of the model regarding to the consideration of
the friction forces during part removing operation. Therefore, each tested case has been
computed for two homogeneous CDf (1e-3 and 1e-6) in order to evaluate if the numerical
contact damping factor influences the blowing strategy.

4.5.1 Method
The same procedure than for the sensitivity analysis is used for the optimization. The real
process imposes an iterative maximum pulling force to limit part deformations during the
removing step. However, it would have been too much complex to optimize a multi-step
pulling sequence with various parameters that are currently highly influenced by the numerical
contact damping. Therefore, a single pulling effort pulse has also been imposed, followed by
an ambient cooling and finally the trimming operation.
The geometrical distortions are evaluated using the trimmed mesh and the initial mesh
of the part corrected by its expansion. Both meshes are superposed into three different
configurations as represented in the Figures 4.55a and 4.55b taken at different positions on the
symmetry plane . The mean distance of the part 𝒟 is computed for the three superposition
configurations as defined in the Equation (4.26) where

⃦⃦⃦−−−−−→
𝑀0

𝑛𝑖
𝑀 𝑗

𝑛𝑖

⃦⃦⃦
is the nodal gap distance

as illustrated in the Figure 4.55c.

𝒟 =
3∑︁
𝑗

[︃
1
𝑁

𝑁∑︁
𝑛𝑖

⃦⃦⃦−−−−−→
𝑀0

𝑛𝑖
𝑀 𝑗

𝑛𝑖

⃦⃦⃦]︃
(4.26)
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(a) (b) (c)

Figure 4.55 – (a) Superposition elements (in red), (b) superposed parts on one element
and (c) nodal gap distance for one nodes

4.5.2 Results
4.5.2.1 Part-Frame fastening: fixed
The Figure 4.56 gives a comparison of the pulling force curves for both CDf values. The
Figure 4.56a shows that the blowing strategy has none impact on the pulling force with
CDf=1e-6. In addition, the displacement of the robot provides absolutely none friction forces
such that the force curves reach the mass load once the whole surface is not supported by the
mold anymore. On the contrary, 4.56b shows that when CDf=1e-3, the force curves reach a
maximum around 3000-3500 N an then decrease up to the mass load. The minimum peak
force is obtained by blowing 30 seconds on the dome zone while the maximum is obtained
with a blowing of 45 seconds on the exterior zone. However, the differences are not really
significant.
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Figure 4.56 – Pulling force curves: influence of the blowing strategy with (a) CDf=1e-6
and (b) CDf=1e-3 for fixed part-frame fastening connexions

The Figure 4.57 shows bar graphs that highlight the influence of the tested conditions on the
relative mean distance 𝒟/𝒟𝑚𝑎𝑥 where 𝒟𝑚𝑎𝑥 (=1.74 mm) is the maximum mean distance
obtained with the CDf of 1e-6. The bar colors refer to the blowing strategies such as given
in the Figure 4.54 and the color intensity of the bars refers to the blowing times (15, 30 and
45 seconds). The most detrimental is obtained with 15 seconds of exterior blowing with both
CDf. Contrary to the force curves, the contact damping has no significant effect. Indeed, the
influence of the blowing strategy has a impact on the mean distance inferior to 8%.
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(a) (b)

Figure 4.57 – bar graph of the mean gap distance 𝒟: influence of the blowing strategy
with (a) CDf=1e-6 and (b) CDf=1e-3 for fixed part-frame fastening connexions

4.5.2.2 Part-Frame fastening: plane-free
The Figure 4.58 gives a comparison of the pulling force curves for both CDf values. As for
the fixed conditions, there are none impact of the blowing strategies on the force curves for
the CDf 1e-6. The same shape and force order of magnitude than for fixed conditions are
also obtained with CDf=1e-3 except for the highest peak force obtained with 30 seconds
blowing on the optim zone.
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Figure 4.58 – Pulling force curves: influence of the blowing strategy with (a) CDf=1e-6
and (b) CDf=1e-3 for plane-free part-frame fastening connexions

Concerning the impact on the means distance, the Figure 4.59 shows the relative mean
distance 𝒟/𝒟𝑚𝑎𝑥 still computed with 𝒟𝑚𝑎𝑥=1.74 mm. A significant impact of the blowing
strategy is produced in these conditions contrary to fixed fastening. However, there is still no
significant effect of contact damping on the distortions results. For both CDf, the exterior
cooling gives the best results with the less blowing time while the dome blowing give the
worst distortions with 𝒟𝑒𝑥𝑡-15𝑠=0.68 mm. The optim blowing, which gives the best results
experimentally, is the second best strategy.

4.5.3 Discussion
Several interesting results are obtained in this section. The objective was to evaluate an
optimized blowing strategy analyzing two indicators: the extraction effort and the final
distortions after trimming. Four different blowing zones and 3 activation times were tested.
These twelve cases were computed in four modeling conditions, two CDf (1e-3 and 1e-6) and
two part-frame fastening conditions (fixed on contact plane free displacement).
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(a) (b)

Figure 4.59 – bar graph of the mean gap distance 𝒟: influence of the blowing strategy
with (a) CDf=1e-6 and (b) CDf=1e-3 for plane-free part-frame fastening connexions

p Effect of the blowing strategy on the pulling effort

There is none sensitivity on the removing force regardless of the four modeling conditions.
This highlights that the force evolution is not a good indicator in the modeling conditions.
Indeed, the sensitivity analysis has shown that the total force was not the effect of shear
stress produced by friction but contact damping stresses. Consequently the contact damping
stress seems not significantly influenced by the blowing strategies.

p Influence of the fastening conditions on the distortions

The plane-free condition produces an average of 60% less distortions than for fixed fastening.
This is probably due to the global expansion of the part produced regardless of the blowing
strategy that generates a global tensile loading on the fasteners in the case of fixed conditions.
Then, there is a clear impact of the fastening condition, not only on the global 𝒟 values but
also on the sensitivity to blowing strategy. Indeed, in one case, the exterior cooling generates
the least deformations, while it is the maximum in the other case. In the fixed condition, it
is also probably a consequence of thermal expansion. Indeed, the exterior cooling promotes
high thermal stresses at the global scale, but also in between each fasteners that generates
plastic deformation. On the contrary, for the plane free condition, by cooling the exterior
zone enables to strengthen the zone that transmits the robot efforts and support the weight
of the part. Therefore the plastic deformations are limited

p Effect of the blowing strategy on the distortions

The results obtained with plane-free conditions are more consistent with the industrial
process. Indeed, there is a significant effect of cooling on distortions. In addition, the dome
strategy gives the worst distortions such as experimentally. This might confirms that allowing
in contact plane displacement instead of blocking is a good hypothesis.
However, the fact that the exterior cooling gives the least distortions might be a consequence
of the nearly absence of friction stress considered in the model. Indeed, if the friction forces
were modeled, the exterior blowing strategy would finally lead to more plastic deformation
in the useful zone of the part due to its lower yield stress (higher temperature). On the
contrary, the optim strategy would behave better due to the cooling on both the exterior
and the useful portion of the part.
To conclude, the optimization of the blowing strategy cannot be considered as completed.
Indeed, the friction forces produced by the blowing strategy seems experimentally the most
critical issue. Therefore, the optimization has to be performed with a model that considers
rightly the effect of friction during the part removal phase. However, the obtained results
are interesting indications that may be useful to optimize the final shapes of air inlet parts
when the BN lubricant coating has perfect properties.

174



Simulation of the process

4.6 Conclusion

One first objective of this chapter was to implement a FE model that enables to reproduce
the effect of the process parameters on the distortions of part through the transposition of
the industrial heat transfers and mechanical conditions into numerical boundary conditions.

Implementation of the model
The whole process constituted by the forming stage, the thermo-mechanical effect of cooling
inside and outside the press, and the final laser trimming operation is modeled. Therefore, it
is possible to evaluate the effect of process parameters directly on the part distortions. The
SPF step is modeled in a previous phase from which the thickness distribution of the formed
part is obtained for the rest of the coupling and unloading phase. Then, a fully coupled
temperature-displacement implicit resolution scheme has been chosen to take account of the
coupling of part deformation and heat transfers during the cooling process. During the C&U
steps, the evolution of thermal and mechanical boundary conditions are transposed from the
industrial process. At the end of the outside cooling phase, the part trimming is modeled
computing the residual stress relief of the final geometry.

The C&U model has been built using simplification hypotheses. Indeed, only the part, the
frame and the mold are modeled as continuum domains. The press’ environment (the platens,
the upper die, the press’ walls and door) and the robot are considered through thermal
and mechanical boundary conditions. Then, every parts are modeled with shell elements
based on the shell theory and considered as deformable with variable temperature. The mold
and frame have been considered with a thermo-elastic mechanical behavior while the part
involves also viscoplastic deformation based on the model developed in the Chapter 2.

Some mechanical BC have been built to transpose the most accurately the conditions of the
process such as the robot arms displacement during extraction step or the part-frame fasteners
for instance. The thermal BC have been adapted from the characterization presented in the
Chapter 3 for the industrial conditions. An uncoupled method has been develpped (called
weak radiation method) to take account of the complex radiative HT in the inside and
outside configuration. It is based on the grey radiation theory and a-priori thermal analyses
to compute the viewing factors of the different geometries. The natural convection HT were
modeled using basic assumptions inside the press while CFD simulations were used to define
convection coefficient function dependent on space and time for the outside configuration.
The forced convection HT during blowing has been adapted from the Chapter 3 including a
dependency to the impinged geometry. Finally, the conductance model has been taken from
the Chapter 3 including a gap radiation, and a pressure dependent conductance coefficient.

Model results
The model has been applied on the industrial geometry of the nacelles of air inlet of the
A350-900 plane. The blowing strategy used in the plant was tested. The results have given
overview of the global temperature evolution and the consequence in terms of thermal stresses
induced on the part but also on the tooling. It was shown that plastic deformation mainly
occurs during the first blowing phase, and none deformation appears when the part cooled
outside the press. The form of the distortions obtained after trimming are in good agreement
with the typical shapes obtained in the shopfloor. Nevertheless, no exploitable experimental
data enabled to compare the results of the simulation either in terms of temperature or
deformation of the part.

However, the confrontation of the pulling force curves with the experimental data highlighted
a numerical issue regarding the contact resolution, especially the consideration of friction
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stresses. The sensitivity of the model on two parameters affecting the contact has been
analyzed on a simplified modeling procedure. It has been shown that the model has a very
high sensitivity on the contact damping factor regarding the pulling effort and the final
distortions. On the contrary, the friction coefficient of the Coulomb model has none impact.
The conclusion of this analysis was that no real friction stresses are involved in the model.
Indeed, the effort and the induced distortions are purely artificially produced by the contact
damping stresses. That is why the CDf, which is required to converge, has to be carefully set.
Indeed, it may deform the behavior of the model subjected to a particular blowing strategy.

The second objective of this chapter was to implement a method to optimize the blowing
strategy so that to minimize the final distortions.

Optimization of the blowing strategy
The optimization of the blowing strategy has been performed by testing four blowing zones
and three blowing times. This numerical design of experiment was tested for two part-frame
fastening conditions, and two contact damping factors in order to evaluate how the model
behave for these different parameters.

The first interesting point was that the blowing strategy has none impact on the pulling
force curves. The force is only impacted by the damping stresses which seems not impacted
by the thermal stresses but rather by the contact closing/opening path. Then, the global
distortions and the behavior of the model regarding to the blowing strategy is influenced by
the tested fastening conditions. The fixed fastening condition tends to limit the displacement
to accommodate the global material expansion that finally produces more distortions. Finally,
the plane-free displacement fastening condition gave distortions tendencies that seems more
in agreement with tendencies in AIRBUS than the other one. A blowing on the exterior
zone closed to the part-frame contact and on the useful portion of the part gave the least
distortions such as experimentally.

However, the results of this optimization are not complete. Indeed, the friction forces
being not considered, the real effect of the thermal stresses produced by a strategy may
be completely different. The present results are interesting indications that may be useful
to optimize the final shapes of air inlet parts when the BN lubricant coating has perfect
properties such like for the first forming of a batch.
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5.1 General conclusion
The work of this PhD thesis has been performed for AIRBUS commercial aircraft division
in the frame of Ti-64 titanium alloy parts manufactured thanks to the SPF process. The
objective was to optimize the part cooling and removal operations after SPF process to
minimize the additional reworking manufacturing steps required to take back the geometrical
distortions, especially the sheet metal working. The use FEM analysis has been chosen
to reproduce the thermomechanical loading encountered by parts during the cooling and
unmolding steps. The challenge of such model is to obtain the plastic deformations and the
accumulated residual stresses during the whole manufacturing process that are the base of
geometrical distortions after the trimming operation.
In the thesis, two first steps of characterization were performed, one on the material behavior
of the Ti-64 alloy and a second on the heat transfers encountered by the part in the press
environment (press, dies and tools) during the process. Both steps aimed to defined equations
and models to implement in a FE model of the process. The last step of the PhD consisted in
building a model of the process on ABAQUSr FE software able to reproduce and minimize
the residual distortions of the formed part.

5.1.1 Material modeling
The study of the material behavior aimed to build a rheological law able to reproduce the
right deformation and stress state as a function of macroscopic parameters such the as the
temperature, strain rate, strain, etc.
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A first bibliographic review aimed to understand which kind of model to use to reproduce
the material behaviors involved during the process. This allowed us to highlight that the
large temperature range of the process (20-900 ∘C), the high and heterogeneous cooling rates
(0-20 ∘C.s−1) and the large deformations (until 50%) undergone during SPF process implies
a large spectra of deformation mechanisms in various microstructure conditions that made
very complex the material modeling and the experimental investigations required for its
characterization.

A preliminary testing session was performed to understand the influence of the various
parameters in processing conditions in order to discriminate the first order material modeling
parameters. This session consisted in testing the influence of the cooling rate on different
forming state through tensile tests at different temperature and strain rate in the process
range. These tests had a significant influence on the grain growth that influenced the
mechanical properties during cooling while the cooling rate was of second order influence in
the tested conditions. Following this session, a preparation procedure was defined for the
final characterization.

The final testing procedure was composed of a first preparation heat-treatment based on
the SPF process followed by two different tensile tests based on complex tensile-relaxation
steps. These procedures have been designed to be capable to reproduce the various material
behaviors encountered during the process that may finally affect the distortions such as
elasticity, plasticity, strain-rate sensitivity, hardening and softening behaviors.

A material model based on an hyperbolic sine law coupled with a phenomenological yield
stress model based on isotropic hardening-softening evolution was characterized. The model
reproduces fairly well the material behavior not only through the tensile test curves, but
also anisothermally. Indeed, anisothermal tests were performed at critical temperature where
the behavior and the model are respectively highly varying and non-linear, and the model
responded fairly well.

5.1.2 Heat transfers modeling
The evolution of the temperature of the part is a crucial aspect in the simulation of the
process. Indeed, it controls the evolution of the material behavior and the thermal stresses
produced by the expansion of the material. The temperature evolution is a consequence of
the heat transfers. During the part removal operation, there are a complex combination
of thermal radiation, convection, forced convection and conduction heat transfers. Each
transfer mode occurs at a specific phase of the process, however they are concomitant which
made complex their characterization.

A first bibliographic review of the equations and parameters that enables to model each HT
mode was made for the various process conditions. Three major parameters have stood out
from this review: the sheet metal emissivity 𝜖 for radiation, the convection coefficient ℎ𝑐, and
the conductance coefficient 𝑘𝑐. Various laws associated to the three parameters evolution as
a function of the process parameters were presented.

The second step of the work consisted in designing an experimental procedure to characterize
or validate the various parameters of the thermal BC models to implement in the simulation.
It was chosen to use a small-scale industrial SPF tooling for the experiments. Several parts
formed in industrial conditions were used in a laboratory furnace equipped with different
measurement means. Various experimental configurations were tested to isolate heat transfer
modes from others to ease the characterization.

An inverse analysis was used to fit the model parameters of the different BC. These BC
models and usual parameters were taken from the literature, except for the natural convection
coefficient. CFD simulations were computed first, and basic functions were used to model the

178



Conclusion

space and time evolution of the coefficients based on the CFD results. Two first testing con-
figurations were simulated to fit the radiation and convection models. A second configuration
involving a blowing system was used to fit the forced convection and conductance models. A
last configuration enabled to validate every HT mode in a non-isolated configuration.

The temperature behavior of the models with the final characterized BC were fairly good
compared to the experimental data. Indeed, the temperature differences between experimental
and numerical results did not exceed 25 ∘C with an average difference around 5-10 ∘C at each
thermocouple during the whole natural cooling experiments. For the blowing experiment
the temperature difference was less than 25 ∘C except for two thermocouples (below 40
∘C) which is fairly good for such high cooling rate induced by the blowing equipment. The
validation experiment gave also good results in the same coating condition (without BN)
than for the characterization. However, the temperature results of the simulation for the
validation experiment (with BN coating) were not representative with around 50-100 ∘C
below the experimental results. This was probably due to the difference between the BN
applied for the experiment on a formed part and the experimental post-formed surface quality
from which the characterization of the BN had been performed.

5.1.3 Simulation of the process
The implementation of a model able to optimize the post forming operations to minimize the
final distortions implied to consider every phase, element and parameters of the process that
could affect the distortions. It led to introduce the forming phase and the final trimming
operation in the scope of the FEM analysis. Indeed, the forming process produces a specific
thickness distribution and the trimming operation releases the residual stresses so that both
are required to get the final distortions of a part.

A strong temperature displacement coupling has been used to take account of the evolution
of heat transfers throughout the part deformations, especially for conduction purpose. The
whole simulation is constituted by a first natural cooling step inside the press, then a
blow cooling phase followed by successive extraction steps until unmolding and finally a
last ambient cooling outside the press. The industrial strategy for C&U parameters was
simulated. The temperature but also mechanical results have shown various interesting
points for optimization purposes. Indeed, among others, it has shown that the major part of
plastic deformation occurs before the end of the first blowing phase, or that the temperature
gradients inside the extraction frame produce very high stress and deformations that may be
detrimental for itself and the formed part, etc.

A sensitivity analysis of the model performed on several parameters of the model has
highlighted that the contact damping tool, necessary for convergence, has a critical influence
on the solution. The pulling extraction effort and the final distortions are impacted by
the contact damping factor (CDf). An optimization of the blow cooling strategy has been
performed on a simplified industrial geometry for two CDf and two part-frame fastening
conditions. The main conclusion was that the location of the blowing has an insignificant
effect compared to the mechanical fastening between the formed part and the extraction
frame regardless to the CDf. This is a good indication of improvement for the part-frame
fastening systems. In addition the results have confirmed the detrimental effect of the contact
damping tool. Indeed, it produced either non-physical contact stresses for high CDf like
in the sensitivity study or none contact stress for low CDf. The latest case has globally
questioned on the part-mold friction phenomena observed experimentally.

The material behavior and heat transfers models obtained from the characterization were
included in the simulation of the process. The developed FE model gave interesting and
important results of the impact of the thermomechanical loading undergone during the
C&U steps of the process. Two specific blowing strategies highlighted lower distortions than
others. These strategies seemed in agreement with industrial tendencies. However, some
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improvement at different level of the model are needed to be fully confident in the results that
currently suffer from uncertainties. Therefore, some ideas of prospective work are proposed
below to get the work done in this PhD deeper.

5.2 Prospective
5.2.1 Material modeling
The material model characterized in the Chapter 2 is totally satisfactory regarding to the
objective of the thesis. However, one hypothesis taken at the outcome of the preliminary
testing session might be questioned. Indeed, it has not been chosen to consider the dynamic
effect of phase transformations during cooling. Nevertheless, the tensile tests comparing
direct and temperature-stabilized tensile tests after cooling, and the anisothermal tests
have highlighted an impact on the mechanical properties. This might come from a phase
transformation delay promoted by the high cooling rates.

It would be interesting to characterize a model such as the one developed by Robert [70]
which uses multi-phase description of the mechanical behavior. This kind of model would
enable to take account of the effect of the variation and the heterogeneity of the cooling rate
over the part, especially during blowing inside the press onto the phase transformations that
determine the mechanical behavior.

In addition, no anisotropy of the material has been considered. Indeed, the Ti-64 grade 5,
which corresponds to equiaxed microstructure with fine grains, do not exhibit anisotropy
at high temperature during SPF. However, the beta phase which is intrinsically anisotropic
(Hexagonal-close-packed structure), might promote anisotropic behavior especially into its
secondary alpha phase morphology. Sirvin et al. [219] have shown the importance to
consider the anisotropy of the Ti-64 at intermediate temperatures (400-500 ∘C). They also
highlighted the importance to account for the kinematic hardening that exhibit better fit of
their experimental results. Both mechanical behaviors, anisotropy and kinematic hardening,
have not been considered in the present work for simplicity reasons, but also because of the
small deformations undergone by the parts during the post forming steps of the process.
However, some investigations would be necessary to ensure to use the adequate material
model.

5.2.2 Heat transfers modeling
The complexity of the HT that occur during the process made complex to characterize and
implement into the FE model in the frame of a single PhD thesis. There still are work to
do on each HT mode in order to get more accurate description of the temperature during
cooling down.

Concerning radiative heat transfer, the WRM works fairly well. However it is totally
dependent on the emissivity parameter that has been difficult to characterize. Indeed, the
emissivity seems to vary regarding to the several parameters that are difficult to master
thanks to the simulation. The oxidation process after forming is influenced by the BN coating
layer that is itself dependent on the forming phase (contact pressure and the thinning of the
part), and the initial coating thickness obtained from painting. A deeper description of the
emissivity variations for different thinning ratio, post forming preservation state, cooling rate
and temperature conditions would be a first work to better consider the radiation HT into
the model.

Concerning natural convection, the approach based on the CFD analyses has shown fairly
interesting results. However, the simplifications of the used geometries and the model
assumptions probably generated errors. In addition, this method was applied for the outside
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press cooling configuration while the major part of the plastic deformation seems to occur
inside the press. Some additional CFD analyses should be performed in both configurations
with the right geometry and the best modeling assumptions to describe the convection flows
in the high temperature conditions (compressible flow).

The forced convection model has been characterized with a single nozzle impinging onto a
perpendicular planar surface which is the most simple case. The blowing phase during post
SPF cooling involves complex surface with multi-nozzles blowing at different height of the
surface and inter pitch distances. Therefore, the modeling conditions are probably far from
the real convection HT. Some additionnal characterization should be done in conditions closer
to the industrial ones to better reproduce the forced convection HT that are incidentally the
highest heat flux produced during the cooling process.

Finally, the characterized conductance model has shown better result by neglecting the
contact based term 𝑘0. This was probably a consequence of the initial contact conditions of
the experiment and maybe also because of the geometry of the formed part that was not
favorable to friction (and clamping) between part and mold. In the industrial conditions, it
regularly happens that the part is clamped onto the mold because of the thermal stress that
promote expansion. When it is the case, the involved contact pressures, especially during
the pulling phase, produce high conduction HT that are currently not well described in
the model. Some additional experiments involving the various contact conditions (pressure,
temperatures, surface conditions) should be conducted to improve the conductance model.

5.2.3 Simulation of the process
The major point to improve in the model concerns the contact resolution, not only for friction
purpose, but also for conduction HT as discussed above. Indeed, it has been demonstrated
that the necessary contact damping may generate non physical contact stresses that can be
wrongly assimilated to friction.

This lead to work on two aspects. The first concerns the contact resolution method that
need to be investigated. Is the resolution scheme behind the absence of friction or not ?
The second concerns the initial part-mold contact conditions at the end of forming. Indeed,
they have been considered perfect (zero gap and zero pressure at part-mold interface).
However, at the end of the forming stage, the removing of the forming pressure produce a
deformation of the mold, even very small, that may generate a positive contact onto the part.
This deformation can be at the origin of the friction phenomena during the part removal
operation. These two aspects need to be investigated to involve the right friction phenomena
that occur industrially into the simulation.

In addition, there are various optimization points that can be henceforth conducted:

• The frame deformations: it has been seen that the temperature gradients generate
significant deformations that may finally produce permanent deformations. Its geometry
could be optimized to limit the deformation or limit the temperature gradient.

• The part-frame fastening systems: it has been seen that the fastening conditions have
a major effect on the final distortions. The position, the number and the degrees of
freedom could be tested numerically to optimize their design.

• The robot pulling method: currently, the robot arms only pull on the two sides of the
frame. A more homogeneous distribution of the pulling efforts could be tested.
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A.1 Material testing equipment
A.1.1 Induction coil
A new coil was design using the geometry of a previous one which was working for the
targeted temperatures but the temperature gradients generated in the flat specimens were
not acceptable. Indeed, the shape of the coil was not regular because of a hand-made
manufacturing process. Therefore, a new coil was designed with equivalent dimensions of
the existing coil. A template pattern system was designed to help the coil shaping such as
shown in the Figures A.1a and A.1b. The pattern system was manufactured by 3D printing
with a high strength polymer material to resist to the significant shaping stresses due to the
strain hardening properties of copper. It was designed so that to be able to separate both
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parts once the coil is entirely formed. The Figure A.1c represents the coil working during a
high temperature test.

(a) (b) (c)

Figure A.1 – Coil manufacturing process: (a) pattern system, (b) shaping process and
(c) high temperature test

A.1.2 Cooling system
The high cooling rates of the process require a system able to reproduce these conditions
during mechanical testing. The natural cooling conditions were not sufficient to reach the 15
∘C.s−1 required for the testing. Therefore, an additional heat flux had to be induced. Several
systems using air blowing were handmade with copper tubes. The different configurations are
schematically presented in the Figure A.2 where the schematic views of each case (Figures
A.2a, A.2c and A.2f) are respectively associated to the real configurations in the Figures
A.3a, A.3b and A.3c.

(a) (b) (c) (d) (e) (f)

Figure A.2 – Schematic representations of the tested cooling systems

The efficiency of the devices was evaluated through the temperature gradients produced
during cooling. They were measured thanks to four thermocouples placed on both sides
of the center of the sample spaced by 10 mm each such as represented in the Figure A.4a
where the dimensions are in millimeters. The Figure A.2 sorts from left to right the less
efficient to the best cooling device. The last configuration gives the best results because the
air flow is not directly impinging on the surface of specimen. Indeed, the impact of both flux
are shifted on both sides so that to create a kind of mist such as represented is the Figure
A.2f. Therefore, the localization of heat flux that happened on the other configurations is
limited. The system is connected to a 6 bars compressed air network. Two pressure limiters
are placed before each side to ensure symmetrical cooling.
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(a) (b) (c)

Figure A.3 – In service pictures of the(a) a, (b) c and (c) f cooling systems presented
in the Figure A.2

A.1.3 Temperature gradient
The measurement of the temperature gradients was performed for a multi-stages temperature
test. The Figure A.4a shows the temperature pattern followed during the test. A first heating
to 870 ∘C is followed by six stages at 800, 700, 600, 500, 400 and 250 ∘C. The cooling rate to
reach a new stage is -7.5 ∘C.s−1. The Figure A.4b shows the first transition between 870
∘C.s−1 and 800 ∘C.s−1.
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Figure A.4 – Temperature-time evolution of the gradient thermocouples (a) full test,
(b) zoom on first cooling, (c) temperature gap and (d) stabilized temperature gap as a
function of temperature

The Figure A.4c shows the evolution of the temperature gap with the control thermocouple
"0" (ΔT=T𝑖-T0) for each thermocouple. A peak gap is produced at each stage transitions
and followed by a decrease of the gap after a stabilization phase. The Figure A.4d gives the
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(a)

�̇� Thermocouples
(∘C.s−1) -20 -10 0 +10 +20

-7.5 -7.4 -7.1 -7.0 -7.3 -7.7
-15 / / -14.9 -14.8 -14.5

(b)

Figure A.5 – (a)temperature-time evolution of the gradient thermocouples for -15
∘C.s−1, (b) cooling rate responses of the different thermocouples for two setpoints

evolution of the stabilized gap as a function of testing temperature. These curves ensure that
the maximum temperature deviation inside the useful portion of specimens is inferior to fives
degrees during mechanical testing. In addition, the maximum distance between extensometer
rods cannot exceed 15 mm (nominal distance 12 mm plus 24 %) which is equivalent to ±7.5
mm, which ensures a lower gradient.

An other important aspect concerns the gradient of cooling rate during the cooling phase.
Indeed, it is important to ensure that the material followed an homogeneous cooling to
analyse the effect of microstructure transformations on mechanical properties. Two cooling
rate values were tested, the same than for the previous tests (-7.5 ∘C.s−1), and also -15 ∘C.s−1

which corresponds to the preliminary testing case. The Figure A.5a shows the evolution of 0,
+10 and +20 thermocouple during the cooling from 870 up to ambient temperature. The +10
and +20 thermocouples broke during this test contrary to the case with the lower cooling
rate. The same type of curves is used for the -7.5 ∘C.s−1 case to compute experimental
cooling rates from linear regressions. The Table A.5b gives the obtained values. The setpoints
are fairly well respected so that even with a small gradient of temperature, the material
underwent an homogeneous cooling rate.

A.2 Preliminary testing
A.2.1 Effect of SPF process
The time exposure at SPF temperature is related to two different steps encountered in the
industrial process: the heating after loading the blank inside the press and the forming
cycle. The heating phase can evolve depending of the time required to remove the part
of the previous forming. The forming cycle depends on the geometry and the thickness.
The influence of the time exposure was investigated through SEM analysis of a batch of
samples that have been held at SPF temperature inside a furnace for different times. Table
A.1 gives the time exposure associated to samples, and Figure A.6 illustrates the induced
microstructures for each case. Each sample were cooled in the same conditions at ambient
temperature.

Sample (a) (b) (c) (d) (e) (f) (g) (h) (i)
Time (min) 0 5 15 30 60 90 120 150 180

Table A.1 – Design of experiment: time exposure at SPF temperature

The samples were analyzed with a NOVA nanoSEM 450 Scanning Electron Microscope with
a ×2000 magnification factor. The micrographs were performed with back scattered electron
detector, at 8.0 kV beam voltage, 5.0 mm working distance with a beam deceleration mode
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure A.6 – Micrographs of Ti-6Al-4V samples (x5000 magnification) heated during
different time exposure (defined in table A.1)

which bring topological details of the surface. The SEM analyses reveal that a strong static
grain growth occurs during holding at SPF temperature. No grain size measurement was
made but it is easy to notice that the grain keep growing along time exposure. This results
show that time exposure at SPF temperature has a real impact on the microstructure.

A.2.2 Effect of cooling rate
The objective of this session is to test the impact of the cooling rate and the time exposure
on the material behavior. The Figure A.7a shows a schematic of the ideal heat treatment to
perform before mechanical testing. However, the detrimental effect of the extensometer at
high temperature made it necessary to equip with the extensometer after the heat treatment.
Therefore the heat treatment differed from the one met during the process as described in
the Figure A.7b.

The different tested values of cooling rates were defined with extrema values of the cooling
rates imposed during the forced cooling phase of the industrial process. These values of 5
and 15 ∘C.s−1 were estimated with a blowing experiment conducted in the laboratory with
an equipment similar to the AIRBUS device.
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(a) (b) (c)

Figure A.7 – Schematic of the heat treatment (a) version 1, (b) version 2 and (c)
description of mechanical loading

Step 1 Step 2
�̇� (s−1) 𝜀𝑡 (%) F (kN) t (s)
10−4 2/2.5/3 3 200
10−3 0.75/1/1.25 2 300
10−5 0.25/0.75 1 500

Table A.2 – Parameters of testing procedure of 2𝑛𝑑 session part 1

A.2.2.1 Grain size influence

A.2.2.1.1 Description

This 2𝑛𝑑 session is divided into two parts. The first part consisted in comparing the effect on
mechanical behavior of two different cooling rates and times exposure at SPF temperature
with a total of four different configurations. By comparing two time exposures, the objective
was to evaluate if the potential effect of rapid cooling would be dependent on grain size
especially regarding phase transformation kinetics. In first approximation, a test temperature
of 650 ∘C was chosen so that the remaining phase transformation below was very low to
limit the effect of the heat treatment discussed above on the mechanical properties.

The mechanical part of the procedure was composed by a multi strain rate tensile test first,
and then followed by a multi-load creep test in order to get lower strain rates behavior. The
Table A.2 and the Figure A.7c describe the different steps of the procedure.

A.2.2.1.2 Results

The Figures A.8a shows the stress strain curves of jump tests. Unfortunately, the deformation
range for each strain rate was not identical, but the curves clearly shows some differences
between heat treatments. Indeed, even if flow stresses of low strain rate is not reached for all
curves, the graph denotes superior values for long time exposure compared to small times at
strain rates of 10−4 and 10−5 s−1. On the contrary, the cooling rates seem to have no impact
on flow stress, except a small difference for the lowest strain rate on long time exposure
specimens.

Concerning the creep test curves presented in The Figures A.8b, the long time exposure tests
present lower creep strain values which confirm what is obtained for the tensile tests. The
creep strain rate seems to be approximately equal for the same time exposures.

The Figure A.8c is the a log-log graph of stress versus time which summarizes the results of
the tests. The end values of creep tests for long time exposure are plotted on the graph even
if the creep strain rate were not stabilized. Again, it confirms that for the temperature of 650
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Figure A.8 – Results curves of 2𝑛𝑑 session part 1: (a) jump tests, (b) creep tests, (c)
log-log curve of stress vs. strain rate

∘C, the time exposure has a significant effect on material properties while the cooling rate
parameter seems to be negligible. The Table A.3 shows the relative flow stress differences
(computed with the Equation A.1) between long and short time exposures for low cooling rate
data. The table shows that the differences rise to 20% at low strain rate while no significant
difference happens for 10−3 s−1. This is probably due to the deformation mechanisms at
high strain rate that are less dependent on grain size than for low strain rates. Another
interesting point is that the creep strain differences that can be observed between cooling
rates for low time exposure become almost null for SPF representative long time exposures.

Δ𝑋𝐴/𝐵 = 𝑋𝐴 − 𝑋𝐵

𝑋𝐴
(A.1)

�̇� (s−1) 10−5 10−4 10−3

Δ𝜎100/5 (%) 19.6 17.2 3.8

Table A.3 – Relative flow stress difference between 5 and 100 min of time exposure
with a cooling rate of 5 ∘C.s−1

A.2.2.1.3 Conclusion
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The objective of these tests was to evaluate the effect of grain growth, as a SPF consequence,
on mechanical behavior during the unmolding process. Thus the extrema cooling conditions
were applied to two types of heat treatment in order to promote the possible transformation
which can generate changes in the material behavior. The results have shown that Ti-6Al-4V
is significantly impacted by the time exposure at SPF temperature at the tested temperature
of 650 ∘C. On the contrary, the cooling rate did not seem to promote differences in the flow
stress behavior at the tested temperature.

A.2.2.2 Temperature influence

A.2.2.2.1 Description

The second part consisted in testing the effect of cooling rate at different temperatures.
For this session, the samples were only heat treated with a long time at SPF temperature.
Indeed, the results of the previous session have shown the strong influence of time exposure
at SPF temperature on mechanical properties. A time of 100 minutes was used to reproduce
a representative industrial procedure.

The same procedure than previous session for mechanical tests were used. Only the jump test
was used and three temperatures of 350, 650 and 770 ∘C were compared. For this session,
the strain rate were started with 10−3 s−1 instead of 10−4 s−1 to consider the maximum
possible effect of rapid cooling on phase transformation. The time before the mechanical
loading after the heat treatment was ten seconds in order to let the temperature getting
homogeneous, but also to limit the further microstructure changes.

A.2.2.2.2 Results

The Table A.4 summarizes the flow stresses data obtained from the tensile tests. At 350 ∘C,
the SRS is not significant Therefore the tests were not performed at all strain rates. The
comparison of flow stresses for the tests conducted at 5 and 15 ∘C.s−1 clearly shows that the
differences are fairly small.

Temperatures (∘C) 350 650 770
Cooling rates (∘C.s−1) 5 15 5 15 5 15

�̇� (s−1)
10−3 650 650 309 315.5 115 111
10−4 630 / 184 182 36 35
10−5 / / 64.5 65 9.7 9

Table A.4 – Priliminary testing 2𝑛𝑑 session part 2: flow stresses results (MPa)

The Figure A.9 is a log-log plot of flow stresses versus strain rate. The graph confirms the
data of the Table A.4. The relative flow stress difference (computed by Equation (A.1)) for
each temperature is presented in the Table A.5. The differences are almost null for 650 ∘C,
and does not exceed 3.5% except for low strain rate with 7.2% which remains fairly low.

�̇� (s−1) 350 650 770

Δ𝜎15/5 (%)
10−3 0 2.1 -3.5
10−4 / -1.1 -2.8
10−5 / 0.8 -7.2

Table A.5 – Relative flow stress difference between 5 and 15 ∘C.s−1 cooling rates

192



Material modeling

10
−5

10
−4

10
−3

10
1

10
2

10
3

Strain rate (s−1)

S
tr

es
s 

(M
P

a)

 

 
350 °C − 5 °C/s
350 °C − 15 °C/s
650 °C − 5 °C/s
650 °C − 15 °C/s
770 °C − 5 °C/s
770 °C − 15 °C/s

Figure A.9 – Loglog curve of stress vs. strain rate for the three tested temperature

At the end of each mechanical tests, the samples were cooled down up to ambient temperature
at the maximum capacity of cooling system. Then, specimens were cut perpendicular to
longitudinal direction and prepared for SEM analysis. The Figure A.10 represents the
micrographs of each mechanical tests. The objective of these microstructure analyses is
to draw qualitative conclusion on the absence of effect of the cooling rate on mechanical
behavior.

The micrographs do not show significant differences. However, the phase transformations
induced by the rapid cooling at the end of the test might have influenced the microstructure.
The main difference resides in the beta transformed proportion which seems to be slightly
higher at 5 ∘C.s−1. This confirms the results of mechanical properties. Indeed, the 𝛼 phase
is the harder phase, and the tests conducted after the lower cooling rates showed a slightly
higher flow stress.

A.2.2.2.3 Conclusion

The conclusion of this 2𝑛𝑑 session of preliminary testing is that the cooling rates imposed
during the forced cooling step of the industrial process have no significant influence in the
condition of the characterization procedure. This does not mean that cooling rate have
none effect on the material, but in the process conditions of temperature, cooling rates, and
mechanical loading, the influence of the cooling rate on mechanical behavior is negligible.

A.2.3 Influence of the experimental procedure

A.2.3.1 Description

The conclusions drawn in the previous section are based on a heat treatment that do not
represent the exact thermal history of the material during the process. Therefore, it is
important to verify if this difference does not change the consequences of tested parameters,
especially the absence of impact of the cooling rate.

The difficulty to perform the heat treatment is related to the installation of the extensometer
which is not possible during a long time exposure. For comparison issues, the tests performed
in the 2𝑛𝑑 session on the temperature influence were reproduced without extensometer, and
controlled by crosshead displacement. Three constant velocities were used so that to obtain
the same nominal strain rates.
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(a) 350 ∘C - 5 ∘C.s−1 (b) 650 ∘C - 5 ∘C.s−1 (c) 770 ∘C - 5 ∘C.s−1

(d) 350 ∘C - 15 ∘C.s−1 (e) 650 ∘C - 15 ∘C.s−1 (f) 770 ∘C - 15 ∘C.s−1

Figure A.10 – Micrographs of specimens cut on samples of preliminary testing 2𝑛𝑑

session - part 2

A.2.3.2 Results
A mistake were made to reproduce the same loading procedures for 650 ∘C tests. Indeed,
the displacement associated to each cross-head speed is not the same. It is still possible to
analyze the curves by translating the portion so that the flow stresses coincide. Indeed, the
fact to decrease the strain rate produces a sort of relaxation, and the stress rate is supposed
to be the same at the same stress level, except if the strain hardening would affect flow stress
relaxation behavior. The Figures A.11a and A.11c show the stress-displacement curves of
raw data. The Figures A.11b and A.11d are zooms on plastic zones of initial curves, with a
superposition of both portions of curves for 10−4 and 10−5 s−1 on 650 ∘C. The results for
350 and 650 confirm that cooling rate does not impact the flow stress behavior more than
0.5 %, except for the lowest speed which does not exceed 1.5%.

A.2.4 Conclusion
The preliminary testing sessions were performed in order to get an estimation of the first order
parameters that influence the material behavior. Indeed, the bibliographic review showed
that the Ti-6Al-4V alloy presents a complex behavior highly sensitive to processing conditions.
Therefore, it was important to investigate how the SPF process influences microstructure
and mechanical behavior. The bibliographic review also highlighted the important role of
cooling rate on microstructure transformations and mechanical behavior evolutions.

The effect of SPF process were simply reproduced by heat treating the samples at SPF
temperature. This hypothesis is valid, because the main consequence of SPF on microstructure
is grain growth (excluding void nucleation and growth that happened for higher strain rates
and-or strain ranges). Indeed, superplastic deformation mechanisms are supposed to preserve
from modifications of microstructure morphology. Only the dynamic grain growth is supposed
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Figure A.11 – Preliminary testing session 3, stress-displacement curves: a) 350 ∘C,
(b) 350 ∘C - zoom, (c) 650 ∘C and (d) 650 ∘C - zoom

to happen. The impact of cooling rate (in the range of the process) on mechanical properties
were evaluated at different temperatures and mechanical loading.
The heat treatments and mechanical tests showed some important points:

• The time exposure at SPF temperature promotes significant grain growth. This is
the main parameter that affects not only the microstructure, but also the mechanical
properties. Indeed, the comparison made at 650 ∘C showed a flow stress difference
between 17-20% for low strain rate at 10−5 and 10−4 s−1 and 4 % at 10−3 s−1.

• The material reveals no significant dependency to cooling rate. The maximum flow
stress difference between both tested cooling rates was around 7% for low strain rate
(�̇� =10−5 s−1) at 770 ∘C. The micrographs of tested samples showed small differences
in effective 𝛼 phase grain diameters. The higher cooling rate tests led to slightly lower
𝛼 phase grain sizes corresponding to lower flow stresses.

• The testing procedure was validated at 350 and 650 ∘C. Indeed, the comparison between
final procedure and ideal procedure almost presents no difference (Δ𝜎15/5 <1.5%)

The potential errors than can be made by excluding cooling rate effect from material
characterization and modeling is reinforced by one point. In the industrial process, the
material is never cooled down before a first free cooling inside the opened furnace to let
inserting the cooling robot. Thus, the first free cooling phase is characterized by a limited
rate (between 0-2 ∘C.s−1). Therefore, the potential effect of rapid cooling on microstructure
and mechanical properties is limited because at these temperatures, the 𝛽 phase proportion
passes from around 50% at 870 ∘C to 25% at 800 ∘C.
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A.3 Model characterization: method
A.3.1 Stress computation
The fitting method was performed by comparing stress-time curves. These curves were
computed thanks to a first order Taylor’s approximation as defined in the Equation (A.2a).
The Equations (A.2b) and (A.2c) enables to express the stress time curve as a function of
whole model parameters.

𝜎 (𝑡 + 𝑑𝑡) = 𝜎 (𝑡) + 𝑑𝑡 × �̇� (𝑡) (A.2a)
�̇� (𝑡) = 𝐸 (�̇�𝑡 (𝑡) − �̇�𝑣𝑝 (𝑡)) (A.2b)

�̇�𝑡 (𝑡) = (𝑙(𝑡) − 𝑙(𝑡 − 𝑑𝑡))
𝑙0

1
𝑑𝑡

(A.2c)

This procedure is incremental, and at each increment is computed 𝜎 (𝑡 + 𝑑𝑡), and then
�̇�𝑝(𝑡 + 𝑑𝑡) is updated thanks to the Equations (A.3a), (A.3b) and (A.3c)

�̇�𝑝(𝑡 + 𝑑𝑡) = �̇�0𝑠𝑖𝑛ℎ (𝛽 ⟨𝜎𝑣(𝑡 + 𝑑𝑡)⟩)𝑛 (A.3a)
𝜎𝑣(𝑡 + 𝑑𝑡) = 𝜎(𝑡 + 𝑑𝑡) − (𝑅(𝑡) + 𝑑𝑡 × �̇�(𝑡)) − 𝑘 (A.3b)

�̇�(𝑡) =
{︃

𝑏(𝑄 − 𝑅(𝑡))�̇�𝑣𝑝(𝑡) − 𝛾𝑅(𝑡)𝑐

0
𝑖𝑓 𝜎(𝑡) > 𝑘
𝑖𝑓 𝜎(𝑡) ≤ 𝑘

(A.3c)

This procedure for stress-time has the advantage to include the effects of elastic, viscoplastic
and hardening phenomena at the same time instead of isolating each behavior at the risk of
forgetting some dependencies. However, the method presents several drawbacks:

• The errors are accumulated all along a test fitting. If a specific material behavior
occurs a the end of the testing procedure, it can be difficult to characterize it if the
rest of the curve is not well fitted. For example, if the stress value at the end of the
tensile part of a test is superior to the experimental data, the hardening behavior may
be overestimated. This also may produce the overestimation of softening parameter to
minimize the gap between the model and the experiment.

• Some effects are time dependent, and the experimental data have not the same acquisi-
tion parameters for each part of testing procedures.

A.3.2 Cost function
A specific cost function was defined to answer both previously mentioned risks. The first
objective was to combine the cost functions of both testing procedures by adding each cost
functions. Then the deviations are differently computed for tensile and relaxation parts
of the test (Equation (A.4)). Weighting coefficients 𝛼 are applied in order to attribute a
different order of importance as a function of strain rate or relaxation time. The Equation
(A.5) defined 𝐶𝐹 𝑖 as the sum of stress and stress rate relative mean square deviations 𝐶𝐹 𝑖

𝑆

and 𝐶𝐹 𝑖
𝑑𝑆 , weighted by a coefficient 𝑘. 𝐶𝐹 𝑖

𝑆 and 𝐶𝐹 𝑖
𝑑𝑆 are defined in the Equations (A.6)

and (A.7) where 𝜎𝜖 and �̇�𝜖 are threshold values to prevent from a zero division for high
temperature tests and stabilized flow stresses. The weighting coefficients 𝑘𝑇 and 𝑘𝑅 are
defined in the Equations (A.8) and (A.9) where �̇�𝜖 and 𝑡𝜖 are also threshold values that
enable to adapt weighting. The threshold values used for cost functions are presented in the
Table A.6.

𝐶𝐹 = 𝛼𝑇

𝑁𝑇

𝑁𝑇∑︁
𝑖

𝐶𝐹 𝑖
𝑇 + 𝛼𝑅

𝑁𝑅

𝑁𝑅∑︁
𝑖

𝐶𝐹 𝑖
𝑅 (A.4)
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𝐶𝐹 𝑖 =
(︀
𝐶𝐹 𝑖

𝑆 + 𝐶𝐹 𝑖
𝑑𝑆

)︀
× 𝑘 (A.5)

𝐶𝐹 𝑖
𝑆 =

(︀
𝜎𝑖

𝑒𝑥𝑝 − 𝜎𝑖
𝑚𝑜𝑑

)︀2⃒⃒
𝜎𝑖

𝑒𝑥𝑝

⃒⃒
+ 𝜎𝜖

(A.6)

𝐶𝐹 𝑖
𝑑𝑆 =

(︀
�̇�𝑖

𝑒𝑥𝑝 − �̇�𝑖
𝑚𝑜𝑑

)︀2⃒⃒
�̇�𝑖

𝑒𝑥𝑝

⃒⃒
+ �̇�𝜖

(A.7)

𝑘𝑇 = −𝑙𝑛
(︀
�̇�𝑖

𝑡 + �̇�𝜖

)︀𝛾𝑇 (A.8)

𝑘𝑅 =
(︂

1
𝑡𝑖 − 𝑡0

𝑅 + 𝑡𝜖

)︂𝛾𝑅

(A.9)

𝜎𝜖 �̇�𝜖 𝑡𝜖 �̇�𝜖 𝛾𝑇 𝛾𝑅

1 1 0.1 1e-7 0.15 0.25

Table A.6 – Parameters of the cost function

One important issue of fitting a model on complex tests is that the error which is accumulated
along model computation may be compensated mathematically with wrong behavior. There-
fore, the computed stress and hardening values are corrected at the beginning of relaxation
phases to overcome the problem. Indeed, when the initial stress value used for Taylor’s
method computing is adjusted to experimental value, the hardening parameter 𝑅 needs to be
adjusted as defined in the Equation (A.10). In this adjustment technique, every parameter
is well known except �̇�𝑝𝑙𝑖

𝑒𝑥𝑝 which is computed thanks to the Equation (A.11) where �̇�𝑝𝑙𝑖

𝑒𝑥𝑝 is
directly estimated from stress-time curves.⎧⎪⎨⎪⎩

𝜎*𝑖
𝑚𝑜𝑑 = 𝜎𝑖

𝑒𝑥𝑝

𝑅*𝑖
𝑚𝑜𝑑 = 𝜎𝑖

𝑒𝑥𝑝 − 𝑘 − 1
𝛽 𝑎𝑠𝑖𝑛ℎ

[︃(︂
�̇�𝑝𝑙𝑖

𝑒𝑥𝑝

�̇�0

)︂1/𝑛
]︃

(A.10)

�̇�𝑝𝑙𝑖

𝑒𝑥𝑝 =
{︃

�̇�𝑡𝑖

𝑒𝑥𝑝

�̇�𝑡𝑖

𝑒𝑥𝑝 − �̇�𝑡𝑖

𝑒𝑥𝑝

𝐸

𝑖𝑓 �̇�𝑡𝑖−1

𝑒𝑥𝑝 = 0
𝑖𝑓 �̇�𝑡𝑖−1

𝑒𝑥𝑝 > 0
(A.11)

A.3.3 Optimization method
According to the large range of temperature, and the strong non-linearity of the problem, the
optimization were performed in several steps with MATLABr minimization functions. Most
of large problem of material characterization were performed by Genetic Algorithm (GA)
[220, 146, 221, 222, 223]. Indeed, GA enables to get global objectives of strongly non-linear
problems.

A first Genetic Algorithm were used with wide bounds. This step was repeated three times
in order to increase the chance to get global minimum. Indeed, the GA algorithm includes
randomized parameter generation that can promote different solution for weak generation
and population size number [224]. The better solution is consequently used with a constraint
and unconstrained fmincon and fminsearch MATLABr algorithms. The parameters used for
each algorithm are defined hereafter:
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• GA: The set of GA parameters used for this research is as follows: population size -
5x𝑛𝑝 (𝑛𝑝 : noumber of parametes of the optimization), number of generations - 50,
crossover rate 0.95, mutation rate 0.01.

• Fmincon: The algorithm used was the interior-point’ method without hessian function.
The MATLABr’s defaut parameters were used with 150 maximum iterations.

• Fminsearch: the algorithms used were mixed between ’reflect’, ’contract inside/outside’,
’expand’ and ’initial simplex methods. The MATLABr’s defaut parameters were user
with 250 maximum iterations.

The Figure A.12 schematically represents the sequence which was performed where 𝑃𝑖 and
𝐶𝐹𝑖 represent the best fit parameters vector and cost function for each algorithm. The Figure
A.13 shows the evolution of cost function using the optimization procedure for the 750 ∘C
experiments. The interest of using this sequence of algorithms is to reach a global minimum
with GA algorithm, then refine the solution according to physically acceptable bounds,
and finally obtain the better solution from mathematical point of view with unconstrained
algorithm.

GA ALGORITHM FMINCON FMINSEARCH 

PARAMETERS 
BOUNDS 

It=3 • OPTIMAL SOLUTION 
UNCONSTRAINED SOLUTION 
 

• OPTIMAL SOLUTION 
CONSTRAINED SOLUTION 
 

𝑃1
𝑖𝑡 

𝐶𝐹1
𝑖𝑡 

BEST(𝑃1
𝑖𝑡) 

MIN(𝐶𝐹1
𝑖𝑡) 

𝑃2 
𝐶𝐹2 

𝑃3 
𝐶𝐹3 

Figure A.12 – Schematic of parameters optimization procedure
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Figure A.13 – Evolution of cost functions through parameters optimisation whith
multiple GA, fmincon and fmin search algorithms (example for 750 ∘C experiments
characterization)

The complexity of the problem was first to give degrees of freedom to the parameters. Then,
it was important to impose the variation range and the temperature evolution to certain
parameters to get physical sense. This were manually made by adjusting the bounds as
described in the Figure A.14. Both the unconstrained and constrained optimized parameters
were used to adjust some bounds in order to fit the curves with physical meaning.

A.4 Model characterization: results
The characterization of the model was performed in two steps. The first step consisted in
finding the best fitting set of parameters, temperature by temperature. The second step was
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GA ALGORITHM FMINCON FMINSEARCH 

PARAMETERS 
BOUNDS 

It=3 

𝑃1
𝑖𝑡 

𝐶𝐹1
𝑖𝑡 

BEST(𝑃1
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MIN(𝐶𝐹1
𝑖𝑡) 

𝑃2 
𝐶𝐹2 

𝑃3 
𝐶𝐹3 

MANUAL 
BOUNDS 
SETTING 

Figure A.14 – Schematic of parameters optimization procedure with bound adaptation

performed on the whole range of temperature using interpolation functions depending on
temperature for each parameter.

A.4.1 Fit by temperature
The comparison of experiment and model are plotted as stress-time and stress-strain curves
in the Figure A.15. For description issues, the temperatures between 25-400 ∘C, 525-700 ∘C
and 750-870 ∘C are respectively called "low", "medium" and "high" temperature curves.

The low temperature curves show a fairly good fit of experiment data. However, there are
some gaps on relaxation curves particularly for 250 and 400 ∘C. Indeed, the stress rates for
TP1 Figures are almost good but there are small gaps due to the error generated during
tensile part. Concerning TP2, for low and medium temperatures, the stress is not relaxed
during first relaxation part of temperature of 400 and 525 ∘C. This is due to a too low viscous
stress combined with a very low SRS which generates very low strain rate. In addition,
softening is non-working because mathematically it depends on hardening value which is
small because of small deformation. The high temperature curves also show a good fit of
experiment data. The relaxation of stresses also shows some gaps but only for TP1 for high
strain rate during jump tests. The SRS exponent 𝑛, or the viscosity parameter 𝛽 might be
strain or hardening dependent. Indeed, the dislocation density creates an important quantity
of potential obstacles for plastic deformation.

The optimized set of parameters are plotted as a function of temperature in the Figure A.15d
and A.15e.

A.4.2 Interpolation functions
Different functions were established to model the parameters evolution with temperature.
The mathematical expressions were chosen to fit approximately the best fit parameters
obtained temperature by temperature. The initial expressions have been gradually improved
as optimizations were performed. The Equations (A.12) to (A.17) define the different
interpolation function of �̇�0, 𝛽, 𝑛, 𝑄, 𝑏 and 𝛾. �̇�0 and 𝛾 are modeled with exponential
evolution with initial value at 0 ∘C.

�̇�0 = �̇�00 + �̇�01𝑒𝑥𝑝(�̇�02𝑇 ) (A.12)

1
𝛽

= 𝛽0 + 𝛽*(𝑇 )𝑓1(𝑇 ) (A.13)

𝑛 = 𝑛0 + 𝑛*(𝑇 )𝑓1(𝑇 ) (A.14)

𝑄 = 𝑄0 + 𝑄*(𝑇 )𝑓1(𝑇 ) (A.15)

𝑏 = 𝑏0 + (𝑏1 − 𝑏0)𝑓2(𝑇 ) (A.16)
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(a) 25 - 250 - 400 ∘C
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(c) 750 - 820 - 870 ∘C
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Figure A.15 – Comparisons of experimental data and temperature by temperature
model for TP 1 and TP2 with stress-time curves and stress-strain curves (a) to (c) and
the temperature by temperature optimized parameter of (d) TP1 and (e) TP2 as a
function of temperature

𝛾 = 𝛾0 + 𝛾1𝑒𝑥𝑝(𝛾2𝑇 ) (A.17)
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𝛽, 𝑛, 𝑄 and 𝑏 parameters are modeled with additional functions 𝑓1 and 𝑓2 called threshold
transition (TT) functions defined respectively in the Equations (A.18) and (A.20). The 𝑓2
TT function enables to create thresholds transitions with variable rate of transition with
𝛼𝑇 2 the temperature dependent parameter of the hyperbolic tangent function (defined in
the Equation (A.21)). Concerning 𝑓1 TT function, the parameter which is temperature
dependent inside the function is the upper threshold that vary according to another TT
function (defined (A.19)) where 𝛿 can be replaced by 𝛽, 𝑛 and 𝑄.

𝑓1(𝑇 ) =
[︀
1 − 𝑡ℎ

(︀
𝛼𝑇 1

(︀
𝑇 − 𝑇 1

𝑡𝑟𝑎𝑛𝑠

)︀)︀]︀
/2 (A.18)

𝛿*(𝑇 ) = 𝛿1 + 𝛿2 − 𝛿1
2

[︀
1 − 𝑡ℎ

(︀
−𝛼*

𝑇 1
(︀
𝑇 − 𝑇 1*

𝑡𝑟𝑎𝑛𝑠

)︀)︀]︀
/2 (A.19)

𝑓2(𝑇 ) =
[︀
1 − 𝑡ℎ

(︀
−𝛼𝑇 2(𝑇 )

(︀
𝑇 − 𝑇 2

𝑡𝑟𝑎𝑛𝑠

)︀)︀]︀
/2 (A.20)

𝛼𝑇 2(𝑇 ) = 𝛼−
𝑇 2 + 𝛼+

𝑇 2 − 𝛼−
𝑇 2

2
[︀
1 − 𝑡ℎ

(︀
−𝛼*

𝑇 2
(︀
𝑇 − 𝑇 2

𝑡𝑟𝑎𝑛𝑠

)︀)︀]︀
(A.21)

The Figure A.16a and A.16b shows the evolution of such functions with temperature.
The parameters used to plot the curves were fixed to highlight functions variations. This
formulation enables to model the effect of material behavior transition including an evolution
of rate transition for each behavior. The temperature associated to the transitions of material
behavior 𝑇 1

𝑡𝑟𝑎𝑛𝑠 and 𝑇 2
𝑡𝑟𝑎𝑛𝑠 are the same used for 𝛽, 𝑛 and 𝑄.
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Figure A.16 – Plot of temperature transition functions: (a) 𝑓1 types (b) 𝑓2

The use of such functions for the variation of 𝑛 and 𝑄 corresponds to experimental observations.
Indeed, the null SRS such like the more important hardening properties locally occurs around
400∘C. However, concerning 𝛽, it is related to mathematical issue. Indeed, the increase of
exponent 𝑛 needs to be compensate to limit non-linear effects related to mathematical issue.
This model requires a set of 26 parameters to define the viscoplastic function with hardening
model.

A.4.3 Final Model
The Figure A.17 shows the parameters interpolation functions. The parameters of the model
are presented in the Tables A.7, A.8 and A.9.

�̇�00 �̇�01 �̇�02 𝛽0 𝛽1 𝛽2 𝑛0 𝑛1 𝑛2
2.4e-05 6.5e-12 0.0243 75 5.9 296 1.248 3.652 10.93

Table A.7 – Parameters of the global model: viscoplastic function
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Figure A.17 – Evolution of parameters of the global model

𝑏0 𝑏1 𝑄0 𝑄1 𝑄2 𝛾0 𝛾1 𝛾2 𝑐
8.4 231.1 66.4 137.6 291.46 7.46e-07 4.87e-12 0.0236 2.43

Table A.8 – Parameters of the global model: hardening-softening function

𝛼𝑇 1 𝑇 1
𝑡𝑟𝑎𝑛𝑠 𝛼*

𝑇 1 𝑇 1*
𝑡𝑟𝑎𝑛𝑠 𝑇 2

𝑡𝑟𝑎𝑛𝑠 𝛼−
𝑇 2 𝛼+

𝑇 2 𝛼*
𝑇 2

6.58e-3 511.6 0.0117 359.9 447.8 1.06e-2 0.025 0.01

Table A.9 – Parameters of the global model: TT functions

A.4.4 Expansion coefficient
In order to evaluate the effect of thermal expansion during anisothermal tests, a control
test were defined for both 3 and 7.5 ∘C.s−1 cooling rates in the same post heat treatment
conditions. A no force condition were applied during tests in order to measure the effect of
expansion only. The thermal expansion coefficient was computed thanks to the Equation
(A.22) where 𝜀𝑡 is the total strain measured by extensometer which is equal to thermal strain.
The results are shown in the the Figure A.18.
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Figure A.18 – Evolution of expansion coefficient under 3 ∘C.s−1 and 7.5 ∘C.s−1

𝛼 = 𝜀𝑖+1
𝑡 − 𝜀𝑖

𝑡

𝑇 𝑖+1 − 𝑇 𝑖
(A.22)

The evolution with temperature seems fairly identical with a small gap in the range of 850-450
∘C. The curve computed from 7.5 ∘C.s−1 test reveals a slope variation at lower temperature.
A linear evolution of the coefficient of thermal expansion was defined from these curves which
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is considered independent of thermal treatment. The model is defined in the Equation (A.23)
with 𝛼0=8.55e-6 K−1 and 𝛼1=5.834e-9.

𝛼 = 𝛼0 + 𝛼1𝑇 (A.23)
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B.1 Development Experiment
A first experiment was used to test different details of the methodology such as:

• The heating procedure: the programming of heating, the thermal response, the opening
of the bell, the displacement of shuttle. Take care of the timing and the good maintaining
of the parts assembly and the thermocouples during the motion of shuttle.

• The measurement means: test the different means of instrumentation (thermocouples,
pyro-reflectometer and camera).

• The part and die fitting back: evaluate if the positioning of the part inside the mold
was identical to the post forming conditions.

The heating procedure consisted into two sequences. The first one consisted in a first heating
of mold up to 500 ∘C, only to produce enough expansion to place the part inside the mold
in the end of forming state. Indeed, the thermal expansion coefficient of the mold is much
higher than the mold. Then a cooling down to ambient temperature was performed after
what the part was heated up to 900∘C in 3h, and then hold during 2h. After this heating
procedure, the bell opened, and the shuttle moved until final position where non-contact
measurement operated.
The figure B.1a represents a picture of the mold before the experiments. The green squares
locate the spot thermocouples that were placed flush with the mold surface to be able to
measure the part contacting. Indeed, the change on pressure at thermocouple interface create
discontinuity in measurement. The figure B.1b shows part at the end of the experiment. The
green squares represent the two welded thermocouples. The red squares represents black
paint zones used as reference for the infrared camera measurement.
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(a) (b)

Figure B.1 – Pictures of (a) the mold before the experiment, (b) the part after the
experiment

B.1.0.1 Contact measurements
The Figure B.2 shows the graph of temperature evolution of the different thermocouples. The
thermocouples TC1 to TC6 corresponds to spots, TC7 and TC8 are welded thermocouples,
and the three others are control thermocouples inside the bells.

Figure B.2 – Evolution of the temperature at the themocouples points

The graphs presents some issues. Firstly, the spots thermocouples deviate when the setpoint
is over 800 ∘C. When the cooling starts, the problem disappears. This was probably due to
an electrical disturbance. Except this problem, the different thermocouples give a continuous
response. The figure B.3a, B.3b, B.3c and B.3d, B.3e, B.3f respectively show the evolution
of spots and welded thermocouples temperatures at different time scales.

p Spot thermocouples

There are clear changes in the slopes of spots curves that seem not to correspond to upper
face heat transfers. During the first 15 seconds in the Figure B.3c, the variations seem
to follow the natural cooling that is supposed to diffuse through part thickness. After 20
seconds, there are some discontinuities in the slopes. This might be a consequence of an
evolution of the contact conditions with the mold and the spot thermocouples. The slopes
hierarchy between spots changes in between the 50 and 500 seconds. This may also be a
consequence of an evolution of the contact conditions.

p Welded thermocouples
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There is a large difference between the temperature variations of both thermocouples. In
addition, the THC 1 has a noisy signal since the 10 first seconds. The welding might have
not resist to the thermal stresses, and the cement paste played the role of insulator. This
confirms that a particular attention need to be paid on thermocouple preparation.

(a) (b) (c)

(d) (e) (f)

Figure B.3 – Development experiment: temperature vs. time evolution of Spot/Welded
thermocouples (a)/(d) whole test, (b)/(e) 0-1000 sec and (c)/(f) 0-70 sec

B.1.0.2 Non contact measurements

p Pyroreflectometry

During the process, a problem was observed with the pyro-reflectometry measurement: no
reflectivity was measured. By checking afterwards, the surface of the sheet was not at
the same altitude as before the experiment when the lasers were set. As the reflectivity
measurement is based on the coincidence of incident and reflected radiation, this measurement
was not possible. The pyroreflectometer, functioned as two pyrometers monochromatic and a
bichromatic pyrometer for this test. The Figure B.4a represents three curves: the two radiance
temperatures at 1330 and 1550 nm, and the color temperature which is obtained by using
the treatment of both monochromatic signals [225]. When the emissivity is constant over
wavelength such as for grey bodies, the color temperature is equal to the true temperature.
Both radiance temperature are superposed from 0s to 900s, which means that grey body
hypothesis is valid and the color temperature corresponds to true temperature.

The emissivity of the part was required to evaluate true temperatures from camera data.
The Equation (B.1) enabled to compute spectral emissivity at the wavelength of the camera
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(a) (b)

Figure B.4 – Development experiment: pyroreflectomer data (a) temperature vs. time
curves for the red, blue and color associated data, (b) fit of Color temperature evolution

𝜆, where 𝐶2 (=13488 𝜇𝑚.𝐾), 𝑇 and 𝑇𝐿 are respectively the second plank’s constant, the
true and the radiance temperatures. This equation was used to compute the emissivity
of the part at the pyrometer laser position by using the color temperature and one of the
monochromatic radiance temperatures. The Figure B.4b represents the raw and the fitted
curves used for emissivity computation and the emissivity variation during the experiment.
The curve was plotted up to 800 s, time until what the color temperature can be considered
as true temperature.

𝜖(𝜆 = 1.55𝜇𝑚) = 𝑒𝐶2/𝜆𝑇 − 1
𝑒𝐶2/𝜆𝑇𝑅 − 1

(B.1)

p Camera

The Figure B.5 represents three images of radiance temperature obtained with the camera at
45s, 500s and 1500s. There is a clear apparition of oxidation at the surface that promote
detachment of small chips of oxide layer that cool more rapidly (as observed in the Figure
B.1b). The black painting squares seems less emissive than the Ti-6Al-4V itself. Moreover,
the painting seemed to enhance the production of chip layer detachment so that they were
not used anymore in the next experiments.

The Figure B.5b shows the curves of radiant temperatures from several zones represented on
the camera picture. The temperature A and B correspond to surface integrated data while
C and D are local data. There are several discontinuities that correspond to oxide chips
creation and detachment such as observed with the pyro-reflectometry. The discontinuity
of the A zone, which focus on the pyro-reflectometer laser’s position happens at the same
time. The zones A and B cool down more rapidly than C and D, which is logical because
their radiative flux from hot surfaces is lower. Both point and square zone cooled down
more rapidly when it is placed far from the vertical surfaces for the same reasons which is
particularly highlighted in the Figure B.5d where the corners are more luminous.
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(a) (b)

(c) (d)

Figure B.5 – Development experiment: camera (a) temperature vs time, thermogra-
phies at times (a) 45 sec (with extraction zones of the Figure B.5a’s points), (b) 500 sec
and (c) 1500 sec

B.1.0.3 Comparisons
The Figure B.6a compares the THC and the camera data extracted closed to the THC as
illustrated in the Figure B.5b. The camera data correspond to the radiance temperature.
They started from 800 ∘C because the calibration was performed between 500 and 800∘C.
The THC and camera temperatures coincide fairly well during the first 1000 seconds. The
deviation of the camera data corresponds to the chipping of an oxide layer near from the
thermocouple where the camera data was extracted as seen on the Figure B.5d. Normally
the camera data should have been inferior to the thermocouple because of the emissivity
which is inferior to 1. This indicates that emissivity may have reached a value closed to one
at this location during the fifty first second of cooling.

The Figure B.6b compares the radiance temperatures of the pyrometer and the camera
(square A). The pyrometer gives the same shape than the camera up to 500∘C, but with a
lower temperature about 20 ∘C. This can be due to the spatial integration used to extract
the camera data. Indeed, a surface of integration of 10x20mm2 was used around the central
position of the laser. The pyrometer value is probably inferior because the central position
corresponds to the highest radiative heat flux (maximum viewing factor).
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(a) (b)

Figure B.6 – Development experiment: comparisons of measurement means (a) ther-
mocouple vs. camera (corrected using Equation (B.1)), (b) camera vs. pyroreflectometer

B.1.0.4 Conclusions
The first objective of this test was to implement a typical cooling experimentation to ensure
a good representativeness of the process. The furnace was able to heat up to the SPF
temperature. In addition, the spot thermocouples confirmed that the part was in contact
with the mold at the starting of the furnace opening. Moreover, the initial contact conditions
of post SPF process were reproduced at the starting of the cooling experiment.

A second objective was to implement and evaluate the agreement between the different
means of measurement: thermocouple, pyroreflectometer and camera. The agreement
between thermocouple and camera was demonstrated, as well as for the camera and the
pyroreflectometer. This part allowed to have a good confidence in the measurement by IR
camera, especially in the oxidized state. At the beginning, the values was underestimated
but the emissivity value provided by the pyroreflectometer allows a correction a posteriori.
A question remains concerning the difference of emissivity obtained by the pyoreflectometer
(𝜖=0.6-0.8) and the comparison of camera and thermocouple data (𝜖 ≈ 1).

The pyroreflectometer did not work optimally because the reflectivity measurement was not
possible because of the variation of height of the sheet. However, it allowed us to evaluate
the "grey" condition of our material, and to justify the use of the color temperature as true
temperature.

B.2 Weak radiation method (WRM)
B.2.1 Context
This method is used to compute approximated radiative heat flux between various parts
with heterogeneous temperatures. Indeed, the view factors VF based radiative heat flux
computation method (cavity radiation BC) is not available for coupled temperature displace-
ment simulation in ABAQUSr . The principle of the method is to compute a first thermal
analysis to obtain temperature information to transfer to the coupled simulation just as
made for weak thermomechanical coupling.

The full computation method imply to compute VF matrix for every surfaces. The total
heat flux at an element surface is computed as the sum for each visible element surfaces
contribution such as defined Equation (B.2) where 𝑃 refers to the parts of the environment,
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𝑒𝑙 to the elements of parts and 𝐴 to the surface quantity. 𝑃 𝑣
𝑖 corresponds to the "visible"

elements. They correspond to the elements that have no obstacles in between their surfaces.
𝑇 , 𝜖 and 𝜎 are respectively the temperature, the emissivity and the Stefan-Boltzmann
constant.

𝜑𝑒𝑙
𝑟𝑎𝑑 =

∑︁
𝑃𝑖∈𝑃𝑁

∑︁
𝑒𝑙𝑖∈𝑃 𝑣

𝑖

⎛⎝ 𝜎(𝑇 4
𝑒𝑙𝑖

− 𝑇 4
𝑒𝑙)

1−𝜖𝑒𝑙

𝐴𝑒𝑙𝜖𝑒𝑙
+ 1

𝐴𝑒𝑙𝐹𝑒𝑙/𝑒𝑙𝑖

+ 1−𝜖𝑒𝑙𝑖

𝐴𝑒𝑙𝑖
𝜖𝑒𝑙𝑖

⎞⎠ (B.2)

B.2.2 Method

The weak formulation method is based on an homogeneous part temperature approximation.
Indeed, if a specific surface has an homogeneous temperature evolution with associate
emissivity, the computation of the radiative heat flux at an element 𝜑𝑒𝑙

𝑟𝑎𝑑 can be approximated
to ̂︂𝜑𝑒𝑙

𝑟𝑎𝑑 with the Equation (B.3) where 𝑖 and 𝑗 refer respectively to parts and their surfaces
at homogeneous temperatures. 𝐹 𝑒𝑙

𝑡𝑜𝑡(𝑗) (defined Equation (B.4)) is the sum of VF 𝐹𝑒𝑙/𝑒𝑙𝑗
𝑖

between the concerned element 𝑒𝑙 and the elements 𝑒𝑙𝑗
𝑖 belonging to constant temperature

surface 𝑆𝑗 .

𝜑𝑒𝑙
𝑟𝑎𝑑 = ̂︂𝜑𝑒𝑙

𝑟𝑎𝑑 =
∑︁

𝑖

∑︁
𝑗

𝜎(𝑇 4
𝑗 − 𝑇 4

𝑒𝑙)
1−𝜖𝑒𝑙

𝜖𝑒𝑙
+ 1

𝐹 𝑒𝑙
𝑡𝑜𝑡(𝑗) + 1−𝜖𝑖

𝜖𝑖

(B.3)

𝐹 𝑒𝑙
𝑡𝑜𝑡(𝑗) =

∑︁
𝑒𝑙𝑗

𝑖 ∈𝑆𝑗

𝐹𝑒𝑙/𝑒𝑙𝑗
𝑖

(B.4)

The Figure B.9 represents an example of such method where the Figure B.9a highlights

(a) (b) (c)

Figure B.7 – Example of radiative flux decomposition for prototype testing environment
(a) whole model, (b) frame and (c) shuttle contributions.

the element and surfaces that are at stake for radiation flux at surface of red element of the
mold. The Figure B.9b and B.9c represents two configurations for VF computation. The
equation (B.5) defines the radiation surface heat flux at surface of element of the mold where
𝑓𝑖 and 𝑠𝑖 refer to frame and shuttle highlighted surfaces.

̂︂𝜑𝑒𝑙
𝑟𝑎𝑑 =

𝜎(𝑇 4
𝑓𝑖

− 𝑇 4
𝑒𝑙)

1−𝜖𝑒𝑙

𝜖𝑒𝑙
+ 1

𝐹 𝑒𝑙
𝑡𝑜𝑡(𝑓𝑖) + 1−𝜖𝑓𝑖

𝜖𝑓𝑖

+
𝜎(𝑇 4

𝑠𝑖
− 𝑇 4

𝑒𝑙)
1−𝜖𝑒𝑙

𝜖𝑒𝑙
+ 1

𝐹 𝑒𝑙
𝑡𝑜𝑡(𝑓𝑖) + 1−𝜖𝑓𝑖

𝜖𝑓𝑖

+ 𝜎(𝑇 4
𝑎𝑚𝑏 − 𝑇 4

𝑒𝑙)
1−𝜖𝑒𝑙

𝜖𝑒𝑙
+ 1

1−𝐹 𝑒𝑙
𝑡𝑜𝑡(𝑓𝑖)−𝐹 𝑒𝑙

𝑡𝑜𝑡(𝑠𝑖)
(B.5)

This method implies to perform a previous simulation to obtain a first approximation of
temperature evolution. This simulation is computed with the hypothesis of surface radiation
in coupled thermomechanical model or with full radiation heat transfer analysis. The
first solution takes account of thermal contact evolutions while the second focuses on real
radiation heat flux. In our case the second solution (heat transfer analysis) was chosen with
an intermediate value for thermal conductance value.
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B.2.3 Example
B.2.3.1 Model
A simplified version of the air inlet forward bulkheads was used to validate the method.
Hard radiative HT condition were used to produce large temperature variations. The part
was considered at 800∘C with the upward surface exchanging at 20∘C with pure radiative
HT. For comparison issues, pure heat transfer analyses were performed with perfect cavity
radiation BC and the WRM.

There are three steps to perform before to implement the WRM. The first one consists in
computing a pure heat transfer analysis to get the right temperature field and its evolution.
Then, the geometry is split by selecting surfaces with the most homogeneous temperature
variations. Finally, the VF of the different combinations of surfaces that are facing between
each others including the ambient environment.

The Figure B.8a shows the temperature field at the end of 100 seconds for the cavity radiation
reference model. Three distinct temperature ranges are highlighted and used to define three
surfaces for weak formulation such as presented Figure B.8b. In addition to this surface
decomposition, a single homogeneous temperature over the whole surface was considered.

(a) (b)

Figure B.8 – Averaged temperatures evolution for (a) 𝜖=0.8 and (b) 𝜖=0.8

The Figure B.9 shows different VF configurations that was computed and used to compute
the radiative heat flux. Indeed, the SET-1 elements exchange radiative flux with SET2 and
ambient environment, SET-2 elements exchanges with SET-1, itself, SET-3 and ambient
environment whereas SET-3 elements exchange with SET-2, itself and ambient environment.
Each associated total VF is a combination of the ones presented in the Figure B.9 such as
defined Equations (B.6), (B.7) and (B.8) where 𝑗 represents the different sets of homogeneous
temperature surfaces.

𝑞[𝑖−𝑗] =
𝜎(𝑇 4

𝑗 − 𝑇 4
𝑖 )

2(1−𝜖)
𝜖 + 1

𝐹 𝑒𝑙
𝑡𝑜𝑡(𝑖−𝑗)

(B.6)

𝑞*
𝑖 = 𝜎(𝑇 4

𝑎𝑚𝑏 − 𝑇 4
𝑖 )

(1−𝜖)
𝜖 + 1

1−𝐹 𝑒𝑙
𝑡𝑜𝑡

0

(B.7)

𝑞𝑖 =
∑︁

𝑗∈𝑃𝑁

(𝑞[𝑖−𝑗]) + 𝑞*
𝑖 (B.8)
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(a) 𝐹𝑡𝑜𝑡
0=𝐹𝑡𝑜𝑡(1,2,3)

(b) 𝐹𝑡𝑜𝑡(3)

(c) 𝐹𝑡𝑜𝑡(2)

(d) 𝐹𝑡𝑜𝑡(2,3)

Figure B.9 – Viewing factors field distribution for different surface configurations (a)
full surfaces (b) SET-2 self, (c) SET-3 self (d) SET-2, SET-3 surfaces

B.2.3.2 Results
The Figure B.10a, B.10b and B.10c show the temperature field after 100 seconds respectively
for the cavity radiation BC, the three sets-based and the single set-based WRM with a 0.8
emissivity value.

(a) (b) (c)

Figure B.10 – Temperature field for (a) full Cavity BC (b) three sets-based and (c)
single surface-based weak formulation

The Figure B.11 shows a comparisons by set of the temperature difference with error bars
(± the standard deviation) with full cavity radiation BC for 0.8 emissivity.

The differences are clearly better for the three sets-based method. The average value for
the SET-3 elements is higher in both cases. A focus on temperature field of the SET-3 is
made in the Figure B.12. The higher temperature differences for the single surface-based
formulation is slightly revealed.

The same simulations with 0.5 emissivity were computed in order to evaluate the influence
of such parameter in the formulation. The Figure B.9 compares the gaps with full cavity
radiation BC for both weak formulation configurations.
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(a) (b)

Figure B.11 – Temperature differences for 𝜖=0.8 between full cavity BC and (a) three
sets-based and (b) single surface-based formulation

(a) (b) (c)

Figure B.12 – Temperature field of SET-3 elements for (a) full cavity BC (b) three
sets-based and (c) single surface-based weak formulation

(a) (b)

Figure B.13 – Temperature differences for 𝜖=0.5 between full cavity BC and (a) three
sets-based and (b) single surface-based formulation

B.2.4 Conclusion
The weak formulation method gives very good approximation of view factor based radiative
BC proposed in pure heat transfer analysis. This method is very precise and the results are
acceptable even with a coarse decomposition of homogeneous temperature surfaces. The gap
difference is inferior to 5∘C after 100 seconds of pure radiative cooling from 800∘C. The effect
of emissivity value on the temperature error is rather limited, especially for low emissivity.
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C.1 Context
This appendix has the objective to present how the CFD simulations have been build, and to
evaluate their capability to get the right convection coefficient information. Indeed, there is a
large number of existing FE codes, which proposes many different possibilities to build CFD
models. The codes that was used is ABAQUSr . It proposes incompressible fluid dynamic
analysis with thermal convective problems analysis.
The appendix answers some of the next questions:

• What are the hypothesis made in the models ? What are these theories based on ? Is
this method adapted to our problem ?

• How does the model has to be build (geometries, boundary conditions, etc.)?

• How to validate the model ? which level of confidence to give into the results ?
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C.2 Bibliographic review

A large part of the developed theories and equations in this appendix were taken from two
major books in the field of heat transfers and fluid mechanics: "Fundamentals of Heat and
Mass Transfer" written by Incropera et al. [38] and "fluid Mechanics" from Franck M. White
[226].

C.2.1 CFD Equations

The equations that govern fluid dynamic is a set of conservation laws which are called the
Navier-Stockes equations (NSE). A conservation law mathematically defines the continuity of
physical property over time variations. It is defined Equation (C.1) where 𝜑 is the physical
property on which conservation is applied. It states that the volume variation of 𝜑 in a
volume 𝑉 plus what get in or out of the volume of a surface 𝜕𝜑 is equal to production or
dissipation term through the volume integration of 𝑆.

𝑑

𝑑𝑡

∫︁
𝑉

𝜑𝑑𝑉 +
∫︁

𝜕𝑉

𝜑−→𝑢 .−→𝑛 𝑑𝐴 =
∫︁

𝑉

𝑆𝑑𝑉 (C.1)

The local conservation law which derives from Equation (C.1) by using the Green-Ostrogradski
theorem is defined Equation (C.2) where D

D𝑡 is the material derivative.

D𝜑

D𝑡
= 𝜕𝜑

𝜕𝑡
+ ∇. (𝜑−→𝑢 ) = 𝑆 (C.2)

With NSE, the conservation law is applied on the density 𝜌, the quantity of motion 𝜌𝑢𝑖 in
the three axis 𝑥𝑖 directions and the total energy 𝜌ℎ where ℎ is the specific enthalpy. The
first Equation (C.3) defines the mass conservation and is also called the continuity equation.
The second equation is the conservation of momentum or Newton’s second law of motion
defined Equation (C.4) for the 𝑥𝑖 coordinate where 𝑝 is the pressure, 𝜇 the dynamic viscosity
and 𝑔 the gravity.

D𝜌

D𝑡
= 0 (C.3)

D𝜌𝑢𝑖

D𝑡
= −∇𝑝 + ∇. (𝜇∇(𝑢𝑖)) + 𝜌𝑔 (C.4)

The conservation of energy equation can be formulated through different ways. Equation
(C.5) is the specific enthalpy form where 𝜆 is the heat conduction coefficient, 𝑆ℎ corresponds
to the sources and dissipation terms. The contribution of heat exchanges into the buyoancy
driven flows is the basis of natural convection problems.

D𝜌ℎ

D𝑡
= −∇. (𝑝−→𝑢 ) + ∇. (𝜆∇(𝑇 )) + 𝑆ℎ (C.5)

This set of equations were introduced in this forms by Naviers and Stokes to describe the
behavior of newtonian fluids. The solution of these equations has not been yet demonstrated,
and FEM is a way to approximate the solution. These equations can be adapted regarding
to the problems that are modeled, and the hypothesis that can be made. Indeed, CFD
problems can be divided in several main categories: compressible and incompressible flow ;
laminar or turbulent flows; natural or forced convection; transient or steady state regimes.
These different categories and the hypothesis that they involve regarding CFD equations are
introduced hereafter.
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C.2.2 Compressibility/incompressibility
Newtonian fluids are various but they can be divided into two main categories, liquids and
gases. Liquids are considered incompressible while gases can be both accounting environment
conditions. The compressibility of a flow concerns the sensitivity of its density to pressure.
In the conservation forms of NSE, the compressibility of a fluid have a influence on density
term which can be considered constant and get out of divergence and gradient operators.
Theoretically, every fluid is compressible. However, the hypotheses of incompressible flow is
generally verified using Mach number. The Mach number is equal to the ratio of the fluid
velocity and the speed of sound. It traduces the ratio of forces corresponding to motion and
compressibility of the fluid. When it is inferior to 0.3, the flow is considered incompressible.
The Mach number can be defined by Equation (C.6) for perfect gaz where 𝛾, 𝑅𝑠 and 𝑇 are
respectively the compressibility coefficient 𝜆 = 𝑐𝑝/𝑐𝑣=1.4 for air, the specific constant of gas
and the temperature.

𝑀𝑎 = 𝑉√
𝛾𝑅𝑠𝑇

(C.6)

Moreover, a fluid can be considered compressible when the fluid density variations with
temperature are negligible compared to the reference temperature density (Δ𝜌 ≪ 𝜌0). In this
case, the density variations are defined depending only on temperature. This approximation
is defined Equation (C.7) and generally called the Boussinesq approximation.

Δ𝜌 = −𝜌0𝛽(𝑇 − 𝑇0) (C.7)

The Boussinesq approximation enables to simplify the equations (C.3), (C.4) and (C.5) into
(C.8), (C.9) and (C.10). In the Equation (C.10), the enthalpy is replaced by the temperature
thanks to the relation between both (𝑑ℎ = 𝑐𝑝𝑑𝑇 ).

∇.−→𝑢 = 0 (C.8)

D𝑢𝑖

D𝑡
= − 1

𝜌0
∇𝑝 + 𝜇

𝜌0
∇2−→𝑢 + 𝑔 (C.9)

𝜌𝑐𝑝
D𝑇

D𝑡
= ∇. (𝜆∇(𝑇 )) + 𝑆ℎ (C.10)

In our case, the fluid incompressibility is questionable. Indeed, the velocity of the fluid in
natural convection are low, so that 𝑀𝑐 ≪ 0.3. However, the temperature into the boundary
layer can vary from 900 ∘C to 20 ∘C for which the density of air vary respectively from 0.3
kg.m−3 to 1.2 kg.m−3.

The density variation from a mathematical point of view acts on the buoyancy forces that
are generated through Archimedes’ principle. Thus, the incompressibility approximation
can wrongly estimate these forces and associated motions of particles. Martineau et al.
[227] performed comparative analysis of a square cavity test case with both compressible
and incompressible flows analysis for large temperature difference. They tested constant
and varying properties (dynamic viscosity and thermal conduction) for incompressible flows.
They showed that they were non negligible differences for velocity fields, but they obtained
relatively closed results concerning HT.

When using incompressible flow analysis, the fluid density properties have to be considered
constant. In most of the problems, the median temperature between surface and air is used.
Indeed, normally the difference of temperatures is supposed to be small, and the behavior is
taken linear in between. However, when the temperature difference is large, the choice of the
temperature for density is not trivial. A sensitivity analysis is presented on the choice of the
reference temperature for the horizontal plate natural convection case in the Section C.4.3.2.
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C.2.3 Turbulence modeling
The appearance of turbulences in fluid dynamic corresponds to an unstable phenomena that
happens under high velocity conditions. One way to describe turbulence velocity field is to
split the velocity component into two contributions as defined Equation (C.11) where 𝑢, 𝑈
and 𝑢

′ are respectively the velocity, the mean velocity and the turbulent velocity components.
This method used to describe the velocity is called the Reynolds decomposition [37]. The
figure C.1a represents the typical point velocity measurement in turbulent flow [37] where
Reynolds decomposition is highlighted. The specificity of turbulent velocity fluctuations is
that they have always a three-dimensional spatial character. Moreover, visualizations of
turbulent flows reveal rotational flow structures, so-called turbulent eddies, with a wide range
of length scales [37].

𝑢(𝑡) = 𝑈(𝑡) + 𝑢
′
(𝑡) (C.11)

(a) (b)

Figure C.1 – (a) Reynolds decompisition of velocity in turbulent flow [37] (b) repre-
sentation of laminar to turbulent transition flow [38]

There are a very large number of method to model turbulences. Indeed, there are very
complex methods that take account of every turbulent length scales velocity such as direct
numerical simulation method. Such computations are highly costly in terms on computing
resources, so that it is not used for industrial applications [228]. Then, there are large eddy
simulation methods that focus only on large scale turbulent motion. Large eddy simulations
are mainly used to model far from wall turbulence regimes at high Reynolds number and
are not adapted for our problematic [229]. Both previously described models are qualified of
direct because no simplifications using reynolds decompositions are made. Then the other
models are build using Reynolds decomposition and are called Reynolds averaged Navier
Stokes (RANS) models. RANS models are fairly simple models (easy to implement ; simple
boundaries and initial conditions) that are widely used in industry, especially the 𝑘-𝜀 based
models. RANS turbulence models have limited valid fields of application, but for simple
geometry and specific case conditions it is a very efficient method to evaluate turbulent flow
in a first approach [228]. They are different grades of complexity depending on the number
of supplementary equations that describe turbulences.

C.2.3.1 RANS equations
The NSE are time averaged using the Reynolds decomposition defined in the Equations
(C.12) and (C.13) where Θ and 𝑇

′ are respectively the average and turbulent components of
the temperature. The time averaged turbulent terms equal to zero such as defined in the
Equation (C.14) where 𝑥 means the time averaging of x quantity.

−→𝑢 = −→
𝑈 + −→𝑢

′
=
[︁
𝑈𝑥 + 𝑢

′

𝑥; 𝑈𝑦 + 𝑢
′

𝑦; 𝑈𝑧 + 𝑢
′

𝑧

]︁
(−→𝑥 ,−→𝑦 ,−→𝑧 )

(C.12)

𝑇 = Θ + 𝑇
′

(C.13)
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𝑢′
𝑥 = 𝑢′

𝑦 = 𝑢′
𝑧 = 𝑇 ′

𝑧 = 0 (C.14)

By this way, the new equations can be defined Equations (C.15), (C.16) and (C.17) respec-
tively the continuity, the momentum and energy RANS equations.

∇.
−→
𝑈 = 0 (C.15)

D𝑈𝑖

D𝑡
= −1

𝜌
∇𝑃 + 𝜇

𝜌
∇2−→

𝑈 + 𝑔 + 1
𝜌

(︃
𝜕(−𝜌𝑢

′
𝑖𝑢

′
𝑥)

𝜕𝑢𝑥
+

𝜕(−𝜌𝑢
′
𝑖𝑢

′
𝑦)

𝜕𝑢𝑦
+ 𝜕(−𝜌𝑢

′
𝑖𝑢

′
𝑧)

𝜕𝑢𝑧

)︃
(C.16)

𝜌𝑐𝑝
DΘ
D𝑡

= ∇. (𝜆∇(Θ)) + 𝑆ℎ + 𝜌𝑐𝑝

(︃
𝜕(−𝑇 ′𝑢′

𝑥)
𝜕𝑥

+
𝜕(−𝑇 ′𝑢′

𝑦)
𝜕𝑦

+ 𝜕(−𝑇 ′𝑢′
𝑧)

𝜕𝑧

)︃
(C.17)

The right hand terms of Equation (C.16) are called the Reynolds stresses 𝜏𝑖𝑗 as defined
Equation (C.18). The computation of 𝜏𝑖𝑗 components resides in the choice of the turbulent
model.

𝜏𝑖𝑗 = −𝜌𝑢
′
𝑖𝑢

′
𝑗 (C.18)

Boussinesq proposed that Reynolds stresses might be proportional to mean rates of defor-
mation such as defined Equation (C.19) where 𝑘 (= 1

2

(︁
𝑢′ 2

𝑥 + 𝑢′ 2
𝑦 + 𝑢′ 2

𝑧

)︁
) is the turbulent

kinetic energy per unit mass and 𝜇𝑡 the turbulent eddy viscosity.

𝜏𝑖𝑗 = −𝜇𝑡

(︂
𝜕(𝑈𝑖)
𝜕𝑥𝑗

+ 𝜕(𝑈𝑗)
𝜕𝑥𝑖

)︂
− 2

3𝜌𝑘𝛿𝑖𝑗 (C.19)

C.2.3.2 RANS Turbulence models
There are three main categories of RANS-based turbulence models. there are distinguished
by their way to compute Reynolds stresses. Either, they computes Reynolds stresses thanks
to Equation (C.19) where turbulent Eddy viscosity 𝜇𝑡 can be considered linear or non-linear
nor they are computed using differential transport equations with Reynolds Stress Transport
Models (RSM) models. Each method presents advantages and weaknesses. ABAQUSr 6.14
software proposed several RANS based turbulence models, the Spalart-Allmaras (SA) [230]
which is a single equation model, two 𝑘-𝜀 (RNG and realizable) and the SST 𝑘-𝜔 models
that are two equations based models. Only these models are discussed below.

The SA model was developed initially for aerospace problems with high Reynolds number.
The renormalization group (RNG) 𝑘-𝜀 RANS model is an evolution of classical RANS one-
equation models that smooth out many of the important features of turbulence [231]. The
RNG 𝑘-𝜀 introduces a dissipation term that is well adapted in our case (open free convection).
Then, the 𝑘-𝜀-realizable model’s equations are developed from fundamental physical principles
and dimensional analysis; the equation for k is derived using first principles, and the equation
for 𝜀 is postulated using physical insight [229]. These modifications guarantee the physical
consistency in the predicted Reynolds stresses, thus improving the accuracy of the predictions
[232]. However, it has been developed for high Reynolds number. The 𝑘-𝜔 model is based on
standard 𝑘-𝜀, but it uses a specific energy dissipation rate 𝜔 ≈ 𝜀/𝑘. It is efficient near the
wall in the viscous sublayer contrary to 𝑘-𝜀 version. Menter [233] defined 𝑘-𝜔 SST version,
which is an hybrid formulation that blends the standard 𝑘-𝜔 model near to the wall with a
transformed version of the standard 𝑘-𝜀 model (into 𝑘-𝜔 form) far from the wall.

The 𝑘-𝜔 SST is the more adapted turbulent model because of its possibility to be employed
near from the wall boundaries with classical 𝑘-𝜔 formulation, and into the bulk with blending
functions that enable to switch to the 𝑘-𝜀 formulation. Leschziner [234] concluded that 𝑘-𝜀
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model can lead to excessive levels of turbulence in stagnation/impingement regions giving
rise to excessive heat transfer in reattachment regions. On the contrary, SST 𝑘-𝜔 model
uses limiter function for turbulent shear stress that prevents excessive shear stress levels in
boundary layers [229].

C.2.3.3 SST 𝑘-𝜔 equation
The equations of this subsection are defined with the index notation. The Menter’s equations
are defined as the blending decomposition of the initial Wilcox model [235] and its modified
version 𝑘-𝜖 version where 𝑘 and 𝜔 equations are respectively defined Equations (C.20) and
(C.21) and Equations (C.22) and (C.23) where 𝛽*, 𝜎𝑘,1, 𝜆1, 𝛽1 and 𝜎𝜔,1 are the Wilcox
model coefficient standard k, and 𝛽*, 𝜎𝑘,2, 𝜆2, 𝛽2 and 𝜎𝜔,2 the modified standard 𝑘-𝜀 model
parameters.

D(𝜌𝑘)
D𝑡

= 𝜏𝑖𝑗
𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽*𝜌𝜔𝑘 + 𝜕

𝜕𝑥𝑗

[︂
(𝜇 + 𝜎𝑘,1𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗

]︂
(C.20)

D(𝜌𝜔)
D𝑡

= 𝜆1
𝜈𝑡

𝜏𝑖𝑗
𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽1𝜌𝜔2 + 𝜕

𝜕𝑥𝑗

[︂
(𝜇 + 𝜎𝜔,1𝜇𝑡)

𝜕𝜔

𝜕𝑥𝑗

]︂
(C.21)

D(𝜌𝑘)
D𝑡

= 𝜏𝑖𝑗
𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽*𝜌𝜔𝑘 + 𝜕

𝜕𝑥𝑗

[︂
(𝜇 + 𝜎𝑘,2𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗

]︂
(C.22)

D(𝜌𝜔)
D𝑡

= 𝜆2
𝜈𝑡

𝜏𝑖𝑗
𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽2𝜌𝜔2 + 𝜕

𝜕𝑥𝑗

[︂
(𝜇 + 𝜎𝜔,2𝜇𝑡)

𝜕𝜔

𝜕𝑥𝑗

]︂
+ 2𝜌𝜎𝜔,2

1
𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
(C.23)

The blending function Equation (C.24) is based on a tangent hyperbolic function 𝐹1 (see
Equations (C.25) and (C.26)) that enables to smooth the transition from 𝑘-𝜔 to 𝑘-𝜖. This
function is applied to each subscripted coefficients 𝜆1/2, 𝛽1/2, 𝜎𝑘,1/2, 𝜎𝑤,1/2 to obtained a
single set of coefficients for 𝑘 and 𝜔 such as defined Equation (C.27) and (C.28)

𝜑 = 𝐹1𝜑1 + (1 − 𝐹1)𝜑2 (C.24)

𝐹1 = 𝑡𝑎𝑛ℎ(𝑎𝑟𝑔4
1) (C.25)

𝑎𝑟𝑔1 = min
(︃

max
(︃ √

𝑘

𝛽*𝜔𝑦
,

500𝑣

𝑦2𝜔

)︃
,

4𝜌𝑘𝜎𝜔,2
𝐶𝐷𝑘𝜔𝑦2

)︃
(C.26)

D(𝜌𝑘)
D𝑡

= 𝜏𝑖𝑗
𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽*𝜌𝜔𝑘 + 𝜕

𝜕𝑥𝑗

[︂
(𝜇 + 𝜎𝑘𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗

]︂
(C.27)

D(𝜌𝜔)
D𝑡

= 𝜆

𝜈𝑡
𝜏𝑖𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽𝜌𝜔2 + 𝜕

𝜕𝑥𝑗

[︂
(𝜇 + 𝜎𝜔𝜇𝑡)

𝜕𝜔

𝜕𝑥𝑗

]︂
+ 2𝜌(1 − 𝐹1)𝜎𝜔,2

1
𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
(C.28)

The different 𝑘-𝜖 based turbulence models are based on Boussinesq assumption defined above
Equation (C.7). The differences reside in the definitions of turbulent eddy viscosity. For SST
𝑘-𝜔, it is defined by condition Equation (C.29) where 𝑎1 is a constant, 𝑆 =

√︀
2𝑆𝑖𝑗𝑆𝑖𝑗 (with

𝑆𝑖𝑗 = 𝜕𝑈𝑖

𝜕𝑥𝑗
+ 𝜕𝑈𝑗

𝜕𝑥𝑖
), and 𝐹2 is a tangent hyperbolic function. 𝑎𝑟𝑔2 is defined Equation (C.31)

where 𝑦 is the turbulent wall distance defined in the next sections.

𝜈𝑡 = 𝜇𝑡

𝜌
= 𝑎1𝑘

max(𝑎1𝜔, 𝑆𝐹2) (C.29)

𝐹2 = 𝑡𝑎𝑛ℎ(𝑎𝑟𝑔2
2) (C.30)
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𝑎𝑟𝑔2 = max
(︃

2
√

𝑘

𝛽*𝜔𝑦
,

500𝑣

𝑦2𝜔

)︃
(C.31)

C.2.4 Mesh Grid
The mesh grid definition is conditioned firstly by the type of flow and the results that need to
be extracted from the simulation. Mesh grid has to be fine in the high velocity gradient zones,
which are generally located in boundary layers at no-slip surfaces. Thus, It is important to
introduce the concept of boundary layer theory before to talk about mesh grid issues.

C.2.4.0.1 Boundary layer

The boundary layer (BL) is the layer which is formed at a surface where the fluid is flowing.
It is represented Figure C.2 from velocity and temperature point of view. 𝛿 represents the
BL thickness beyond what the shear stress 𝜏 and the thermal conductivity respectively for
the velocity and the thermal BL has no longer influence on the velocity (𝑢 → 𝑢∞) and the
temperature (𝑇 → 𝑇∞).

(a) (b)

Figure C.2 – (a) Velocity boundary layer (b) Thermal boundary layer [38]

From this boundary layer concept, it is possible to defined interface properties. The Equation
(C.39) defines the local friction coefficient which can be determined with the definition of
shear stress at the interface 𝜏𝑠 Equation (C.33).

𝐶𝑓 = 𝜏𝑠

𝜌𝑉 2/2 (C.32)

𝜏𝑠 = 𝜇
𝜕𝑢

𝜕𝑦

⃒⃒⃒⃒
𝑦=0

(C.33)

Concerning thermal issue, the convection coefficient ℎ can be obtained by combining Equation
(C.34) with the heat conduction at the interface defined Equation (C.35). The local Nusselt
coefficient is computed as defined Equation (C.36) where 𝑇 *=(𝑇 − 𝑇𝑠)/(𝑇∞ − 𝑇𝑠) and
𝑦*=𝑦/𝐿𝑐 are respectively the normalized temperature and perpendicular coordinate.

ℎ = 𝑞𝑠

𝑇𝑠 − 𝑇∞
(C.34)

𝑞𝑠 = −𝑘𝑓
𝜕𝑇

𝜕𝑦

⃒⃒⃒⃒
𝑦=0

(C.35)

𝑁𝑢 = ℎ𝐿

𝑘𝑓
= 𝜕𝑇 *

𝜕𝑦*

⃒⃒⃒⃒
𝑦*=0

(C.36)

221



Appendices

C.2.4.0.2 Law of the wall

The turbulent BL can be divided into several layers represented Figure C.3a. Three distinct
regions are depicted, the viscouslayer, the buffer layer and the turbulent region. The graph
Figure C.3b represents the evolution of dimensionless velocity 𝑈+ as a function of the
dimensionless wall distance 𝑦+ which is defined Equation (C.37). Von Karman highlighted
first the behavior of fluids in turbulent regime [236] which is firstly linear in the viscous sub
layer and then follows a transition (the buffer layer) to a logarithmic evolution. The different
curves represent this behavior evolution for different Reynolds number, which means that
this behavior is inherent to the fluid properties and not to the flow.

(a) (b)

Figure C.3 – (a)Velocity boundary layer development on a flat plate [38], (b) Mean
velocity profile of turbulent flow over flat plate at different Reynolds number. The
different turbulent sublayers are depicted on the graph [39]

𝑦+ = 𝑦*𝑈𝑓𝑟𝑖𝑐

𝜈
(C.37)

The law of the wall is defined Equation (C.38) where 𝜅 and 𝐵 are respectively the von
Karman’s constant (≈ 0.41) and a constant (≈ 5.1). These values can evolve as a function of
surface roughness [228].

𝑢+ =
{︂

𝑦+
1
𝜅 𝑙𝑛(𝑦+) + 𝐵

− Viscous sublayer
− Log. layer (C.38)

C.2.4.0.3 Wall functions

By using this law of the wall, it is possible to evaluate the fluid velocity with elements whose
centers lie in the fully turbulent layer (inertial or log layer) for which such functions are
designed. Practically, ABAQUSr uses a hybrid wall functions that enable to work in the
different layers independently of the near-wall resolution. The same approach is used to
defined law of walls for momentum and energy implementation near the wall [229]. For better
evaluation of velocity and temperature profile, most of the CFD FE codes advice to have the
first point for computation at 𝑦+ ≈11 which is located at the cross point of the linear and
logarithmic functions [237].

C.2.4.0.4 Mesh grid spacing

The mesh grid in CFD modeling is essential. Indeed, the different layers that are formed
during turbulent flow require fine mesh near the wall to be described numerically. The
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computation of ideal first mesh grid spacing Δ𝑠 associated to a specific 𝑦+ value was proposed
by White [226]. He used the definition of shear stress (Equation (C.33)) and friction coefficient
(Equation (C.39)) to evaluate the friction coefficient as a function of Reynolds number (see
Equation (C.39)) in the case of laminar and turbulent velocity profiles on flat-plate boundary
layer. By this way, it is possible to obtain Δ𝑠 (see Equation (C.42)) by combining Equations
(C.37), (C.40) and (C.41).

𝐶𝑓 = 2
𝑅𝑒𝐿

𝜕𝑢*

𝜕𝑦*

⃒⃒⃒⃒
𝑦*=0

=
{︃

0.664/𝑅
1/2
𝑒𝑥

0.027/𝑅
1/7
𝑒𝑥

if laminar
if turbulent (C.39)

𝜏𝑤𝑎𝑙𝑙 = 𝐶𝑓 𝜌𝑈2
∞

2 (C.40)

𝑈𝑓𝑟𝑖𝑐 =
√︂

𝜏𝑤𝑎𝑙𝑙

𝜌
(C.41)

Δ𝑠 = 𝑦+𝜈

𝑈𝑓𝑟𝑖𝑐
(C.42)

C.3 Strategy - Objectives
One difficulty to compare our model to existing experimental case is that most of the
aerothermal field of applications where CFD is used are out scale. Indeed, the external
buoyant enhanced natural cooling applications are rather nonexistent for our range of
temperature differences. It exists some relevant cases that are available to evaluate CFD
models. For natural convection, flat plates are common geometries which are widely used
experimentally. In our context, the complexity of the geometries and the surrounding
environment get similar to external plate natural convection, especially horizontal plate
problems.

Kitamura et al. study experimentally the turbulent transition of natural convective flows
adjacent to the upward-facing, heated rectangular plates [23]. Their experiments consisted
into the visualizations of the flow fields over the plates, and the measurements of average
Nusselt numbers. They visualized the velocity magnitude thanks to the density of smoke
brought from the four plate edges. The Figure C.4 represents the flow patterns visualization
over rectangular plates. The brightness contrast gradient testifies of the shape of velocity
field and also the appearance of turbulences.

Firstly, the model was confronted to experimental results from the work of Kitamura et al. [23]
especially regarding the average Nusselt correlations and the turbulences appearance. This
step enabled to evaluate how the CFD model behaves in the Kitamura’s paper experimental
conditions. However, their tested temperature range was much lower than the SPF process
one. Therefore, the model has been extended to the temperature differences and characteristic
length corresponding to the SPF process. Finally, a sensitivity study of the model was
performed regarding to two model parameters. Firstly, the mesh grid was analyzed to evaluate
its influence, and then set the most adapted one for the process simulations. Secondly, the
reference temperature used for fluid density was analyzed. The density of air varies widely
with temperature: 1.2 kg.m−3 at ambient temperature up to 0.3 kg.m−3 at 900 ∘C. Our CFD
analyses are build on incompressible NSE hypothesis which imposes to consider a constant
density. That is why it is important to analyze the effect of the density on the obtained fluid
flow and heat transfers.

Once a relevant modeling method has been implemented, CFD modeling simulations of
different cooling sequences were performed on laboratory tests and on industrial parts. The
objective was to extract convection profiles in order to evaluate an appropriate definition
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Figure C.4 – Visualized flow fields over upward-facing rectangular plates [23]

of convection coefficient for thermomechanical simulation as a function of geometry, and
temperature. These profiles were used to fit thermal boundary conditions parameters onto
experimental data obtained with laboratory cooling tests.

C.4 Horizontal plate model
C.4.1 Model
C.4.1.1 Geometries
The fluid domain is an important parameter that can influence the solution if it is poorly
defined. For external natural convection, there is no concrete limiting dimensions. Thus
it is important that dimensions are large enough to remove the influence of boundaries.
Autodeskr CFD FE code gives some guidelines to design fluid domain dimensions for
external natural convection regimes [40]. The Figures C.5a and C.5b respectively gives fluid
domain design instructions for table-mounted and air-mounted geometries.

Our model is an horizontal grounded plate following free convection on its upper face. The
definition of the fluid geometry is presented Figure C.6. The dimensions are (10x10x6.5)xW
where W is the plate width. Dimensions were enlarged compared to guidelines to prevent
from the potential troubles that the large temperature differences can induce.

C.4.1.2 Material properties
The material properties can be chosen constant for incompressible fluid analysis. However
it is possible to input variable temperature data except for density. Martineau et al. [227]
got better results with variable properties instead constant for natural convection with large
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(a) (b)

Figure C.5 – Fluid domain design guidelines for external natural convection CFD
problems [40]

Figure C.6 – Horizontal ground-mounted plate model - fluid domain

temperature differences. There are different properties to input for CFD simulations: the
dynamic viscosity 𝜇, the thermal conductivity 𝜆, the linear or volumetric thermal expansion
𝛼 or 𝛽 and the constant pressure heat capacity 𝑐𝑝.

Concerning the dynamic viscosity, a Sutherland law [238] were used such as defined Equation
(C.43) where 𝜇𝑟𝑒𝑓 , 𝑇𝑟𝑒𝑓 and 𝑆 are respectively the reference viscosity, the reference tempera-
ture and the Sutherland temperature. For air, these constants are defined table C.1 from
CFD-online website [239].

𝜇 = 𝜇𝑟𝑒𝑓

(︂
𝑇

𝑇𝑟𝑒𝑓

)︂3/2
𝑇𝑟𝑒𝑓 + 𝑆

𝑇 + 𝑆
(C.43)

The thermal conductivity varies significantly from ambient temperature up to 900 ∘C, it
is multiplied by three. Sutherland also proposes that thermal conductivity follows the
same dependency on temperature [238] with the same kind of equation such as defined
Equation (C.44). This law was used to fit data from Engineering Toolbox web site [240].
The Sutherland’s law coefficients for thermal conductivity 𝜆𝑟𝑒𝑓 and 𝑆𝜆 are given table C.1.

𝜇 = 𝜆𝑟𝑒𝑓

(︂
𝑇

𝑇𝑟𝑒𝑓

)︂3/2
𝑇𝑟𝑒𝑓 + 𝑆𝜆

𝑇 + 𝑆𝜆
(C.44)

Concerning the thermal expansion, the ideal gas hypothesis was taken. Indeed, for incom-
pressible fluid assumption, the volumetric thermal expansion 𝛽 can be derived from the ideal
gas law such as defined Equation (C.45)

𝛽 = 1
𝑉

(︂
𝜕𝑉

𝜕𝑇

)︂
𝑃

= 1
𝑇

(C.45)
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Finally, a second order polynomial expression of the specific heat capacity was build from
Engineering Toolbox web site [241]. The coefficients 𝑎0

𝑐𝑝
, 𝑎1

𝑐𝑝
and 𝑎2

𝑐𝑝
of the law are presented

table C.1

𝜇𝑟𝑒𝑓 𝑇𝑟𝑒𝑓 𝑆 𝜆𝑟𝑒𝑓 𝑆𝜆 𝑎0
𝑐𝑝

𝑎1
𝑐𝑝

𝑎2
𝑐𝑝

(kg.m-1.s-1) (K) (K) (kg.m-1.s-1) (K) (J.kg-1.K-1) (J.kg-1.K-2) (J.kg-1.K-3)

1.716E-5 273.15 110.4 2.366E-2 232.85 1.38E-4 5.52E-2 968.4

Table C.1 – Material model parameters for air

C.4.1.3 Boundary conditions
The definition of the model were adapted from the ABAQUSr exemple "Conjugate heat
transfer analysis of a component-mounted electronic circuit board" [242] inspired from the
work of Eveloy and Ro [243]. The ground and the plate respectively Figure C.7a and Figure
C.7b where defined as no-slip (𝑢𝑥=𝑢𝑦=𝑢𝑧=0) BC. The temperature of the ground was fixed
at the ambient temperature (20 ∘C). The top of the air box (see Figure C.7c) where associated
to the outlet surface with a null pressure. No BC were input to the lateral surfaces of the
box (see Figure C.7d) so that a zero Neumann condition were fixed for HT, pressure and
velocity. These type of boundary conditions requires that the distance between the plate and
the lateral and top surfaces are far enough.

(a) (b) (c) (d)

Figure C.7 – Model geometry with specific surfaces highlighted in red: (a) plate, (b)
ground, (c) top and (d) lateral surfaces

C.4.1.4 Initial conditions
The initial conditions that are required for natural convection are:

• Velocity: −→𝑢 = −→0
• Temperature: ambient temperature
• Pressure: zero pressure
• Turbulence: 𝑘𝑖𝑛𝑖, 𝜀𝑖𝑛𝑖, 𝜔𝑖𝑛𝑖

For incompressible fluid analysis, the initial pressure has no influence, only the pressure
variations count. The computation of turbulent initial data 𝑘𝑖𝑛𝑖, 𝜀𝑖𝑛𝑖 and 𝜔𝑖𝑛𝑖 was made
referring to ABAQUSr recommendations [229]. 𝑘𝑖𝑛𝑖 is computed with Equation (C.46)
where 𝑈∞ and 𝐼 are respectively the free stream velocity and the turbulent intensity.

𝑘𝑖𝑛𝑖 = 3
2 (𝑈∞𝐼)2 (C.46)

For natural convection, it is more difficult to estimate 𝑈∞ contrary to forced convection.
One way is to consider the Richardson number (𝑅𝑖) defined Equation (C.47) as the ratio of
buoyancy term and shear flow term. When 𝑅𝑖 ≪1, the flow is supposed to tends to natural
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convection guided flow whereas on the contrary, 𝑅𝑖 ≫1, it tends to forced convection guided
flow. The stable portion of the plume generated by the convection flow can be considered as
a transition from natural to forced convection flow with 𝑅𝑖=1. By this way, it is possible to
estimate a value of 𝑈∞ with Equation (C.48).

𝑅𝑖 =
𝑔
𝜌

𝜕𝜌
𝜕𝑧(︀

𝜕𝑢
𝜕𝑧

)︀2 = 𝐺𝑟

𝑅2
𝑒

(C.47)

𝑈2
∞ = 𝑔𝐿𝑐𝛽Δ𝑇 (C.48)

The turbulent intensity 𝐼 is a percentage of turbulent flow. Some empirical relation exists
for specific applications. The equation (C.49) defines 𝐼 as a function of Reynolds numbers
[228] which is also computed thanks to previous assumptions concerning Richardson number.
This equation is originally used for hydraulic pipe system. However, it enables to get a first
approximation of this percentage.

𝐼 = 0.17(𝑅𝑒)−1/8 (C.49)

Initial value of 𝜀 is computed thanks to Equation (C.50) where 𝐶𝜇 and 𝑙 are a coefficient of
the model and the turbulent characteristic length. 𝑙 is defined with Equation (C.51) where
𝐶𝑙 is a coefficient that depends on the flow type [228] (the value were fixed at 𝐶𝑙=0.07).

𝜀𝑖𝑛𝑖 = 𝐶3/4
𝜇

𝑘
3/2
𝑖𝑛𝑖

𝑙
(C.50)

𝑙 = 𝐶𝑙𝐿𝑐 (C.51)

Concerning initial 𝜔, it is computed thanks to Equation (C.52) where 𝛽* is a turbulent model
coefficient.

𝜔𝑖𝑛𝑖 = 𝑘
1/2
𝑖𝑛𝑖

𝛽*1/4𝑙
(C.52)

C.4.1.5 Mesh
The CFD models were meshed with regular grid (FC3D8 ABAQUSr elements). The
conditions for meshing is defined Section C.4 for which first grid to surface spacing has to be
carefully computed. The mesh where rectilinear grid with refinement at no-slip surfaces such
as presented Figure C.8 where the bottom bold line represent the plate surface.

Figure C.8 – Example of mesh grid with a rectilinear refinement near the wall

C.4.1.6 Solving Method
ABAQUSr CFD uses the projection method to solve incompressible NSE. The basic concept
for projection methods is the legitimate segregation of pressure and velocity fields for efficient
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solution. In practice, the projection is used to remove the part of the velocity field that is
not divergence-free. The projection is achieved by splitting the velocity field into div-free
and curl-free components using a Helmholtz decomposition. The projection operators are
constructed so that they satisfy prescribed boundary conditions and are norm-reducing,
resulting in a robust solution algorithm for incompressible flows [229].

For small density variations, the Boussinesq approximation provides the coupling between
momentum and energy equations. In turbulent flows, the energy transport includes a
turbulent heat flux based on the turbulent eddy viscosity and turbulent Prandtl number.
ABAQUSr CFD provides a temperature-based energy equation.

In our case, two different approaches are possible, especially when temperature of surfaces
vary. Firstly, it is possible to couple the CFD model with standard HT simulation with
varying surface temperatures. This method requires full time computing of physical phe-
nomena and thus it is very costly in computing time. The second way that was chosen
is to consider constant temperatures of surfaces in order to get stable HT associated to a
specific temperatures configuration. This method enables to limit time computing. One
weakness is that it requires to interpolate HT in between computed temperatures. Moreover,
ABAQUSr CFD does not enable to impose heterogeneous surface temperatures so that it
requires to divide surfaces into constant temperature partitions.

In analyses where the objective is to reach a steady-state solution, ABAQUSr CFD proposes
the fully implicit (backward-Euler) method. This method is unconditionally stable, allowing
to specify large Courant-Friedrichs-Lewy (CFL) values to significantly increase the time
increment size. By default, ABAQUSr CFD uses an automatic time incrementation algorithm
that continually adjusts the time increment size to satisfy the stability condition for advection.

C.4.2 Experimental confrontation
In the next section, the model is compared with experimental data from the work of Kitamura
et al. [23] on horizontal plate natural convection. They investigated the effect of Rayleigh
number on turbulence appearance and HT. They used different plate widths and aspect
ratios (AR - the ratio of Length and width) to generate many different Rayleigh numbers
and flow conditions.

Both the turbulence transitions and the Nusselt numbers are investigated for squared plates
of different sizes and temperatures in order to compare our model to their experimental
results. Some visualized flow fields of the reference experimental cases are presented in the
Figure C.9. These figures were used to evaluate the agreement of the model, especially the
appearance of turbulent flows. The associated average Nusselt number for many plate widths
and temperatures are summarized in the plot Figure C.10.

w=0.1m, Δ𝑇 =10.4K w=0.1m, Δ𝑇 =18.8K w=0.1m, Δ𝑇 =29.8K w=0.15m, Δ𝑇 =16.5K w=0.25m, Δ𝑇 =16.5K

Figure C.9 – Visualized flow fields over upward-facing squared plates [23]

The model for the different geometries is based on the previous descriptions of Section C.4.1.
The mesh grid is presented C.11. Most of the simulation results are presented in the near-wall
plane (see Figure C.12a). The space between the plate and the near-wall plane is fixed at
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Figure C.10 – Average Nusselt numbers and their correlations from squared plate [23]

(a) (b)

Figure C.11 – Mesh grid of plate model in (a) plate plane and (b) z-axis direction

𝛿=W/30 in order to catch the effect of HT on velocity, turbulence and temperature field near
the plane. Then, stream lines were extracted along a specific path (in red) defined Figure
C.12b. This path follows the edges of plate and the diagonals.

(a) (b)

Figure C.12 – (a) Representation of the near wall plane and the stream lines path
upward to the plate in red in 3D view, (a) parallel view of plate

C.4.2.1 Small temperature variations
Fives different case were chosen for the impact of the temperature difference on the flow. The
Table C.2 references the cases parameters. Stream lines and velocity vectors are represented
Figure C.13 for the extrema and mid temperature differences. It is clear that no turbulence
happens for these cases (and logically for intermediate cases). Indeed, the velocity vectors
and stream lines are perfectly symmetrical. Converning convection coefficient ℎ, the space
distribution seems equivalent in the shape with a slight increase when Δ𝑇 increases. One
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Case 1 2 3 4 5
Width (m) 0.1
Δ𝑇 (∘C) 10.6 14.9 18.8 24.5 29.8

𝑅𝑎𝑤 1.03E6 1.4E6 1.76E6 2.04E6 2.33E6

Table C.2 – Description of parameters of testing cases for small temperature variations

remark is that the cross shape that forms the minimum values for HT seems to get narrowed
when increasing Δ𝑇 .

Δ𝑇 =10.6 ∘C Δ𝑇 =18.8 ∘C Δ𝑇 =29.8 ∘C

Figure C.13 – Stream lines, velocity vectors (m.s−1) and convection coefficient field
(W.m−2.K−1) for the cases 1, 3 and 5

Concerning Nusselt correlations, Figure C.14 represents the average Nusselt number evolu-
tion with Rayleigh number. The dashed lines corresponds to Kitamura’s correlation with
experimental values. There is an important gap between numerical values and correlations.
However, the variations seem to correspond.

Figure C.14 – log-log curve of Nusselt number evolution with Rayleigh number for
small temperature variations
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C.4.2.2 Width variations
Fives different case were chosen for the impact of plate width on the flow. The Table C.2
references the cases parameters. The tested cases still correspond to Kitamura’s experiments.

Case 2 6 7 8 9
Width (m) 0.1 0.15 0.25 0.5 1
Δ𝑇 (∘C) 15

𝑅𝑎𝑤 1.4E6 4.88E6 2.26E7 1.81E7 1.44E9

Table C.3 – Description of parameters of testing cases for width variations

The same kind of results than the previous section are presented in the Figure C.15. The
turbulence clearly appear from w=0.25m. Indeed, regarding the stream lines, the center-lines
which are totally perpendicular in laminar cases, begin to deviate from Case 7. For Case 8 and
9 the stream lines are even more disturbed. The same conclusion can be drawn for velocity
vectors. Concerning convection coefficient field, there is a strong difference for laminar and
turbulent field which is largely discontinuous. This phenomena is due to turbulences that
influence the velocity gradient which is directly related to the temperature gradient at the
plate surface. Indeed, when the mesh is not fine enough to catch gradient sign inversion from
a node to an adjacent node, it can create this discontinuities. However, the average value is
not impacted.

w=0.1 m w=0.15 m w=0.25 m w=0.5 m w=1 m

Figure C.15 – Stream lines, velocity vectors (m.s−1) and convection coefficient field
(W.m−2.K−1) at Δ𝑇=15 ∘C and for several plate width

The Figure C.16 shows that turbulences appearance promotes an significant increase and
the numerical values get closer to Kitamura’s correlations. However, The variation is not
equivalent to the turbulent correlation (0.19<0.33).
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Figure C.16 – log-log curve of Nusselt number evolution with Rayleigh number for
width variations

C.4.2.3 Large temperature difference
SPF process involves high temperature differences up to 850 ∘C such as for the laboratory
testing experiments. In this section, two surface temperatures, the SPF temperature (870
∘C)„ and an intermediate temperatures (450 ∘C), were investigated for two different width
of 100 mm and 1000 mm. By this way, the model was tested for the whole range of working
temperature and Rayleigh number variations. The objective of testing the effect of increasing

Case 2′ 6′ 7′ 8′ 9′ 2′′ 6′′ 7′′ 8′′ 9′′

Δ𝑇 (∘C) 430 850
Width (m) 0.1 0.15 0.25 0.5 1 0.1 0.15 0.25 0.5 1

𝑅𝑎𝑥(𝜌(𝑇𝑓 ))(x106) 3,7 13 58 470 3700 1,6 5,6 26 2100 1600
𝑅𝑎𝑥(𝜌(𝑇∞))(x106) 11 38 170 1400 11000 9.9 33 150 1200 9900

Table C.4 – Description of parameters of testing cases for large temperature variations

largely the temperature for both W=0.1 m and W=1 m is important to evaluate how the
model behaves on high temperature for which no correlation law exists. The Figure C.17
summarizes the previous results for width variation at Δ𝑇=15 ∘C, but also the equivalent
cases (defined in the Table C.4) for Δ𝑇 =430 ∘C and Δ𝑇 =850 ∘C. Except for the two laminar
cases 2 and 6, the increase in temperature seems not to be preponderant on the space
distribution of convection coefficient for the width w≤0.5 m. However, the distribution of
convection coefficient seems more impacted for the large plates such as if the fluid flow would
be more turbulent. In addition, the increase of temperature difference produces a rise of the
heat transfer. It is probably a consequence of the increase of turbulence intensity.

The Figure C.18a shows the evolution of Nusselt number with Rayleigh number for the three
different Δ𝑇 . There is like a translation of Rayleigh numbers which is more important for
ΔT=430 ∘C than ΔT=850 ∘C. This is partly due to a strong variation of the density which
is not taken into account into the analysis. Thus, a modified Rayleigh number 𝑅𝑎

*
𝑤 which is

computed with the density at free stream temperature T∞ (instead of the film temperature
T𝑓 =(T∞+T𝑝𝑙𝑎𝑡𝑒)/2) was used to plot new evolution of Nusselt number Figure C.18b. The
evolution of the three curves seems not to obey to classical power law models for the high
Rayleigh with such high temperature differences.
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w=0.1 m w=0.15 m w=0.25 m w=0.5 m w=1 m
Δ

𝑇
=

15
∘
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=
43

0
∘
C

Δ
𝑇

=
85

0
∘
C

Figure C.17 – Convection coefficient field (W.m−2.K−1) for Δ𝑇=15 ∘C, Δ𝑇=430 ∘C
and Δ𝑇=850 ∘C

(a) (b)

Figure C.18 – log-log curve of Nusselt number evolution at difference temperature of
15, 430 and 850 ∘C as a function of (a) 𝑅𝑎𝑤 and (b) 𝑅𝑎

*
𝑤=𝑅𝑎𝑤(𝜌(𝑇∞))

C.4.2.4 Discussion
One objective of this section was to analyze the behavior of the model for the Kitamura’s
work configurations on two aspects: the appearance of turbulences and the Nusselt number
correlations. The tested configurations was plate widths between 0.1-1 m with difference
temperatures between 10.6-29.8 ∘C.

Concerning the Nusselts number correlations, the model shows a good agreement concerning
the slopes (referring to exponent of power law correlation model) with a significant gap
of Nusselt values for low plate width with small temperature differences (law Rayleigh).
However, the Turbulence appearance for these low Rayleigh number configurations (which
are supposed to be at the transition regime) does not produce any turbulence. On the
contrary, when increasing the width and consequently the Rayleigh number turbulences
happen and the Nusselts number slightly increase to reach Kitamura’s order of magnitude.
However, the slopes do not correspond. The Nusselts number correlations of numerical and
experimental Kitamura’s work are confronted in the Figure C.19. The CFD model seems
to underestimate the laminar flows while the turbulent flows leads to similar values than
Kitamura’s correlation laws. On the contrary the slopes of the numerical correlation laws
are in better agreement for the laminar flow than the turbulent one.
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Figure C.19 – log-log curve of Nusselt number evolution with Rayleigh number

The second objective of this section was to analyze the behavior of the model when increasing
the plate temperature up to SPF process temperatures. The classical Nusselt versus Rayleigh
correlation power law model does not work with the simulation results for Δ𝑇 =430 ∘C than
Δ𝑇=850 ∘C. This is partly due to the classical Rayleigh number estimation that is not
adapted for such property variations at these temperature differences. However, by using a
modified Rayleigh number taking account of a constant density at air temperature (such as
for our incompressible analysis) the different curves combine better. Concerning turbulences
at high temperatures they seem to be enhanced with totally unsymmetrical distribution of
convection coefficients.

C.4.3 Model sensitivity
In the next section, different parameters of the model were tested in order to analyze
the sensitivity of the model to its definition. the mesh grid sensitivity and the reference
temperature for density are two important issues in CFD modeling as mentioned in the Section
C.2. Indeed, the mesh sensitivity is a parameter that plays an important role in turbulent
layer computation. Concerning the sensitivity on the reference temperature for density, it
was highlighted that for large temperature differences the density varies significantly so that
it is interesting to evaluate the impact of choosing a constant density for incompressible fluid
analysis.
In addition, the turbulence model 𝑘-𝜀 was compared to 𝑘-𝜔. However, 𝑘-𝜀-based simulations
were not producing any turbulences regardless to mesh refinement. That is why no sensitivity
to turbulence model is presented.

C.4.3.1 Mesh grid
The mesh sensitivity was tested for two plate temperatures of T𝑠1=870 ∘C and T𝑠2=35∘C
with a fluid temperature T∞=20 ∘C. Indeed, the sensitivity on mesh grid is supposed to
be depending on turbulence intensity. Therefore, in addition to plate temperatures, two
different sizes of plate (w=0.1 m and w=1 m) were tested in order to evaluate the mesh
sensitivity for several Rayleigh numbers associated to different turbulence regimes.
The mesh variations are represented in the Figure C.20a. The whole mesh definition stays
constant except the vertical mesh refinement in the described area. The meshing parameter
that evolves is the first mesh grid size which then varies linearly until the upper green line.
The mesh refinement is measured using the first normalized mesh sizes 𝑦* such as defined in
Equation (C.53) where 𝛿𝑠 is the first mesh size to surface. Height values of 𝑦* were tested
with 𝑦*=10−𝛾 and 𝛾=[1:0.25:2.75]. Three different meshes 𝑦*

1 (=10−1.5), 𝑦*
2 (=10−2) and 𝑦*

3
(=10−2.5) are respectively presented in the Figure C.20b, C.20c and C.20d which focuses on
the red rectangular zone of the Figure C.20a.

𝑦* = 𝛿𝑠

w (C.53)
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(a) (b) (c) (d)

Figure C.20 – Mesh grid at (a) plate surface, (b) O−→𝑧 axis and near-wall resolution
for (c) 𝑦*

1 , (d) 𝑦*
2 and (e) 𝑦*

3

The Figure C.21 shows the evolution of convection coefficient field for the four cases as a
function of mesh refinement 𝑦*

1 , 𝑦*
2 and 𝑦*

3 . Firstly, increasing the mesh grid refinement near
the wall produces the appearance of turbulences. Indeed, the four different configurations
are almost fully laminar for the law mesh refinement definition whereas when increasing
mesh refinement, only the configuration with Δ𝑇=15 ∘C and w=0.1 m stays laminar. This
confirms that a minimum first mesh size is required to model turbulent flow. Then, for both
configurations with w=0.1 m, the convection coefficients globally increase when reducing 𝑦*

value. On the contrary, for w=1 m, the convection coefficient fields have different distributions.

Δ𝑇 =15 ∘C, w=0.1 m Δ𝑇 =850 ∘C, w=0.1 m Δ𝑇 =15 ∘C, w=1 m Δ𝑇 =850 ∘C, w=1 m

𝑦
* 1

𝑦
* 2

𝑦
* 3

Figure C.21 – Convection coefficient field (W.m−2.K−1) for the 𝑦* tested values

This is confirmed with average Nusselt number variations presented in the Figure C.22.
Globally the HT seems not to converge to the same result when reducing the first node to
compute temperature gradient in the normal axis for high turbulences regime. This can
be due to the wall functions that are used for velocity and temperatures that may not be
adapted for too fine mesh configurations in turbulent regime.
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Figure C.22 – Average nusselt number sensitivity to near-wall mesh grid refinement

C.4.3.2 Reference temperature

described in the Section C, for incompressible fluid simulations, the density is considered
constant. However, in our case, with large temperature gradient, the density varies signifi-
cantly. Most of the air around the surface has a temperature which is the limit temperature.
However the bouyancy forces generated through HT at the origin of convection are not
influenced by the density variations into the model. The boussinesq hypothesis can have
an impact from two different ways. It may result in wrong velocity distribution and finally
convection coefficient distribution, but also modify the intensity of HT.

In order to evaluate the impact of the fixed density parameter on the HT intensity, several
values of density corresponding to temperatures inside the boundary layer were tested. Five
different densities were used at temperature between T∞=20 ∘C and T𝑠=870 ∘C such as
defined in the Figure C.23. Two levels of turbulences equivalent to two width (w=100 mm
and w=1000 mm) were tested. The model was meshed with a first mesh size with 𝑦+=11.
The Table C.5 summurized the parameters for the fives tested cases.

Figure C.23 – Variation of air density with temperature with corresponding selected
temperature for the sensitivity analysis

T𝜌 (∘C) 20 88 195 395 870
𝜌 (kg.m−3) 1.20 0.98 0.75 0.53 0.3

𝜌1 𝜌2 𝜌3

Table C.5 – Reference temperature and associated tested densities

The Figure C.24 presents the stream lines and convection coefficients for the six cases. It
presents significant differences for the 0.1 m width. Indeed, the regime passes from turbulent
at 𝜌1 to laminar when increasing the reference temperature (decreasing density). Logically,
the Average Nusselt evolution (see Figure C.25) increases when regime becomes turbulent.
Concerning the 1 m width, turbulences occur at each densities. Nevertheless, the turbulences
seems to get harder when increasing the density. .
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Stream lines Stream lines
(Temp. color map) h (W.m−2.K−1) (Temp. color map) h (W.m−2.K−1)

𝜌1

𝜌2

𝜌3
w=0.1 m w=1 m

Figure C.24 – Temperature, norm of velocity, stream lines and convection coefficient
fields in the near-wall parallel plane for the two width configurations at 𝜌1, 𝜌2 and 𝜌3

(a) (b)

Figure C.25 – Average Nusselt number variation as a function of (a) temperature and
(b) corresponding density

C.4.3.3 Discussion

Before all the comparison of 𝑘-𝜔 SST with 𝑘-𝜀 was performed with a clear incapability to
model turbulences for 𝑘-𝜀 model which was not included in this sensitivity study. The model
sensitivity was tested regarding to two parameters for 𝑘-𝜔 SST model: the mesh grid, and
the reference density. Both parameters were tested for different width and temperature
difference to analyze the sensitivity of the model in the Kitamura’s configurations and also
closed to the process conditions

Concerning mesh sensitivity, the results showed that there is a strong sensitivity, and that
there is a minimum refinement to obtain the appearance of turbulences. Concerning HT,
the average Nusselts number seems to converge for low width whereas no convergence were
found for large plates. Indeed, the average Nusselt number tended to increase as the mesh
grid is refined. Additional simulations have to be performed to evaluate if this phenomenon
is inherent to the FEM code, or if it can be stabilized by improving mesh grid or refinement.
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Concerning the reference density, the model exhibited an important sensitivity for low
Rayleigh regime (w=0.1m) where the turbulent flow passes to laminar when increasing
reference temperature for density. For high Rayleigh, the impact is weaker. In terms of heat
transfers, when the regime is turbulent (for large plate), the Nusselt number passes from
82.5 to 65 for an air dentity respectively taken at 20∘C and 870∘C which corresponds to to a
decrease of 21%. For smaller plates, it passes from 22.5 to 9.5 which corresponds to 58%
decrease. This influence is significant for small plate dimensions. In the process conditions,
the parts are much larger than the one meter width plate that reveals a fairly low sensitivity
to the density parameter.
This sensitivity is important to take account because in reality the density varies largely
and the real HT induced by convection flow is impacted by this change of properties. Some
studies on the effect of incompressibility hypothesis over large temperature differences natural
convection on heated square cavity [227]. The authors used a dimensionless temperature
parameter 𝜀 as defined Equation (C.54) to evaluate the temperature differences.

𝜖 = 𝑇𝑠 − 𝑇∞

2 * (𝑇𝑠 + 𝑇∞) (C.54)

For an equivalent 𝜀=0.6 (identical to largest temperature differences in SPF cooling step),
they showed that the effect of compressibility in numerical solution (with Direct numerical
solution) is not negligible. However the difference in the solutions of Ttemperature, velocity
and HT under specific profile is less than 15%. For our objectives of using of CFD simulation,
such errors are acceptable.

C.4.4 Conclusion
A horizontal plate model was used to investigate the capability and the validity of a 𝑘-𝜔-based
turbulent model to reproduced high temperature convection flows during SPF part cooling.
The experimental comparison with Kitamura’s work on horizontal plate natural convection
has demonstrated that low Rayleygh regimes were not totally adapted. Indeed, turbulent
regimes were not detected, and average Nusselt values were underestimated even if their
slopes were acceptable. Therefore, the convection coefficient of laminar region obtained from
CFD analysis in the SPF context needs to be carefully adjusted.

Concerning high Rayleigh turbulent regimes, the model behaves better. At low difference
temperatures, the turbulences were reproduced and the HT were fairly good, even though
underestimated for highest Rayleigh values. In this case, convection coefficients may be
slightly increased.

Concerning the large temperature difference analysis, the result are difficult to discuss because
the horizontal plate were not yet investigated experimentally. However, the various tested
cases involving different Rayleigh numbers seem to vary according to a common law that is
not a classical power law model. This can comes from the incompressible flow hypothesis
that do not consider the effect of density variations with the temperature that might affect
the fluid flow and the heat transfer. Indeed, the analysis of the selected density value reveals
a significant influence on the flow and heat transfers for the small scale plates. On the
contrary the large plates seems weakly affected by this parameter which is satisfactory for the
simulations in the SPF process configurations. A high temperature model with compressible
flow would help to evaluate the validity of our model.

Finally, a last analysis has been made on the influence of mesh refinement of the solution.
One one hand, the results of the low size plates seemed to converge to a asymptotic average
HT value. On the other hand, the average HT for large size plates increases as the mesh is
refined. The hybrid wall-function approach used in the 𝑘-𝜔 turbulence model is supposed to
be independent of the near-wall resolution since the cell-center adjacent to the wall can be
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located anywhere within the inner layer [244] which is the case for almost every tested mesh.
This effect might come from the parallel-to-plate mesh size which was constant for each case.
The height to width ratio of the near-wall cells might be at the origin of this phenomenon.
To conclude, the developed model gave fairly good results compared to Kitamura’s experimen-
tal results, especially for high Rayleigh regimes which correspond to our process conditions.
The effect of large temperature differences and the density variation, which are SPF process
issues that have not been investigated in the literature, seems to be considered in this model.
The computed HT are certainly not quantitative but the CFD based HT distribution and its
evolution with temperature have been used as an estimation.

C.5 Natural convection outside the press:
industrial geometry

C.5.1 Model
The geometry simplifications for the CFD analysis are shown in the Figure C.26. As for the
Part-Frame experiment, the differences in massiveness of parts and their associated thermal
responses made necessary to take account of the heterogeneous temperatures of surfaces. An
a-priori simulation was used to evaluate the temperature heterogeneity of the parts during
the experiment using literature hypothesis (horizontal plates based correlations) for the
convection coefficients.

(a) (b)

Figure C.26 – Picture of (a) mold and extraction frame and (b) top mold for SPF
forming

The Figure C.27a shows the temperature field obtained with the a-priori simulation after
250, 750 and 2000 seconds. The temperature field cartography does not significantly evolve
during the ambient cooling step.
The Figure C.27b is a graph comparing mean temperature evolution of the associated surface
(in red and blue). Five sets of temperatures at different times (represented by the grey lines
with markers) are defined from this graph. These sets have been used in the CFD analysis
to evaluate the effect of this heterogeneity during the global temperature decrease.
The geometry of the air box used for the CFD analysis is presented in the Figure C.28a. The
global mesh is presented in the Figure C.28b and a zoom in the Figure C.28c. The finite
element procedure and the BC are implemented in accordance with the model implemented
for the horizontal plate presented in the appendix C.4.

C.5.2 Results
The Figures C.29 shows the evolution of the norm of the velocity vectors field for the five
times. The plume intensity (velocity and size) reduces while the temperature of the assembly
is reduced.
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(a) (b)

Figure C.27 – A-priori thermal simulation results (a) temperature field at
t=[250;750;2000] sec outside the press, (b) surface BC simplifications for CFD analysis
and (c) homogeneous temperature variation and the five times sets

(a) (b) (c)

Figure C.28 – CFD analysis of the industrial geometry: (a) fluid environment geometry,
half of a mesh representation on a cut-plane (b) scale 1, (c) zoom on the assembly

(a) 𝑡1 (b) 𝑡2 (c) 𝑡3 (d) 𝑡4 (e) 𝑡5

Figure C.29 – Norm of the velocity vectors field for each temperature sets

The Figures C.30a and C.30b respectively represents the velocity vectors plot and the
temperature field closed to the assembly surface for the five temperature sets once the steady
state is reached. Both fields are not symmetrical because of turbulences. The bottom surface
of part shows a clear conductive-based flow especially in the confined zones below the dome
region of the part. The velocities are low and the temperatures high contrary to the top
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surface where the flow is turbulent. The maximum value of the temperature scale is the
averaged fluid temperature computed thanks to the Equation (C.55) where 𝑇𝑓𝑟, 𝑇𝑝 and 𝑇∞
are respectively the frame, part, and ambient air temperatures at each temperature set. It is
interesting to notice that the air around the frame region has its temperature increased such
that to be superior to the frame temperature which generate negative convection coefficient.

(a) (b)

Figure C.30 – Evolution for the five temperature sets 𝑡1 to 𝑡5 (from top to bottom)
of (a) the velocity vectors with V𝑚𝑎𝑥 the maximum velocity for each sets and (b) the
temperature field with 𝑇 *

𝑓 defined in the Equation (C.55)

𝑇 *
𝑓 =

𝑇𝑓𝑟+𝑇𝑝

2 + 𝑇∞

2 (C.55)

The Figure C.31 shows the instantaneous convection coefficient computed from CFD analysis
for the steady state of 𝑡3 set simulation. The turbulences generate disturbance of the
symmetrical behavior of the fluid flow, especially for the top surface which confirms what is
highlighted in the Figure C.30.

For the computation of exploitable HTC values, about twenty increments over around ten
seconds after reaching steady state were averaged in order to get representative value.
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Figure C.31 – convection coefficient of the top and bottom surface of part and frame
(W.m−2.K−1) at time 𝑡3

C.5.3 Convection modeling
The results of CFD analyses of the five sets of temperatures enabled to split the surfaces of
the geometry according to their associated HTC variations as represented in the Figure C.32.
The colors of the horizontal surfaces of the part are turquoise and blue respectively for the
top and bottom sides. The vertical surfaces of of the part are orange and green respectively
for the top and bottom sides. Finally the frame surfaces are in red colors.

(a) (b)

Frame Ext

Frame down

Frame Int
Part_inf lat-int

Part_inf hor-3

Part_sup lat-int
Part_sup lat-ext

Part_sup hor-1
Part_sup hor-2
Part_sup hor-3

Part_sup frame

Part_inf lat-ext
Part_inf hor-1

Part_inf hor-2

Figure C.32 – Surface definitions of homogeneous convection behaviors

A NCC model has been defined for each surfaces using constant, linear or bi-linear functions
of space for each sets of temperatures. A linear interpolation is made in between each set
of temperatures for the model parameters. The evolution in space and time of the NCC
distribution is rather complex to represent. An example of the comparison between simulation
and model based coefficient is given at the time 𝑡0 for the top and bottom surface of part is
given in the Figure C.33.

In order to represent the temperature variation of the NCC models, the surface averaged
evolutions of HTC is plotted in the Figure C.34 as a function of surfaces given in the Figure
C.32. A distinction is made between surfaces perpendicular to x and y axis. Indeed, the
effect of rectangular shape of the assembly promotes different fluid flows on both sides of the
assembly. However, the models used to described HTC distribution for each surface are not
considered homogeneous such as illustrated in the Figure C.33.

C.5.4 Discussion
The results obtained from CFD analyses seems to be in agreement with the physical phe-
nomena. Indeed, the global decrease of the NCC corresponds to well known behavior of
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(a) top - CFD (b) top - model

(c) bottom - CDF (d) bottom - model

Figure C.33 – Comparison of convection coefficient (W.m−2.K−1) for CFD based and
model for top and bottom surfaces of part at time t0
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(b) part - bottom
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Figure C.34 – Time evolution of space-averaged NCC for split surfaces (Figure C.32)

fluid mechanics. In addition the effect of the geometry, especially the effect of warmer frame
surfaces, highlights specific heat transfers that could have not been evaluated without these
analyses.

However, significant HT discontinuities are obtained for the top surface between the central
dome and the rest as shown in the Figure C.33a. It is probably a consequence of the
implemented turbulence model. Indeed, it has been shown in the Section C.4.2 that the
model tends to underestimate the laminar flow regions. Observing the Figure C.30, the dome
seems much more subjected to turbulent flow than exterior or deep zones.

Therefore, the NCC models have to be be adjusted according to the regime to which it
is subjected. However, it not obvious to estimate the level to which the NCC has to be
adjusted.
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D.1 Thermo-physical properties
Three different material are used in the model, the Ti-6Al-4V titanium alloys (part), the
32Cr-Mo refractory alloy (Mold) and the Inconel 718 alloy (Frame). Each of them have
thermal and physical properties that depends on the temperature. The Table D.1 gives the
thermal conductivity, the heat capacity and the coefficient of thermal expansion for the Ti-64,
the Inconel 718 and the 32Cr-Mo alloys.

Temp. 𝜇 C𝑝 𝛼
(∘C) (W.m−1.K−1) (J.kg−1.K−1) (10−6)

Ti-64
20 6.6 530 8.67
870 18 920 13.63

Inc-718
20 9.5 427.1 12.12
870 21.4 573.2 16.55

32Cr-Mo
20 11.8 472.8 11.5
100 14.2
150 15.1
250 16.1
900 24.1 605.7 17.4

Table D.1 – thermo-physical properties of Ti-64, Inc-718 and 32Cr-Mo alloys
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The Figure D.2 gives a comparison of the temperature dependence of the Young modulus for
each material.

Temp. Ti-64 Inc-718 32Cr-Mo
(∘C) (GPa) (GPa) (GPa)
20 106.7 200.7 153.5
100 104.2 196 151.9
200 101.2 190.1 149.9
300 97.8 184.3 147.9
400 93.4 178.4 145.9
500 87.4 172.5 143.9
600 79.2 166.7 142.5
700 68.2 159.5 139.3
800 53.9 149.1 133.6
870 41.4 139.1 123.2

Table D.2 – Temperature depedence of the Young Modulus for Ti-64, Inc-718 and
32Cr-Mo alloys

D.2 Weak radiation method: upward surface of
the part

The Figure D.1 shows the simplification made for the viewing factors estimation. Indeed,
the radiative HT are not symmetric inside the press because of the open cavity. In order to
simplify the computation, the door through which the exterior environment radiation HT
pass is modeled instead of the press’ walls with an emissivity of 1.

(a) (b)

Figure D.1 – Weak radiation coupling simplifications: (a) real geometries and (b)
WRM-based simplified version

The Figures D.2a, D.2b and D.2c gives the three geometrical configurations that were used
to compute the radiative flux received by the upward surface inside the press. However, the
viewing factors have been computed considering the symmetry 𝐹 𝑠𝑦𝑚

𝑡𝑜𝑡 or not 𝐹𝑡𝑜𝑡. By this
way, it is possible to consider the raditive HT promoted by the rest of the press without
being included into the simulation.
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(a) Σ𝑃 𝑎/𝐸 (b) Σ𝑃 𝑎/𝑈 (c) Σ𝑃 𝑎/𝑃 𝑎

Figure D.2 – Weak radiation coupling: viewing factors interface configurations

The Equations (D.1) and (D.2) give the radiative HT received from the upper die and the
part itself considering the symmetry where 𝑇𝜕Ω𝑈

, 𝑇𝜕Ω𝑃 𝑎
+ are the averaged temperatures

of the respective surfaces obtained from experimental data and a-priori computation. The
Equation (D.2) gives the radiative HT through the open press’ door with a slight difference
due to the used emissivity of 1 and the temperature 𝑇𝜕Ω𝐸

taken as the shopfloor temperature.

̂︂𝜑𝑀
𝑟𝑎𝑑(Σ𝑃 𝑎/𝑈 ) = 𝜎(𝑇 4

𝜕Ω𝑈
− 𝑇 4)

[︃
21 − 𝜖

𝜖
+ 1

𝐹 𝑀
𝑡𝑜𝑡

𝑠𝑦𝑚(Σ𝑃 𝑎/𝑈 )

]︃−1

(D.1)

̂︂𝜑𝑀
𝑟𝑎𝑑(Σ𝑃 𝑎/𝑃 𝑎) = 𝜎(𝑇 4

𝜕Ω𝑃 𝑎
− 𝑇 4)

[︃
1 − 𝜖

𝜖
+ 1

𝐹 𝑀
𝑡𝑜𝑡

𝑠𝑦𝑚(Σ𝑃 𝑎/𝑃 𝑎)

]︃−1

(D.2)

̂︂𝜑𝑀
𝑟𝑎𝑑(Σ𝑃 𝑎/𝐸) = 𝜎(𝑇 4

𝜕Ω𝐸
− 𝑇 4)

[︂
1 − 𝜖

𝜖
+ 1

𝐹 𝑀
𝑡𝑜𝑡(Σ𝑃 𝑎/𝐸)

]︂−1
(D.3)

The Equation (D.4) enables to compute the symmetric viewing factor of the press 𝐹𝑡𝑜𝑡(Σ𝑃 𝑎/𝑃 𝑟)
using a combination of the 𝐹 𝑠𝑦𝑚

𝑡𝑜𝑡 (Σ𝑃 𝑎/𝑀 ), 𝐹𝑡𝑜𝑡(Σ𝑃 𝑎/𝐸) and 𝐹𝑡𝑜𝑡(Σ𝑃 𝑎/𝑃 𝑎). Then, ̂︂𝜑𝑟𝑎𝑑(Σ𝑃 𝑎/𝑃 𝑟)
is computed with the Equation (D.5) where the temperature of the press 𝑇𝜕Ω𝑃 𝑟

is taken
equal to the upper die one.

𝐹𝑡𝑜𝑡(Σ𝑃 𝑎/𝑃 𝑟) = 1 − 𝐹 𝑀
𝑡𝑜𝑡

𝑠𝑦𝑚(Σ𝑃 𝑎/𝑀 ) −
[︀
𝐹 𝑀

𝑡𝑜𝑡(Σ𝑃 𝑎/𝐸) − 𝐹 𝑀
𝑡𝑜𝑡(Σ𝑃 𝑎/𝑃 𝑎)

]︀
(D.4)
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𝐹 𝑀
𝑡𝑜𝑡(Σ𝑃 𝑎/𝑃 𝑟)

]︂−1
(D.5)

Finally, the radiative HT received by the upward surface is computed using the sum of each
contribution as defined in the Equation (D.6).

𝜑𝑀∈𝜕Ω𝑃 𝑎
+

𝑟𝑎𝑑 = ̂︂𝜑𝑀
𝑟𝑎𝑑(Σ𝑃 𝑎/𝑃 𝑟) + ̂︂𝜑𝑀

𝑟𝑎𝑑(Σ𝑃 𝑎/𝑈 ) + ̂︂𝜑𝑀
𝑟𝑎𝑑(Σ𝑃 𝑎/𝑃 𝑎) + ̂︂𝜑𝑀

𝑟𝑎𝑑(Σ𝑃 𝑎/𝐸) (D.6)

D.3 Finite Element Method
The traditional FEM is used in our study relies on the application of Galerkine methods.
These enable to transform a continuous problem of differential equations into a discrete
problem. The fundamental principle of dynamics can be reduced for example to the virtual
powers theorem by multiplying the Equation (D.7) by an infinitesimal velocity field

−→
𝛿𝑣. The

weak (also called variational) formulation of the integral form of the fundamental principle of
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dynamics is obtained by integrating this equation onto a volume 𝜔 as defined in the Equation
(D.8).

−→
𝑑𝑖𝑣
(︀
𝜎
)︀

+ 𝜌−→𝑔 = −→0 (D.7)

∫︁
Ω

−→
𝑑𝑖𝑣
(︀
�̃�
)︀

.
−→
𝛿𝑣𝑑𝑉 +

∫︁
Ω

−→𝑔 .
−→
𝛿𝑣𝑑𝑉 = −→0 (D.8)

When using the divergence properties, the symmetry of 𝜎 tensor and applying the Ostrogradski-
Gauss theorem, the Equation (D.9) can be obtained where ˜̇𝜀

(︁−→
𝛿𝑣
)︁

is the strain rate tensor

associated to the infinitesimal velocity field
−→
𝛿𝑣.∫︁

Ω
�̃� : ˜̇𝜀

(︁−→
𝛿𝑣
)︁

𝑑𝑉 +
∫︁

Ω

−→𝑔 .
−→
𝛿𝑣𝑑𝑉 +

∫︁
𝜕Ω

�̃�.
−→
𝛿𝑣𝑑𝑆 = −→0 (D.9)

Using the same method, the integral form of the variational form of the heat equation can be
obtained as defined in the Equation (D.10) where 𝛿𝑇 and 𝜑𝑏𝑐 are respectively an infinitesimal
temperature field and the surface flux at boundaries 𝜕Ω of the domain Ω such like radiation,
convection or conduction BC.∫︁

Ω
𝜌𝑐

𝜕𝑇

𝜕𝑡
𝛿𝑇𝑑𝑉 +

∫︁
Ω

𝜆
−−→
𝑔𝑟𝑎𝑑(𝑇 ).

−−→
𝑔𝑟𝑎𝑑(𝛿𝑇 )𝑑𝑉 =

∫︁
𝜕Ω

𝜑𝑏𝑐𝑑𝑆 (D.10)

The Lax-Milgram theorem demonstrates the existence and uniqueness of a function 𝑣 solution
of the problem in the case where �̃� is symmetric.

D.3.1 Discretization
With the weak formulation, it is possible to discretize the mathematical model equations to
obtain the numerical model equations. The Galerkin method, one of the many possible FEM
formulations, can be used for discretization.
The discretization implies looking for an approximated solution to Equations (D.9) and (D.10)
in a finite-dimensional subspace of exact solutions (Hilbert space H ) H so that 𝑇 ≃ 𝑇H .
This implies that the approximate solution is expressed as a linear combination of a set of
basis functions 𝜙𝑖 that belong to the subspace such as defined in the Equations (D.11) and
(D.12).

−→𝑣 =
∑︁

𝑖

𝑣𝑖𝜙𝑖(𝑥) ,
−→
𝛿𝑣 =
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𝑗

𝛿𝑣𝑗𝜑𝑗(𝑥) (D.11)

𝑇 =
∑︁

𝑖

𝑇 𝑖𝜙𝑖(𝑥) ,
−→
𝛿𝑇 =

∑︁
𝑗

𝛿𝑇 𝑗𝜑𝑗(𝑥) (D.12)

The test functions are defined in a superior or equal dimension order Hilbert subspace.
The basis functions are generally polynomials. ABAQUSr proposes first and second order
polynomial functions. For Galerkine method, the Hilbert subspace is identical for both basis
and test functions. The weak formulation for thermal equation gives the Equation (D.13).
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𝜕𝑡

∑︁
𝑖

∫︁
Ω

𝜙𝑖𝜙𝑗𝑑𝑉 +
∑︁

𝑖

𝑇𝑖

∫︁
Ω

𝜆
−−→
𝑔𝑟𝑎𝑑(𝜙𝑖).

−−→
𝑔𝑟𝑎𝑑(𝜙𝑖)𝑑𝑉 = −

∑︁
𝑖

∫︁
𝜕Ω

𝜑𝑖
𝑏𝑐𝑑𝑆 (D.13)

By this way, the integral terms being independent of the temperature field, it is possible to
define a system of equations with the matrix form as defined in Equation (D.14) where [𝐶𝑝],
[𝐾𝜆] and {𝐹} are respectively the heat capacity matrix, the thermal conductivity matrix
and the nodal heat flux vector.

[𝐶𝑝]{�̇�}(𝑡) + [𝐾𝜆]{𝑇}(𝑡) = {𝐹}(𝑡) (D.14)
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Simulation of the process

Using the backward Euler integration, it is possible to obtain {�̇�} vector as defined in the
Equation (D.15) and then obtain a matrix form of a linear equations system as defined in
the Equation (D.16). The same method is applied for Mechanical equations.

{�̇�}(𝑡) = {𝑇}(𝑡) − {𝑇}(𝑡 − Δ𝑡)
Δ𝑡

(D.15)

[𝐾𝑇 ]{Δ𝑇}(𝑡) = {𝐹𝑇 }(𝑡) (D.16)

D.3.2 Implicit solver
In ABAQUSr Standard the temperatures are integrated using a backward-difference scheme,
and the nonlinear coupled system is solved using Newton’s method. ABAQUSr Standard
offers an exact as well as an approximate implementation of Newton’s method for fully
coupled temperature-displacement analysis. An exact implementation of Newton’s method
involves a nonsymmetric Jacobian matrix as illustrated in the following matrix representation
of the coupled equations: [︂

𝐾𝑢𝑢 𝐾𝑢𝑇

𝐾𝑇 𝑢 𝐾𝑇 𝑇

]︂{︂
Δ𝑢
Δ𝑇

}︂
=
{︂

𝐹𝑢

𝐹𝑇

}︂
(D.17)

where and are the respective corrections to the incremental displacement and temperature,
are submatrices of the fully coupled Jacobian matrix, and are the mechanical and thermal
residual vectors, respectively. Solving this system of equations requires the use of the
unsymmetric matrix storage and solution scheme. Furthermore, the mechanical and thermal
equations must be solved simultaneously.

The Newton’s method enables to solve partial differential equation system. It consists in
solving the zero of a system by considering linear approximation. The matrix form of heat
equation can be considered for example such as defined in Equation (D.18).

𝑓 : [Δ𝑢] → [𝐾](𝑡+Δ𝑡){Δ𝑢} − {𝐹}(𝑡+Δ𝑡) (D.18)

Supposing a small variation of displacement Δ𝑢 such that 𝑓 variation can be computed
with linear approximation, the displacement increment that provide a zero can be estimated
thanks to Equation (D.19). Even if the linear hypothesis is not true, this method enables to
get closer than the zero value.
The Equation (D.20) defines the k+1𝑡ℎ approximation of the zero displacement vector
computed from k𝑡ℎ value using the first order linear hypothesis. A good approximation of
the zero value of 𝑓 can be easily obtained by repeating several times the computation such
as represented in the Figure D.3.

𝑓({Δ𝑢}) ≃ 0 = 𝑓({Δ𝑢}0) + 𝑓
′
({Δ𝑢}0)({Δ𝑢} − {Δ𝑢}0) (D.19)

{Δ𝑢}𝑘+1 = {Δ𝑢}𝑘 − 𝑓({Δ𝑢}𝑘)
𝑓 ′({Δ𝑢}𝑘) (D.20)

The incremental displacement (and temperature) vector is obtained iteratively until
the residual error is inferior to a critical value. The convergence rate is function of the
(non-)linearity of the problem. Indeed, when the thermomechanical problem has strong
non-linearities, it generates large variation of 𝑓

′ for which the Newton’s method can not
converge. In such cases, the time increment is automatically controlled to adapt theses
evolutions of convergence rate during a simulation.
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Figure D.3 – Geometric explanation of Newton’s method
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Résumé

Etude et optimisation des conditions de refroidissement de pièces en alliage de
titane obtenues par le procédé de formage superplastique

Les nouveaux programmes de l’industrie aéronautique font appel pour de nombreuses appli-
cations à des pièces en alliage de titane. C’est notamment le cas pour des pièces d’entrée
d’air et carénages du mât réacteur. Certaines de ces pièces sont obtenues par mise en forme à
chaud, notamment par le procédé de formage superplastique (SPF). L’analyse des différentes
opérations de fabrication a mis en évidence des variabilités de conditions opératoires lors du
défournement. Une des voies d’amélioration concerne une meilleure maîtrise des conditions de
refroidissement et de manipulation des pièces après mise en forme à chaud. Cette thèse a pour
but de développer un modèle éléments finis pour modéliser l’étape de défournement de tôles
en alliage de titane Ti-6Al-4V formées avec le procédé SPF. Cette étape de refroidissement,
combinée au chargement mécanique subi lors de l’extraction, génère des distorsions des
pièces en fin de processus de fabrication. Une première étape a consisté à caractériser le
comportement du matériau dans les conditions du procédé de façon à identifier un modèle
de comportement qui est ensuite implémenté dans un code élément finis. Une deuxième
étape a visé à reproduire, mesurer et caractériser les échanges thermiques en présence lors
des différentes phases du défournement pour définir les conditions limites thermiques du
modèle. Pour finir un modèle global du procédé de formage, défournement et détourage a été
développé et appliqué à une pièce industrielle. Ce modèle a permis de mettre en évidence
l’importance du chargement thermomécanique subi par la pièce au cours du défournement.
Mots-clés : Formage superplastique - SPF, Refroidissement, Echanges thermiques, Comportement mécanique,
Alliage de titane, Simulation numérique

Abstract

Study and optimization of cooling conditions of titanium alloy parts manufac-
tured by superplastic forming process

The new programs of aeronautical industry use titanium alloy parts for many applications.
This is particularly the case for panels, air inlets and fairings parts of pylons. Some of
these parts are obtained by hot forming, in particular by the superplastic forming process
(SPF). The analysis of the different manufacturing operations has highlighted variability
in the operating conditions during the unmolding process. One way of improvement is to
a better control of the conditions of cooling and handling of the parts after the forming
stage. The purpose of this thesis is to implement a finite element model to reproduce the
pot-forming steps of sheet metal in Ti-6Al-4V titanium alloy formed with the SPF process.
The cooling step combined with the mechanical loading encountered during the extraction
generates distortions of the parts at the end of the manufacturing process. A first step
consisted in characterizing the material behavior under the process conditions so as to
identify a rheological law implemented in a finite element code. A second step aimed to
reproduce, measure and characterize the heat transfers present during the different phases of
unloading to define the thermal boundary conditions of the model. Finally, a global model
of the forming, unmolding and trimming steps was developed and applied to an industrial
part. This model has enabled to highlight the importance of the thermomechanical loading
undergone by the part during the cooling and part removing operations.
Keywords: Superplastic Forming - SPF, Cooling, Heat transfers, Mechanical behavior, Titanium alloy,
Numerical simulation
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