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Introduction

For many years, satellites have been used to monitor Earth from space for scientific
or military purposes. With the democratization of the space industry, more and
more commercial applications are emerging and these are reshaping space-based
businesses into more user-oriented services. To provide users with valuable data,
hundreds of satellites orbit around us taking a steadily increasing number of high-
precision images. Despite being compressed on-board, these images generate a
substantial volume of data that needs to be transferred to the Earth. To download
such amount of data, new communication technologies are investigated to increase
the quantity of information that can be sent from satellites to the Earth. In this
context, free-space optical communications are seen as a key alternative to radio-
frequency technologies which are currently facing a number of limitations.

Free-space optical communications transmit information using light, similarly
to optical fiber used in computer networks, and can thus provide data rates or-
ders of magnitudes higher than traditional radio-frequency communications. These
technologies are already used in commercial applications to relay data through
space from Sentinel low-Earth orbiting satellites, belonging to the Copernicus pro-
gramme, to geostationary satellites of the European Data-Relay System (EDRS).
Optical communications from space to ground have already been demonstrated in
the past, but some problems remain in order to use them in industrial applications.

To transmit data using optical communications from a satellite to a ground
reception station, light has to go through the atmosphere of the Earth. The impact
of atmospheric turbulence on optical communications has already been studied a lot,
and mitigation techniques that can stabilize the optical channel are already being
developed. However, the effects of some elements of the Earth’s atmosphere cannot
be overcome by advances in technologies. In particular, most clouds completely
block light, and in consequence optical communications. The energy required to
transmit light through clouds would be excessive for any realistic systems, and thus
new methods and procedures have to be considered to mitigate their impact.

This PhD was entirely funded by Thales Alenia Space France under a public-
private convention (CIFRE) with the LAAS-CNRS laboratory.

The goal of this thesis is to investigate the use of free-space optical communi-
cations for mission telemetry in Earth observation systems, i.e., the download of
images from satellites to ground reception stations.

We first consider the problem of designing efficient networks of optical ground
stations. Clouds completely block optical communications, thus using a single
ground station would not allow for regular downloads of data from satellites. Since
on-board buffers have a limited capacity, the system would be underused or many
images would be lost. To avoid such scenarios, the currently investigated approaches
consist in exploiting networks of optical ground stations. These networks allow for
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regular downloads of images, and with good spatial diversities, prevent the system
from being saturated due to the presence of clouds.

We then consider the operational problem of scheduling downloads of images
using free-space optical communications. In our context, images are compressed
on-board and thus the sizes of their files are not known in advance. Furthermore,
due to the uncertain nature of clouds, forecasts have to be used to detect their
presence during communications between satellites and ground stations. Since these
forecasts are not perfect, new reactive procedures have to be developed, shifting part
of the decision process to the on-board system in order to reduce uncertainties when
creating the download plan.

Manuscript overview

In Chapter 1, we present the industrial context considered for this thesis. We detail
the organization of Earth observation systems and the advantages and drawbacks
of free-space optical communications compared to radio-frequency ones. We also
introduce the concepts required for the following chapters, together with the as-
sumptions made regarding the technologies considered. We conclude this chapter
by an overview of existing cloud databases and some details regarding the one we
chose.

In Chapter 2, we review existing works regarding combinatorial optimization
for the space industry. We focus on works related to the optimization of optical
ground station networks and the scheduling of acquisition downloads from a low-
Earth orbiting satellite, in an uncertain context. We conclude this chapter by a brief
overview of techniques used to solve optimization problems involving uncertainties.

Chapter 3 is dedicated to the first problem considered in this thesis, the de-
sign of efficient optical ground station networks for Earth observation missions. We
first present the assumptions made to solve this problem and a formal definition
of the problem. We then present a hierarchical approach based on a dynamic pro-
gramming algorithm, with an associated dominance rule tailored to real problem
instances, to solve this problem. We conclude this chapter by presenting exper-
imental results for our approaches. This work has been presented in two inter-
national conferences [Capelle 2018a, Capelle 2017] and submitted to the Networks
journal [Capelle 2018b].

In Chapter 4, we present the download scheduling problem we consider in the
context of free-space optical communications for Earth observation missions. We
propose a two-stage flexible approach with a first ground optimization procedure us-
ing forecasts, followed by an on-board parameterizable algorithm. We complete this
chapter by an evaluation of the performances of our method on realistic scenarios.

Finally, we conclude this thesis by summing up our contributions, and pointing
out possible future works.
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In this chapter, we present the industrial context considered in this thesis. We
first introduce concepts related to Earth observation missions and describe the
components relevant to our study in Section 1.1. We then present in Section 1.2
the main differences between free-space optical communications and radio-frequency
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communications, in the context of Earth observation missions. We conclude this
chapter by a discussion on the available cloud databases and the choice we made
for this thesis in Section 1.3.

1.1 Earth observation systems

Nowadays, hundreds of satellites orbit around us to observe and monitor the Earth
from space. These satellites collect scientific data and take images of the surface of
the Earth on a daily basis, thus generating huge amount of data that must be sent
to the ground to be processed.

These satellites are part of Earth observation systems that are made of a space
segment and a ground segment. The ground segment includes a mission center and
a network of ground control and reception stations, while the space segment consists
in one or several satellites.

1.1.1 Space segment

The space segment of an Earth observation mission is made of one or multiple
satellites. In this thesis, we only consider missions involving a single low-Earth
orbiting (LEO) satellite, but the proposed approaches can be applied to other types
of non-stationary satellites, such as medium-Earth orbiting (MEO) satellites.

1.1.1.1 Low-Earth orbiting satellites

Low-Earth orbiting (LEO) satellites orbits around the Earth at an altitude lower
than 2000 kilometers. These satellites are not stationary and thus can observe or
monitor multiple regions of the Earth depending on their orbits.

Figure 1.1 shows the ground track of a satellite on a 700-kilometers sun-
synchronous orbit. The ground track of a satellite is the projection of its posi-
tion on the Earth over time. A sun-synchronous orbit (SSO) is a near-polar orbit
around the Earth in which satellites pass over any given point on the surface at
the same local mean solar time. These orbits are useful for optical sensors since
the illumination angle on the surface will be nearly the same each time the satellite
takes an image. Due to its rotation around the Earth, a satellite is on the day-side
of the Earth for only about half of its orbit. An orbit is said to be day-ascending
(respectively night-ascending) if a satellite on this orbit goes from the south pole to
the north pole on the day-side (respectively the night-side) of the Earth. Figure 1.1
represents about one-day of orbital data, and as we can see, the satellite is able to
cover the whole Earth in this time but does not see each region the same number
of times or for the same duration. Depending on its agility, the satellite is able
to acquire images that are more or less distant from its ground track. Constraints
regarding communications with ground reception stations are different and we will
discuss them later in Section 1.1.2.3.
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Figure 1.1 – Ground track of a satellite on a 700-kilometers sun-synchronous orbit.

The problems defined and the approaches proposed in Chapters 3 and Chapter 4
are not restricted to sun-synchronous orbits, i.e., no assumptions are made that
would be invalid if the orbit was not sun-synchronous.

However, sun-synchronous orbits are interesting for experiments. Since the
Earth is rotating, the ground track of the satellite is different on each revolution
of the satellite around the Earth. However, sun-synchronous orbits are phased,
meaning that after a given number of orbital periods, the satellite will get back on
a previous trace. The time it takes for the satellite to get back on its trace is called
the repeat cycle. Sun-synchronous repeat cycle are whole numbers of days, making
them pretty interesting to generate scenarios over large horizon. Indeed, we can
propagate the satellite trajectory over a single repeat cycle and then duplicate this
trajectory as much as we want to fill the horizon. Furthermore, there exists a large
variety of sun-synchronous orbits with various repeat cycles (from 2 to 40 days).

In this works, we consider a sun-synchronous satellite with an altitude around
700-kilometers and a repeat cycle of about 30 days. We did not use shorter repeat
cycles because the shorter the repeat cycle, the wider the distance between revolu-
tions of the satellites. With small repeat cycles, some regions of the Earth are not
covered by the satellite, and ground reception stations located in these areas are
never visible and thus cannot be used.

1.1.1.2 Geostationary relay satellite

Low-Earth orbiting satellites are only visible from specific regions of the Earth
depending on the time of the day and cannot communicate with the ground segment
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all the time. On the contrary, Geostationary satellites are positioned in a specific
and relative small orbit high above the Earth (around 36000 kilometers). Due to
their stationary nature and high altitude, they see, at any time, a large and fixed
portion of the Earth. For instance, a geostationary satellite positioned around 0◦
longitude would see a large portion of Europe, northern Africa and middle-east at
any time.

Furthermore, geostationary satellites can communicate with low-earth orbiting
satellites during half their orbits, making them interesting to relay data from Earth
observation satellites to the Earth.

We do not consider such scenarios in this thesis, but geostationary relay systems
already exist, such as the European Data Relay System (EDRS) [Hauschildt 2014]
or the NASA Tracking and Data Relay Satellites (TDRS) [Stampfl 1970].

1.1.2 Ground segment

We present here the various components of a ground segment for an Earth obser-
vation mission. In Section 1.1.2.3, we focus on the ground reception stations that
are key components for the problems studied in this thesis.

1.1.2.1 Mission center and data processing centers

The mission center receives user requests for observations and produces acquisi-
tion and download plans to be sent to the satellite via a ground control station.
Nowadays, download and acquisition plans are fully computed on the ground and
low-level plans are uploaded to the satellite and executed without modification.
In Chapter 3 we consider a flexible decision process where the acquisition plan
is computed on the ground, but the download plan is computed on-board using
information pre-processed on the ground.

The data processing centers receive raw images from satellites via ground re-
ception stations and process them into valuable products for customers.

1.1.2.2 Ground control stations

Ground control stations receive plans from the mission center and upload them to
satellites. Ground control stations also receive so-called health telemetries from
satellites and upload acknowledgements of image receptions from data processing
centers. Compared to mission telemetries, health telemetries are small and are
used to ensure that satellites are working properly. In order to have a reactive
system, ground control stations have to be located worldwide to allow frequent
contacts between them and satellites. In this thesis, we do not consider the use of
free-space optical communications for the uplink from ground control stations to
satellites, or for the downloads of health telemetries. These are critical components
of any space missions and must not be impacted by uncertainties inherent to optical
communications.

6



1.1. Earth observation systems

1.1.2.3 Ground reception stations

Ground reception stations receive mission telemetries from satellites, which, for
Earth observation missions, corresponds to images taken by the on-board instru-
ments.

Ground reception stations are the most important components of the ground
segment when it comes to downloading data from satellites. Indeed, their loca-
tions and their number have a direct impact on the amount of data that can be
transmitted from satellites to the Earth.

While orbiting around the Earth, satellites can communicate intermittently with
the various ground reception stations during visibility windows. The number and
the duration of visibility windows depend mainly on the position of the stations on
the Earth. For instance, for a sun-synchronous satellite, stations located at high
latitude will have more visibility windows than stations located around the equator.

Visibility windows between the satellite and the ground reception stations can
be computed by external tools prior to any analysis or optimization. In this thesis,
we use the Systems Tool Kit (STK) software to compute these visibility windows.
We considered a J2 perturbation1 for the propagation of the satellite trajectory
when computing these visibility windows.
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Arecibo Singapore Teide Hartebeesthoek Svalbard

Figure 1.2 – Visibility windows over five ground reception stations for a satellite on
a 700-kilometers sun-synchronous orbit.

Figure 1.2 shows visibility windows for five ground stations located at Arecibo
1When propagating a satellite orbit, it is necessary to account for perturbations due to non-ideal

environments, such as the non-spherical nature of the Earth.
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(18.34◦N), Singapore (1.35◦N), Teide (28.30◦N), Hartebeesthoek (25.89◦S) and Sval-
bard (78.23◦N) for a satellite on a 700-kilometers sun-synchronous orbit. The visi-
bility windows are shown for a single day and are projected on the ground track of
the satellite. We can see that high-latitude stations have much more visibility win-
dows per day than mid-latitude stations. This is expected since sun-synchronous
orbits are near-polar orbits, i.e., a satellite on a sun-synchronous orbit will pass
near the pole during each orbit.

Figure 1.3a shows the number of visibility windows per repeat cycle depending
on the latitude of ground stations for a satellite on a 700-kilometers sun-synchronous
orbit with a 25 days repeat cycle. High-latitude stations can have up to 10 visibility
windows per day on average while stations around the equator only have between
2 and 4 visibility windows per day. Figure 1.3b shows the average daily contact
times between a satellite and ground stations of various latitude. As expected,
stations with high latitude have higher daily contact times, almost 3 hours for
some stations, while mid-latitude stations have less than one hour of daily contact
time. Figure 1.3a–1.3b were generated by computing access for the ground locations
considered in this thesis (see Appendix A.1), which is why the points are not evenly
distributed.
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Figure 1.3 – Number of accesses per repeat cycle and daily contact time for a
low-Earth orbiting satellite on a sun-synchronous orbit.

Furthermore, during visibility windows, satellites do not always see the ground
reception stations from the same angle. Figure 1.4 shows a visual representation of
the elevation angle between a satellite and a ground station.

This elevation angle goes from 0◦ when the satellite is on the horizon, to 90◦
when the satellite is directly above the ground station. During a visibility window,
it is not common for the satellite to pass right above a ground reception station,
which is why this angle is often less then 90◦. The STK software used to com-
pute visibility windows between a given satellite and pre-defined locations can also
provide information regarding the elevation between the satellite and the ground
stations during visibility windows.

8



1.2. Free-space optical communications

Azimuth

Elevation

Figure 1.4 – Azimuth and elevation angles between a satellite and a ground station.

In Figure 1.2–1.3, the minimum required elevation is 0◦, i.e., we assume that the
satellite can communicate as soon as it is above the horizon. In practice, this is not
feasible, and considering higher minimum requirements on elevation has a direct
impact on the number of accesses and on the daily contact times, as discussed in
the next section.

1.1.2.4 Considered networks

In this thesis, we consider multiple sets of locations for ground reception stations.
These sets have been created arbitrarily using existing locations of stations or obser-
vatories. We consider three sets denoted N11, N16 and N48 containing respectively
11, 16 and 48 locations. The set N11 consists mostly of European stations, and
the set N16 is the one considered in [IOAG 2012]. The set N48 has been created
to evaluate the performance of our algorithms and is made of locations from N11
and N16, and locations selected from the STK database. A list of the considered
locations is given Appendix A.1 together with their positions on a world map in
Appendix A.2.

1.2 Free-space optical communications

Free-Space Optical (FSO) communications transmit data through space using light
in the near-infrared spectrum.

Optical communications between low-Earth orbiting and geostationary re-
lay satellites are already operational. The European Data Relay System is al-
ready equipped with a 1.8 gigabits-per-second Laser Communication Terminal
(LCT) [Zech 2015]. However, optical communications from space to ground are
still an experimental subject. The main difference between LEO-relay and LEO-
Earth optical communication links is that optical links between low-Earth orbiting
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and geostationary relay satellites do not go through the atmosphere, and are thus
not impacted by atmospheric turbulence, clouds or aerosols.

This thesis focuses on the optical downlink from satellites to ground reception
stations, and do not consider optical uplink used for telecommands from ground
control stations. Such links have already been demonstrated at data rates up to
5.625 gigabits-per-second [Gregory 2013]. To our knowledge, no operational system
currently uses space-to-ground optical communications.

The two main challenges in free-space optical communications through the at-
mosphere are atmospheric turbulence and the presence of blocking elements, such
as aerosols or clouds. The impact of atmospheric turbulence on the communication
channel is out-of-scope for this thesis.

In the next section, we compare free-space optical communications with current
radio-frequency communications. We then present the assumptions we made for
this thesis in order to cope with the lack of knowledge regarding free-space optical
communications.

1.2.1 Comparison with radio-frequency communications

Current low-Earth orbiting satellites mainly transmit data to the Earth using radio-
frequency communications. The three main frequency bands currently used to
transmit mission telemetries are the S-Band (2–4 gigahertz), the X-Band (8–12
gigahertz) and the Ka-Band (26.5–40 gigahertz). The W-Band (75–110 gigahertz)
is also considered for future communication systems.

1.2.1.1 Data rates

Much like current terrestrial optical-fiber networks, free-space optical communica-
tions may offer data rates orders of magnitude higher than current radio-frequency
technologies [Guérin 2010b].

S-Band communications are limited to some hundreds of megabits-per-second,
while X-Band may reach up to two gigabits-per-second in the future. Ka-Band
already provides such data rates, and could reach higher data rates, while W-Band
would provide even higher data rates but are highly experimental.

Targeted data rates for free-space optical communications go up to one terabits-
per-second for feeder link in geostationary communication satellites. Considered
data rates for space-to-ground communication links from low-Earth orbiting satel-
lites are about 10 gigabits-per-second. More experimental technologies such as
Wavelength-Division Multiplexing (WDM) could increase this value to 40 or 50
gigabits-per-second.

1.2.1.2 Power efficiency and security

Free-space optical communications use optical channels to transmit data to the
Earth. The currently considered wavelengths for these communications are 1064 and
1550 nanometers, which are in the infrared spectrum. In comparison, the smallest
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wavelength in the Ka-Band (at 40 gigahertz) is 7.5 millimeters. Furthermore, typical
radio-frequency antennas for low-Earth orbiting satellites have an aperture of about
one meter, while telescopes for free-space optical communications on such satellites
have en aperture of less than 10 centimeters.

The beam divergence of any light or radio wave in space is proportional to
2.44 ∗ λ

D , where λ is the wavelength and D the aperture diameter. This means
that free-space optical communications have much smaller beam divergence that
radio-frequency ones. Figure 1.5 shows the impact of a smaller beam divergence
when transmitting data from Mars to the Earth (when Mars is as close as possible
to the Earth).

~100 Earths
~0.1 Earth

Earth Earth

Mars Mars

RF
FSO

Figure 1.5 – Beam divergence comparison between optical (FSO) and radio-
frequency (RF) communications [Franz 2000].

The tiny beam divergence of free-space optical communications has multiple
advantages. For a given power intensity on the emitting antenna, the received
power is much higher for free-space optical communications. It is much harder, if
not impossible, to eavesdrop on free-space optical communications. In fact, when
transmitting from a low-Earth orbiting satellite, the region from which data can
be intercepted on the ground is less than 200 meters wide, meaning that it is quite
easy to control it. Unlike radio-frequency waves, optical waves do not go through
wall, so it is impossible to eavesdrop from hidden locations.

Finally, due to their very directed beam and very small on-board telescope, free-
space optical terminals are much smaller and require less energy than traditional
radio-frequency ones [Kaushal 2016].

1.2.1.3 Frequency licensing

Interference between radio-frequency communications is a major issue nowadays.
With more and more satellites orbiting around the Earth, the frequency spectrum
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is becoming congested. To cope with this congestion, the frequency bands are di-
vided and allocated to satellites, organizations or services by the mean of licensing.
This licensing is done by regulatory authorities such as the International Telecom-
munication Union (ITU). Frequency spectrum licensing is not free and takes time,
and thus has a direct impact on the development cost and time of any space system.
Free-space optical communications currently do not require frequency licensing, and
may never require it due to the tiny divergence beams of telescopes compared to
radio-frequency antennas.

1.2.1.4 Impact of atmospheric turbulence and clouds

Radio-frequency communications in the S-band and X-band are not impacted by
atmospheric turbulence, clouds or particles in the atmosphere, while the ones in
Ka-band and W-band are impacted by strong weather conditions such as heavy
rains or storms.

The major drawback of free-space optical communications compared to radio-
frequency communications is that they are strongly impacted by atmospheric tur-
bulence and are totally blocked by clouds and aerosols in the atmosphere.

Atmospheric turbulence can be dealt with using various mitigation tech-
niques such as smaller receiver apertures, adaptive optics or specific encod-
ing [Sodnik 2012]. The mitigation of atmospheric turbulence is out-of-scope for
this thesis which is why we assume that these are totally mitigated on the receiver
side.

Aerosols are large particles found in the atmosphere such as volcanic dust, sand,
or pollution. It is quite hard to obtain data regarding the presence of aerosols,
especially consistent data over large temporal horizons. Furthermore, the impact of
aerosols on optical communications as yet to be fully investigated in the literature,
which is why we do not consider their impact in this thesis.

The most impacting components for free-space optical communications are
clouds because the wavelengths used in optical communications cannot go through
most clouds. According to recent studies, optical communications could go through
some very high and thin clouds [Poulenard 2014], but we do not consider these in
this study as they do not seem to have a huge impact on the global performance of
the considered systems and we do not have access to a precise enough database.

In order to deal with clouds, a network of ground reception stations must be used
with a good diversity in the locations of these stations to ensure regular communi-
cations from the satellite. Designing efficient networks is the purpose of Chapter 3.

Furthermore, during operational missions, it is necessary to take into account
the uncertainties regarding the presence clouds when planning downloads of mission
telemetries using free-space optical communications, as discussed in Chapter 4.
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1.2.2 Assumptions for this thesis

In this thesis, we only consider the impact of clouds on the optical communication
link. We assume that atmospheric turbulence is mitigated using one of the above
mentioned techniques and we ignore the impact of aerosols on free-space optical
communications.

1.2.2.1 Geometrical constraints and considered data rates

In Section 1.1.2.3, we defined the elevation angle between a satellite and a ground
station.

When using current radio-frequency technologies, communication links can be
established as soon as the satellite is 5◦ above the horizon. This is mainly done to
avoid ground obstacles with relatively high height, such as mountains.

When dealing with optical communications, we have to take into account the
thickness of the atmospherical layer that the light needs to go through since it
increases the impact of atmospheric turbulence. As shown in Figure 1.6, with
smaller elevation angles, the thickness of this atmospheric layer is higher than with
elevation angles close to 90◦ (when the satellite is directly above the station).

l1l2 e1
e2

Figure 1.6 – Thickness of the atmospheric layer depending on the elevation angle
between a satellite and a ground station.

With thicker layers, atmospheric turbulence is stronger, which directly impact
the performance and feasibility of optical links.

To face this problem, one possibility is to establish optical links only when the
satellite is above a given elevation. There is no strict consensus on the minimum
elevation that should be considered for free-space communications, but most studies
are using a 20◦ minimum elevation, which is the value considered in this thesis.
Figure 1.7 shows the number of access and the average daily contact time for a low-
Earth orbiting satellite on a 700-kilometers sun-synchronous orbit with a 25-days
repeat cycle. As we can see, restricting communications to high elevation angles
drastically reduces the number of visibility windows between the satellite and the
ground stations, as well as the duration of these visibility windows.
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Figure 1.7 – Numbers of accesses per orbital cycle and daily contact time for a low-
earth orbiting satellite on a sun-synchronous orbit for various minimum elevation
emin.

Another possibility to cope with the variable thickness of the atmosphere is to
use different data rates depending on the elevation angle between the satellite and
the ground stations. This can be achieved by using variable modulation or coding
depending on the thickness of the atmospheric layers, or, in a multiple channels
environment, by reducing the number of used channels at low elevation angles to
provide more power to individual channels [Kernec 2014].

1.2.2.2 Impact of clouds

When considering an optical communication link between a satellite and a ground
station at time t, we assume that the data rate is proportional to the amount of
clouds c(t) over the station at time t:

DcR(t) = DR(t) ∗ (1− c(t))

where DR(t) is the nominal data rate of the communications at time t. This ap-
proach was already considered in [Lacoste 2011].

In practice, clouds completely blocks optical communications, but we have to
take into account the fact that the amount of clouds c(t) over a station at a given
time represents the fraction of the space covered by clouds. Cloud fractions are
usually given over cells that are kilometers-wide, and thus we cannot compute
exactly the impact of clouds on the optical link.

This formula assumes that clouds are homogeneously distributed over a station,
and that it is possible to easily recover communications when they are blocked by
clouds. Under this assumptions, the amount of data that can be transmitted to a
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station during an interval [a, b] is:

V (a, b) =
∫ b

a
DR(t)(1− c(t))dt

If we consider a constant data rate and if we assume that the interval [a, b] is
small enough (e.g., a few minutes) so that clouds do not change during the interval,
we can reduce this to:

V (a, b) = (b− a) ∗ DR ∗ (1− c(a))

1.3 Taking clouds into account

In order to analyze and optimize systems for free-space optical communications, it
is necessary to gather information regarding clouds.

When dealing with atmospheric data, different approaches can be considered.
One is to use statistics regarding these data and either compute new statistics
regarding the performance of the considered systems or do randomized simulations
to estimate the outcome of these systems. Another possibility is to replay past data
in order to characterize the systems.

When using statistics, one must consider the issue of temporal variations. Look-
ing at clouds in particular, cloud statistics are likely different between January and
July, but also between 0 A.M. and 12 A.M. Cloud data are available over the past
40 years only, so using a very high temporal precision would be complicated due
to the few number of samples available. Furthermore, cloud covers usually do not
follow standard probability distributions, and thus are difficult to manipulate.

Stochastic optimization using standard distributions is already very difficult, es-
pecially when considering complex systems, which is why we decided to use archived
data in this thesis and optimize scenarios against them.

1.3.1 Considered cloud databases

The goal of this thesis is not to provide a cloud analysis, which is why we use
existing databases to gather information about clouds.

In order to mitigate yearly variations when optimizing, it is necessary to retrieve
information over multiple years, or even decades. Furthermore, in order to assess
the performance of our operational procedures, it is interesting to replay scenario
against past forecasts instead of generating them.

When searching for existing databases, we looked at the spatial and temporal
availability — the database should provide worldwide data over multiple years —
but also the spatial and temporal resolutions, and the availability of past forecasts.
The spatial and temporal resolutions correspond to the precision in space and time
of the cloud database.

Choosing a cloud database is not easy, and different databases may provide
different outcomes for our analysis due to the somehow high discrepancy between
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databases [Grishechkin 2012b, Stubenrauch 2013]. The selected database was cho-
sen based on the criteria described before, but the approaches we propose can be
used with any database.

1.3.1.1 Databases used in previous studies

In previous studies regarding optimization of networks for free-space optical
communications, different databases were used. The two main ones were a
“state-of-the-art” database [Link 2005, IOAG 2012], and the SAF-NWC facil-
ity [Guérin 2010a, Poulenard 2013].

While not explicitly mentioned, it is very likely that the “state-of-the-art”
database was a cloud mask database (i.e., a database containing binary values indi-
cating the presence of clouds) created from multiple geostationary weather satellites
including multiple GOES, MSG and MTSAT satellites. This database is not avail-
able, which is why we do not use it in this thesis.

The SAF-NWC facility is a freely available software that creates cloud masks
and cloud classifications using images from the SEVIRI imager on-board the MSG-
1 satellite. The created datasets are very precise with a temporal resolution of
15 minutes and a spatial resolution of about 4 kilometers. Unfortunately, SEVIRI
images are limited to Europe, Northern Africa and Middle-East due to the position
MSG1. Furthermore, creating datasets over multiple years using the SAF-NWC
facility requires a lot of pre-processing due to the fast production rate of SEVIRI,
which why we do not use it.

1.3.1.2 Chosen database

In this thesis, we use the ERA Interim database [Dee 2011] because it is easy to
access, free, and provides worldwide data with a relatively fine spatial resolution
(up to 0.125◦×0.125◦) from 1979 to today.

Furthermore, it provides past forecasts up to 48 hours which proved useful to
simulate operational scenarios in Chapter 4.

The dataset provides cloud cover (i.e., fraction of clouds over a given cell) on a
regular rectangular grid created using a specific projection and containing 1441 ×
2880 points. On this grid, the spatial resolution corresponds to cells of about
14×14 kilometers at the equator (which are the largest cells on the grid).

Its major drawback is its temporal resolution, which is 6 hours, meaning that
we need to interpolate data to obtain cloud covers at any given time.

Figure 1.8 shows an example of cloud cover data retrieved from the ERA Interim
database for January the 3rd, 2004 at 12 P.M.

1.3.1.3 Other databases

Aside from the ERA Interim database and the databases used in previous works,
there exists a variety of cloud datasets available. We cannot make an exhaustive
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Figure 1.8 – Cloud fraction retrieved from the ERA Interim database for January
2, 2004 at 12 P.M.

list of available cloud databases, but we give here a small overview of the databases
we found and that may prove useful for future or comparative analysis.

The ISCCP database [Rossow 1999] is a freely available cloud databases span-
ning more than 30 years. The database is constructed from mutiple satellites.
Cloud fraction is provided worldwide every three hours with a spatial resolution of
280×280 kilometers. The database provides daily or monthly files, with statistical
information regarding clouds. The CERES database [Wielicki 1996] is similar to
the ERA Interim database. The database provides worldwide cloud cover every
hour at a 1×1◦ spatial resolution. We discarded these two databases due to their
bad spatial resolutions which did not fit our purpose.

The MERRA-2 database [Gelaro 2017] is a new database with a one hour tem-
poral resolution and a 0.5×0.625◦ spatial resolution. This database would have been
a good substitude for the ERA Interim database in our work but is only available
since 2014 and in consequence was not found when the review of cloud databases
was done for this thesis.

1.3.2 Interpolation of data

As mentioned earlier, the goal of this thesis is not to do a cloud analysis, and
since interpolating cloud cover spatially or temporally is not an easy task, we make
simplification.

17



Chapter 1. Industrial context

1.3.2.1 Spatial interpolation

Due to the small spatial resolution of the considered database, we choose not to
interpolate cloud cover spatially and instead simply consider the cloud fraction over
the closest cell in the database. Given a location at coordinates (lat, lon) on the
Earth, we choose the cell on the closest line (latitude) i and on the closest column
(longitude) j in the database:

i = argmin
m

|lat− latm|

j = argmin
n
|lon− lonn|

where latm and lonn correspond respectively to the latitude of the mth line and the
nth column in the ERA Interim grid.

1.3.2.2 Temporal interpolation

The ERA Interim database has a 6 hours temporal resolution, meaning that cloud
covers are available at 12 A.M., 6 A.M., 12 P.M. and 6 P.M. every day of each
year and for each cell. In order to obtain data between these times, we need to
interpolate the cloud fraction from the database.
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Figure 1.9 – Example of interpolated cloud fraction from the ERA Interim database.

One would be tempted to combine cloud information with other atmospheric
data, such as winds, to obtain a better interpolation, but this does not guarantee
better results [Grishechkin 2012a] which is why we choose to do a simple linear
interpolation. This may not give accurate results for the selected database due to
the 6 hours temporal resolution, but it is sufficient for our purpose. Given cloud
fraction values c(t1) and c(t2) at times t1 < t2 from the database, we compute the
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cloud fraction c(t) at time t ∈ [t1, t2] using:

c(t) = c(t1) + c(t2)− c(t1)
t2 − t1

Figure 1.9 shows an example of temporal interpolation over 6 days from the
ERA Interim database for the cell at (43.625, 1.5).

Summary

Due to the increasing volume of data acquired by Earth observation systems, new
communications technologies are considered. With their high data rates, free-space
optical communications are seen as a key technology to replace current radio-
frequency communications. Unfortunately, optical communications are strongly
impacted by clouds, and thus their impact have to be taken into account when
designing and operating Earth observation systems.

In this thesis, we consider two problems related to the use of optical communi-
cations in Earth observation missions. The first one is the design of optical ground
station networks, taking into account the impact of clouds on communications, and
maximizing the volume of data transferred from a satellite to the Earth. The second
one is the schedule of acquisition downloads from a satellite to ground reception
stations, in order to maximize the profit from these acquisitions, and taking into
account uncertainties regarding clouds.

To tackle these problems and validate the proposed approaches, we use archived
cloud data from a worldwide database, over large temporal horizons, in order to
deal with seasonal and yearly cloud variations.
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Review of optimization
problems in the space industry
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The space industry deals with a huge variety of combinatorial optimization
problems for both designing and operating space systems in the context of telecom-
munication satellites, Earth observation missions, or exploration probes. The main
goal is to obtain efficient systems while keeping development and operational costs
as low as possible. These optimization procedures often involve complex and highly
constrained systems, and have to take into account many uncertainties due to the
non-constant and delayed feedback from these systems.

In telecommunication systems, frequency allocation is one of the most stud-
ied problems that arise during the development cycle of satellites. Variants of the
problem have been proposed and solved using greedy algorithms [Kiatmanaroj 2012,
Camino 2014, Couble 2017] or exact approaches based on mathematical program-
ming [Camino 2016] or graph and scheduling theory [Kiatmanaroj 2016].

Other noticeable problems involve the minimization of the duration of val-
idation plan for telecommunication satellites, for which constraint program-
ming [Maillet 2011, Hebrard 2017] and local search [Boche-Sauvan 2014] approaches
have been proposed. Local search algorithms are currently also used for the posi-
tioning of command devices in spacecraft [Roynette 2016].

With the rise of agile satellites, many studies have been conducted to plan
the acquisitions of images for Earth observation missions such as SPOT-6 (2012),
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SPOT-7 (2014) or Pleiades (2011) missions. Studies were also conducted to plan the
downloads of these acquisitions or the downloads of scientific data from exploration
missions, such as the Mars Express mission. These studies involved various com-
binatorial optimization methods, such as greedy heuristics, meta-heuristics, mixed-
integer programming or constraint programming. In deep-space missions, various
planning and scheduling problems have also been studied. For instance, constraint-
programming techniques have been successfully applied to schedule experiments
for the Rosetta/Philae mission in order to make the best use of the few available
resources on-board [Simonin 2012].

This chapter presents existing works related to the design of optical ground
station networks (OGSN) and the scheduling of Earth observation satellites. We
conclude this state of the art chapter by a brief overview of existing optimization
under uncertainties techniques.

2.1 Optical ground station network optimization

This section is dedicated to works related to the optimization of optical ground
station networks. Most existing works mainly focus on the technical parts of the
problem without exploring in depth the optimization aspects, or without detailing
with it in the papers. However, these articles are interesting because they put
forward the benefits of free-space optical communications, and provide information
regarding assumptions made during the optimization processes, such as how the
impact of clouds is taken into account, or from where clouds are retrieved.

While our work targets only low-Earth orbiting satellites, we present related
work for various space systems.

2.1.1 Deep-space probe

Deep-space probes were one of the first space systems for which free-space optical
communications were considered, and in turn, for which optimization of optical
ground station networks was done.

Back in 2005, optimization of an optical ground station network (OGSN)
in the United-States (continental US with Hawaii) for a deep-space probe was
tried [Link 2005]. System constraints included a limited number of stations (5–6)
within a limited area, with a quite high minimum 20◦ elevation between the space
probe and the stations. To take clouds into account, multiple years of archived
multi-spectral images with high temporal and spatial resolutions (15–30 minutes,
4×4 kilometers) were retrieved from the GOES1 West and GOES East satellites. A
custom algorithm was proposed to compute cloud-free information (cloud mask) for
each pixel in these images. The objective of the optimization process was to find a

1The Geostationary Operational Environmental Satellites (GOES) are a set of geostationary
weather satellites operated by the United States’ National Oceanic and Atmospheric Administra-
tion (NOAA).
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network with an availability above 90%, where the availability corresponded to the
fraction of time that at least one station in the network had a cloud-free line of sight
(CFLOS) from the space probe. The algorithm used was a two-step algorithm in
which the first step consisted in exploring the solution spaces broadly without pre-
cisely evaluating each solution (about 40 million solutions), while the second step
tried to converge to a local optima by evaluating networks more carefully (about
10–20 networks evaluated in this step).

This work was continued in [Wojcik 2005] to consider a worldwide network,
including continental U.S., Hawaii, South America, Europe, Africa, Middle-East,
central and southern Asia and Australia. Since GOES East and GOES West only
cover America, other satellites were used to retrieve cloud information, such as
GOES-9 (for Australia and China), Meteosat-7 (Europe and Africa) and Meteosat-
5 (Middle-East and central Asia). Due to the use of new satellites, the temporal
resolution increased to one hour, but the algorithm used to compute cloud mask
stayed the same since these satellites have similar multi-spectral imagers. Additional
system constraints were introduced to reduce the search space of the resolution
process. In particular stations could only be located between -41◦ and +41◦ latitude,
with a minimum altitude of 2 kilometers. With these constraints, a network of 6
stations distributed around the world was not sufficient to reach a 90% availability,
but without the altitude constraint, a network of 5 stations was enough.

Some more recent works regarding the optimization of optical ground station
networks for deep-space probes have been made in [Alliss 2012]. Constraints were
similar to those of [Link 2005, Wojcik 2005], but the cloud database used was a
“state of the art database” with a temporal resolution of 15 minutes created us-
ing images from multiple geostationary satellites: Geostationary Operational Envi-
ronmental Satellites (GOES), Meteosat Second Generation (MSG), Multi-function
Transport Satellite (MTSAT). Like in previous works, these satellites are all geo-
stationary and thus no cloud data regarding high latitudes can be obtained from
them. Unlike in previous works, the goal of the optimization process in this work
was to reach a given percentage of data transferred (PDT ) from the space probe to
the Earth. Over the considered period (2005–2010), and considering a data rate of
260 megabits-per-second, a single optical ground station (Tenerife) was enough to
provide PDT above 90%, while two sites were enough to reach a 99% PDT.

2.1.2 Low-Earth orbiting satellites

Low-Earth orbiting (LEO) satellites are space systems primarily used for Earth
observations. We refer readers to Chapter 1 for details about their operational
behavior. Between 2010 and 2012, multiple studies were conducted regarding the
optimization of optical ground station networks for Earth observation missions.
These studies considered direct optical link between satellites and optical ground
stations, without the use of any relay.

A probabilistic approach was first consider by [Takayama 2010]. By analyzing
images from a meteorological satellite (MTSAT) between June 2007 and May 2008
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using a custom algorithm, the probability of avoiding cloud blockage was computed
for networks made of up to 8 stations. Stations were first positioned only in Japan,
in large cities such as Tokyo, Sapporo or Fukuoka. When not considering orbital
information, it was shown that networks of 1, 2 and 8 stations could respectively
provide monthly probabilities of 39, 48 and 94% to avoid cloud blockage. Results
also showed that for the considered networks (in Japan), strong seasonal variations
could be observed, up to a 10% improvement in summer for a network of 8 stations.

In the same work, authors introduced the notion of cumulative access probability.
The cumulative access probability is the probability of having at least one cloud-free
visibility window between the satellite and one of the optical ground station after a
given amount of time. Authors assumed that the probabilities pi of the ith visibility
window to be cloud-free were all the same, for all stations in the network. They
computed the cumulative access probability up to the nth visibility windows, p(n),
using the following formula:

p(n) = 1−
n∏
i=1

(1− pi) (2.1)

It must be pointed out that this formula is only valid when the probabilities
of cloud-free access are not correlated, which can be assumed for stations that are
more than hundreds of kilometers apart [Fuchs 2015].

In [Takayama 2010], authors analyzed the cumulative access probability of a
worldwide network made of 6 optical ground stations for the OICETS2 low-Earth
orbiting satellite. This network was constructed by considering the four stations
used in a previous satellite demonstration involving OICETS, and adding two extra
stations outside Japan to have a better distribution of visibility windows between
the satellite and the ground stations. Experimental results, assuming constant and
identical probabilities pi of cloud-free accesses for all stations, showed that the
cumulative access probability exceeded 99% after four hours for pi = 0.7, five hours
for pi = 0.5 and eight hours for pi = 0.3. With lower cloud-free probability such
as pi = 0.1, the cumulative access probability only reached 96% after 24 hours (the
duration of the simulation). For these simulations, the minimum elevation allowed
between the satellite and the optical ground stations was 0◦, but visibility windows
shorter than one minute were discarded.

High-level analysis for various existing Earth observation missions were con-
ducted in [Guérin 2010b]. These missions included satellites from the Copernicus
programme (ESA), Post-EPS and a non sun-synchronous satellite, SWOT. The
goal of this work was to compare future telemetry payloads using X-Band, Ka-
Band and free-space optical communications. Analysis were conducted assuming
identical clear-sky probabilities for all high-latitude stations (55%) and all mid-
latitude stations (65%). Minimum elevations for establishing communications of
5◦ for radio-frequency payloads and 20◦ for optical ones were considered. Results

2The Optical Inter-orbit Communications Engineering Test Satellite (OICETS) is an experi-
mental satellite operated by the Japan Aerospace and Exploration Agency (JAXA).
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showed that, using a single mid-latitude station in Europe, it was possible to down-
load 5.9 terabits of data per day using X-Band, 6.3 terabits using Ka-Band and
7 terabits using optical communications. For the considered high-latitude station
(Svalbard), the daily volumes increased to 19.1 terabits for X-Band, 23 terabits
for Ka-Band and 21.9 terabits for optical communications. When using more ad-
vanced optical technologies, such as wavelength-division multiplexing (WDM), the
daily download volume using optical communications could reach 26.1 terabits for
mid-latitude stations in Europe and 81.8 terabits high-latitude stations. These re-
sults showed the potential of free-space optical communications for space-to-ground
optical links.

More recent studies [Guérin 2010a, Lacoste 2011, Grishechkin 2012b] used
archived cloud data to analyze the impact of free-space optical communications
for mission telemetry.

In [Guérin 2010a], a meteorological study realized by METEOFRANCE (French
National Meteorological Agency) from a CNES specification was used to optimize
a network of ground stations in Europe and polar areas. Cloud information were
computed using 3 years of data from the SEVIRI3 payload on-board the MSG-1
geostationary satellite and one year of data from the METOP low-Earth orbiting
satellite. The possible locations for optical ground stations were the locations of the
pixels in the SEVIRI and METOP images. Since these images contain thousands
of pixels, a dedicated 3-step greedy algorithm was used to find efficient networks.
First, stations whose clear sky probabilities were above the 95% percentile were
selected in each 1◦ iso-latitude band. Then, the number of stations was reduced to
30 by coupling cloud information with orbital characteristics and constraints specific
to the targeted missions. Finally, 6 stations were chosen according to monthly and
yearly clear sky statistics. From these 6 stations, multiple networks of two, three
and four stations were created and their availability was analyzed. In this work, the
availability of a network was the percentage of days where at least one of the four
daily slots (from the SEVIRI and METOP images) had a cloud cover lower than
25%. Results showed that, considering only stations in Europe, the availability
of networks could reach 95.9% availability with two stations, and 99.5% with four
stations. When adding a polar station (Svalbard) to the best two-sites network,
the availability increased by 1.5% over the year, and even by 7% for some months
during winter. During this high-level analysis, the time between cloud-free accesses
was analyzed. This information is important because most of the time, images must
be downloaded quickly to be valuable, and satellites have a finite on-board buffer,
and thus need frequent downloads to avoid overflow (i.e., loss of images). For the
best network of three stations, the duration between cloud-free visibility windows
was shorter than six hours 90.4% of the time but longer than 30 hours 3% of the
time. When adding a fourth station, these percentages improved to 93% and 1.7%
respectively. In both cases, the longest duration between cloud-free accesses was

3The Spinning Enhanced Visible and Infrared Imager (SEVIRI) is an optical imaging radiometer
on-board Meteosat Second Generation (MSG-1) satellite.
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the same (66 hours). Since the temporal resolution of the cloud database considered
was 6 hours, a database with a higher temporal resolution should be used in order
to obtain finer analysis.

Work made in [Guérin 2010a] was extended in [Lacoste 2011]. While more de-
tailed, the optimization process used in [Lacoste 2011] was similar to the previous
work, and 10 stations were selected according to it. Since most sites were in Europe
(except Svalbard), a clear seasonal behavior was observed with clear-sky percent-
ages higher than 90% in August but lower than 70% for some months. Networks
were analyzed in more detail compared to [Guérin 2010a] by coupling cloud in-
formation with orbital characteristics from Earth observation missions considered
in [Guérin 2010b].

The characteristic analyzed for each network was the total visibility duration,
i.e., the total time where the satellite was able to communicate with a ground
station, taking clouds into account. This characteristic was computed for a single
station i using the following formula:

Ti =
N∑
k=0

vi(k) ∗ (1− c(k)) ∗ Ts

where Ti was the total visibility duration taking clouds into account for station i,
c(k) ∈ [0, 1] was the cloud cover above station i during step k, Ts was the sampling
time (10 seconds in this work), N was the number of steps in the simulation (3153601
in this work, corresponding to one year) and vi(k) ∈ {0, 1} was the geometric
visibility of station i, i.e., vi(k) = 1 if the satellite was visible from station i and 20◦
(minimum elevation) above the horizon during step k. Since the temporal resolution
of the cloud dataset was much higher than the sampling time, linear interpolation
was used to compute c(k).

Results showed that over the three years of analyzed data, the cumulative dis-
tribution of daily contact time was quite stable, and taking clouds into account
reduced this time by a factor of about 4.5. Comparison were made between a sin-
gle ground station using X-Band (1 gigabits-per-second, minimum elevation of 5◦)
and a network of optical ground stations (10.5 and 42 gigabits-per-second with re-
spectively one or four channels). With a single ground station located in Svalbard,
X-Band daily volumes ranged from 8.3 to 9.5 terabits, which cannot be reach by any
optical ground station with a single channel. Networks made of two to four optical
ground stations were then analyzed, and all but one of these networks provided
higher daily volumes than the single Svalbard station using X-Band 99% of the
time. The only network that did not reach these performances was a France-only
network. This showed that ground station diversity is required in order to achieve
good performances with free-space optical communications.

In 2010, the Inter-agency Operations Advisory Group (IOAG) established
the Optical Link Study Group (OLSG) to investigate business cases for future
space systems using optical communications. This group published a final re-
port [IOAG 2012, Alliss 2012, Schulz 2012] in 2012. Multiple scenarios were an-
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alyzed in this report, including L2 (second Lagrange point), Lunar, LEO, GEO
(Earth relay) and deep-space. The cloud database used was said to be a “state-of-
the-art cloud database” made using collected data from GOES, MTSAT and MSG
geostationary satellites, combined with MODIS and METOP data for polar areas.
The spatial and temporal resolutions of the database were respectively 4×4 kilome-
ters and 15 minutes, spanning a total of 6 years (2006 to 2011). Most scenarios were
oversized in term of acquisition volumes according to current observation missions
in order to prove the benefits of free-space optical communications. For instance,
the low-Earth orbit scenario had a daily acquisition volume 10 times higher than
current low-Earth orbiting space systems. These report showed that it was possible
to transfer 90% of the data in all scenarios, and almost reach 95% for the LEO sce-
nario using seven stations (from the 16 available). Information regarding the costs
of creating optical ground station networks was also included in the final report,
showing that using direct space-to-ground free-space optical communications was
much cheaper than using geostationary relays.

In [Grishechkin 2012b], a network made of 4 stations in Germany was designed
to maximize the visibility duration between the satellite and the optical ground
stations. Neither the optimization method nor the cloud database were specified.
Constraints imposed on the system were a minimum elevation of 40◦ and a cloud
fraction lower than 30% to have a cloud-free visibility window. Starting with an
existing 4-stations network, the optimization process increased the overall visibility
duration over the network by 10%.

Recently, [del Portillo 2017] proposed a simulation-based approach to find lo-
cations for optical ground stations in order to serve a low-Earth orbiting satellite.
Visibility windows between the satellite and the ground stations were computed
between 2005 and 2015, and a custom probabilistic model was implemented to sim-
ulate cloud covers above the ground locations over the considered horizon. Two
genetic algorithms were proposed to solve two different versions of the problem:
in the first one, stations could only be chosen from a finite set of 68 locations, in
the second one, stations could be located anywhere inside allowed countries. The
goal of the problem was to optimize both the cost of the network and the network
availability, i.e., the percentage of time where at least one of the station is visible
from the satellite and cloud-free, and the latency between cloud-free contacts.

2.1.3 Geostationary satellites

The following references are dedicated to the optimization of optical ground station
networks for telecommunications using geostationary satellites. The goal here is
not to download as much data as possible but rather to maximize the availability
of networks, i.e., the percentage of time where at least K stations of the network
are cloud free. In this context, chosen stations are visible all the time since the
satellite is on a geostationary orbit. While none of the cited works mention it, this
problem is actually the well-known maximum coverage problem, which is known to
be NP-Complete.
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Works on geostationary satellites are more recent than the previously de-
scribed ones, thus database are often much more precise. Most of the works
done by [Poulenard 2013, Poulenard 2014, Poulenard 2015, Fuchs 2015] targeted
only Europe and thus used the SAF-NWC cloud classification with a temporal
resolution of 15 minutes and a spatial resolution of 4×4 kilometers.

In [Poulenard 2013], a greedy algorithm was used to select a given number of
stations in Europe. This greedy algorithm started with no station, and at each
stage, selected the station with the most cloud-free time slots within time slots that
were not already cloud-free for the currently selected stations. It can be noticed that
this algorithm is well-known for the maximum coverage problem and is essentially
the best possible polynomial-time approximation algorithm for this problem, with
an approximation ratio of 1 − 1

e ≈ 0.63212. Despite the polynomial running time
of the greedy algorithm, the computation took multiple hours for only six stations
due to the slow data accesses from the cloud database.

In [Poulenard 2014], authors developed the same methodology to optimize net-
works in Europe and extended Europe (including northern Africa and Middle-East)
but with a different approach regarding the impact of clouds on the optical links.
By comparing the cloud classification from the SAF-NWC facility with data from
the CALIOP Lidar on-board the CALIPSO4 satellite. they showed that it was
possible to transmit data using free-space optical communications through high
semitransparent thin clouds (as defined by SAF-NWC). It was shown that, in order
to reach a 99.9% availability, 10 to 11 stations were required in Europe (even when
allowing high semitransparent thin clouds) but four stations were sufficient when
including Africa and Middle-East. This work was extended in [Poulenard 2015]
by optimizing the data network between the optical ground stations using another
greedy algorithm.

In [Fuchs 2015, Giggenbach 2015], authors considered a statistical approach to
find optical ground station networks in Germany, Europe and worldwide in order to
maximize the availability of multiple stations. Ground locations were pre-selected
according to infrastructure or political constraints yielding a total of 66 possible
stations (22 in Germany, 27 in Europe and 17 in northern Africa or Middle-East).
Then, three optimization methods were tried using 5 years of cloud data from the
same dataset as [Poulenard 2013, Poulenard 2014]. The first one was a greedy
approach which successively selected the sites with best availability, without taking
cloud correlation into account. The second one enumerated all possible networks to
evaluate their performance. The third one tried to reduce the number of considered
sites and networks based on pre-computed cloud statistics. Experiments showed
that the first method yielded poor results while the second failed to terminate when
the number of chosen stations was greater than four. Regarding the third proposed
algorithm, selecting 25 stations and evaluating only 105 networks proved to be

4The Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) is a payload on-board the
Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite operated
by NASA and CNES. It provides information regarding the attenuation of light due to clouds and
aerosols in the atmosphere.
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enough to obtain very good performances. Results showed that choosing stations
only in Germany was not effective, while a network of 10–12 stations in Europe
could provide a 99.9% availability. In comparison, networks including northern
Africa and Middle-East could provide up to 99.999% availability with only eight
stations.

Finally, [Chen 2015] analyzed the link availability of a 77◦E geostationary satel-
lite for networks made of one, two or three stations located in Asia. Networks were
chosen using yearly cloud covers computed from satellite images taken between Oc-
tober 2013 and September 2014. Results showed that networks of one, two or three
station were able to achieve respectively 74.73%, 93.7% and 97.13% availability.

2.2 Scheduling of Earth observation systems

2.2.1 Planning image acquisitions for Earth observation systems

One of the oldest combinatorial optimization problems in mission planning for Earth
observation systems is the scheduling of acquisitions to be made by a satellite.
Given a list of user requests, the goal of mission planning is to schedule acquisitions
in order to optimize some criteria (total profit, fairness between users), taking into
account mechanical constraints of the satellite such as the time required to make an
acquisition, to switch from one position to another or to turn on and off components
of the satellite.

Various approaches have been considered to tackle this problem. Constraint
satisfaction models were proposed for the SPOT-5 mission paired with a (dynamic)
Branch & Bound in [Agnèse 1995, Bensana 1996]. Multiple meta-heuristics were
considered to solve the problem [Globus 2003, Globus 2004], including genetic algo-
rithms, simulated annealing, squeaky wheel optimization and stochastic hill climb-
ing. A tabu search heuristic was also proposed to select requests in order to maxi-
mize profit by [Cordeau 2005].

Over time, multiple variants of the problems have been considered and solved
using different approaches such as dynamic planning [Pemberton 2002], mathemat-
ical programming and graph theory [Gabrel 2003, Benoist 2004, Augenstein 2014].

Multi-objective variant of the problem considering, e.g., the maximization of the
profit and the fairness between users were also considered and solved using genetic
algorithms [Tangpattanakul 2013] and local searches [Tangpattanakul 2015].

The initial problem was quickly extended to deal with constellation of multi-
ple satellites. Greedy algorithms, local search heuristics and column generation
approaches [Bianchessi 2007, Cordeau 2005, Cordeau 2005] were used to find so-
lutions and upper bounds for the scheduling of observations of a constellation of
multiple satellites. Greedy algorithms and local search algorithms were recently
considered for the planning of acquisitions for a global ocean surveillance mission
involving multiple satellites [Pralet 2011, Verfaillie 2012].

Lots of Earth observation satellites take pictures in the visible spectrum, and
thus cannot acquire images when clouds are present. Uncertainties regarding clouds
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have been considered using mathematical approaches [Bensana 1999], stochas-
tic integer programming [Liao 2005, Liao 2007] and chance constraints program-
ming [Wang 2016]. More recently, flexible approaches [Maillard 2015b] were con-
sidered to take into account uncertainties regarding the energy consumption of the
satellite.

2.2.2 Planning mission telemetry for Earth observation systems

Over time, the volume of images acquired by Earth observation systems has in-
creased, and the telemetry payloads, used to send the images to the Earth, have
become more and more complex. This created the needs for dedicated procedures
and algorithms for the scheduling of image downloads.

These scheduling problems first arose in exploration mission, such as the Mars
Express mission, for which various meta-heuristics based on local and randomized
searches built around a CSP model were proposed [Oddi 2003]. Constructive algo-
rithms [Bianchessi 2008] and mathematical model [Pralet 2012] were then proposed
for the scheduling and allocation of downlinks for constellation of satellites.

More recently, on-board scheduling approaches were proposed and stud-
ied [Pralet 2008]. Within these approaches, some decisions are made on-board,
using limited resources but with more up-to-date information regarding available
resources, making such approaches interesting compared standard ground-only op-
timization methods [Verfaillie 2011].

A problem similar to the one we consider in Chapter 4 was investigated
in [Pralet 2014, Maillard 2014, Maillard 2015a] for radio-frequency communica-
tions. The problem consisted in downloading acquisitions from a low-Earth or-
biting satellite, under specific system constraints. Acquisitions were made of files
that were stored in separate memory banks (unsharable resources) with uncertain
volumes due to on-board compression. Each file had to be downloaded using one
of the available channels, and the downloads could not be interrupted. Other sys-
tem constraints included on-board encryption and orbital constraints. Considered
objectives included maximization of the number of downloaded acquisitions in each
level of priority or minimization of the mean age of acquisitions (gap between the
acquisition and its download).

The above defined problem was first introduced in [Pralet 2014] and was broken
down into three successive problems: assigning acquisitions to download windows,
scheduling downloads of files by assigning channels to files and ordering downloads
on channels and memory banks, and finally assigning temporal values to the down-
load tasks. On-board algorithms were proposed for the three defined problems to
remove the uncertainties regarding the sizes of the files. To solve the assignment
problem, two greedy algorithms were proposed. The first one assigned acquisitions
based on their priorities and weights, while the second one assigned acquisitions
using the regret of not downloading a given acquisition during a given download
window. Three methods were then proposed to solve the scheduling problem. The
two first one were greedy algorithms that would insert downloads in an (initially
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empty) plan at the first available positions, while the third one was a local search
algorithm used only if the two previous methods had failed. The temporal problem
was solved using a custom library, InCELL, which propagates temporal constraints
and evaluates optimization criterion.

The fully on-board procedure defined in [Pralet 2014] was compared with a only
ground approach (with margin due to uncertainty) and with a shared approach be-
tween the ground and the on-board systems in [Maillard 2014, Maillard 2015a].
Multiple methods were compared, with various scenarios, but algorithms were not
detailed in these works. These papers used flexible approaches, i.e., ground pro-
cedures generating plans which can easily be modified on-board, and showed that
delegating some or all decisions to the satellite increased the overall system perfor-
mance by a large margin.

2.3 Optimization under uncertainties

Within most realistic problems, there are some uncertainties regarding the input
parameters such as travel times in routing problems, resource consumption or avail-
ability, or task duration in scheduling problems. These uncertainties can be cat-
egorized depending on the amount of information available. The most common
categories includes probability distributions, discrete or continuous scenarios or no
information at all. We present here a simple non-exhaustive overview of frame-
works that are used to tackle such problems including online optimization, robust
optimization and stochastic optimization.

2.3.1 Online optimization

Online optimization considers problems where information regarding some param-
eters of the input are not available to the decision process at the beginning of the
considered horizon. Such problems arise in scheduling, when release dates and pro-
cessing times of tasks are not known in advance, in networking, when no information
is available about future connection requests, in paging management for operating
systems, and in many other fields [Albers 2003].

In online optimization, the time available to take a decision when new informa-
tion is revealed is often very small, thus heuristics and greedy algorithms are often
chosen to solve these problems. The performances of these heuristics or algorithms
are usually evaluated regarding their competitive factors in the worst case. The
competitive factor in the worst case for an algorithm A corresponds to the worst
ratio between the objective found by the algorithm A and the real optimum (if
parameters were known in advance).
Formally, the competitive factor in the worst case, ρ(A), can be formulated as
follows:

ρ(A) = max
I∈I

fA(I)
f∗(I)

where I is the set of possible instances of the problem, fA(I) is the objective function
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computed by algorithm A on instance I and f∗(I) is the real optimum value of
instance I. In this regard, online algorithms are closely related to approximation
algorithms.

Online versions of standard problems have been studied, such as the well-
known knapsack [Han 2009, Böckenhauer 2014], m-machines scheduling prob-
lems [Graham 1966, Albers 1999] or transportation problems [Grötschel 2001].

2.3.2 Robust optimization

In lot of problems involving uncertainties, one expects to have some guarantees
regarding the solutions found: solutions must be feasible in all possible scenarios,
or the objective value should be as good as possible, whatever the scenario. Robust
optimization [Gabrel 2014] is a framework used to solve such problems. Often seen
as worst-case optimization, the goal of robust optimization is to find solutions that
are robust, i.e., that do not suffer too much from variations in the input parameters.
Formally, a robust maximization problem is usually defined as follows:

x∗ = argmin
x∈∩s∈SXs

max
s∈S

f(x, s)

where S is the set of possible scenarios (the uncertainty set), Xs the feasible domain
in scenario s and f(x, s) the objective function in scenario s.

Initially, uncertainty sets were very conservative, i.e., considering cases where all
input parameters took their worst possible values [Soyster 1973]. Eventually, more
complex uncertainty sets were considered in order to obtain more realistic solu-
tions [Ben-Tal 2000], but making the robust version of simple problem much harder
to solve. More recently, the concepts of budget of uncertainty [Bertsimas 2004]
and bw-robustness [Roy 2010] were introduced. The budget of uncertainty, often
denoted Γ, corresponds to the number of input parameters that can vary in any
scenarios, e.g., the number of arcs that can take non-nominal values in shortest-
path problems. The bw-robustness considers robust optimization problems where
the fitness of a solution is related to the number of scenarios for which this solution
has an objective value smaller than a given value b, or zero if there are scenarios
for which this solution has objective values greater than another value w. The idea
is to penalize solutions with an objective value above b and forbid solutions with
objective values higher than w.

Robust versions of standard deterministic problems are often NP-Hard, even if
their deterministic counterparts can be solved in polynomial times. For instance, the
robust shortest-path problem (where arc lengths are bounded between two values)
is strongly NP-Hard for most classes of graph, and even weakly NP-Hard for very
simple classes of graph [Yu 1998]. However, for a given budget of uncertainty, the
Γ-robust shortest-path problem is polynomial even if the bw-robust version is still
NP-Hard [Gabrel 2013].

In some robust optimization problems, a given set of decisions can be postponed,
and two-stage approaches can be used. Various two-stage problems were studied,
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such as robust network flow and design problems [Atamtürk 2007] or robust location
transportation problems [Gabrel 2010] where demands of customer are not known
in advance.

2.3.3 Stochastic optimization

Stochastic programming encompass problems where uncertainties regarding inputs
parameters can be represented by probability distributions [Birge 2011]. Stochas-
tic programs are often very complex to solve, even for very simple distribu-
tions [Coffman Jr 1980].

Multiple approaches exist to tackle stochastic optimization problems: maxi-
mization of the expected value [Dean 2004], penalization of the objective function
weighted by probabilities of scenarios [Yu 2000], or even Monte-Carlo simulation
approaches [Morton 1998]. We present here two generic approaches: two-stage op-
timization and chance constraint programming.

Two-stage stochastic optimization [Schultz 1996] can be used for problems where
parts of the decision process can be postponed, and is similar to two-stage robust
optimization. The idea is to set some decision variables, in order to maximize the
expected value of a second optimization problem. A typical formulation can be
written as follows:

min
x∈X

f(x) + E[Q(x, ξ)] with Q(x, ξ) = min
y∈Y (x,ξ)

q(x, y, ξ)

where ξ are random variables, X is the deterministic feasible domain for variables
x, Y (x, ξ) is the feasible domain for variables y given decisions on x and values for
ξ. Such problems can be very hard to solve depending on the shape of Y and q and
the distribution of ξ.

In chance-constraint programming (CCP), probabilistic constraints are intro-
duced in deterministic models. The goal is to optimize some objective function
while ensuring that some constraints are valid with given probabilities. A generic
CCP program with individual chance constraints can be formulated as follows:

min. f(x)
s.t. x ∈ X

P(x ∈ X̂j) ≥ β, j = 1, . . . ,m

where X̂j are non-deterministic domains for the variable x.
In this program, probability constraints are disjoint, thus each one is enforced

individually, meaning that the probability of all constraints being valid simultane-
ously is much smaller than β.

A stronger version for the same problem would involve joint chance constraints
that look at the probability of all (or multiple) constraints being valid simultane-
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ously:

min. f(x)
s.t. x ∈ X

P(x ∈
m⋂
j=1

X̂j) ≥ β

Chance-constraint programs are often very hard to solve, even when the non-
deterministic domains are linear combinations of simple random variables. However,
in some cases, these domains can be made deterministic, e.g., when only the right-
hand side of a constraint is non-deterministic:

P(ax ≤ b̂) ≥ β
⇔ 1− Fb̂(ax) ≥ β
⇔ F−1

b̂
(1− β) ≥ ax

where Fb̂ is the cumulative distribution function (CDF) of b̂, and F−1
b̂

its inverse.
This transformation can only be applied on individual chance constraints, and is
restricted to specific combinations of random variables.

Linear programs with joint chance constraints are often much harder to trans-
form, which is why specific tools have been developed to characterize the feasible
sets of such programs [Beraldi 2002a, Beraldi 2002b].

Summary

The design of optical ground station networks for data download from low-Earth
orbiting satellite has been studied a lot in the past years. To our knowledge, no work
has been done from a combinatorial optimization point of view, and most existing
works focus on hand-made procedures for the creation of networks. Modeling cloud
uncertainties as distribution probabilities is not so easy, as explained in Chapter 1,
and the distributions are often non-standard, which is why standard stochastic
approaches defined in Section 2.3.3 cannot be easily applied. Furthermore, in order
to take account for seasonal variations, it would be necessary to optimize ground
station networks at least over one year, which would create large instances that
cannot be handle by common stochastic approaches. In order to cope with these
issues, we choose to optimize optical ground station networks over past data using
the cloud database ERA Interim presented in Section 1.3.

The problem of scheduling acquisition downloads from low-Earth orbiting satel-
lites has already been studied a lot in the past years. Uncertainties regarding
the volume of acquisitions has already been taken into account using scheduling
procedures shared between the ground control stations and the satellites. To our
knowledge, free-space optical communications have not been considered in the past
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in this context. The main issue with scheduling for free-space optical communica-
tions is the impact of clouds on the optical link. In this thesis we combine both the
uncertainties regarding the volumes of acquisitions and the uncertainties regarding
the impact of clouds on the downlink. One-stage stochastic optimization is out-of-
question here since when a plan is uploaded to a satellite, the plan must be feasible
in all scenarios. One-stage robust procedures would likely be too conservative for
such problems, especially when considering on-board procedures that can modify
the plan quite a lot. In order to make good use of the system resources, two-stage
procedures should be considered, with some decisions postponed to an on-board
algorithm. In this context, most decisions can be taken or modified on-board, and
thus considering approaches where part of the decisions are set in the first stage
and cannot be modified in the second stage does not seem interesting. Furthermore,
the uncertainties regarding acquisition volumes and clouds above ground stations
are not well characterized, which is why we choose to consider a flexible procedure,
where a huge part of the decision process is made on-board.
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Chapter 3. Design of ground station networks for mission telemetry

In this chapter, we consider the problem of finding a network of ground stations
maximizing the percentage of data acquired by a low-Earth orbiting satellite that
can be transferred to the Earth using free-space optical communications. Given a
high-level acquisition mission and a set of possible locations for the ground stations,
our goal is to find an efficient network with a limited budget (cost of opening
stations, number of stations).

The chapter is organized as follows. In Section 3.1, we formally define MaxPDT,
the problem of finding an optical ground station networks maximizing the per-
centage of data transferred (PDT), and one of its sub-problem, MaxPDTL, and pro-
vides some results regarding their complexities. Then, we propose in Section 3.2 a
dynamic programming algorithm to solve MaxPDTL and two exact hierarchical ap-
proaches combining this algorithm with different enumeration methods to solve the
MaxPDT problem. Computational results regarding MaxPDT and MaxPDTL are then
presented in Section 3.3.

These results have been presented in [Capelle 2018a, Capelle 2017] and submit-
ted in [Capelle 2018b].

3.1 Problem statement

In this section, we explain the assumptions considered to define the Maximum
Percent Data Transferred (MaxPDT) problem. Then, we formally define the MaxPDT
problem and one if its sub-problem, MaxPDTL, that we will later use to solve MaxPDT
and derive its complexity.

3.1.1 Industrial context and assumptions

Considering a low-Earth orbiting satellite and a given set R = {r1, . . . , rN}
of possible locations for optical ground stations with associated costs pr (r ∈ R),
we aim to find a subset R∗ ⊆ R having a total cost lower than a given value K
that maximizes the percentage of data transferred (PDT), i.e., the percentage of
data acquired by the satellite that can be successfully transferred to the Earth. We
assume that each location r ∈ R can only host a single station.

We assume that the satellite has a buffer of limited size B ≥ 0 that is empty
at the beginning of the time horizon and must be empty at the end. We consider
that the time horizon H = [Tstart, Tend] is divided into a set S = {s1, . . . , sM}
of successive acquisition slots, and that a given amount of data, i.e., an acquisition
volume, as > 0, is acquired at the beginning ts of each slot s ∈ S. There is
no gap between two successive acquisition slots, thus the end time of slot si is
the beginning time tsi+1 of slot si+1. By definition we have ts1 = Tstart and for
simplicity we assume tsM+1 = Tend.

While orbiting around the Earth, the satellite is able to reach intermittently
the various locations (of optical ground stations) during visibility windows (see
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Section 1.1.2). We denote by V the set of all visibility windows. Each visibility
window v ∈ V is associated with a start time tstav ≥ Tstart, an end time tendv < Tend,
a unique location (or station) τv ∈ R, a data rate function dv :

[
tstav , tendv

]
→ R+

and a set γv of overlapping visibility windows:

γv =
{
v′ ∈ V : tstav ≤ tstav′ < tendv or tstav ≤ tendv′ < tendv

}
Two overlapping visibility windows cannot be both used simultaneously for down-
loading data and are thus in mutual exclusion.

Example 1. Let us consider the example in Figure 3.1 containing four slots, three
stations, and eight visibility windows (denoted from A to G). The acquisition vol-
ume corresponding to each slot is indicated above the vertical dotted lines that de-
limit the slots. The stations and their associated visibility windows are represented
with different colors on distinct lines. In this example, some visibility windows are
overlapping (such as A and B or D and E). The data rate functions of the visibility
windows are not shown in the figure.

Station r1

Station r2

Station r3

+700 s1 +400 s2 +300 s3 +200 s4

A

B

C

D

E

F

G

0 5 10 15 20 25 30 35 40

Figure 3.1 – Example of instance for the optical ground station network optimization
problem.

Characteristics of optical links during communications between satellites and
optical ground stations are not well known. Multiple parameters, mainly cloud
interference, may influence the established link during a visibility windows. This
creates very complicated data rate functions dv. Furthermore, considered horizons
are very large (multiple decades) while slots and visibility windows require a gran-
ularity of the order of tens of minutes. Having to deal with complex data rate
functions over multiple decades would be infeasible, and likely excessive for the
problem we consider, which is why we are going to reduce each visibility window to
an instantaneous event called a download point.

We consider a mapping function fv→w from visibility windows v ∈ V to down-
load points w ∈ Q. For each visibility window v ∈ V, the mapping function creates
one download point w = fv→w(v) = (σw, τw, ρw, γw), defined as follows:

— σw is the slot within which the visibility window starts, i.e., σw is the only
slot si ∈ S such that:

tsi ≤ tstav < tsi+1
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— τw is the station associated to the visibility window, i.e., τw = τv;

— ρw is the download capacity or volume of the visibility window, which can be
computed beforehand using the data rate function dv:

ρw =
∫ tend

v

tsta
v

dv(t)dt

— γw is the set of download points conflicting with w, i.e., the set of download
points associated to visibility windows overlapping v:

γw =
{
fv→w(v′) : v′ ∈ γv

}
Two download points are in conflict if their associated visibility windows are
overlapping.

Example 2. Table 3.1 shows the mapping of visibility windows to download points
for the example shown in Figure 3.1. Visibility windows parameters are shown on
the left side of the table, while parameters of the corresponding download points
are shown on the right side. For this example, we considered a simple constant data
rate function µ identical for all visibility windows: ∀t ∈ [Tstart, Tend] , µ(t) = 20.

Visibility windows, v ∈ V Download points, w = fv→w(v)

v tstav tendv τv dv γv w σw τw ρw γw

A 3 8 r1 µ {B} Aw s1 r1 100 {Bw}
B 5 12 r2 µ {A} Bw s1 r2 140 {Aw}
C 14 16 r3 µ ∅ Cw s2 r3 40 ∅
D 18 25 r1 µ {E} Dw s2 r1 140 {Ew}
E 22 29 r2 µ {D,F} Ew s3 r2 140 {Dw, Fw}
F 27 31 r3 µ {E} Fw s3 r3 80 {Ew}
G 35 38 r1 µ ∅ Gw s4 r1 60 ∅

Table 3.1 – Example of mapping from visibility windows to download points for the
data shown in Figure 3.1.

In order to ease the explanations in the following sections, extra notations for
download points are introduced. We denote by Q the set of all download points:

Q = {fv→w(v) : v ∈ V} (3.1)

For each slot s ∈ S, we denote by Qs the set of download points inside s:

Qs = {w ∈ Q : σw = s} (3.2)
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Similarly, for each location r ∈ R, we denote by Qr the set of download points
associated with r:

Qr = {w ∈ Q : τw = r} (3.3)

It can be noticed that sets (Qs)s∈S define a partition of Q (
⋃
s∈S Qs = Q and

∀si, sj ∈ S, Qsi ∩Qsj = ∅). Sets (Qr)r∈R also define a partition of Q.

Example 3. Considering the example in Table 3.1, we obtain the following sets:

Q = {Aw, Bw, Cw, Dw, Ew, Fw, Gw}
Qs1 = {Aw, Bw} , Qs2 = {Cw, Dw} , Qs3 = {Ew, Fw} , Qs4 = {Gw}
Qr1 = {Aw, Dw, Gw} , Qr2 = {Bw, Ew} , Qr3 = {Cw, Fw}

Based on the assumption that visibility windows can be reduced to instantaneous
events (download points), finding a network of optical ground stations maximizing
the percentage of data transferred to the Earth can be re-formulated as two inter-
leaved selection problems. The first problem corresponds to the selection of ground
station locations and the second problem corresponds to the selection of download
points.

3.1.2 Maximizing the percentage of data transferred

The MaxPDT problem consists in selecting a subset R′ ⊆ R of locations and a subset
Q′ ⊆ Q of download points, in order to maximize the percentage of data transferred
from a satellite to the Earth.

3.1.2.1 Definition of the MaxPDT problem

Definition 1. Instance of the MaxPDT problem
An instance of the MaxPDT problem is a 5-tuple (K, B, R, S, Q) where K > 0

is the maximum cost allowed for opening stations, B > 0 is the size of the satellite
buffer, R (|R| = N) is the set of available locations for ground stations, S (|S| = M)
is the set of slots and Q is the set of download points.

For each location r ∈ R, pr ≥ 0 is the cost of opening a station at r and Qr ⊆ Q
is the set of download points associated with r.

For each slot s ∈ S, as ∈ [0, B] is the amount of data acquired at the beginning
of s and Qs ⊆ Q is the set of download points associated with s.

For each download point w ∈ Q, τw ∈ R is the location of w, σw ∈ S is the slot
of w, ρw ≥ 0 is the amount of data that can be downloaded using w and γw ⊂ Q is
the set of download points in conflict with w.

By construction, each download point w ∈ Q is associated to a single location
and a single slot:

∀s1, s2 ∈ S : Qs1 ∩Qs2 = ∅

∀r1, r2 ∈ R : Qr1 ∩Qr2 = ∅
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Definition 2. Feasible solution for the MaxPDT problem
Given an instance (K, B, R, S, Q) of the MaxPDT problem, a feasible solution

is a subset of locations and a subset of download points (R′,Q′) with R′ ⊆ R and
Q′ ⊆ Q such that:

∑
r∈R′

pr ≤ K (3.5a)

Q′ ⊆
⋃
r∈R′
Qr (3.5b)

∀w ∈ Q′, γw ∩Q′ = ∅ (3.5c)

Equation (3.5a) indicates that the total costs of the chosen locations (opened
stations) is lower than the maximum value allowed K. Equation (3.5b) enforces
that download points can only be used if their associated locations are chosen.
Equation (3.5c) indicates that if a download point w is chosen, none of the download
points in conflict with w are selected.

Definition 3. Data loss of a solution for the MaxPDT problem
Given a solution (R′,Q′) of the MaxPDT problem, the amount of data loss is the

amount of data acquired by the satellite that has not been successfully transferred
to the Earth. Data loss occurs when there is not enough space in the buffer to store
the data acquired by the satellite at the beginning of a slot.

The function losses describes the computation of the amount of data loss. Given
a set S of M slots, a set of chosen download points Q′ and a buffer size B:

losses(Q′, S, B) = bsM +
∑
s∈S

ls (3.6)

where ls is the amount of data loss during the slot s and bs the amount of data in
the buffer at the end of the slot s. By convention, bs0 is the amount of data at
the beginning of the temporal horizon. We assume that the amount of data in the
buffer at the end of the temporal horizon, bsM , is lost. The values of bs and ls can
be computed using the following recursive equations:

bs0 = 0 (3.7a)

bsi = max(0,min(bsi−1 + asi , B)−
∑

w∈Qsi∩Q′
ρw), i ∈ {1, . . . , M} (3.7b)

lsi = max(0, bsi−1 + asi −B), i ∈ {1, . . . , M} (3.7c)

At the beginning of the temporal horizon, the buffer is empty (3.7a). At the
end of a slot s, the amount of data in the buffer is the amount of data in the buffer
at the end of the previous slot, to which we add the acquisition volume of slot s
and subtract the amount of data downloaded during slot s (3.7b). The amount of
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data loss during a slot s is the amount of data acquired at the beginning of the slot
as that did not fit in the buffer (3.7c).

Definition 4. Percentage of data transferred for a MaxPDT solution
Given a solution (R′,Q′) of the MaxPDT problem, the percentage of data trans-

ferred is the amount of data acquired by the satellite during the time horizon that
has been successfully downloaded:

pdt(Q′, S, B) = 1− losses(Q′, S, B)∑
s∈S a

s
(3.8)

The objective of the MaxPDT problem is to find a feasible solution (R′,Q′) which
maximizes the percent data transferred, which is the same as minimizing the losses
losses(Q′, S, B) (defined in 3.6).

3.1.2.2 Mathematical model

To model the MaxPDT problem, we consider two types of binary variables for the
selection of locations and the selection of download points. For each location r ∈ R,
we define a binary variable yr = 1 if and only if the location r is chosen. For each
download point w ∈ Q, we define a binary variable xw = 1 if and only if the
download point w is used to download data. Moreover, we introduce two real
variables for each slot s ∈ S to model the amount of data in the buffer and the
amount of data loss (similar to the intermediate variables used in Definition 3.6).
Variables bs ∈ R+ represents the amount of data in the buffer at the end of slot s
and variables ls ∈ R+ represents the amount of data loss during slot s. Using this
set of variables and the parameters given in Definition 1 (summarized in Table 3.2),
the mathematical model for the MaxPDT problem can be formulated as follows:

min.
∑
s∈S

ls (3.9a)

s.t. xw ≤ yr, r ∈ R, w ∈ Qr (3.9b)
xw + xw′ ≤ 1, w ∈ Q, w′ ∈ γw (3.9c)

bsi + lsi ≥ bsi−1 + asi −
∑

w∈Qsi

xwρw, si ∈ S (3.9d)

0 ≤ bsi ≤ B − asi+1 , si ∈ S, i 6= M (3.9e)
bs0 = bsM = 0 (3.9f)∑
r∈R

pryr ≤ K (3.9g)

xw ∈ {0, 1}, w ∈ Q (3.9h)
yr ∈ {0, 1}, r ∈ R (3.9i)
bs ≥ 0, ls ≥ 0, s ∈ S (3.9j)
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Objective (3.9a) minimizes the amount of data loss. Since acquisition volume are
inputs and since bsM = 0, the total amount of data loss is simply the sum of the data
loss during each slot. Constraints (3.9b) and (3.9c) prevent downloads on stations
that are not chosen (yr = 0) and on conflicting download points. Constraints (3.9d)
and (3.9e) force the amount of data at the end of a slot si to be consistent with
the amount at the beginning of si and si+1, and to be less than the buffer size B
minus the acquisition of slot si+1 (i.e., at the end of slot si, there must be at least
asi+1 free space in the buffer). Constraint (3.9f) says that the initial amount of
data in the buffer is 0 and forces the final amount of data in the buffer to be 0.
Constraint (3.9g) forces the total cost of the network to be less than the maximum
cost allowed K. Constraint (3.9h–3.9j) defines the domain of the decision variables.

3.1.3 The download points selection problem, MaxPDTL

The MaxPDT problem can grow very quickly in size, especially when we consider very
large horizons (multiple decades). In order to tackle it more efficiently, we choose
to first focus on one of its sub-problem: the selection of download points. The next
section will be dedicated to the analysis of this problem, which is denoted MaxPDTL.
We will first formally derive it from MaxPDT, and then provide some complexity
results that can be extended to the MaxPDT problem.

3.1.3.1 Definition of the MaxPDTL problem

Definition 5. Instance of the MaxPDTL problem
An instance of the MaxPDTL problem is a triplet (B, S, Q) where B, S and Q

have the same meaning as in the MaxPDT problem (see Definition 1).

An instance of the MaxPDTL problem is an instance of the MaxPDT problem where
a selection of locations has previously been done.

Definition 6. Feasible solution for the MaxPDTL problem
Given an instance (B, S, Q) of the MaxPDTL problem, a feasible solution is a

subset of download points Q′ ⊆ Q (3.10a) such that no two download points are in
conflict (3.10b).

Q′ ⊆ Q (3.10a)
∀w ∈ Q′, γw ∩Q′ = ∅ (3.10b)

Definition 7. Optimal solution for the MaxPDTL problem
Given an instance (B, S, Q) of the MaxPDTL problem, an optimal solution is a

feasible solution with minimum losses.

An optimal solution for MaxPDTL is similar to an optimal solution for MaxPDT.
An optimal solution for the MaxPDT problem can be found by solving a MaxPDTL
problem for each feasible subset of locations, and then taking the best solution
found.
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Inputs of the problem
Tstart Start of the temporal horizon. Tend End of the temporal horizon.
R Set of possible locations. N Number of possible locations.
pr Cost of opening a station on lo-

cation r.
K Maximum allowed costs for the

network of stations.
B Size of the buffer.

S Set of slots. M Number of slots.
ts Start of slot s. as Amount of data acquired at the

beginning of slot s.

V Set of visibility windows. τv Location reachable during visi-
bility window v.

tstav Start of visibility window v. tendv End of visibility window v.
dv Data rate function (evolution)

during visibility window v.
γv Set of visibility windows over-

lapping with visibility window
v.

fv→w Mapping function between visi-
bility and download points.

Q Set of download points.

Qs Set of download points associ-
ated with slot s.

Qr Set of download points associ-
ated with location r.

σw Slot of download point w. τw Location of download point w.
ρw Amount of data that can be

downloaded using w.
γw Set of download points conflict-

ing with w.

Decision variables
yr yr = 1 if and only if location r

is chosen.
xw xw = 1 if and only if download

point w is selected.
bs Amount of data in the buffer at

the end of slots.
ls Amount of data lost during slot

s.

Table 3.2 – Summary of notations for the definition of the MaxPDT and MaxPDTL
problems.
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3.1.3.2 Mathematical model

The mathematical model for the MaxPDTL problem is obtained by removing variables
yr and then removing constraints (3.9b) and (3.9g) from the model of the MaxPDT
problem (3.9).

3.1.4 Complexity results

In this section, we give some complexity results for the MaxPDT and MaxPDTL
problems. We then provide results for special cases of instances of the MaxPDTL
problem regarding the distribution of download points and conflicts between them.

3.1.4.1 Complexity of the MaxPDTL and MaxPDT problems

Proposition 1. The MaxPDTL problem is strongly NP-hard.

Proof. Let us consider the decision problem associated with MaxPDTL: is it possible
to find a solution Q′ such that losses(Q′) ≤ φ, φ being an arbitrary positive real
value?

The proof is based on the reduction from the Weighted Independent Set prob-
lem (WIS), which is known to be NP-complete in the strong sense. The weighted
independent set problem consists, given a graph G = (V,E) and weights u : V → Z,
in finding a subset S ⊆ V of vertices such that no two vertices in S are adjacent
and such that the sum of the weights of vertices in S is greater than an arbitrary
positive value Φ.

Obviously, MaxPDTL is NP since, given a solutionQ′, losses(Q′) can be computed
in linear time using the formula given in (3.6).

From a WIS instance (G = (V,E),Φ), we build up an instance of MaxPDTL in the
following way. The instance contains a single slot s1 (S = {s1}) with an associated
acquisition volume as1 =

∑
v∈V uv and a set of download points Q = Qs1 . The set

Q contains a download point wv for each vertex v ∈ V with σwv = s1, ρwv = uv and
γwv = {wv′ : (v, v′) ∈ E}. This means that two download points are in conflict
if their corresponding vertices are connected in the graph G. The buffer size is
B = as1 .

A feasible solutionQ′ for this instance of MaxPDTL is obviously a feasible solution
S for the WIS instance due to the conflict constraints. Furthermore, finding a
solution SΦ such that

∑
v∈SΦ

uv ≥ Φ is the same as finding a solution Q′φ of the
MaxPDTL instance, with φ = B − Φ such that losses(Q′φ, {s1}, B) ≤ φ = B − Φ.
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Indeed, from (3.6) and (3.7a–3.7c), we can compute losses(Q′φ, {s1}, B):

losses(Q′φ, {s1}, B) = ls1 + bs1

= max(0, bs0 + as1 −B) + bs1

= bs1

= max(0,min(bs0 + as1 , B)−
∑

w∈Qs1∩Q′
ρw)

= max(0, as1 −
∑
w∈Q′

ρw)

= as1 −
∑
w∈Q′

ρw

=
∑
v∈V

uv −
∑
v∈Q′

uv = B − Φ

Corollary 1. The MaxPDT problem is strongly NP-hard.

Proof. The MaxPDTL problem is a sub-problem of the MaxPDT problem where lo-
cations have already been chosen, it is thus trivial to reduce MaxPDTL to MaxPDT,
making MaxPDT strongly NP-hard.

3.1.4.2 Special complexity cases for MaxPDTL

We propose here some complexity results for MaxPDTL regarding instances with
special distributions of download points and conflicts between download points.

Definition 8. We define the class of intra instances as the class of instances within
which there are no conflicts between download points that are not in the same slot,
i.e., given an instance (B, S, Q) of the intra class:

∀w ∈ Q : γw ⊂ Qσw

Definition 9. We define the class of interval instances as the class of instances
within which the set of conflicts between download points represents intersection
constraints between intervals, similarly to interval or intersection graph.

Proposition 2. Solving instances of MaxPDTL that are in both the intra and the
interval classes can be done in polynomial time.

Proof. Since there are no conflicts between download points not in the same slot,
an optimal solution is a solution where the amount of data downloaded within each
slot is maximized. Within any slot s, selecting a subset of stations maximizing the
amount of data downloaded is the same as finding a maximum-weighted indepen-
dent set in an interval graph with |Qs| vertices (see the reduction above). This can
be done in O(|Qs|) [Hsiao 1992] if the download points are correctly sorted.
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Thus, finding the optimal solution can be done in O(
∑
s∈S |Qs|) = O(|Q|) if the

download points are correctly sorted. Since sorting all the download points can be
done in O(|Q| . log |Q|), the final complexity of the algorithm for instances in both
the intra and the interval classes is O(|Q| . log |Q|).

It is worth noticing that instances of the MaxPDTL problem constructed from
real scenarios fall within the interval class. Some of these might be from the intra
class — this will mostly depends on the chosen stations and orbit of the satellite
— but this will not be the general case.

3.2 Hierarchical approaches to solve the MaxPDT prob-
lem

In this section we will present hierarchical approaches to solve the MaxPDT problem
based on a dynamic programming algorithm to solve the MaxPDTL problem.

In real instances, the number N of possible locations for the ground stations is
often very small (some dozens) but the temporal horizon H is large (multiple years).
We propose to separate the decision process into two cooperative algorithms: a
first algorithm that enumerates every possible subset of stations R′, and a second
algorithm that solves an instance of MaxPDTL built from each of these subsets.

3.2.1 Algorithms for the enumeration of networks of ground sta-
tions

We propose two algorithms to enumerate the feasible subsets of locations. The
first algorithm is an exhaustive enumeration and the second one is a branch and
bound. Both of these enumerations use another algorithm, denoted A, to solve
a MaxPDTL instance and return a list of selected download points (Q′) together
with the corresponding objective for the given instance. Such an algorithm will be
presented in Section 3.2.2.

In order to obtain an instance of MaxPDTL from an instance of MaxPDT for a
subset of locations, we define the following operation.

Definition 10. Projection of a set S of slots on a set R′ of locations: S ↓ R′

We define the projection of a set S of slots on a set R′ of locations as an updated
set SP = S ↓ R′ where download points on locations not in R′ have been removed.
Given two related slots s ∈ S and sP ∈ SP , the following hold:

as
P = as and QsP = Qs ∩QR′ (3.11)

where QR′ is the set of all download points on stations in R′:

QR′ =
⋃
r∈R′
Qr (3.12)
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The selection of feasible subsets of stations and the projection can be respec-
tively seen as the enforcement of constraints (3.9g) and (3.9b) of the mathematical
program proposed in Section 3.1.2.2.

3.2.1.1 Exhaustive enumeration

To solve the MaxPDT problem, the first algorithm we propose, EEpdt(A), is a simple
exhaustive enumeration that tries every possible combination of locations and uses
algorithm A to compute the percentage of data transferred corresponding to these
combinations. Algorithm 1 gives an overview of EEpdt(A).

Algorithm 1 Exhaustive enumeration algorithm
pdtmax ← 0, R∗ ← ∅, Q∗ ← ∅
for each R′ ⊆ R do

if
∑
r∈R′ pr ≤ K then
SP ← S ↓ R′
(pdt, Q′)← A (B, SP ,

⋃
r∈R′ Qr)

if pdt > pdtmax then
pdtmax ← pdt
R∗ ← R′
Q∗ ← Q′

end if
end if

end for

3.2.1.2 Branch and bound algorithm

To solve the MaxPDT problem, the second algorithm we propose, BBpdt(A), is a
binary branch and bound algorithm.

In this algorithm, branching is done by imposing or forbidding the opening of
a station at a possible location for which no decision has been made yet. On any
given node of the branch and bound procedure, we split the set of locations R
into three disjoint subsets R+, R− and R? corresponding respectively to chosen
locations, forbidden ones and still undefined ones.

The search tree is initialized with a single node with R+ = R− = ∅ and R? = R.
Nodes on the tree are processed in decreasing order of their upper bounds.

While processing a node, the algorithm branches on the location providing the
highest amount of download. Given a solution Q′ obtained using A for a projection
(see Definition 10) of the slots on R+ ∪R?, the algorithm chooses the station rnext
such that:

rnext = arg max
r∈R?

∑
w∈Qr∩Q′

ρw

To compute an upper bound for a given node, we use algorithm A with a
projection of the slots onR+∪R?, i.e., we compute the objective value for a network
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using all chosen locations (R+) and all undefined ones (R?). Since opening new
stations can only increase the percentage of data transferred, this produces a valid
upper bound.

When the branching procedure reaches a node that cannot be extended with
any location in R? without exceeding the maximum cost allowed, the procedure
stops exploring the corresponding branch and this node is considered a leaf node:

leaf(R+,R−,R?)⇐⇒

∀r ∈ R?, pr +
∑

r′∈R+

pr′ > K


When a leaf node is reached, the percentage of data transferred of the corre-

sponding solution is computed and compared to the percentage of the current best
solution. If the new solution is better (i.e., its PDT is greater), the current best
solution is updated.

3.2.2 Dynamic programming algorithm solve MaxPDTL

In the following, we present a dynamic programming algorithm, DPpdtL , that can
be used to solve MaxPDTL for any classes of instances. This algorithm can stand for
algorithm A within the methods presented in Section 3.2.1.

3.2.2.1 Definition of the DPpdtL algorithm

The proposed DPpdtL algorithm manages a set H of labels, where each label h is
a tuple (bh, lh, Γh, Wh) with bh the current amount of data in the buffer, lh the
accumulated amount of data loss, Γh the set of conflicting download points (i.e., the
set of download points that cannot extend this label) and Wh the list of download
points used.

Algorithm 2 shows a formal description of the algorithm. The algorithm pro-
cesses with the following steps:

1. a label h0 = (0, 0, ∅, ∅) is created and added to the initially empty set of
labels H (line 1);

2. the slots in S are processed in chronological order (regarding their start times).
For each slot s ∈ S, the following actions are performed:

(a) all existing labels are updated to take into account the amount of data
acquired at the beginning of s (lines 3–6);

(b) for each download point w ∈ Qs and for each label h ∈ H, a new label
h′ is created if the download point w is not in conflict with the label h,
i.e., w /∈ γw (lines 7–16);

3. labels in H are updated to take into account constraint (3.9f) (the data in
the buffer at the end of the temporal horizon is lost) and the label with the
minimum amount of data loss at the end is chosen (lines 18–22).
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Algorithm 2 Dynamic Programming Algorithm DPpdtL

1: H ← {(0, 0, ∅, ∅)} . step 1
2: for each s ∈ S do . step 2
3: for each h ∈ H do . step 2.1
4: bh ← min(bh + as, B)
5: lh ← lh + max(0, bh + as −B)
6: end for
7: for each w ∈ Qs do . step 2.2
8: H+ ← ∅
9: for each h ∈ H do

10: if w /∈ Γh then
11: h′ ← (max(0, bh − ρw), lh, Wh ∪ {w} , Γh ∪ γw)
12: H+ ← H+ ∪ {h′}
13: end if
14: end for
15: H ← H∪H+

16: end for
17: end for
18: for each h ∈ H do . step 3
19: lh ← lh + bh
20: bh ← 0
21: end for
22: return argminh∈H(lh)

3.2.2.2 Dominance rule to prune labels, DP+
pdtL

In order to prevent the set of labels H from growing too rapidly, we need to remove
labels that cannot lead to optimal solutions by means of a dominance rule between
two labels.

Definition 11. We say that a label h1 dominates a label h2 if h1 6= h2 and:

Γ+
h1

= Γ+
h2

and


bh1 < bh2 ∧ lh1 ≤ lh2

or bh1 = bh2 ∧ lh1 < lh2

or bh1 = bh2 ∧ lh1 = lh2 ∧ Wh1 ≺Wh2


(3.13a)
(3.13b)
(3.13c)

Where Γ+
h is a subset of Γh containing only download points that have not yet

been processed. This is due to the fact that labels can be compared only if they
have the same sets of conflicts in the future.

Condition (3.13a) compares labels according to the amount of data loss (current
objective value) and amount of data in the buffer. If there are less data loss and
less data in the buffer in h1 than in h2, the solution for h1 is better than the one
for h2. Since Γ+

h1
= Γ+

h2
, any choice possible for extending h2 is also valid for h1

(the only constraints for extension come from conflicting download points), so if h1
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is better than h2, there will be at least one solution made from extending h1 that
will be better than any solutions created by extending h2, thus h1 dominates h2.
Condition (3.13c) is only used to avoid solutions with identical objective values. Two
solutions may have the same amount of data loss and amount of data in the buffer,
keeping both of them would be inefficient, so we remove the one with the worst
set of download points used (≺ must be a strict total order, e.g., a lexicographic
comparison between the two sets of download points).

Pruning of labels is done within step 2.2 in Algorithm 2, at the beginning of
the outer for loop (between line 7 and 8). This dominance rule ensures that no
label than can lead to an optimal solution will be pruned. Furthermore, we know
that if all labels h ∈ H have an empty set of conflicts (Γh = ∅) and an empty buffer
bh = 0, they can be compared using (3.13b–3.13c) and a single one dominates all the
others. This guarantees that at the end of Algorithm 2, a single label remains. We
call the combinations of the DPpdtL algorithm with the above defined dominance
rule DP+

pdtL
.

Example 4. We will carry out the DP+
pdtL

execution on the example presented in
Section 3.1.1. We assume here that the three stations in the example are selected
and that the buffer has a size of 1000. At each step of the algorithm, we display
the current list of labels H in a table.

Step 1 We start by initializing H with the initial label:

bh lh Wh Γh

h1 0 0 ∅ ∅

Step 2 We start processing the first slot s1 (as1 = 700) by updating all labels
inside H according to step 2.1:

bh lh Wh Γh

h1 700 0 ∅ ∅

We process the first download point Aw (ρAw = 100 and γAw = {Bw}). This creates
a new label h2 by extending h1 that we add to H:

bh lh Wh Γh

h1 700 0 ∅ ∅
h2 600 0 {Aw} {Bw}

We process the second download point Bw (ρBw = 140 and γBw = {Aw}). Since
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Γh2 contains Bw, we can only extend h1 and create a new label h3:

bh lh Wh Γh

h1 700 0 ∅ ∅
h2 600 0 {Aw} {Bw}
h3 560 0 {Bw} {Aw}

We start processing the second slot s2 (as2 = 400) by updating all labels inside
H. Since the buffer size is limited to 1000, some data are lost when updating h1
(bh1 + as2 = 700 + 400 > 1000):

bh lh Wh Γh

h1 1000 100 ∅ ∅
h2 1000 0 {Aw} {Bw}
h3 960 0 {Bw} {Aw}

Before processing the third download point, the dominance rule is applied (at the
beginning of step 2.2). Since Aw and Bw have already been processed, we have
Γ+
h1

= Γ+
h2

= Γ+
h3
. We can see that h3 dominates h1 and h2 due respectively to

equations 3.13b and 3.13a.

bh lh Wh Γ+
h

h3 960 0 {Bw} ∅

For the sake of readability, we will only display future conflicts Γ+
h in the tables

starting from here.
Once the dominance rule has been applied, we can process the third download point
Cw (ρCw = 40 and γCw = ∅). Since Γh3 does not contain Cw, we can extend it and
create a new label h4:

bh lh Wh Γ+
h

h3 960 0 {Bw} ∅
h4 920 0 {Bw, Cw} ∅

Here we can notice that since Cw has no conflicts, any label hx extended to a new
label hy will be removed by the next application of the dominance rule. Here h3
was extended to h4, and h4 now dominates h3:

bh lh Wh Γ+
h

h4 920 0 {Bw, Cw} ∅
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We now process Dw (ρDw = 140 and γDw = {Ew}) and create a new label h5 by
extending h4. Then we start processing s3 (as3 = 300) and update h4 and h5:

bh lh Wh Γ+
h

h4 1000 220 {Bw, Cw} ∅
h5 1000 80 {Bw, Cw, Dw} {Ew}

The dominance rule cannot remove any labels at this point because Γ+
h4

and Γ+
h5

are different. By processing Ew (ρEw = 140 and γEw = {Dw, Fw}), a new label h6
is created by extending h4 (we cannot extend h5 because Γh5 contains Ew):

bh lh Wh Γ+
h

h4 1000 220 {Bw, Cw} ∅
h5 1000 80 {Bw, Cw, Dw} ∅
h6 860 220 {Bw, Cw, Ew} {Fw}

We then apply the dominance rule which removes h4 (dominated by h5) and process
Fw (ρFw = 80 and γFw = {Ew}) which creates a new label h7 by extending h5 (h6
cannot be extended because Γh6 contains Fw):

bh lh Wh Γ+
h

h5 1000 80 {Bw, Cw, Dw} ∅
h6 860 220 {Bw, Cw, Ew} ∅
h7 920 80 {Bw, Cw, Dw, Fw} ∅

The labels are then updated for s4 (as4 = 200), and before processing Gw, the
dominance rule is applied removing h5 and h6 which are dominated by h7. h7 is
then extended to h8 when processing Gw (ρGw = 60 and γGw = ∅):

bh lh Wh Γ+
h

h7 1000 200 {Bw, Cw, Dw, Fw} ∅
h8 940 200 {Bw, Cw, Dw, Fw, Gw} ∅

Step 3 Labels are updated at the end of the algorithm to remove data in the
buffer (the buffer must be empty at the end of the time horizon):

bh lh Wh Γ+
h

h7 0 1200 {Bw, Cw, Dw, Fw} ∅
h8 0 1140 {Bw, Cw, Dw, Fw, Gw} ∅
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Finally, h8 dominates h7, thus the optimal solution is:

Q∗ = {Bw, Cw, Dw, Fw, Gw}

3.2.2.3 Complexity of DP+
pdtL

for special classes of instances

Proposition 3. The DP+
pdtL

algorithm is Fixed-Parameter Tractable in the maxi-
mum number of download points inside a slot for instances of the intra class.

Proof. At the beginning of the algorithm, the set H contains a single label. We
will show that, for instances of the intra class, if there is a single label in H at the
beginning of the processing of a slot s, then a single label remains in H at the end
of the processing of s (due to the dominance rule).

Assume there is a single label h = (bh, lh, Γh, Wh) in H at the beginning of
the processing of a slot s. First, bh and lh are updated (no new labels are created).
Then the download points inside s are processed and new labels are created. All
these labels have the same updated value of lh (see algorithm 2).

At the end of the processing of the last download point inside s, the pruning
happens. Since for instances of the intra class, there cannot be conflict between
download points not in the same slot, all labels will have the same reduced set of
conflicts Γ+ = ∅. Since all labels have the same amount of data loss lh, a single label
in H dominates all the others. Thus this label will be the only one remaining in H
at the end of the processing of s. For any slot s, the processing of the download
points inside Qs is done in O(2|Qs|), thus the complexity of the DP+

pdtL
algorithm

for instances of the intra class is:

O(|S| .2αmax)

where αmax = maxs∈S |Qs|.

3.3 Computational results

In this section, we present computational results for both MaxPDTL and MaxPDT.
We first present results obtained by solving randomly generated instances for the
MaxPDTL problem, and then results obtained for realistic instances of the MaxPDT
problem.

3.3.1 Computational context

All algorithms and mathematical models for the MaxPDTL and MaxPDT problems are
implemented in C++. TheMILP solver used is CPLEX 12.7. All experiments are
run on a cluster with Xeon E5–2695 v3 and Xeon E5–2695 v4 processors. The slight
differences between these two types of processors are negligible for ours experiments.
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3.3.2 Results for the MaxPDTL problem

In this section, we explain how we generate random instances for the MaxPDTL
problem, and we compare the proposed DP+

pdtL
algorithm with the mathematical

model for MaxPDTL by studying the performances of each method depending on the
types of generated instances.

3.3.2.1 Parameters for the MaxPDTL experiments

Experiments for the MaxPDTL problem detailed in this section are made using a
single core (thread) with 6 gigabytes of dedicated RAM. A time limit of one hour
is used for both the DP+

pdtL
algorithm and the MILP solver.

Instances We generate random instances for the MaxPDTL problem, grouped into
3 categories depending on their conflicts:

— Adj: Conflicts can only occur between successive download points.
— Int: Conflicts can only occur within a slot (i.e., download points in different

acquisition slots cannot be in conflict). This category corresponds to the intra
class of instances defined in Section 3.1.4.

— All: Conflicts are not constrained.

For each category, instances are generated using a given number of slots, a
random number (within a given range) of download points per slot, a fixed buffer
size, a probability of conflict between download points, and randomly generated
acquisition and download volumes.

For instances of the Int or Adj categories, we consider instances with 100, 500,
1000, 2000, 3000, 4000 and 5000 slots and with number of download points per slot
within [0..5], [5..10], [10..20] and [20..40].

Instances of the All category are much harder to solve than instances from the
Int or Adj categories (see Table 3.3), which is why the parameters used to generate
these instances are different from the parameters used for the Int and Adj categories.
For instances of the All category, we consider instances with 10, 50, 100, 200, 300,
. . . , 900 and 1000 slots and with number of download points per slot within [0..5],
[5..10] and [10..20].

For each category of instances and for each combination of parameters (number
of slots and number of download points), four probabilities of conflict are considered:
0.2, 0.4, 0.6, 0.8, and four different buffer sizes.

Download volumes of download points are uniformly distributed between 100
and 200 gigabits for all instances. The acquisition volumes are uniformly distributed
between 150 ∗M and 250 ∗M , where M is the maximum possible number of down-
load points per slot. The buffer sizes used are multiples of the average acquisition
volumes â = 200 ∗M : B = â, 2â, 4â, 8â.

These parameters are chosen to evaluate the performance of the DP+
pdtL

algo-
rithm and compare it with the MILP model. Although the number of slots is
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somehow realistic (slots are typically one hour long, so 5000 slots represent a bit
more than 6 months), it is unlikely to encounter that much download points per
slot or so many conflicts in real applications.

For each category of instances (Adj, Int, All) and for each combination of param-
eters (number of slots, number of download points per slot, probability of conflict
and buffer size), we generate four instances for a total of 5888 instances.

3.3.2.2 Overall performances of the considered approaches

An overview of the performances of each method depending on the category of the
instances is presented in Table 3.3. In this Table, the third column indicates the
number of instances tested per category, and the three right-most columns indicate
respectively the number of instances for which the optimal solution is found, a
feasible solution is found or no solutions is found.

DP+
pdtL

MILP

Optimal Non optimal Not found Optimal Non optimal Not found

Adj 1792 0 0 1792 0 0
Int 1792 0 0 1587 165 40
All 369 48 1887 336 1496 472

Table 3.3 – Comparison of the number of instances solved between DP+
pdtL

and the
MILP solver for each category of instances.

Both methods have no problem with instances of the Adj categories. TheDP+
pdtL

algorithm manages to solve all instances of the Int category, even those with up
to 40 download points per slot, while the MILP fails to solve some of these. For
instances of the All category, while the MILP provides solutions (even if non-
optimal) for about 80% of the instances, the DP+

pdtL
algorithm only manages to

provide solutions for about 18% of the instances. Even if the number of instances
solved optimally is slightly larger for DP+

pdtL
, some instances solved to optimality

by the MILP are not solved up to optimality by the DP+
pdtL

algorithm.
Since it is trivial to find feasible solutions for any kind of instances (select no

stations), instances for which both methods do not manage to provide solutions are
instances for which the system run out of memory and kill the program.

In the following, we look in details at the performance of both methods when
solving instances of the Adj and Int categories, and give some information regarding
the performance of both methods for the All category.

3.3.2.3 Performances on each category of instances

The computation times of the MILP model and of the DP+
pdtL

algorithm for in-
stances of the Adj and Int categories are shown in Figures 3.2 and 3.3 respectively.
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Figure 3.2 – Computation time for instances of the Adj category using DP+
pdtL

or
the MILP .

Each curve shows data averaged over the four instances of each group (same sets
of parameters) and over the various buffer sizes used. We choose to represent results
this way because these experiments show that the buffer size has little influence on
the solving time of the algorithms. Instances of the Int category for which the
MILP does not find solutions (or does not find the optimal solution) are included
in these graphs with a computation time of 3600 seconds (the time limit used) so
that each pair of plots correspond to the same set of instances.

We can see that for these two categories of instances, the DP+
pdtL

algorithm is
orders of magnitude faster than the MILP solver.

For instances of the Adj category, Figures 3.2a–3.2c show a near-linear behavior
for DP+

pdtL
regarding the number of slots and the number of download points per

slot, but an exponential behavior for the MILP . Furthermore, DP+
pdtL

seems to be
less impacted by minor changes in the input instances than the MILP model. For
both methods, the number of conflicts (percentage of overlaps) has little impact on
the computation times for the considered instances, which is why results are only
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Figure 3.3 – Computation time for instances of the Int category using DP+
pdtL

or
the MILP .
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provided for the 40% and 80% probabilities of conflict.
For instances of the Int category, we can see, in Figures 3.3a–3.3e, that as the

number of slots in the instances grows larger, the computation time of the DP+
pdtL

algorithm seems to stabilize to a linear behavior. This behavior is explained by the
FPT behavior of DP+

pdtL
for instances of the Int category — the fixed parameter

is the maximum number of download points per slot, which is constant for each
plot in these figures. These plots also show that DP+

pdtL
is more efficient at solving

instances with a large number of overlaps. This can easily be explained by the
fact that if a label is in conflict with a download point, the label is not duplicated,
thus the more conflicts there are, the less label duplication occur. Figures 3.3b–3.3f
show a similar but less pronounced behavior regarding the number of conflicts for
the MILP solver.

The number of solved instances from the All category (to optimality or not) by
both methods for different probabilities of conflict is shown in Table 3.4.

DP+
pdtL

MILP

Conflict Optimal Non optimal Not found Optimal Non optimal Not found

20% 32 0 544 64 459 53
40% 65 0 511 80 395 101
60% 96 1 479 86 346 144
80% 176 47 353 106 296 174

Table 3.4 – Comparison of the number of instances of the All category solved
between DP+

pdtL
and the MILP for different probabilities of conflict.

For each probability of conflict, 576 instances are evaluated, and the columns
respectively represent the number of instances where the optimal solution, a feasible
solution or no solutions is found.

Similarly to instances of the Adj and Int categories, we see that DP+
pdtL

is able
to solve more instances when the percentage of conflicts is high. As this percentage
increases, the MILP seems to have issue finding feasible solutions — the number
of instances without solution increases — but at the same time the solver manages
to find optimal solutions more often.

These experiments show that DP+
pdtL

is much faster at solving instances of
MaxPDTL than the MILP model, even if both methods fail to solve complex in-
stances of MaxPDTL where there are a large number of conflicts and slots, and where
conflicts are not confined.

3.3.3 Results for the MaxPDT problem

In this section, we explain how we generate realistic instances for the MaxPDT prob-
lem. We then compare the performances of the approaches presented in Section 3.2
and analyze a bit more in-depth the behavior of the BBpdt(DP+

pdtL
) algorithm.
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3.3.3.1 Parameters for the MaxPDT experiments

Experiments for the MaxPDT problem detailed in this section are first made using
a single core (thread) with 3.5 gigabytes of dedicated RAM, and then 8 threads
with 28 gigabytes of RAM. In both cases, a time limit of two hours is used for the
EEpdt(DP+

pdtL
) algorithm, the BBpdt(DP+

pdtL
) algorithm and the MILP solver.

Instances We generate custom instances for a realistic scenario inspired from
the concepts of operations from [IOAG 2012, Guérin 2010b, Lacoste 2011]: data
rate (before cloud impact) DR = 10.5 gigabits-per-second, buffer size B = 2300
gigabits, a slot s every hour and a constant acquisition volume at the beginning
of each slot as = 500 gigabits. Visibility windows are computed using the Systems
Tool Kit (AGI, STK) software, for a sun-synchronous low-Earth orbiting satellite
with an altitude of 700 kilometers and a local time of 10:30 A.M, between 1990
and 2010. We use the ERA Interim cloud database [Dee 2011] to approximate the
cloud cover cv ∈ [0, 1] during any visibility window v, using cloud data from the
previous decades (between 1990 and 2010). Based on these historic cloud covers,
we assume that the data rate function dv of a visibility window v is constant during
the visibility window and proportional to the cloud cover cv over the station τv at
the beginning of the visibility window:

dv(t) = DR ∗ (1− cv), ∀t ∈
[
tstav , tendv

]
The download volume ρw of a download point w associated to a visibility window

v can thus be computed as:

ρw =
∫ tend

v

tsta
v

DR(1− cv)dt = DR(1− cv)(tendv − tstav )

We discard download points that have too small capacity (ρw < 1 gigabits).
We consider three different sets of locations composed of 11 (N11), 16 (N16)

and 48 (N48) possible locations for optical ground stations. These sets of described
in Appendix A.1. We could not find realistic information for the costs of opening
stations at the different locations so we choose to simply select varying numbers K
of stations (between 1 and 11, 16 or 48 depending on the considered set of locations).

We generate instances of various temporal horizons of 1, 2, 4, 5, 10 and 20 years.
All instances are generated using the same 20 years horizon (1990–2009), meaning
that there are respectively 20, 10, 5, 4, 2, 1 instances of each duration.

For each of the considered set of locations, we look for networks consisting of
K = 1 . . . N stations (with N = 11, 16 or 48 depending on the set of locations).
For N48 with 48 stations, we only run the BBpdt(DP+

pdtL
) because theMILP model

already has troubles solving instances for the two smaller sets, and the number of
possible networks for an exhaustive enumeration is too large for a two hours time
limit.

For the 20 year horizon, chosen locations for each set and value of K are shown
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in Appendix B.
In the next section, we compare the three approaches on the N11 and N16 sets.

Then we analyze the impact of using multiple threads for each method. Finally,
we look at the results of the BBpdt(DP+

pdtL
) algorithm in details and introduce the

results of experiments using N48.

3.3.3.2 Comparison between the considered approaches

Figure 3.4 shows the computation times (means and standard deviations) for the
MILP solver and both the EEpdt(DP+

pdtL
) and BBpdt(DP+

pdtL
) algorithms regarding

the length of the temporal horizon in the instances for various choices of K (number
of chosen stations). Figures 3.4a–3.4b show that the MILP solver either does not
succeed to provide solution, or does not manage to prove optimality (the time limit
of 7200 seconds is reached) for some instances with large temporal horizons (20
years for N11 and 10 or 20 years for N16). These figures also show an exponential
behavior with respect to the length of the temporal horizon and the number of
chosen stations in the instances for the MILP model. Figures 3.4c–3.4f show that
both our enumeration methods have a near-linear behavior regarding the length of
the temporal horizon. This can be explained by the FPT behavior of the DP+

pdtL
on instances with no conflict between slots. In real instances, there are few con-
flicts between slots and the number of download points per slot does not depend on
the length of the temporal horizon. Figure 3.4 shows that the BBpdt(DP+

pdtL
) enu-

meration is faster than the EEpdt(DP+
pdtL

) enumeration for the generated instances,
and that both enumerations outperform the MILP solver. Moreover, the standard
deviations of the computation time for our hierarchical approaches are lower than
the standard deviations for the MILP solver, meaning that our methods are not
really impacted by slight differences in the input instances.

Figure 3.5 shows the computation times (averages and standard deviations) for
the MILP solver and both algorithms regarding the number of chosen stations
for various temporal horizons. We do not display results for the 2-year and 5-year
temporal horizons because these are very similar to the 1-year and 4-years hori-
zons. These plots present similar information as Figure 3.4 but in a different way.
Figures 3.5c–3.5d show an exponential behavior for the exhaustive enumeration
EEpdt(DP+

pdtL
). Instances where the number of chosen stations is close to half the

number of available stations are the hardest to solve. This is expected since the
highest number of possible subsets of locations appears in these cases. While Fig-
ure 3.5f depicts the same exponential behavior for the BBpdt(DP+

pdtL
) algorithm,

Figure 3.5e shows a more chaotic behavior for N11. Figures 3.5a–3.5b also show
an exponential behavior for the MILP solver but slightly shift to the left — the
hardest instances seem to be those where the number of chosen stations is slightly
less than half the number of available locations.

These results show that solving realistic instances of MaxPDT by combining an
enumeration method and the DP+

pdtL
algorithm is much faster than using a commer-

cial MILP solver. Experiments also show that the branch and bound enumeration
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Figure 3.4 – Computation times for each methods using 8 threads, depending on
the temporal horizon length.
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Figure 3.5 – Computation times for each methods using 8 threads, depending on
the number of chosen stations.
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is often faster than the complete enumeration.

3.3.3.3 Impact of multithreading on the performances
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Figure 3.6 – Computation time for the BBpdt(DP+
pdtL

) algorithm using 1 thread
for N11.

Figure 3.6 shows that the exponential behavior of the BBpdt(DP+
pdtL

) algorithm
using one thread is similar to the behavior of the MILP solver using 8 threads
for N11. The chaotic behavior observed in Figure 3.5e can be explained by the
size of the instances —– such small instances can depict strange behaviors with a
multi-threaded algorithm.

Table 3.5 compares the computation times when one or eight threads are used for
theMILP solver and both enumerations. Results are presented for various number
of stations, for both the N11 and N48 sets and are averaged over all instances with
a temporal horizon of 5 years. For each method, the two first columns represent
the average solving time (in seconds) when using either one or eight threads, while
the third column shows the speed up when using eight threads compared to using a
single one. For some instances, the speed up is greater than the number of available
threads. This can be explained by inconsistent loads of the execution platform
between the runs or by the slight differences between the processors available on
the platform. Since the goal here is only to compare the impact of multi-threading
between the different approaches, these problems are of no consequences.

For complex instances (when K is close to half the number of available stations),
the EEpdt(DP+

pdtL
) clearly takes advantage of the 8 threads, while the BBpdt(DP+

pdtL
)

only has a speed up close to 8 for the hardest instances. When the instances
are simpler to solve, the BBpdt(DP+

pdtL
) fails to takes advantages of the threads

compared to the EEpdt(DP+
pdtL

). This behavior is easily explained by the complexity
of multi-threading a branch and bound compared to an exhaustive enumeration.
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BBpdt(DP+
pdtL

) EEpdt(DP+
pdtL

) MILP

K 1 th. 8 th. ratio 1 th. 8 th. ratio 1 th. 8 th. ratio
N11 2 3.16 1.06 2.98 1.49 0.39 3.85 2135.00 200.56 10.65
N11 4 6.11 1.47 4.16 14.64 2.15 6.81 1871.52 453.79 4.12
N11 5 4.19 1.17 3.58 24.78 3.16 7.84 932.53 206.17 4.52
N11 6 2.03 0.77 2.65 28.71 3.30 8.70 291.33 118.65 2.46
N11 8 1.23 0.59 2.08 10.26 1.72 5.96 64.77 62.29 1.04
N11 10 1.16 0.70 1.65 0.89 0.31 2.84 28.12 23.66 1.19
N16 4 64.51 9.48 6.81 62.17 10.04 6.19 5593.90 1421.25 3.94
N16 6 187.33 28.92 6.48 373.87 55.66 6.72 4802.77 1392.55 3.45
N16 7 274.81 34.46 7.98 709.01 80.08 8.85 3521.69 1271.03 2.77
N16 8 226.76 33.60 6.75 636.93 98.31 6.48 2157.92 568.72 3.79
N16 9 144.35 23.92 6.03 843.58 85.47 9.87 1491.61 486.14 3.07
N16 12 7.72 1.73 4.47 108.35 16.25 6.67 328.47 108.56 3.03

Table 3.5 – Comparison of solving times between BBpdt(DP+
pdtL

), EEpdt(DP+
pdtL

)
and the MILP solver for instances with a temporal horizon of 5 years, on N11 and
N16 when using one or eight threads.

In both enumerations, each run of DP+
pdtL

is done on a separate thread, so eight
instances of MaxPDTL can be solved simultaneously, but the synchronization process
is more complex for BBpdt(DP+

pdtL
) than for EEpdt(DP+

pdtL
). While theMILP solver

is also faster when using eight threads, the speed up is not close to the expected value
of eight, meaning the relative gap between the MILP solver and our enumerations
is greater when using eight threads.

3.3.3.4 Analysis of the BBpdt(DP+
pdtL

) results

Figure 3.7 shows the percentage of instances of N48 for which the BBpdt(DP+
pdtL

)
algorithm does not find the optimal solution, or fails to prove optimality.

With very small and high numbers of chosen stations (K < 4 or K > 13),
this algorithm always finds the optimal solution, which is why these values are not
shown in Figure 3.7. When the number of chosen stations is very small K < 4, the
algorithm is likely able to enumerate all the networks, while with high number of
chosen stations K > 13, the algorithm finds non-improvable solution (with a 100%
percentage of data transferred) quite quickly, and thus prunes the whole search
tree. Between these values, the algorithm has trouble finding optimal solutions,
especially for large temporal horizons (10 and 20 years).

Figures 3.8a–3.8c show the number of nodes processed by BBpdt(DP+
pdtL

) de-
pending on the number of required stations for the three considered sets of loca-
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Figure 3.7 – Percentage of instances for which the BBpdt(DP+
pdtL

) did not find the
optimal solution or failed to prove optimality for N48.

tions. For N11 and N16, the numbers of possible networks are presented, and we
can see that the number of nodes processed by BBpdt(DP+

pdtL
) are much lower than

the number of possible networks, even if in theory, the number of nodes processed
could be slightly larger. For N48, the number of possible networks is orders of
magnitudes larger than the number of nodes processed, e.g., the number of possible
networks for 24 stations is C48

24 ≈ 3.1013, while the number of nodes processed never
exceeds 2.106. For N11 and N16, the number of nodes processed seems not to be
correlated with the size of the temporal horizon, which is somehow expected since
BBpdt(DP+

pdtL
) only branches on stations and not on download points. For N48, the

number of nodes processed increases with smaller temporal horizons and smaller
numbers of chosen stations (3 < K < 14). This is expected from the results in Fig-
ure 3.7 because for these numbers of required stations, the algorithm reaches the
time limit. Thus, it is able to process more nodes for small temporal horizons since
the time required to process a node is proportional to the length of the temporal
horizon (due to the near-linear performance of the DP+

pdtL
algorithm on realistic

instances). When the number of chosen station is high (typically greater than 15),
there are a lots of networks that reach the optimal percentage of data transferred
(100%), which is why the numbers of nodes processed are relatively small. This
can be visualized in Appendix B.3. When the number of chosen stations is greater
than 20, the algorithm simply selects the K first locations.

Figures 3.9a–3.9c show the maximum percentage of data transferred for differ-
ent number of chosen stations for the three considered sets of locations. For each
set, there seems to be little improvement above K = 7 stations. With a temporal
horizon H of 20 years, the differences between using seven stations and the max-
imum possible number of stations for N11, N16 and N48 are respectively 0.64%,
0.4% and 0.23%. Choosing stations within N11, the percentage of data transferred
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Figure 3.8 – Number of nodes evaluated by BBpdt(DP+
pdtL

) using 8 threads, for each
network, depending on the number of chosen stations.

is limited to 96%, while N16 achieves a 99.99% percentage with 15 or 16 stations.
Using the set N48, the algorithm manages to transfer 100% of the data with only
14 stations. Whatever the size of the temporal horizon H, the mean percentage of
data transferred is almost the same, but the variations are typically larger with few
stations than with many. These variations seem to be less important for N16 or
N48 than for N11. This can be explained by the greater flexibility in the choice of
stations for larger sets of locations.

These results show that even if the number of stations has a strong impact on
the percentage of data transferred, having good diversity in the locations of the
stations allows for even better performance.

Summary

In this chapter, we considered the problem MaxPDT of designing networks of ground
stations maximizing the amount of data transferred from a low-Earth orbiting satel-
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Figure 3.9 – Mean Percent of Data Transferred found for each network.

lite to the ground using optical communications. We modelled this problem using
an aggregation of visibility windows into download points. Within MaxPDT, we an-
alyze the download points selection problem, MaxPDTL, and gave complexity results
regarding its general form. We proposed mixed-integer linear programs for both
MaxPDT and MaxPDTL. To solve MaxPDTL, we proposed a dynamic programming al-
gorithm DP+

pdtL
that exhibits an FPT-behavior for realistic instances. We combine

this algorithm with two enumeration methods, EEpdt(DP+
pdtL

) and BBpdt(DP+
pdtL

),
in order to solve the MaxPDT problem. We showed that for realistic instances, both
enumerations methods strictly outperform a commercialMILP solver and that the
BBpdt(DP+

pdtL
) is able to find very good and optimal solutions, even for large input

sets of locations.
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Chapter 4. Flexible scheduling of acquisition downloads

In this chapter, we consider the problem of planning downloads of acquisitions
from a low-Earth orbiting satellite. Given a static acquisition plan and a set of vis-
ibility windows between the satellite and a set of optical ground stations, our goal
is to create a download schedule with maximum profit. In the context of free-space
optical communications, clouds and atmospheric turbulence impact the communi-
cation links during visibility windows between the satellite and the stations, and
create uncertainties regarding the capacities of these visibility windows. Further-
more, due to variable bit-rate on-board image compression [Camarero 2012], the
actual volumes of images are not known until their acquisitions. Considering these
two types of uncertainties, it would either be impossible or very limiting to only
consider scheduling of downloads from the ground. Thus, we propose a two-step de-
cision process where a first optimization is made on the ground, at regular interval,
while the final schedule is created on-board using a custom greedy algorithm.

The chapter is organized as follows. Section 4.1 defines more formally the prob-
lem we consider. Section 4.2 presents the ground optimization procedure and two
related problems, MaxCap and GrdAsg0, while Section 4.3 describes the on-board
procedure that we use to create schedules. Section 4.4 presents results of simplified
simulations regarding this problem on realistic scenarios.

4.1 Problem statement

We consider the problem of planning downloads of acquisitions over a given horizon
H = [Tstart, Tend]. We assume that prior to the beginning of the horizon Tstart,
an acquisition plan has been uploaded to the satellite, and that this plan cannot be
modified until Tend.

4.1.1 Acquisition plans for Earth observation systems

The acqusition plan corresponds to a set A = {a1, . . . , aM} of M acquisitions
to be made. Each acquisition a ∈ A has a release date ra (time at which the
acquisition is available for download) and a due date da.

Acquisitions are in reality made of multiple files stored in various mem-
ory banks, but since we consider a single download channel (unlike previous
works [Maillard 2014, Pralet 2014, Maillard 2015a]), there cannot be conflicts when
reading data from memory banks, so we consider each acquisition as a single file.
Due to operational constraints, each acquisition a must be downloaded during a
single visibility window and cannot be split over multiple ones.

While the actual volume of an acquisition a ∈ A is uncertain, we have some in-
formation regarding its possible size. For each acquisition, we known its minimum
qmina , maximum qmaxa , and expected qexpa volumes, respectively from the minimum
accepted compression ratio, the maximum possible compression ratio and the ex-
pected compression ratio. Once the acquisition is fully acquired (at ra), we know,
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on-board, its actual volume qacta . By definition, we have:

qmina ≤ qexpa ≤ qmaxa and qmina ≤ qacta ≤ qmaxa , ∀a ∈ A

A profit pa is associated to each acquisition a ∈ A. The profit of an acquisition
is constant and does not depend on the age of the acquisition when downloaded. If
the acquisition is downloaded before its deadline, the profit pa is earned, otherwise
no profit is made.

4.1.2 Visibility windows between satellites and ground stations

Much like in the previous problem, optical ground stations are visible from the
satellite during visibility windows. Over the consider horizon, the satellite can
download acquisitions using a set V = {v1, . . . , vN} of N visibility windows. A
visibility windows v starts at tstartv and ends at tendv .

From now on, we will assume that the set V of visibility windows is sorted
according to their start times:

∀vi, vj ∈ V : i < j ⇐⇒ tstartvi
≤ tstartvj

Example 5. Figure 4.1 shows a basic representation of an example of the problem
with 13 acquisitions and 9 visibility windows. In this example, some visibility win-
dows are overlapping (e.g., v1 and v2). However, the satellite can only communicate
with a single station at a time, and thus can only use one visibility window at a
time.

v1

v2

v3

v4

v5

v6

v7

v8

v9

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12

0 5 10 15 20 25 30

Figure 4.1 – Visual representation of an acquisition plan with multiple visibility
windows.

Furthermore, in order to start downloading data to a station during a visibility
window v, the satellite needs to initialize the communication. The time required to
initialize a communication is complex to compute, mainly due to geometric aspects
(e.g., position of the satellite when the initialization starts). In this work, we assume
that this time, ∆, is constant and identical for all visibility windows. We also assume
that the time required to switch from one visibility window to another is equal to
the same constant ∆. Moreover, when switching from one visibility window vi to

73



Chapter 4. Flexible scheduling of acquisition downloads

another vj , the satellite cannot begin the initialisation before the start time tstartvj

of the second visibility window vj . This means that, if a visibility window is used
to download acquisitions, the time available for downloads during this visibility
window is at most its duration minus ∆. We assume that once the satellite has
switched from one visibility window to another, it cannot go back to the first one.

Taking these constraints into account, the first problem is to find which visibility
windows should be used and for how long. This create an allocation of visibility
windows to what we call download windows.

Example 6. Figure 4.2 shows an example of visibility window allocation corre-
sponding to the example in Figure 4.1. Initialisation times are represented by
patterns. The patterns represent portions of windows that are discarded (i.e.,
not used). The portion of the visibility windows that are actually used to download
acquisitions are represented with patterns. We call these portions download
windows and since visibility windows cannot be interrupted and started again,
each visibility window contains at most one download window.

v1

v2

v3

v4

v5

v6

v7

v8

v9

∆

∆

0 5 10 15 20 25 30
Initialisation Used Unused

Figure 4.2 – Example of visibility window allocation.

4.1.3 Downlink data rates during visibility windows

We assume that the data rate during any visibility window can be viewed as piece-
wise constant function of the time, and that, since clouds are not exactly known
before the start of the visibility window, this function cannot be exactly known
before the actual visibility window.

Each visibility window v has its own data rate function fv because the function
depends on orbital information (angles between the satellite and the station during
the visibility window) and atmospheric (clouds) information.

Formally, we define fv : [tstartv , tendv ]→ R+ the actual data rate function of the
visibility window v, i.e., the data rate function that accounts for the real clouds and
atmospheric turbulence.

Example 7. Figure 4.3 shows two examples of data rate functions.

While the actual data rate function fv of a visibility window v is not known
before the start of this visibility window tstartv , we can use forecasts to guess it.
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Figure 4.3 – Examples of two data rate functions fv.

We denote by f tv the prediction for the data rate function fv made at time t. We
consider that predictions made at or after the beginning of a visibility window are
perfect, i.e.:

∀v ∈ V, ∀t ≥ tstartv : f tv = fv

We assume that the predictions of the data rate functions are also piecewise
constant functions. Due to inconsistency and volatility of forecasts, there is no
clear relation between the successive predictions, or between the predictions and
the actual data rate function.

4.2 Allocating download windows and assigning acqui-
sitions

Considering the context defined in Section 4.1, our goal is to maximize the total
earned profit. Profit is earned when an acquisition is downloaded before its deadline.
Considering the many uncertainties related to the download link and to the volume
of acquisitions, we decide to share the optimization process between the ground and
the on-board system. The idea is to allocate download windows within visibility
windows and create an assignment of acquisitions to download windows on the
ground, and then to re-assign acquisitions and compute download schedules on-
board.

This section is dedicated to the ground optimization procedures. The goal of
these procedures is to allocate download windows within visibility windows, and
create a first assignments of acquisitions to download windows.
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4.2.1 Computing the maximum download capacity

We consider a problem where, given a set of visibility windows with various data
rates, the goal is to allocate download windows within these visibility windows in
order to maximize the amount of data that can be downloaded. This problem is
denoted MaxCap problem.

Definition 12. Instance of the MaxCap problem
An instance (V, ∆) of the MaxCap problem consists of a set V = {v1, . . . , vN}

of visibility windows and a setup time ∆. A visibility windows vi is associated with
a start time tstartvi

, an end time tendvi
and a data rate function fvi . Each (forecast)

data rate function fvi is a piecewise constant function over [tstartvi
, tendvi

]:

fvi : [tstartvi
, tendvi

]→ R+

The setup time ∆ is the time needed to initialise communications between the
satellite and the ground station.

Definition 13. Feasible solution for the MaxCap problem
Given an instance (V, ∆) of the MaxCap problem, a feasible solution is a set of

download windows W = {w1, . . . , wK} (K ≤ N), their respective start times
tstartwi

, end times tendwi
and their associated visibility windows νwi such that:

∀wi, wj ∈ W : νwi 6= νwj (4.1a)
∀w ∈ W : [tstartw , tendw ] ⊆ [tstartνw

+ ∆, tendνw
] (4.1b)

∀wi, wj ∈ W : tendwi
+ ∆ ≤ tstartwj

or tendwj
+ ∆ ≤ tstartwi

(4.1c)

Equation (4.1a) ensures that each visibility window contains at most one down-
load window. Equation (4.1b) guarantees that each download window is embedded
inside a single visibility window and that there is enough time to initialize the com-
munications before the start of any download window. Equation (4.1c) ensures that
two download windows are not overlapping and respect the setup time.

1.5 Gbps

1 Gbps

0 5 10 15 20 25 30
Initialisation Used Unused

Figure 4.4 – Example of a feasible solution for the MaxCap problem.

Example 8. Figure 4.4 contains an example of a feasible solution for a MaxCap
instance. Each download window is embedded inside a single visibility window de-
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4.2. Allocating download windows and assigning acquisitions

limited by patterns. Setup times are represented by patterns and allocated
portions of visibility windows to download windows by patterns. The pat-
terns represent part of visibility windows that are not allocated and thus not used.
Download windows are delimited on the left by setup times ( patterns) and on
the right by ends of visibility windows or non-allocated portions ( patterns).

Definition 14. Capacity of a solution for the MaxCap problem
Given a solution (W) for the MaxCap problem, the associated capacity is the

total volume that can be downloaded using the set W of download windows:

cap(W) =
∑
w∈W

∫ tend
w

tstart
w

fνw(t)dt (4.2)

The objective of the MaxCap problem is to find a feasible solution (W) of maximal
capacity cap(W).

4.2.1.1 Computing capacities of a download windows

Given an instance (V,∆) of the MaxCap problem, we define, for each visibility win-
dow v ∈ V , Fv, the antiderivative of fv, as follows:

Fv(t) : [tstartv , tendv ]→ R+

t→
∫ t

tstart
v

fv(x)dx
(4.3)

Since fv is a piecewise constant function on [tstartv , tendv ], Fv is a piecewise linear
and continuous function on [tstartv , tendv ]. By definition, Fv(tstartv ) = 0.

For each visibility window v, we then define the volume function if v, gv, as
follows:

gv(t) =


0 if t < tstartv

Fv(t) if t ∈ [tstartv , tendv ]
Fv(tendv ) if t > tendv

(4.4)

The volume function gv represents the amount of data that could have been
downloaded so far using v. Since Fv is a piecewise linear and continuous function on
[tstartv , tendv ], and since Fv(tstartv ) = 0, gv is a piecewise linear and continuous function
on the temporal horizon H. Figure 4.5 shows the volume functions associated to
the data rate functions shown in Figure 4.3.

Example 9. Figure 4.6 shows a visual representation using volume functions cor-
responding to the example in Figure 4.4.

Using these volume functions, we can compute the capacity ρw of each download
window w:

ρw = gνw(tendw )− gνw(tstartw ) (4.5)
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Figure 4.5 – Examples of two volumes functions gv.

6.5 gigabits

8.5 gigabits

0 5 10 15 20 25 30

Figure 4.6 – Example of volume functions gv for a MaxCap instance.

Finally, the capacity cap(W) of a solution of the MaxCap problem is simply the sum
of the capacity of the download windows in W:

cap(W) =
∑
w∈W

ρw (4.6)

4.2.1.2 Mixed-Integer Linear Program for the MaxCap problem

To model this problem, we first consider two sets of real variables tsv ≥ 0 and tev ≥ 0
representing the time at which the communication starts (after the initialisation)
and ends during a visibility window v. If tsv = tev, the visibility window v is not
used. We also consider two sets of real variables csv and cev corresponding to the
values of gv at tsv and tev. Finally, we consider a set of binary variables yv, with
yv = 1 if and only if the visibility window v is used, i.e., tev > tsv.

Using these sets of variables and the parameters given in Definition 12 (sum-
marized in Table 4.1), the mathematical model for the MaxCap problem can be
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4.2. Allocating download windows and assigning acquisitions

formulated as follows:

max.
∑
v∈V

(cev − csv) (4.7a)

s.t. tsv ≤ tev, v ∈ V (4.7b)
tsv ≥ yv ∗ (tstartv + ∆), v ∈ V (4.7c)
csv = gv(tsv), v ∈ V (4.7d)
cev = gv(tev), v ∈ V (4.7e)
tev − tsv ≤ (tendv − tstartv )yv, v ∈ V (4.7f)
tsvj
≥ tevi

+ ∆yvi , ∀vi, vj ∈ V, j > i (4.7g)

yv ∈ {0, 1}, v ∈ V (4.7h)
tsv, t

e
v, c

s
v, c

e
v ≥ 0, v ∈ V (4.7i)

Objective (4.7a) is to maximize the total download capacity (see Equations (4.5–
4.6)). Constraints (4.7b) indicate that the communication must end after its start.
Constraints (4.7d–4.7e) link the starting and ending time of the communication to
their respective cumulated volume. We know that for each v ∈ V , gv is a piecewise
linear function, thus constraints (4.7d–4.7e) can be modeled using special order set
of type 2 (SOS2) [Beale 1969, Keha 2004]. Constraints (4.7f) force yv to take a
non-zero value if the window is used, i.e., if tsv 6= tev. Constraints (4.7g) enforce that
if visibility window vi is used (yvi), no visibility windows can be used before tevi

+∆.
In the above model, constraints (4.7g) apply to all pair of visibility windows. We

can reduce the number of constraints by only creating constraint for overlapping
visibility windows (taking into account the time ∆ required to switch from one
window to another). Formally, we only need to create constraints for pair of windows
vi, vj ∈ V, j > i such that:

tstartvj
< tendvi

+ ∆

In order to obtain download windows from a solution of the above mathematical
program, we need to look at the values of the tsv and tev variables. For each visibility
window v, we allocate a download window w within v if tsv 6= tev with tstartw = tsv,
tendw = tev and νw = v. If tsv = tev, the visibility windows is not used, and no download
window is allocated within it.

4.2.1.3 Decomposition of the MaxCap problem

In real instances, there are few overlaps, and overlapping visibility windows are
often found in small groups. In order to speed up the resolution of MaxCap, we
propose to solve the problem by splitting it into smaller disjoint problems.

Definition 15. Let Vi and Vj be two subsets of V . We said that Vi and Vj are
unrelated if Vi and Vj are disjoint and no window in Vi overlaps with a window
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in Vj :
∀vk ∈ Vi, vl ∈ Vj : tstartvl

< tendvk
+ ∆ or tstartvk

< tendvl
+ ∆ (4.8)

Proposition 4. Let U = {V1, . . . , VK} be a set of pairwise unrelated sets of
visibility windows. For each Vi ∈ U , let W∗i be the optimal solution of the MaxCap
instance (Vi,∆). Then, the set W∗ =

⋃K
i=1W∗i of download windows is the optimal

solution for the MaxCap instance (
⋃K
i=1 Vi,∆).

Proof. Let U = {V1, . . . , VK} be a set of pairwise unrelated sets of visibility
windows. For each Vi ∈ U , let W∗i be the optimal solution of each MaxCap instance
(Vi,∆). Let W =

⋃K
i=1W∗i be a solution to the MaxCap instance (

⋃K
i=1 Vi,∆).

Since for all 1 ≤ i ≤ K,Wi is a feasible solution for the (Vi,∆) instance, we know
that Equation (4.1a) is satisfied for any download window w in W. Furthermore,
since the sets Vi (1 ≤ i ≤ K) are unrelated, Equation (4.1b) is also satisfied.
Using Equation (4.1a), we know that any two download windows in two different
sets are also separated by at least ∆, so Equation (4.1c) is also satisfied. Since
Equations (4.1b–4.1c) are satisfied, W is a feasible solution to the MaxCap instance
(
⋃K
i=1 Vi,∆).
We are going to show that if W is not the optimal solution, then at least one

of the W∗i solution was not optimal, which is a contradiction. If W is not optimal,
then either there is at least one download wp that can be modified to increase
its capacity, or there exists a visibility window vq within which a new download
window can be allocated (or both). Let us assume that the modified or newly
created download window belongs to the solution W∗u of the (Vu,∆). Since the
instances (Vi,∆) are independent (due to the unrelated sets of visibility windows),
modifications on the W∗u solution do not impact other solutions. Let us assume
there exists a solution W∗u within which we can add or extend a download window
to increase the objective value of theW solution. Since this change does not impact
other solutions W∗i (i 6= u), their capacities remain the same, and thus the increase
in capacity of W comes only from an increase in capacity of W∗u, so W∗u was not
optimal, a contradiction.

4.2.1.4 Taking uncertainties into account

When computing download windows on the ground, we do not have access to the real
data rate functions of visibility windows, so we need to use the forecast functions.
Assuming the optimization process is run at time t, we will use the forecasts made
at time t for the visibility windows f tv.

4.2.2 Assigning acquisitions to download windows

Once download windows have been computed, we need to assign acquisitions to
them. In a deterministic context, we could consider downloads of acquisitions as
tasks having variable duration depending on the size of acquisitions and the down-
load data rates and try to schedule these tasks within download windows (that can
be seen as resources).
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Doing so would create very large and complex scheduling problems due to the
precision required for the duration of the tasks (smaller than a second for the
considered data rates) compared to the extent of the temporal horizon (several
hours). Furthermore, we are actually facing multiple sources of uncertainties, and
by solving the above mentioned scheduling problem, we would likely create plans
that would become infeasible once uncertainties are resolved on-board.

To cope with these problems, we choose to use a flexible approach where we
only pre-assign acquisitions to download windows on the ground without precisely
scheduling their downloads. This way, we only upload an assignment of acquisitions
to download windows to the satellite, and an on-board procedure is used to schedule
the downloads. We call this problem the ground assignment problem, GrdAsg.

4.2.2.1 Building a flexible plan

In order to assign acquisitions to download windows, we have to decide to which
download windows an acquisition can be downloaded. We denote byW[a] the set of
download windows to which acquisition a can be assigned. Aside strict constraints
due to political issue (e.g., some acquisitions can only be download using a subset
of the available stations), we have to take into account the release and due dates of
acquisitions. Since we only consider a packing problem, we have to create matching
policies indicating to which download windows each acquisition can be downloaded.
For instance, we have to decide if we allow the download of an acquisition a using
a download window w if the acquisition a is released during w. We propose in
Section 4.4 two matching policies called soft and hard.

Furthermore, in order to prioritize acquisitions with high profits and to avoid
downloading acquisitions at the last minute, we propose to use modified volumes
q̄a and modified profits p̄aw for acquisitions. The way volumes and profits are
modified is a parameter of the GrdAsg problem. We propose multiple modifiers for
both volumes and profits in Section 4.4.2.1.

4.2.2.2 Mixed-Integer Linear Program for the GrdAsg problem

To model the problem, we consider a set of binary variables xaw equal to one if and
only if acquisition a is assigned to download window w.

max.
∑
a∈A

∑
w∈W

p̄awxaw (4.9a)

s.t.
∑
w∈W

xaw ≤ 1, a ∈ A (4.9b)

∑
a∈A

q̄axaw ≤ ρw, w ∈ W (4.9c)

xaw = 0, a ∈ A, w /∈ W[a] (4.9d)
xaw ∈ {0, 1}, a ∈ A, w ∈ W (4.9e)
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Objective (4.9a) maximizes the sum of modified profits of assigned acquisitions.
Constraints (4.9b) ensure that each acquisition is assigned to at most one download
window. Constraints (4.9c) ensure that the capacity ρw of each download window
is not exceeded. Constraints (4.9d) ensure that acquisitions are only assigned to
allowed download windows.

4.2.2.3 Complexity of the GrdAsg problem

This problem is a generalization of the Multiple Knapsack Problem (MKP) where
items can only be assigned to a subset of the available knapsacks. Since MKP is
a strongly NP-hard optimization problem [Kellerer 2004], the considered ground
assignment problem is also strongly NP-hard.

4.2.3 Discussion on the validity of the approach

The approach used in the MaxCap problem is to consider the capacity of a download
window as the integral of the data rate functions over the interval of definition of
the download window, without taking into account the assignment of acquisitions
to download windows.

This approach has the advantage of being simple. By not taking complex con-
straints into account, the problem reduces to a simple maximization of the capacity
in MaxCap, followed by a packing approach in GrdAsg.

However, this approach has some drawbacks. By maximizing the capacity with-
out taking the acquisition plan into account, some non-optimal choice can be made,
e.g., by switching from one visibility window to another too soon and not being able
to download an acquisition that could only be downloaded during the first visibility
window due to its deadline.

The GrdAsg problem also suffers from two drawbacks making most assignments
infeasible. First, depending on the considered matching policy, some acquisitions
can be assigned to download windows incorrectly, e.g., if the time between the
release of an acquisition and the end of a download window is not sufficient to
download the acquisition. Secondly, when downloading an acquisition, the data
rate cannot be changed, thus the actual usable capacities of download windows are
often slightly less than the capacities computed using the MaxCap approach. This
is why an on-board algorithm is in charge of creating the final download schedule
prior to any download windows.

4.3 On-board scheduling of acquisition downloads

On-board, we have access to the flexible plan uploaded after the last ground op-
timization, which means that we know the allocation of download windows, i.e.,
when we can start communicating with ground stations, and which acquisitions
have been assigned to which download window.
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Inputs of the problem
Tstart Start of the temporal horizon. Tend End of the temporal horizon.
A Set of acquisitions. M Number of acquisitions.
ra Release date of acquisition a. da Deadline of acquisition a.
pa Profit of acquisition a.
qacta Real volume of acquisition a. qexpa Expected volume for acquisi-

tion a.
qmina Minimum volume for acquisi-

tion a.
qmaxa Maximum volume of acquisition

a.

V Set of visibility windows. N Number of visibility windows.
tstartv Start of visibility window v. tendv End of visibility window v.

∆ Setup time. fv Data rate function of visibility
window v.

f tv Forecast data rate function of
visibility window v.

gv Volume function of visibility
window v (4.4).

W Set of download windows. νw Visibility window containing w.
tstartw Start of download window w. tendw End of download window w.
ρw Capacity of download window

w.

Decision variables
tsv Time to start using visibility

window v.
tev Time to stop using visibility

window v.
csv Value of the volume function of

v at tsv.
cev Value of the volume function of

v at tev.
yv yv = 1 if and only if visibility

window v is used.

xaw xaw = 1 if and only if acquisi-
tion a is assigned to download
window w

Table 4.1 – Summary of notations for the definition of the MaxCap and GrdAsg
problems.
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Due to the uncertainties present while creating the flexible plan on the ground,
it may not be possible to execute the plan as it is but it may serve as an input for
the on-board procedure described in this section. Once computed on the ground,
the download windows cannot be modified, thus the on-board procedure is only
used to re-assign acquisitions, if required, and to schedule their downloads within
download windows.

This procedure is run at the beginning of each download window. At this point,
we assume that we know the exact clouds and turbulence above the station corre-
sponding to the download window, and we also know the actual sizes of acquisitions
that have already been acquired.

Information regarding clouds and turbulence can be obtained, e.g., by the use
of a small uplink that would be integrated to the beacon used to initialize the
communication.

4.3.1 Greedy algorithm to create download schedules

The heuristic used on-board is based on a greedy algorithm that starts with an
empty plan and tries to insert acquisitions in a specific order in this plan.

Before each download window w, we start by filtering out acquisitions that
cannot be downloaded this download window, i.e., acquisitions that have already
been downloaded, acquisitions that are not allowed to be downloaded during the
current download window (hard constraint due, e.g., to political or business policies)
or acquisitions whose deadlines are before the start of w or whose release dates are
after the end of w. This filtering procedure is referred as filter in the following.
We then sort filtered acquisitions using a custom ordering between acquisitions. We
discuss possible orderings in Section 4.3.3 based on the assignments made on the
ground using GrdAsg and profits of acquisitions. We refer to this procedure as sort
in the following:

AS = sort(w, filter(w,A))

Once acquisitions have been filtered and sorted, we create the download schedule
by inserting acquisitions one by one, in the order defined by the sort procedure,
as soon as possible in the current plan. In order to compute the time required to
download an acquisition, we consider actual volumes qact for acquisitions that have
already been acquired and maximum volumes qmax for acquisitions to be acquired
during the download window.

In order to create the download schedule, we consider a list of tasks T initially
containing two fictive tasks corresponding to the start and the end of a window. A
download task is represented by a 3-tuple and is denoted task(a, s, e) where a is the
corresponding acquisition (or null for the fictive tasks) and s and e are respectively
the start and the end of the download task. We use T [i] to represent the ith task in
T . Given T [i], we use start(T [i]) and end(T [i]) to access the start and the end of
the task. The TryInsertBetween procedure tries to create and insert a download
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task for a given acquisition between two time points in the current download plan.
This procedure is defined in Algorithm 4.

We consider that the following procedures are available and run in constant
time (O(1)): head(T ) to retrieve the first element (head) of the list, next(T , atask)
to retrieve the task right after atask in T and insertBefore(T , atask1, atask2) to
insert atask2 before atask1 in T .

Algorithm 3 shows a formal description of the on-board scheduling algorithm.
We start by filtering and sorting the acquisitions in A and creating an initial plan
containing two fictive tasks corresponding to the beginning and the end of the
download window. Then, we try to insert each acquisition a ∈ AS in the plan
one after the other. For each acquisition, we retrieve its volume vol (lines 5–9),
considering maximum volume for acquisition that are yet to be released. Then, for
each two consecutive tasks in the current plan (curr and next), we try to create a
new download task for acquisition a between the end of curr and the start of next
(line 15). If the insertion is possible (res 6= ∅), we insert this task between curr and
next (lines 17–18), otherwise we check the next consecutive pair of download tasks.
Finally, if we did not manage to insert a download task for a in the current plan,
we reschedule a by putting it in the list of unaffected tasks for future download
windows (lines 23–25).

4.3.2 Insertion of download tasks in the schedule

The TryInsertBetween procedure takes a download window w, an acquisition
a, a volume q, and an interval [r, d], and tries to create a download task for a
(assuming the volume of a is q) within the interval [r, d].

We consider in this procedure the data rate function fw of w, which is a restric-
tion of the data rate function fv of the visibility window v containing w. This data
rate function is piecewise constant and can thus be expressed in the following way:

fw(t) =
Kw∑
k=1

γkw1[αk
w,β

k
w](t) (4.10)

where Kw is the number of steps in fw, γkw is the constant value of the kth step, and
1[αk

w,β
k
w] is the indicator function over the interval [αkw, βkw] defining the kth step,

i.e.:

1[αk
w,β

k
w](t) =

1 if t ∈ [αkw, βkw]
0 otherwise

(4.11)

We assume that ∀k ∈ Kw, γ
k
w is strictly greater than zero. Steps with null data

rate are only found at the beginning and the end of visibility windows (when the
elevation angle is to small to transmit data), and thus can be removed from the
data rate functions corresponding to download windows.

Algorithm 4 shows a formal description of the TryInsertBetween procedure.
The goal is to find the first piece of the data rate function fw that can be used to
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Algorithm 3 On-board procedure that schedules acquisition downloads before
download windows.
1: procedure OnboardScheduling(w,A)
2: AS ← sort(w, filter(w,A))
3: T ←

{
task(null, tstartv , tstartv ), task(null, tendv , tendv )

}
4: for each a ∈ AS do
5: if ra < tstartw then
6: vol← qacta

7: else
8: vol← qmaxa

9: end if
10: inserted← false
11: curr ← head(T )
12: while curr 6= ∅ and not inserted do
13: next← next(T , curr)
14: if start(next) ≥ ra then
15: res← TryInsertBetween(w, a, vol, end(curr), start(next))
16: if res 6= ∅ then
17: insertBefore(T , next, res)
18: inserted← true
19: end if
20: curr ← next
21: end if
22: end while
23: if not inserted then
24: Reschedule(a)
25: end if
26: end for
27: end procedure

download a between r and d, i.e., a piece that overlaps the interval [r, d] and that
is sufficiently large to download a.

We start by reducing, if necessary, the interval [r, d] to take into account the
release date ra and the deadline da of a: we want [r, d] to be a subset of [ra, da].
Then, for each piece of fw overlapping [r, d], we compute the earliest download
time, rk = max(r, αkw) and the associated download duration uk (lines 6–7). If the
download end time (rk + uk) exceeds the current piece, we have to compute a new
duration taking into account the data rate of the next piece (line 12) because the
data rate cannot be modified during a download. If there are no remaining pieces
in fw, it is not possible to insert a download for a between r and d and we return
∅ to inform the main scheduling procedure (line 10). Once we have computed the
actual duration uk, we check if the download end time exceeds d, and if it does not,
we insert the task at rk (lines 14–15). Finally, if we did not find a viable piece, we
return a null-task (line 19).
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Algorithm 4 On-board procedure that tries to insert acquisition a within the
interval [r, d] inside the download window w.
1: procedure TryInsertBetween(w, a, q, r, d)
2: r ← max(ra, r)
3: d← min(d, da)
4: for k = 1, . . . , Kw do
5: if αkw < d and βkw > r then
6: rk ← max(r, αkw)
7: uk ← q

γk
w

8: if rk + uk ≥ βkw then
9: if k = Kw then
10: return ∅
11: end if
12: uk = max(uk, q

γk+1
w

)
13: end if
14: if rk + uk < d then
15: return task(a, rk, rk + uk)
16: end if
17: end if
18: end for
19: return ∅
20: end procedure

4.3.3 Ordering acquisitions for download

When considering a given download window w, the set of acquisitions considered
for download, Aw, can be partitioned into three subsets AAw, AFw and AUw that
respectively corresponds to acquisitions assigned to w, assigned to future windows
or not assigned by the ground assignment procedure, GrdAsg. Since these three sets
form a partition of Aw, we have:

Aw = AAw ∪ AUw ∪ AFw
AAw ∩ AUw = ∅, AUw ∩ AFw = ∅, AFw ∩ AAw = ∅

If GrdAsg has not been run on the ground, all acquisitions are unassigned, i.e.:

Aw = AUw

In order to sort acquisitions, we first assign priorities to them depending on
the subset of Aw in which they belong. Then, for each group of priority, we sort
acquisitions based on a potentially biased profit or on a ratio between this profit
and the volume of acquisitions.

The notation we use for the parameters of the sorting procedure is:

(P, WA, WUF , R)
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where P indicates the priority between the three subsets of acquisitions.
The possible values for P are:

— PrtA: All acquisitions have the same priority.
— PrtB: Acquisitions in AAw have priority over other acquisitions and acquisi-

tions in AUw have priority over acquisitions in AFw .
— PrtC: Acquisitions in AAw have priority over other acquisitions but acquisi-

tions in AUw and AFw have the same priority.

Inside a priority group, acquisitions are sorted based on modified profits. These
modified profits are computed depending on theWA andWUF parameters, that are
similar to the ones used in GrdAsg (see Section 4.4.2.1). WA is the profit modifier
for acquisitions assigned to the current download windows (in AAw), and WUF is
the profit modifier for acquisitions non-assigned or assigned to future windows (in
AUw ∪ AFw). Multiple profit modifiers are defined in Section 4.4.

Finally, R indicates if acquisitions should be sorted using their modified profits
or the ratios between their modified profits and their volumes.

Example 10. Consider six acquisitions a1, a2 ∈ AAw, a3, a4 ∈ AUw and a5, a6 ∈ AFw
with respective profits 7, 3, 5, 4, 6, 8 and volumes 3, 2, 3, 4, 2, 5. Let us consider
non-modified profit, then the ratios between profits and the volumes are respectively
7
3 , 1.5,

5
3 , 1, 3 and 1.6. Table 4.2 shows the different ordering of a1 to a6 for the

possible type of priorities P , taking the volume into account or not (R).

R P Order of acquisitions (left is best)

false

PrtA a6 a1 a5 a3 a4 a2

PrtB a1 a2 a3 a4 a6 a5

PrtC a1 a2 a6 a5 a3 a4

true

PrtA a5 a1 a3 a6 a2 a4

PrtB a1 a2 a3 a4 a5 a6

PrtC a1 a2 a5 a3 a6 a4

Table 4.2 – An example of ordering of acquisitions for different type of priorities.

4.4 Experiments

4.4.1 Generation of instances

4.4.1.1 Creation of acquisition scenarios

We generate acquisition plans for one day using an industrial tool which ensures
that the plan is valid, i.e., that there are no overlapping acquisitions and the plan
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comply with the agility of the satellite.
The generated plans only contain, for each acquisition a ∈ A, its end time ra and

its duration. We generate deadlines da for acquisitions by adding a uniformly drawn
duration between 30 minutes and 2 hours after the release dates of acquisitions. For
each acquisition a ∈ A, we generate profits pa randomly using a uniform distribution
between 100 and 500.

We generate non-compressed acquisition volumes based on the duration of ac-
quisitions, assuming an acquisition rate of 9134.5 megabits-per-second, which is re-
alistic for future Earth observation missions. We consider that the non-compressed
images are encoded with 12 bits-per-pixel, that the minimum and maximum ac-
cepted compression ratios are 2 (6 bits-per-pixel) and 12 (1 bit-per-pixel) and that
the compression ratios follows a beta-distribution Beta(2, 3).

Let X be random variable distributed according to a beta distribution of pa-
rameters α = 2 and β = 3, X ∼ Beta(2, 3). The compression ratio C is also a
random variable distributed according to:

C = 12
1 + 5 ∗X

Since the support of a beta distribution is [0, 1], this ensures that the compres-
sion ratio C lies within the domain [2, 12]. Figure 4.7 shows the probability density
function of the compression.

2 4 6 8 10 120

0.5

1

1.5

Compression ratio

PD
F

Figure 4.7 – Probability density function of the compression ratio with a 12 bits-
per-pixel original encoding using a beta-distribution of parameters α = 2 and β = 3.

With this method, the average compression ratio is 4 and corresponds to an
average of 3 bits-per-pixel. The average compression ratio in considered compression
systems today is 3 (2.4 bits-per-pixel), but we failed to reach it using a standard
distribution while maintaining a consistent probability density function.

We consider three acquisition scenarios denoted Normal, DayOnly and Full.
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Table 4.3 presents information regarding the considered acquisitions scenarios. To-
tal volumes and profits are rounded to three digits. In each scenario, acquisitions
are made between June 21, 2017 at 10:30 A.M. and June 22, 2017 at 10:30 A.M.
The Normal scenario corresponds to multiple short acquisitions made at regular
intervals. The DayOnly scenario corresponds to acquisitions made only during half
of the satellite orbit (when the satellite is on the day-side of the Earth). The Full
scenario corresponds to constant and large acquisitions. The daily acquisition vol-
umes in these scenarios are orders of magnitude larger than the ones in existing
Earth observation missions (which are around one terabits per day).

# Acquisitions Total volume Total profit Mean hourly volume

Normal 758 7.890 terabits 231480.356 394.49 gigabits
DayOnly 1241 33.288 terabits 379272.026 1331.54 gigabits

Full 3826 96.430 terabits 1143483.482 3857.2 gigabits

Table 4.3 – Acquisition scenarios for experiments.
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Figure 4.8 – Number of acquisitions every ten minutes for the considered acquisition
plans.

Figure 4.8 shows the acquisition rates for the considered scenarios, i.e., the
number of images acquired every tens of minutes. We can see that Full is the only
scenario where images are acquired continuously and with a high rate (average of
26.6 acquisitions every ten minutes).

4.4.1.2 Computation of visibility windows

We consider seven networks containing 1, 2, 4, 7, 10, 13 and 16 stations providing
respectively 5, 12, 23, 37, 64, 90 and 108 visibility windows. These are the best
networks found when solving the MaxPDT problem over a 20 years horizon using
the N16 set of locations (see Chapter 3). For each station, we generate visibility
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windows using the Systems Tool Kit software (see Chapter 1) from June 21, 2017
at 10:30 A.M. to June 22, 2017 at 2:00 P.M.

We then generate nominal data rate functions (assuming no clouds) for each
visibility window according to the elevations between the stations and the satellite.
We assume that the communication link can be established as soon as the satellite
is visible (i.e., above 0◦ elevation), but that the communication is blocked until 5◦
elevation. After this point, the data rate increases up to 10 gigabits-per-second
above 20◦ elevation and remains at this value until decreasing below 20◦.

We used the same assumptions as in Chapter 3 for the impact of clouds. We
used data from the ERA Interim database, fetching the cloud cover over the closest
cell (from a station) and doing a linear interpolation over time (see Chapter 1).

Assuming a cloud cover ccv during a visibility window v, the data rate function
of this visibility window can be computed as follows:

fv(t) = (1− ccv) ∗


0 if ev(t) < 5
2.5 if 5 ≤ ev(t) < 10
5 if 10 ≤ ev(t) < 20
10 if 20 ≤ ev

where ev(t) is the elevation between the station and the satellite during the visibility
v at time t ∈ [tstartv , tendv ]. Figure 4.9 shows the data rate as a function of elevation
for various cloud covers.
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Figure 4.9 – Data rate versus elevation for different percentage of cloud cover.

Table 4.4 shows the total available capacities (without taking overlaps into ac-
count) for each considered network, together with the start of the first visibility
window and end of the last visibility window. The maximum gap indicated corre-
sponds to the maximum duration without access to a station (between two visibility
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windows).

# Stations First window Last window Maximum gap Total capacity

1 June 21, 13:03:36 June 22, 04:01:52 10:25:26 10.877 terabits
2 June 21, 11:00:52 June 22, 11:15:12 04:44:03 13.398 terabits
4 June 21, 11:00:52 June 22, 12:55:41 03:10:52 26.774 terabits
7 June 21, 11:01:09 June 22, 12:52:29 01:48:56 73.303 terabits
10 June 21, 10:50:46 June 22, 12:52:29 01:31:04 92.524 terabits
13 June 21, 10:45:29 June 22, 12:52:29 01:29:30 104.739 terabits
16 June 21, 10:41:53 June 22, 12:55:41 01:29:30 126.081 terabits

Table 4.4 – Details of the considered visibility window scenarios.

Figure 4.10 shows a temporal view of the visibility windows for the 16 considered
stations. The width of each visibility window corresponds to its duration, while its
height correspond to its download capacity (not taking cloud into account). The
color of each visibility window indicates the amount of clouds above the station
during the visibility window. Table B.2 in Appendix B shows which stations are
used for each of the considered networks. These networks have been optimized over
a 20 years horizon, which is why their performances on the single day considered in
these experiments may not be optimal.
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Figure 4.10 – Visibility windows for the considered stations in the various scenarios.

We assume that updated download windows and ground assignments are com-
puted and uploaded to the satellite every 6 hours. The first upload is made on
June 21, 12:00 A.M. (10 hours before the first acquisition), and the last one on
June 22, 12:00 P.M., making a total of 4 ground optimization processes during the
simulation.
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By combining the previously described scenarios regarding acquisitions (3 sce-
narios) and visibility windows (7 scenarios), we obtain a total of 3∗7 = 21 scenarios.

4.4.2 Context and considered sets of experiments

We test these scenarios using a combined ground optimization (i.e., ground opti-
mization running both MaxCap and GrdAsg) with various sets of parameters for both
the GrdAsg problem and the on-board heuristic. We also run experiments with a
ground optimization using only MaxCap, with various parameters for the on-board
heuristic. These two sets of experiments are respectively denoted Cf1 and Cf2 in
the following.

4.4.2.1 Definition of policies and modifiers

Matching policies Given an acquisition a release at date ra and due for da, the
corresponding download must be made within the interval [ra, da]. When assigning
acquisitions to download windows in the GrdAsg problem, we do not know the exact
download times of acquisitions, we only know that if acquisition a is assigned to
download window w, the download of a will be made between tstartw and tendw . Thus,
we need to decide prior to the assignments which download windows can be used to
download each acquisition. In order to compute the set W[a] of download windows
to which we can assign a, we propose two matching policies.

In the soft policy, acquisition a can be assigned to download window w if the
release date of a is before the end of w and the due date of a is after the start of w:

W[a] =
{
w ∈ W : ra ≤ tendw and tstartw ≤ da

}
In the hard policy, acquisition a can be assigned to download window w only if

the release date of a is before the start of w and the due date of a is after the end
of w:

W[a] =
{
w ∈ W : ra ≤ tstartw and tendw ≤ da

}
Example 11. Figure 4.11 shows multiple acquisitions ai with their associated re-
lease and due dates, and a single download window w.

If we consider a soft matching policy, acquisitions a3 and a6 cannot be assigned
to the download window w because the release date of a3 is after the end of w and
the due date of a6 is before the start of w. Acquisitions a1, a2, a4 and a5 can be
assigned to w even if acquisitions a4 and a5 are released after the start of w and a2
and a5 are due before the end of w.

If we consider a hard matching policy, only acquisition a1 can be assigned to
the download window w because it is the only acquisition that is released before
the start of w and whose due date is after the end of w.

Volume modifiers Volume modifiers are used in the GrdAsg problem to compute
estimated volume q̄a for acquisitions to take into account uncertainties regarding
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Figure 4.11 – Example of assignments of acquisitions depending on the chosen
matching policy.

their sizes. We consider in these experiments two trivial volume modifiers, VolExp
and VolMax, that simply use the expected qexpa and maximum qmaxa volumes of
acquisitions.

We also consider a weighted volume modifier that computes modified volumes
based on two parameters, k1 and k2, and on the profit of acquisitions. We call
this modifier VolWgt[k1, k2], where k1 and k2 are parameters that represent the
minimum and maximum values for this volume modifiers. Equation (4.12) gives
the formal definition for VolWgt[k1, k2].

q̄a = qexpa +

k ∗ (qexpa − qmina ) if k ≤ 0
k ∗ (qmaxa − qexpa ) if k > 0

(4.12)

The value of k depends on the profit pa of the acquisition and on the minimum
and maximum profits pmin and pmax of all acquisitions in A:

k = k1 + (k2 − k1) ∗ pa − pmin
pmax − pmin

Figure 4.12 shows examples of various volume modifiers for pmin = 50 and
pmax = 200.

Profit modifiers Profit modifiers are used in the GrdAsg problem and in the
on-board algorithms to avoid downloading acquisitions at the last minute. The
modified profit considered if acquisition a is downloaded during download window w

is denoted p̄aw. We propose a non-biased profit modifier ProfitId, a parameterized
modifier ProfitDc[b, d] based on the download time of acquisitions and a modifier
ProfitCa based on the remaining capacity to download acquisitions.

The ProfitId modifier generates non-biased profits, i.e., for each acquisition a
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Figure 4.12 – Examples of simple volume modifiers and weighted volume modifiers
with various values of k1 and k2.

and download window w, p̄aw = pa.
The ProfitDc[b, d] modifier decreases or increases linearly the profit depending

on the download time of the acquisition. We consider that this time corresponds to
the start of the considered download window tstartw because we need to be able to
modify profits before assigning exact download times to acquisitions.

We first define the freshness α(a,w) of acquisition a when downloaded during
w as follows:

α(a,w) : A×W → R

(a,w) → 1− tstart
w −ra

da−ra

In practice, α(a,w) is positive because it is not possible to download an acqui-
sition using a download window that start after the deadline of the acquisition, i.e.,
tstartw < da if a is downloaded using w. But α(a,w) might be greater than one if the
download window chosen to download a starts before the release date of a. In the
following, we will assume that α(a,w) ∈ [0, 1].

Using this freshness function, we can define the profit modified by
ProfitDc[b, d] using equation 4.13:

p̄aw = pa ∗ (d+ (b− d) ∗ α(a,w)) (4.13)

When using ProfitDc[b, d], the value of the modified profit p̄aw goes from pa∗b
when the acquisition is fresh (i.e., downloaded soon after its release) to pa ∗ d when
the acquisition is downloaded just before its deadline.

Figure 4.13 shows examples of profit modifiers ProfitDc[b, d] for various values
of b and d. We consider in the examples a single acquisition a released at ra = 30,
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with a profit pa = 180 and a deadline da = 90.
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Figure 4.13 – Examples of volume modifiers ProfitDc[b, d] for various values of b
and d for a single acquisition a.

The profit modifier ProfitCa reduces the profit pa depending on the remaining
capacity to download a after w (including the capacity of w). The idea of this
biased profit is to prioritize acquisitions for which this remaining capacity is small.
Equation (4.14) gives the formal definition for ProfitCa.

p̄aw = pa
log10(R(w, a)) (4.14)

where R(w, a) is the available capacity to download a during or after w:

R(wi, a) =
∑

wj∈W[a]
i≤j

Qνwj
(tstartwj

, tendwj
)

A logarithm is used in Equation (4.14) because what really matters is the order
of magnitudes of the remaining capacity, and not really the actual capacity.

4.4.2.2 Considered sets of experiments

In the Cf1 set of experiments, we need parameters for both the GrdAsg problem
and the on-board sorting procedure. For the GrdAsg ground optimization problem,
we consider:

— both the soft and the hard matching policies;
— five volume modifiers: VolExp, VolMax, VolWgt[−1, 1], VolWgt[0, 1]

and VolWgt[−1, 0];
— five profit modifiers: ProfitId, ProfitDc[1, 0], ProfitDc[0.5, 0.5],

ProfitDc[0, 1] and ProfitCa.
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For the on-board sorting procedure we consider:

— two priorities: PrtB and PrtC;
— three profit modifiers for assigned acquisitions: ProfitId, ProfitDc[1, 0] and

ProfitCa;
— five profit modifiers for other acquisitions: ProfitId, ProfitDc[1, 0],

ProfitDc[0.5, 0.5], ProfitDc[0, 1] and ProfitCa;
— both ordering based on modified profits (R = false) and based on ratios

between modified profits and volumes (R = true).

By making combinations of these parameters, we create a total of 3000 config-
urations for our experiments.

In the Cf2 set of experiments, we only need parameters for the on-board sorting
procedure. We consider:

— no priority since acquisitions are not assigned on the ground: PrtA;
— 13 profit modifiers for acquisitions: ProfitId, ProfitCa and

ProfitDc[b, 1 − b] for b ∈ {0, 0.1, . . . , 1}.
— both ordering based on modified profits (R = false) and based on ratios

between modified profits and volumes (R = true).

In this set of experiments, we do not distinguish between profit modifiers for
assigned or non-assigned acquisitions since acquisitions are not pre-assigned on the
ground (all acquisitions are in the AUw set). By making combinations of these
parameters, we create a total of 26 configurations for our experiments.

We compare ourselves to an upper bound and two reference configurations,
which are approximations of what is feasible in reality. These approximations are
based on a complete ground optimization (computation of download windows and
assignments of acquisitions to download windows) considering a soft matching pol-
icy, and no on-board computation. Since the ground optimization does not create
an actual schedule but only a packing, we simulated the actual schedule on-board
by considering another packing problem: given a download window w, we download
as much as possible from the assigned acquisitions (considering them by decreasing
profit), and non downloaded acquisitions are thrown away.

In order to obtain an upper bound for our instances, we consider a configuration
where everything is known on the ground (actual data rate functions and volumes
of acquisitions).

We also compare ourselves to two different configurations: one where the ground
optimization consider actual data rate functions (assuming perfect forecasts) but
maximum volumes for acquisitions (since the schedule cannot be modified on-
board), and another one that consider predicted data rate functions and maximum
volumes for acquisitions. The last configuration is not realistic since, as soon as
we keep uncertainty in the download plans (i.e., data rate functions), we need an
on-board procedure to fix the schedule before each download window.
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We refer to these configurations as Ub (upper bound), Ref+ (actual data rate
functions and maximum volumes) and Ref (predicted data rate functions and max-
imum volumes).

By using only a packing procedure on-board, we obtain an upper bound on what
would actually be feasible in reality. Indeed, we do not consider switch between
data rates in the middle of downloads, or problems with acquisitions that become
available during a download window or whose deadline is in the middle of a download
window. The packing assumes that it is possible to download acquisitions right from
the start of the download window, but this may not be possible in reality. If we
consider a download window w with a constant data rate and a single acquisition
a released just before the end of w, there may not be sufficient time between the
release of a and the end of w to download a. However packing a inside w is valid
as long as w is large enough to download a.

4.4.3 Results and analysis

In order to evaluate the various configurations, we implement the models for the
MaxCap and GrdAsg problems and the on-board algorithm in C++. We use CPLEX
12.7.1 to solve the mathematical models for MaxCap and GrdAsg. We let the solver
deal with the piecewise linear equations (4.7d–4.7e) using IloPiecewiseLinear
objects.

4.4.3.1 Global performances

Figure 4.14 shows the total earned profit (on the left) and the number of down-
loaded acquisitions (on the right) for the two sets of experiments and the reference
configurations. For each set of experiments and scenarios (acquisition plans and
numbers of stations), the value shown is the best over the given set. In each figure,
the “Max” entries respectively correspond to the total profit and the number of
acquisitions in the considered acquisition plans (as detailed in Table 4.3).

The first visible result on these graphics is that it seems impossible to download
all acquisitions using the considered networks of optical stations. Even considering
perfect information without uncertainties (Ub), some acquisitions are not down-
loaded. This may be due to acquisitions having a too short deadline (i.e., lower
than the maximum gap between visibility windows shown in Table 4.4), possibly
combined with a very low profit.

With the considered network of seven stations, we manage to download 91.16%
of the acquisitions for the Normal acquisition plan and 88.56% for the DayOnly
plan. The Ub configuration gives us slightly higher numbers: 92.45% and 90%.

For the Normal acquisition plan, both Cf1 and Cf2 sets have similar results,
and reach their maximum profits with seven stations. The reference configurations
Ref and Ref+ seem to provide results similar to the upper bound, which are better
than the ones for Cf1 and Cf2. This is likely due to the simplifications made within
these configurations: since the scheduling aspect of the problem is not taken into
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Figure 4.14 – Earned profit and number of acquisition downloaded versus number
of stations for various configurations.
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account (we consider a simple packing), we obtain non-feasible download schedules
that are upper bounds of what is actually achievable.

Results are similar for the DayOnly acquisition plan, except that the profit and
number of download acquisitions do not stabilize as much when using more than
seven stations.

For the Full acquisition plan, both Cf1 and Cf2 also have similar results, but the
difference between these two sets of experiments and the reference configurations
Ref and Ref+ is significant. These experiments show that, with such amount of
acquisitions, having an on-board procedure is necessary to create efficient download
schedules. Using Cf1 or Cf2, we manage to download only 79.3% of the acquisitions
using 7 stations, but we can reach 93.18% using 16 stations. It is clear that with
higher acquisition volumes, the number of available visibility windows (which de-
pends on the number of available stations) will have more impact than with smaller
acquisition volumes.

Comparing the percentages of download acquisitions with the mean hourly ac-
quisition volumes of the three scenarios, we observe that the distribution of acqui-
sitions over time has an impact on the final results.

4.4.3.2 Impact of the matching policy

Figure 4.15 shows, for both matching policies, the number of times a set of ex-
periments using the given policy find the best solution (between all the solutions
found). The figure also shows the ratio between the best solution found with the
hard matching policy and the soft matching policy.

For both the Normal and DayOnly acquisition plans, the ratio between both
matching policies gets very close to one when the number of stations is higher than
seven. In both scenario, the soft matching policy has better results than the hard
matching one, except for very small numbers of stations for the Normal acquisition
plans. This seems to indicate that when the plan is not that much filled, giving more
freedom to the on-board heuristic, the chance of finding better solutions increases.

Results for the Full acquisition plan show a very different behavior. For small
number of stations, the soft matching policy has better result, but for high number
of stations, the hard matching policy finds better solutions more often. Further-
more, the ratio between both matching policies is higher than for the two other
plans, meaning that the matching policies have much more impact when the plans
contain lots of acquisitions.

4.4.3.3 Impact of the on-board parameters

Figure 4.16 compares, for each priority policy and scenario, the impact of taking
into account the volumes of acquisitions when ordering them, i.e., the difference
between sorting only regarding computed profits of acquisitions, or using the ratios
between profits and volumes of acquisitions (see Section 4.3.3).

For the Normal acquisition plan, there is not a clear difference between the two
approaches. This may be explained by the small amount of data that needs to be
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Figure 4.15 – Number of configurations for which each matching policy has found
the best profit and comparison between the profit found.

downloaded compared to the available download capacity. This is confirmed by the
results for the DayOnly acquisition plan with larger ground networks: the difference
between the two approaches reduces as the number of stations gets larger.

However, these results must be compared with the actual differences in profits
between the two approaches. When not taking acquisition volumes into account,
the average benefit is less than 0.03% and the maximum benefit is smaller than 0.7%
for PrtA and PrtB, and only 3% for PrtC. In comparison, the average benefit
when taking acquisition volumes into account is about 3% for PrtC and PrtB,
and as much as 10% for PrtC.

Results for the Full scenario are less ambiguous. It is clear that taking volumes
of acquisitions into account when ordering them raises better results.

Figure 4.17 compares the total earned profit and the mean age of acquisitions
(the time between the release date of an acquisition and its actual download) for
various number of stations and on-board profit modifiers, for configurations inside
Cf2.

Each curve (color) consider a given number of stations, and each point corre-
sponds to different values (b, d) for the ProfitDc[b, d] weight modifier: from (0, 1)
for the bottom-left point to (1, 0) for the top-right point. Figure 4.17 also shows
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Figure 4.16 – Number of configurations for which sorting using the ratio between
weight and volume or only volume find the “best” solution.

the total earned profit and the mean age of acquisitions for the configuration using
ProfitCa.

In most cases, there exists a configuration using ProfitDc[b, d] that dominates
the corresponding configuration using ProfitCa, making the ProfitCa profit mod-
ifier mostly uninteresting.

For the Normal acquisition plan, the values of b and d seem to have few impacts
on the mean age of acquisitions, and the pair (1, 0) seems to be the most appropriate
one.

For the Full acquisition plan, the impact of b and d is much more visible. In-
creasing d in favor of b seems to reduce the mean age of acquisitions and the profit,
while reducing d in favor of b seems to increase both objectives. By customizing b
and d, we can tune our on-board heuristics to boost one objective or the other.

Results for the DayOnly acquisition plan are in-between results from the two
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other scenarios. The impact of b and d on the mean age of acquisition is less visible
here than for the Full plan.

These results show that for realistic scenario (e.g., DayOnly), the mean age of
acquisitions is lower than 30 minutes.
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Figure 4.17 – Total profit vs. mean acquisition age for various number of stations.

Summary

In this chapter, we presented the problem of planning and scheduling the downloads
of images acquired by a low-Earth orbiting satellites in the context of free-space op-
tical communications. We explained that modern concepts and technologies such as
fixed-quality (variable bit-rate) on-board compression and free-space optical com-
munications bring multiple uncertainties into the problem. To face these uncertain-
ties, we proposed a multi-step procedure: computation of download windows and
possible flexible assignments of acquisitions to download windows on the ground, fol-
lowed by a configurable greedy on-board scheduling heuristic. Experiments showed
that the use of on-board processing has a positive impact on the number of ac-
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quisitions downloaded, and that some parameters impact the performances of the
on-board scheduling procedure. Pre-assigning acquisitions on the ground seems
to have few impacts on the final outcome of the system, but might be interesting
from an operational point-of-view to prioritize the download of acquisitions during
specific download windows. Since the on-board procedure can completely mod-
ify download plans, using a soft matching policy seems to be the best approach
here. Finally, profit modifiers allow us to prioritize age of acquisitions over profits,
especially for plans with lots of acquisitions.
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Conclusion

In this thesis, we defined and presented two problems related to the development
of free-space optical communications in the context of Earth observation missions.

In Chapter 3, we presented the optical ground station network optimization
problem. We showed that under some assumptions, this problem can be reduced to
two interleaved selection problems: the selection of ground stations and the selection
of download points. We proposed two hierarchical approaches to solve it. The
first one uses an exhaustive enumeration to evaluate all possible networks while the
second one is based on a branch and bound algorithm to reduce the search space. We
proposed a dynamic programming algorithm to solve the download points selection
problem and use it in both enumeration approaches. To improve this algorithm, we
designed a dominance rule tailored to real instances. Experiments showed that, even
if the dynamic programming algorithm had a theoretical exponential solving time,
its performance were near-linear on real instances. The exhaustive enumerations
of subsets of locations prove to be efficient to solve instances with small number of
possible locations for ground stations, but due to the exponential number of possible
networks, this approach was not suited for large instances. However, the branch
and bound approach managed to find optimal or very efficient networks, even on
very large instances.

Additional research efforts are needed to investigate the complexity of the down-
load points selection problem, and in consequence, the overall problem, for real
instances where conflicts within visibility windows can be represented as interval
graph with possible overlaps between slots. In this thesis, we chose to reduce
each visibility window to a single download point, thus transforming overlaps into
conflicts between download points. A finer approach could be considered where
visibility windows could be split into multiple download points in order to allow
the algorithm to partially use two overlapping visibility windows. Results showed
that when looking for large networks of optical ground stations, the percentage of
data transferred quickly reach 100%, and thus cannot be improved by adding new
stations. It would be interesting to consider other objectives or multi-objectives
approaches to differentiate between two networks with a 100% percentage of data
transferred, such as the minimization of the age of acquisitions, i.e., the time be-
tween acquisitions and downloads. Variations or extensions of the problem could
also be considered. In order to avoid temporal variations over the year, optimiza-
tion over rolling horizons could be interesting, or maximization of the minimum
monthly percentage of data transferred. Finally, for future space missions, opti-
mization for multiple satellites at once could be investigated. In such case, a bi-
objective approach would be preferred, in order to maximize both the percentage
of data transferred from each satellite but also the fairness between them.



Conclusion

In Chapter 4, we presented the problem of scheduling downloads of acquisi-
tions using free-space optical communications in the context of Earth observation
missions. This problem mixes two type of uncertainties: uncertainties regarding
the volumes of acquisitions after compression, and uncertainties regarding the com-
munication channel due to the use of free-space optical communications and the
presence of clouds. We proposed a flexible approach, where download windows are
computed on the ground using cloud forecasts and expected volumes for images, and
final schedules are made on-board using a configurable greedy heuristics. Experi-
ments showed that pre-assigning acquisitions to download windows on the ground
has few impact on the final outcome of the system. These experiments also showed
that with so many uncertainties, using an on-board procedure was necessary to
obtain efficient schedules, especially with heavy acquisition plans. Finally, exper-
iments showed that by configuring the on-board greedy algorithm, it was possible
to prioritize the maximization of the total profit or the minimization of the age of
acquisitions. However, these experiments also showed that some of the parameters
for the on-board heuristic had few impacts on the final schedules.

Additional research efforts would be required to analyze in more depth the im-
pact of the various parameters of the on-board heuristics and the complexities of
the considered problems. In this thesis, we compared our approaches to various
methods that solve the studied problem only on the ground. These methods gen-
erate upper bounds based on transformations of the problem into a packing of
acquisitions into download windows. In order to obtain finer bounds, it would be
interesting to consider more precise scheduling algorithms on the ground. In this
work, we chose to completely re-compute the schedule prior to each download win-
dow, meaning that past decisions made on-board are not remembered for future
schedules. Since the real volumes of acquisitions are revealed intermittently, the
schedule could be repaired incrementally after the release of each acquisition, and
thus the consumption of the algorithm could be spread over time. We also assumed
that the acquisition plan was built on the ground and never modified. It would
be interesting to consider procedures that create both the acquisition plan and the
download plan at the same time, and update them on-board as uncertainties are
resolved. This would likely increase the efficiency of the overall system and avoid
wasting resources to acquire images that cannot be downloaded. Our work assumed
a single optical communication channel, but future technologies could make use of
wavelength division multiplexing (WDM). In this context, multiple channels would
have to be considered, but their number would depend on the elevation angle be-
tween the satellite and the ground stations, and thus would change during visibility
windows. Finally, more realistic simulations could be made in order to validate
the proposed approaches, but this would require a much more complex simulation
platform.

The advantages of free-space optical communications for image telemetry in
Earth observation missions were already well-established. This thesis explored two
problems arising from their utilization and showed that both of these could be
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tackled efficiently by considering new approaches with the proposed optimization
methods. In particular, experiments in this thesis confirmed the needs for on-board
procedures for future satellite missions in order to increase the performance of Earth
observation systems.
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Appendix A

Considered networks

A.1 List of ground locations

# Name Latitude (◦) Longitude (◦) N11 N16 N48

1 Adelaide -34.86 138.57 X

2 Arecibo 18.34 -66.75 X

3 Athens 38.00 23.70 X

4 Aussaguel 43.43 1.50 X

5 Bangalore 13.03 77.51 X

6 Bordeaux 44.98 -0.57 X

7 Canberra -35.40 149.98 X X

8 Dubai 25.27 55.27 X

9 Esrange 67.88 21.06 X

10 Fairbanks 64.84 -147.73 X X

11 Gelsdorf 50.60 7.01 X

12 Goddard 39.00 -76.85 X X

13 Guam 13.59 144.84 X X

14 Hammaguira 30.88 -3.06 X

15 Hartebeesthoek -25.89 27.71 X X X

16 Hatoyama 36.00 139.35 X X

17 Hawaii 21.52 -158.00 X X

18 Inuvik 69.32 -133.54 X X

19 Kerguelen -49.35 70.26 X

20 Kiruna 67.86 20.96 X X

21 Kourou 5.25 -52.80 X

22 La Silla -29.26 -70.74 X X

23 Lustbuhel 47.07 15.49 X

24 Madrid 40.43 -4.25 X X

25 Magdalena 33.98 -107.19 X
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26 Mas Palomas 27.76 -15.63 X X

27 Matera 40.65 16.70 X X

28 Mauritius -20.17 57.52 X

29 Mc Donald 30.67 -104.02 X X

30 Mountain View 37.39 -122.08 X

31 Mt Lemmon 32.44 -110.79 X

32 New Norcia -30.97 116.21 X X

33 Okinawa 26.50 127.90 X

34 Paris 48.84 2.28 X

35 Perth -31.80 115.89 X

36 Pic du Midi 43.00 0.10 X

37 Pratica Di Mare 41.70 12.50 X

38 Pretoria -25.76 28.24 X

39 Punta Arenas -53.01 -70.85 X

40 Quantico 38.49 -77.32 X

41 Quilicura -33.36 -70.73 X

42 Santiago -33.49 -70.70 X

43 Sicily 37.75 13.91 X

44 Sierra Nevada 37.07 -119.40 X

45 Singapore 1.35 103.99 X

46 Sintra 38.87 -9.28 X

47 South Point 19.01 -155.66 X

48 Svalbard 78.23 15.38 X X

49 Table Mountain 34.38 -117.68 X X

50 Tampa 27.97 -82.48 X

51 Teide 28.30 -16.51 X X

52 Toulouse 43.56 1.48 X

53 Troll -72.01 2.54 X

54 White Sands 32.51 -106.61 X X

55 Yatharagga -29.04 115.35 X

Table A.1 – List of the possible locations for ground stations.
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A.2 Map of ground locations
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Figure A.1 – Map of the possible locations for ground stations.
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Chosen locations in MaxPDT for
the 20 year horizon

B.1 Chosen locations from N11
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Figure B.1 – Chosen locations for K = 1, . . . , 11 using N11.
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B.2 Chosen locations from N16
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Figure B.2 – Chosen locations for K = 1, . . . , 16 using N16.
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B.3 Chosen locations from N48
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Figure B.3 – Chosen locations for K = 1, . . . , 48 using N48 (Part 1).
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Figure B.4 – Chosen locations for K = 1, . . . , 48 using N48 (Part 2).
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Appendix C

Résumé en français

Optimisation pour les communications optiques dans les
systèmes d’observation de la Terre

Depuis de nombreuses années, les satellites sont utilisés pour observer et surveiller
la Terre depuis l’espace. Historiquement dédiées à des applications militaires, les
missions d’observation de la Terre sont de plus en plus exploitées dans des appli-
cations commerciales. Afin de satisfaire les besoins des utilisateurs, de nombreux
satellites vont être mis en orbite dans les années à venir et vont acquérir quoti-
diennement des centaines d’images très haute résolution qu’il va falloir redescendre
sur Terre. Bien que ces images soient fortement compressées à bord, les volumes
de données à transférer vers la Terre seront tels que de nouvelles technologies de
communication doivent être envisagées. Parmi-elles, les communications optiques en
espace libre (free-space optical communications, FSO) sont étudiées pour remplacer
les radiocommunications actuelles qui deviennent de plus en plus limitées.

Les communications optiques en espace libre transmettent des données en uti-
lisant des rayons lumineux, à l’instar de la fibre optique utilisée dans les réseaux
informatiques, et peuvent ainsi fournir des débits de transfert grandement supérieurs
aux débits atteignables par les radiocommunications. Des communications optiques
ont déjà été utilisées dans des applications commerciales afin de relayer les données
des satellites Sentinel en basse orbite, appartenant au programme Copernicus, via
le système EDRS (European Data-Relay System) de relais géostationaires.

Bien que les apports des communications optiques directement depuis l’espace
vers la Terre aient déjà été démontrés dans le passé, de nombreux problèmes res-
tent à résoudre avant de pouvoir considérer leur utilisation dans des applications
industrielles. En effet, afin de pouvoir transférer des données depuis un satellite
vers la Terre, les communications optiques doivent traverser l’atmosphère terrestre.
L’impact des turbulences atmosphèriques sur les communications optiques a déjà
été profondément étudié, et des techniques d’atténuation de ces turbulences sont en
cours de développement. En revanche, certaines perturbations de l’atmosphère ne
peuvent être atténuées directement. En particulier, l’énergie qu’il faudrait déployer
pour permettre aux communications optiques de traverser les nuages est largement
supérieure à l’énergie disponible à bord des satellites d’observation. Afin d’envisa-
ger l’utilisation de communications optiques dans des applications industrielles, de
nouveaux systèmes et de nouvelles procédures doivent être définis.
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Le but de cette thèse est d’étudier l’impact, sur le dimensionnement et l’exploi-
tation d’un système spatial, de l’utilisation de communications optiques en espace
libre. Plus précisément, nous nous intéressons aux problématiques liées à l’utilisation
de cette technologie pour de la télémétrie image dans les systèmes d’observation de
la Terre, c’est-à-dire la transmission (le vidage) d’images haute-résolution depuis un
satellite d’observation vers des stations sol de réception. Dans ce contexte de com-
munications optiques et de prise en compte des perturbations atmosphériques, nous
étudions deux problèmes d’optimisation : d’une part, un problème de dimensionne-
ment de réseaux de stations de réception ; d’autre part un problème de planification
des vidages d’images depuis un satellite en orbite basse.

Nous nous intéressons tout d’abord à la création de réseaux de stations sol op-
tiques efficaces. En effet, les nuages bloquant entièrement les communications op-
tiques, l’utilisation d’une unique station de réception ne permettrait pas d’avoir des
vidages réguliers depuis les satellites. Les satellites d’observation ayant à leurs bords
des resources mémoires limitées, cela impliquerait des pertes régulières d’images ou
une sous-utilisation du système. Afin de palier à cela, l’utilisation d’un ensemble de
stations optiques de réception, efficacemment réparties autour du globe, est actuel-
lement considérée.

L’objectif considéré consiste à minimiser la quantité de données perdues (i.e.,
ne pouvant être descendues vers une station sol) ce qui revient à maximiser le
pourcentage de données transférées. A partir d’une analyse métier des contraintes
d’un système composé d’un satellite défilant en basse orbite, nous proposons une
formalisation sous forme de programme mathématique (programme linéaire en va-
riables mixtes) de ce problème et montrons sa difficulté en termes de complexité.
Afin de prendre en compte les variations saisonnières et annuelles de la couver-
ture nuageuse, l’optimisation de réseaux de stations de réception doit être faite sur
des horizons temporels très étendus. Pour faire face à la dimension du problème
considéré et sous certaines hypothèses métiers, nous proposons une modélisation
du problème en deux problèmes de sélection interdépendants : un premier problème
de sélection des stations de vidage parmi un ensemble donné de stations possibles,
et un problème de sélection des contacts (fenêtres de visibilité) entre le satellite
et les stations. Ces deux problèmes sont résolus via une approche hiérarchique dé-
finie ci-après. Concernant le problème de sélection de stations, nous considérons
deux méthodes : la première méthode repose sur une énumeration exhaustive de
tous les réseaux possibles de stations, alors que la deuxième est une approche de
type séparation et évaluation (branch-and-bound). Pour résoudre le problème de
sélection des contacts de vidage à l’intérieur de ces deux méthodes, nous proposons
une méthode basée sur un algorithme de programmation dynamique. Afin d’éviter
l’explosion combinatoire dans le choix des contacts de vidage, nous définissons une
règle de dominance pour l’algorithme de programmation dynamique qui s’avère très
efficace en pratique sur les instances réalistes.

Afin d’évaluer les performances de ces méthodes, nous proposons un ensemble
d’instances de test en considérant des données réalistes à la fois sur la localisation des
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stations, sur les taux de couvertures nuageuses (sur une période de 20 ans), sur les
plans d’observation de la Terre, et sur les conditions de visibilité entre le satellite et
les stations de réception. Ces instances sont étendues en augmentant les volumes de
données à transférer pour évaluer le passage à l’échelle des méthodes proposées. Les
résultats des expérimentations montrent que, pour résoudre le problème de sélection
des contacts de vidage sur des instances réelles, l’algorithme de programmation
dynamique est très efficace. Cependant sa complexité théorique est exponentielle,
et elle est atteinte sur certaines scénarios générés aléatoirement. Pour la résolution
du problème complet, l’approche hiérarchique basée sur l’énumération exhaustive
des réseaux de stations ne réussit pas à passer à l’échelle sur les instances de grandes
tailles alors que celle basée sur une procédure de type séparation et évaluation réussit
à résoudre de manière optimale certaines instances contenant jusqu’à cinquante
stations possibles sur un horizon de plusieurs années.

Dans un second temps, nous nous intéressons au problème de la planification des
vidages d’acquisitions depuis un satellite basse-orbite via l’utilisation de communi-
cations optiques. Nous nous plaçons dans un contexte de missions d’observation où
les images acquises par les satellites sont compressées à bord avec un taux variable,
ce qui empêche de connaître à l’avance leurs tailles (i.e., au sol). De plus, la présence
de nuages au dessus des stations durant les fenêtres de visibilité étant incertaine, des
prédictions météorologiques doivent être utilisées. Afin de palier aux incertitudes
liées au taux de compression variable et à la présence de nuages, nous considérons
de nouvelles procédures de planification différées, effectuées à bord du satellite.

L’approche que nous proposons dans cette thèse est une approche flexible dans
laquelle le calcul des fenêtres de visibilité à utiliser est réalisé au sol, avec comme
objectif la maximisation de la capacité de vidage, alors que le calcul de l’affecta-
tion et de l’ordonnancement des vidages d’acquisitions à l’intérieur des fenêtres est
réalisé à bord du satellite, avec pour objectif la maximisation du profit lié aux vi-
dages réussis. Pour déterminer les fenêtres de visibilité permettant de maximiser la
capacité de vidage, nous proposons une modélisation basée sur la programmation
linéaire en nombre entiers avec des contraintes intégrant des fonctions linéaires par
morceaux pour représenter les volumes de données pouvant être transférées. Pour
les calculs effectués à bord du satellite, nous proposons des heuristiques gloutonnes
permettant de résoudre les problèmes d’affectation et d’ordonnancement considérés
avec les resources disponibles à bord. Différentes instances de test sont générées
sur la base de scénarios réalistes que nous étendons afin évaluer le comportement
des méthodes de résolution proposées. La comparaison entre notre approche flexible
et des approches plus standards, où les plans de vidage sont calculés au sol pour
être ensuite exécutés à bord du satellite, montre que, avec autant d’incertitudes, il
est nécessaire d’avoir des procédures réactives à bord pour ne pas sous-utiliser le
système en recourant à l’utilisation de marges.

Les approches proposées et les résultats obtenus dans cette thèse reposent sur
un ensemble d’hypothèses métiers et sur des données industrielles qu’il est néces-
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Appendix C. Résumé en français

saire d’affiner, comme par exemple, l’étude de contextes multi-satellites, la prise
en compte des coûts d’ouverture de stations de réception, l’intégration plus fine de
contraintes de chevauchement des fenêtres de visibilité ou encore la prise en compte
de communications optiques multi-canaux.

Cette thèse met en avant les bénéfices que peut apporter l’utilisation de commu-
nications optiques en espace libre pour le transfert d’images haute-résolution dans
les systèmes d’observation de la Terre. La création de réseaux de stations de récep-
tion efficacemment réparties autour du globe, ainsi que l’utilisation de procédures
effectuées à bord des satellites semblent être les élements clés qui permettront aux
communications optiques de trouver leur place au sein des applications industrielles
de demain.
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Abstract: For many years, satellites have been used to explore, analyse and
monitor Earth from space. Nowadays, low-earth orbiting satellites are taking a
steadily increasing number of pictures, with higher and higher precision, thus gen-
erating huge volumes of data that needs to be downloaded. In order to manage
such amount of data, new communication technologies are investigated. In this
context, free-space optical communications are seen as a key alternative to current
radio-frequency ones. With their orders of magnitude higher data rates, free-space
optical communications could be able to download daily acquisition volumes in a
matter of minutes. Unfortunately, optical communications are strongly impacted by
atmospheric turbulence and clouds. In order to cope with the latter, it is necessary
to design efficient distributed networks of optical ground stations. Furthermore,
since weather forecasts are imperfect, custom operational procedures should be es-
tablished to schedule the downloads of acquisitions using optical communications
to take into account uncertainties regarding clouds. In this thesis, we investigate
the use of free-space optical communications for image telemetry. We first consider
the problem of designing efficient networks of optical ground stations taking into
account the impact of clouds. We solve this problem using a combination of a dy-
namic programming algorithm and a branch-and-bound algorithm. Then, we look
at the operational problem of planning downloads of acquisitions under download
channel and image volume uncertainties. We propose a flexible approach where the
decision process is shared between ground and on-board systems.

Keywords: Combinatorial Optimization, Spatial Imagery, Free-Space Optical
Communications



Résumé : Depuis plusieurs années, les satellites sont utilisés pour explorer, sur-
veiller et photographier la Terre depuis l’espace. Ces satellites prennent un nombre
croissant d’images avec une résolution de plus en plus de plus élevée, générant ainsi
de gros volumes de données qui doivent être envoyés vers la Terre. Afin de trans-
férer de telles quantités de données, de nouvelles technologies de communication
sont étudiées. Parmi elles, les liaisons optiques en espace libre sont considérées au-
jourd’hui comme une alternative intéressante aux technologies actuelles basées sur
les radio-fréquences. Avec des débits bien supérieurs à ceux actuels, les liaisons op-
tiques sont capables de transférer d’important volumes de données journaliers en à
peine quelques minutes. Cependant, les liaisons optiques sont fortement perturbées
par les turbulences atmosphériques et, en particulier, les nuages. Afin de limiter
l’impact de la couverture nuageuse, il est nécessaire de créer des réseaux de stations
sol optiques efficacement réparties dans le monde. De plus, les prévisions météo-
rologiques n’étant pas exactes, des procédures opérationnelles doivent être établies
afin de pouvoir planifier les transferts d’images depuis le satellite vers la Terre, en
prenant en compte les incertitudes liées aux nuages et aux prévisions de couverture
nuageuse. Dans cette thèse, nous nous intéressons à l’utilisation de communications
optiques pour la télémétrie image. Dans un premier temps, nous considérons le pro-
blème de la création de réseaux terrestres de stations optiques prenant en compte
l’impact des nuages. Nous résolvons ce problème en combinant un algorithme de
programmation dynamique avec un algorithme de type branch-and-bound. Dans
un second temps, nous nous intéressons au problème de planification des transferts
d’images d’un point de vue opérationnel, en prenant en compte les incertitudes sur
les volumes des images acquises (dues à la compression bord) et celles liées aux
communications optiques. Nous proposons une approche flexible où le processus de
décision est partagé entre le système sol (centre mission) et le système à bord du
satellite.

Mots-clés : Optimisation Combinatoire, Observation Spatiale, Communications
Optiques
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