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Abstract

Machine learning systems, and specially neural networks, have rapidly grown in their
ability to address complex learning problems. Consequently, they are being integ-
rated into society with an ever-rising influence on all levels of human experience.
This has resulted in a need to gain human-understandable insights in their decision
making process to ensure the decisions are being made ethically and reliably. The
study and development of methods which can generate such insights broadly consti-
tutes the field of interpretable machine learning.

This thesis aims to develop a novel framework that can tackle two major problem set-
tings in this field, post-hoc and by-design interpretation. We particularly tackle these
problems in the context of deep neural networks. Post-hoc interpretability devises
methods to interpret decisions of a pre-trained predictive model, while by-design
interpretability targets to learn a single model capable of both prediction and inter-
pretation. To this end, we extend the traditional supervised learning formulation to
include interpretation as an additional task besides prediction, each addressed by
separate but related models, a predictor and an interpreter. To learn to solve both
tasks simultaneously, we propose dedicated loss functions for each one of them. Cru-
cially, the interpreter is dependent on the predictor through its hidden layers and
utilizes a dictionary of concepts as its representation for interpretation. The training
of the framework is centered around learning the dictionary of concepts by formu-
lating the interpretability loss function, which is constructed through a minimal set
of properties implemented as losses. We additionally define a notion of local and
global relevance for each concept to the classification decision. This helps us enable
generation of both local and global interpretations.

The framework is separately instantiated to address interpretability problems in the
context of image and audio classification. We demonstrate high predictive perform-
ance and fidelity of interpretations in both cases. This can be strongly attributed to
the access of hidden layers by the interpreter. Despite adhering to the same under-
lying structure the two systems are distinctly designed for interpretations. The im-
age interpretability system advances the pipeline for visualizing/discovering learnt
concepts for improved understandability. In particular, we propose an activation
maximization based tool to strongly emphasize detected patterns for visualization
of concepts. Our proposed visualization pipeline is qualitatively evaluated through
a subjective evaluation. Furthermore, we employ a novel criterion based on entropy
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of concept activations to improve conciseness of interpretations. The image inter-
pretation system is extensively evaluated on various popular and publicly available
classification benchmarks. The audio interpretability system instead tackles a differ-
ent goal. It is designed to facilitate listenable interpretations whilst modeling audio
objects composing a scene. This is particularly important since visual saliency maps
are not understandable for most end users. In order to achieve this, we propose a
novel representation for dictionary of concepts based on non-negative matrix factor-
ization (NMF). The interpreter learns to predict an embedding that corresponds to
time activations of a NMF decomposition of the input. Our formulation leads to a
simple pipeline to generate listenable interpretations. In the context of NMF literat-
ure, our method presents a unique way to link NMF and deep neural network rep-
resentations. The unique structure also grants it the ability to evaluate faithfulness
for post-hoc interpretations. The system is evaluated against multiple baselines on a
diverse set of audio classification tasks, including environmental sound classification
and music instrument tagging. For both systems individually, we analyze the impact
of various hyperparameter choices and discuss ways to deepen them or broaden the
scope of our general framework.



Résume

Les systéemes d’apprentissage automatique, et en particulier les réseaux de neurones,
ont rapidement développé leur capacité a résoudre des problemes d’apprentissage
complexes. Par conséquent, ils sont intégrés dans la société avec une influence de
plus en plus grande sur tous les niveaux de I'expérience humaine. Cela a entrainé la
nécessité d’acquérir des informations compréhensibles par 'homme dans leur pro-
cessus de prise de décision pour s’assurer que les décisions soient prises de maniere
éthique et fiable. L'étude et le développement de méthodes capables de générer de
telles informations constituent de maniere générale le domaine de l'apprentissage
automatique interprétable.

Cette these vise a développer un nouveau cadre pour aborder deux problématiques
majeures dans ce domaine, l'interprétabilité post-hoc et par conception. Nous abor-
dons particulierement ces problemes dans le contexte des réseaux de neurones pro-
fonds. L'interprétabilité post-hoc congoit des méthodes pour analyser les décisions
d’un modele prédictif pré-entrainé, tandis que l'interprétabilité par conception vise
a apprendre un modele unique capable a la fois de prédiction et d’interprétation.
Pour ce faire, nous étendons la formulation traditionnelle de I'apprentissage super-
visé pour inclure I'interprétation en tant que tache supplémentaire en plus de la pré-
diction, chacune étant traitée par des modeles distincts, mais liés: un prédicteur et un
interpréteur. Pour apprendre a résoudre les deux taches simultanément, nous propo-
sons des fonctions de perte dédiées a chacune d’elles. Fondamentalement, I'interpréteur
dépend du prédicteur a travers ses couches cachées et utilise un dictionnaire de con-
cepts comme représentation pour l'interprétation. La formation du cadre se con-
centre sur l'apprentissage du dictionnaire de concepts en formulant la fonction de
perte d’interprétabilité, qui est construite a travers un ensemble minimal de pro-
priétés implémentées en tant que pertes. Nous définissons en outre une notion de
pertinence locale et globale pour chaque concept dans la décision de classification.
Cela nous aide a permettre la génération d’interprétations locales et globales.

Le cadre est instancié séparément pour résoudre les probléemes d’interprétation dans
le contexte de la classification d’images et de sons. Dans les deux cas, nous dé-
montrons des performances de prédiction élevées, ainsi qu'une haute fidélité des in-
terprétations. Cela peut étre fortement attribué a l’acces des couches cachées par
I'interpréteur. Bien qu’ils adhérent a la méme structure sous-jacente, les deux sys-
témes sont distinctement congus pour l'interprétation. Le systéme d’interprétabilité
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d’image fait avancer le protocole de visualisation/découverte de concepts appris pour
une meilleure compréhensibilité. En particulier, nous proposons un outil basé sur la
maximisation de l'activation pour mettre fortement 1’accent sur les modeéles détectés
pour la visualisation des concepts. Notre pipeline de visualisation proposé est évalué
qualitativement par le biais d’une évaluation subjective. De plus, nous utilisons un
nouveau critere basé sur I’entropie des activations de concepts pour améliorer la con-
cision des interprétations. Le systeme d’interprétation d’images est évalué de man-
iere approfondie sur divers criteres de classification populaires et accessibles au pub-
lic. Le systeme d’interprétabilité audio poursuit plutot un objectif différent. Il est
congu pour faciliter les interprétations écoutables tout en modélisant les objets au-
dio composant une scene. Ceci est particulierement important puisque les cartes de
saillance visuelle ne sont pas compréhensibles pour la plupart des utilisateurs fin-
aux. Pour y parvenir, nous proposons une nouvelle représentation du dictionnaire
de concepts basée sur la factorisation matricielle non négative (NMF). L'interpréteur
apprend a prédire un plongement qui correspond aux activations temporelles d"une
décomposition NMF de I'entrée de données. Notre formulation mene a un pipeline
simple pour générer des interprétations écoutables. Dans le contexte de la littérature
NMEF, notre méthode présente une maniere unique de relier les représentations du
NMF et des réseaux neuronaux profonds. La structure unique lui confere également
la capacité d’évaluer la fidélité des interprétations post-hoc. Le systeme est évalué
par rapport a plusieurs références sur un ensemble diversifié de taches de classific-
ation audio, notamment la classification des sons environnementaux et 1’étiquetage
des instruments de musique. Pour les deux systemes individuellement, nous ana-
lysons I'impact de divers choix d’hyperparametres et discutons des moyens de les
approfondir ou d’élargir la portée de notre cadre général.

(French translation of the abstract edited by Quentin Bouniot and Arturo Castellanos
Salinas.)
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1.1 Motivation

At least more than a century ago, humans had created machines capable of remark-
able physical feats. Yet, despite all the awe-inspiring progress, until a few decades
ago, machines were unable to recognize simple patterns (Bishop et al., 1995; Webb,
2003). As noted by the great physicist Richard Feynman himself in a lecture in 1985,
“To recognize things, to recognize patterns, seems to be something we have not been
able to put into a definite procedure". In a sense, this marked the dawn of a new era.
Supported by an astonishing increase in computational and data storage capabilities,
the 21% century is continuing to witness algorithms powering machines with learn-
ing capabilities that thoroughly outperform humans (Bishop and Nasrabadi, 2006;
Goodfellow et al., 2016). This has reached a point where a human might be forgiven
if they cannot instantly name a task they can do better than any machine.

Following the blueprint of any novel piece of technology in human history, these
machines are being integrated in our society. They are automating and transforming
all aspects of our lives, ranging from daily tasks to entire workplaces (Bank, 2018).

This leads us to a critical juncture. A major issue regarding use of these models stems
from the fact that they are typically optimized for performance on their respective
tasks. To accomplish this, they learn to compute complex features on the input data.
This can make their decision process incomprehensible for humans. In turn, this can
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carry significant consequences, even catastrophic in certain cases, as these models can
directly influence human lives. As an example, imagine a person getting their loan
application rejected by some algorithm deployed in a bank. This can heavily impact
the person’s life choices. If the model is making its decision based on the race of the
person, the decision would be considered antithetical to values of human society. This
is not limited to just a single sector or specific application. There are a host of such
examples in the fields of healthcare, defence, finance etc., where machine learning
model decisions determine aspects of human lives (Bhatt et al., 2020b).

Thus, for a variety of applications, there is a moral and ethical requirement to under-
stand the prediction process of a model and ensure that it is taken based on relevant
information in the input. This has led to the emergence of studying interpretability of
machine learning models. However, it is not just ethical or legal (Voigt and Von dem
Bussche, 2017) needs that grant value to this endeavour. It can act as a great analysis
tool that can offer novel insights about a complex process (Sturm et al., 2016; Schutt
et al.,, 2017). Furthermore, it presents great prospects to assist or even enhance hu-
man decision-making (Koh et al., 2020). Most importantly though, its foundations lie
in the innate desire of humans to understand any process they observe. To be able to
understand and comprehend a model they create will always hold an intrinsic value
for them.

The need for interpretability cannot be better epitomized than by the increasing use
of deep neural networks as a tool. On one hand they have completely altered the ho-
rizons of learning applications in many domains including computer vision, natural
language processing, audio/music processing, graph processing, etc. (Dong et al.,
2021). At the same time, their architectures with multiple layers computing increas-
ingly complex non-linear features in an end-to-end setting, renders their learnt rep-
resentations entirely incomprehensible to a user. This motivated us to specifically
investigate interpretability for deep neural networks. In particular, we explore this
with respect to image and audio classification. This course of action was not only
founded upon the immense popularity of these approaches for image/audio pro-
cessing (Purwins et al., 2019; Voulodimos et al., 2018), but also because they rep-
resent some of most fundamental applications of machine learning. Among our five
perceptual senses, vision and sound are arguably the most informative senses for our
brain (Howes, 2011). We rely on them most frequently, almost every waking moment,
to navigate, interact and experience the world around us. It is thus inevitable that as
machine learning aims to assist, enhance and interact with our senses, these domains
present the most fertile grounds for applications.

1.2 Key Themes and Research Challenges

The goal of this section is to highlight the interesting themes and challenges that
underlie this thesis, and in general any research on interpretability.
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1.2.1 What is an Interpretation?

The previous section motivates why it is important to gain insights about a ma-
chine learning (ML) model, but we have not precisely defined yet what interpretability
means. As of yet, there is no universal agreed or a mathematical definition of inter-
pretability (the ability to interpret) (Molnar, 2020; Lipton, 2018). One of the popular
definitions that we align with is the one given by Doshi-Velez and Kim (2017). For ma-
chine learning systems they define interpretability as the “ability to explain or to present
in understandable terms to a human". In the context of classification systems this cor-
responds to presenting the decision process of the system in human-understandable
terms. As an additional note, we would like to mention the very closely related term
to interpretability, explainability. There is no universal agreement upon if these two
terms are synonyms or carry subtle differences in meaning. The differences, if any, are
not particularly consequential to our research. The most frequent usage of explainab-
ility and what information constitutes an explanation in machine learning literature
is functionally identical to our usage of interpretability (Rudin et al., 2022).

However, there are two follow up questions the above definition should raise. Firstly,
what information constitutes this presentation? And secondly, what does it mean to
be human-understandable? Unfortunately, there are again no objective answers to
both. Context plays a strong role in any attempt to reach an objective resolution. It is
easier to see this for the latter question as “understandability” is a subjective notion,
existing in relation to human cognition. Any piece of information that might be under-
standable for one person need not be for others. A calculus textbook is understandable
for a university professor but not for kindergarten students. That does not imply that
one cannot objectively work with the notion of understandability. Our human exper-
ience can often guide what understandability entails and for uncertain cases, opera-
tional evaluation might be possible. For example if the interpretations are intended
for use ML practitioners, one can subjectively evaluate the understandability by asking
appropriate questions to many practitioners. This inherent subjectivity adds a unique
challenge to interpretability research in regards to design of algorithms, their use and
evaluation. One of our goals, aligned with the conventional approach to best address
the subjectivity, is to convert as much as possible the subjective understanding about
interpretability to numerical properties that can be imposed/assessed.

Representations for Interpretation

Here, we would like to raise the issue of the language of interpretation. Similar to
understandability, what information constitutes an interpretation is not objectively
defined. Insightful information about a decision process can be generated in different
forms or at different levels of granularity. For example, in case of image classifica-
tion an interpretation can indicate which regions for a given input are relevant for its
decision, in other words, where a model focuses for its decision. On the other hand,
an interpretation can also inform about what a model focuses on, i.e. what detected
patterns are responsible for the decision. Both of them can equally be considered as
providing insight about the decision process but in different ways that might serve
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different purposes. However, what is indeed more important is that any interpreta-
tion algorithm specifies its objectives and is evaluated accordingly (Lipton, 2018).

A large number of algorithms rely on employing a human-understandable represent-
ation and then quantifying the importance of its elements to understand the decision
process. Thus, one way to characterize the different algorithms and interpretation
they offer is through the representation/means of interpretation they use. The role of
this choice is similar to that of language in human communication. The environment
someone is in, for instance the city/country location, can guide which language is
suitable for conversation. Similarly, different requirements originating from context
of an application can dictate which representation is more suitable. This choice forms
an important theme in design of our interpretation systems.

1.2.2 Interpretability problems and flexibility of methods

If one recognizes that interpretability of a machine learning model as an equally im-
portant goal as its predictive performance, it raises a broad issue of what is an effective
way to achieve both goals This issue has been grappled with in two different ways by
the research community that correspond to two different problem types.

The first one relies on the availability of a predictive model trained and optimized for
performance but not for interpretability and aims to devise an additional approach
to interpret the given model. This problem setting is usually referred to post-hoc
interpretation. The other setting aims to build an interpretable predictive model
from the data. The challenge here is to demonstrate high predictive performance
while maintaining interpretability in the same model. This setting is often referred
to as the by-design interpretation problem. However, real-world scenarios of util-
izing interpretability of machine learning can occur under variety of constraints and
demands regarding deployment, level of interpretability and performance. Post-hoc
approaches sustain a huge demand in the industry since companies routinely prior-
itize performance in designing their models and interpretability can arise as a sec-
ondary but required objective. On the other hand, by-design interpretable predictive
models represent a panacea in this regard and feature as a more suitable long-term
goal (Rudin et al., 2022). They even take precedence over post-hoc interpretation
methods for decision-critical applications wherein, interpretability is a primary ob-
jective. Thus, from a practical standpoint, both problem settings hold independent
value.

Note that while these are the two major types of problem there are other factors that
differentiate between different interpretability problems. For example, a common dif-
ferentiation is related to scope of interpretability, which consists of whether we wish to
interpret the decision for a single sample (local) or for the model as a whole (global).
Prior research contains multiple methods that are flexible in regard to input data
modality they process or the decision function they interpret. However, all of them
can address only one of the major problems. One of the key challenges we tackle is
to design a framework that can flexibly be used to address different types of inter-
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pretability problem:s.

1.2.3 Modality specific challenges

We instantiate our framework for image and audio classification tasks to tackle the
interpretability problems highlighted earlier. However, even with a common back-
bone for both system designs, operating on different modalities can impose different
desiderata on the interpretation in regard to how it is supposed to be used by the
user. These differences reflect themselves not only in our respective system designs
but in the interpretation generation process too. Moreover, while the evaluation of
interpretations can resemble for the two modalities given the common set of applic-
ations tackled, the quantitative and qualitative evaluations need to take into account
the specific objectives the interpretation designs are supposed to fulfil.

1.3 Contributions and Outline

1.3.1 Publications

The content discussed in this thesis has been a part of the following publications:

Conference or Journal papers

1. Jayneel Parekh, Sanjeel Parekh, Pavlo Mozharovskyi, Florence d’Alché-Buc, and
Gaél Richard. "Tackling Interpretability for Audio Classification Networks with
Non-negative Matrix Factorization". IEEE/ACM TASLP (submitted).

2. Jayneel Parekh, Sanjeel Parekh, Pavlo Mozharovskyi, Florence d’Alché-Buc, and
Gaél Richard. "Listen to Interpret: Post-hoc Interpretability for Audio Networks
with NMF". NeurIPS 2022.

3. Jayneel Parekh, Pavlo Mozharovskyi, and Florence d’Alché-Buc. "A Framework
to Learn with Interpretation”. NeurIPS 2021.

Preprints or Workshop papers

1. Winston Maxwell, Valérie Beaudouin, Isabelle Bloch, David Bounie, Stéphan
Clémencon, Florence d’Alché-Buc, James Eagan, Pavlo Mozharovskyi, and Jayneel
Parekh. "Identifying the 'Right’ Level of Explanation in a Given Situation." Ne-
HuAI workshop, ECAI 2020.

2. Valérie Beaudouin, Isabelle Bloch, David Bounie, Stéphan Clémencon, Florence
d’Alché-Buc, James Eagan, Winston Maxwell, Pavlo Mozharovskyi, and Jayneel
Parekh. "Flexible and context-specific Al explainability: a multidisciplinary ap-
proach." arXiv preprint 2020 arXiv:2003.07703.
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1.3.2 Outline

We now provide an outline for the thesis below

In chapter 2, we review the prior literature about interpretability from the point of
view of different contextual factors of an interpretability application. It comprises
of three parts: progression of methods with respect to different factors defining an
interpretability problem, details about popular methods and different representa-
tions of interpretation they proposed, and coverage of strategies for evaluating in-
terpretations. We cater our discussion more towards methods for interpretation for
image/audio classification.

In chapter 3, we develop a single framework to tackle post-hoc and by-design inter-
pretation. To do so, we build on top of empirical risk minimization formulation for
supervised learning to include interpretation as an additional task. We propose to
train a predictor, and a related interpreter through a single learning objective that
trains for both prediction and interpretation. We then outline the structure of the
interpreter which includes its dependence on predictor, representation of interpreta-
tion based on dictionary of concepts, properties and corresponding loss functions to
formulate interpretability loss for training, and a novel notion of local or global rel-
evance for interpretations. We conclude the chapter by discussing potential metrics
to evaluate the interpretations

In chapter 4 we instantiate the components of our framework and apply it for post-
hoc and by-design interpretation for image classification by learning a unsupervised
dictionary of concepts. We propose a novel entropy based loss to improve conciseness
of interpretations and develop a pipeline to understand/discover the concepts for
local and global interpretations. We extensively evaluate the interpretations quant-
itatively on multiple and popular image classification benchmarks and demonstrate
improved predictive performance, fidelity to predictor and conciseness compared to
related methods. We also a devise a study to subjectively evaluate the understandab-
ility of interpretations.

In chapter 5 we instantiate the framework for interpretability problems on audio clas-
sification. We motivate the need to generate listenable concept-based interpretations
for audio signals and introduce a novel means of interpretation based on non-negative
matrix factorization (NMF). The NMF based formulation results in a simple pipeline
to generate interpretations and allows the possibility to measure faithfulness for post-
hoc interpretations. We again extensively evaluate our interpretations quantitatively
and qualitatively on large-scale audio classification datasets including environmental
audio and music data, showing improvement in terms of performance, fidelity, faith-
fulness and understandability compared to the relevant baselines.

We discuss the contributions, limitations and future perspectives in chapter 6. This
is followed by a section on ongoing work to extend the image interpretability system
with generative models.
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2.1 Introduction

There are two aims of this chapter. The first is to get a birds-eye view, that covers a
big chunk of interpretability literature in machine learning. The second is to get a
finer look at some of the research areas, closely related to this thesis. It is worth stat-
ing at the start that we primarily focus on interpretability problems with supervised
learning as underlying task.
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We organize this information from the point of view of various contextual factors that
constitute an interpretability application. A high-level flow of such a pipeline is given
in Fig. 2.1. It consists of a model f and sample x or potentially a dataset, given as
input to some interpretation generating algorithm. The generated interpretations are
given as outputs for humans to understand the model’s decision. An interpretation is
thus a function of the model and the data itself. The natural question we then want
to ask is: What are the different factors/details that contextualize this pipeline in case
of any specific application? It could be the type of data being operated on, scope of
interpretability, real time constraints etc. We give a brief list of these factors with
some of their selected keywords below:

* Problem type: Post-hoc interpretability, by-design interpretability

* Scope of interpretability: Local, global, or both.

* Model type: Convolutional neural networks, Recurrent neural networks, ran-
dom forests, etc.

* Model accessibility: White-box, gray-box, black-box.

* Other problem defining features: Extent and point of human intervention,
real-time interpretability, training time.

* Input data type: Audio, graph, image, tabular, text, video.

* Means of interpretation: Raw input, simplified input, prototypes, concepts,
language.

* Evaluation metrics: Faithfulness, complexity, stability, etc.

Loosely speaking, the list progresses from broad factors defining a problem to those
describing specific traits of an interpretation algorithm and then finally the evalu-
ation of the pipeline. Many might consider some of the factors describing a problem
as specific features of the algorithm itself, which is why there are no strict distinc-
tions to be adhered to. The above information is summarized in Fig. 2.2. The rest of
the chapter will delve into greater details about each of these factors and how they
partition the literature:

2.2 Characteristics of the problem

2.2.1 Problem type

This is the broadest category one can construct to demarcate interpretability prob-
lems. There are primarily two types of problems: post-hoc interpretation and by-design
interpretation. The former is tasked with generating interpretations for a pre-trained
model by devising external methods for it, while the latter requires building a single
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Figure 2.1: A high-level flow for a typical pipeline for an interpretability application

interpretable predictive model. With respect to Fig. 2.1, this corresponds to the fol-
lowing:

1. Post-hoc interpretation: f is a pre-trained and fixed predictive model. The goal
is to interpret the decisions of f through an additional approach, either for a
specific sample x or as a whole on the dataset S.

2. By-design interpretation: We are required to design an f and train it on the given
dataset such that f(x) is optimized for both prediction performance and inter-
pretability on the given task.

Both the problems offer differing challenges and unique pathways to address a learn-
ing problem with performance and interpretability as desiderata. Post-hoc inter-
pretability assumes the “status quo", that is, a predictive model maximized for per-
formance, and then searches for novel ways to best interpret its decisions by devising
a separate method. Another way to look at is that it relies on traditional learning
methods to independently maximize performance. Given this initial point it aims to
maximize on the interpretability axis through a separate approach. By-design inter-
pretation on the other hand can be seen in some sense to jointly optimize on both axes
in a single learning model. It targets for inherent structures in the prediction model
itself that result in higher level of interpretability. The bigger challenge then becomes
to simultaneously ensure adequate level of performance and interpretability.

Among the two problem types, a bigger chunk of research has focused on post-hoc
interpretation. While interpretability as a research topic has been around for quite
a while (Shortliffe and Buchanan, 1975; Clancey, 1983), it’s popularity in the past
decade to a good extent can be attributed to the work by Simonyan et al. (2013) on
gradient based class visualization in convolutional networks. This is not to say there
were no efforts in fields just preceding this work (Montavon et al., 2013), but in an
unofficial sense it popularized research on post-hoc interpretation as well as gradient
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Figure 2.2: Various factors determining context of an interpretability application.
The factors in blue are related to problem definition, while those in red are related
to characteristics of the algorithm/method being used. Factors in purple can be con-
sidered part of both these aspects. Factors in green are different axes of interpretation
evaluation.

based saliency maps. This work was further followed by multiple popular saliency
map based visualization techniques (Springenberg et al., 2014; Selvaraju et al., 2017;
Smilkov et al., 2017; Bach et al., 2015; Sundararajan et al., 2017) applied on CNNs
trained for computer vision tasks. A second wave of research in post-hoc interpret-
ation followed after the proposal of LIME (Ribeiro et al., 2016) algorithm. LIME
offered a framework for local post-hoc approximation of complex black box models
for single samples via significantly more interpretable models (decision trees, lin-
ear models). The simple and general structure of LIME has resulted in large class
of works improving, formalizing, and applying it in various domains (Lundberg and
Lee, 2017; Mishra et al., 2017; Lakkaraju et al., 2019). Beyond the above mentioned
works, there have been plenty other proposed approaches and newly tackled domains
that will be covered in greater detail in rest of the chapter.
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It’s hard to pinpoint one single work to popularized working on by-design inter-
pretability in recent years. A bunch of different works in relatively close time-period
(Al-Shedivat et al., 2017; Li et al., 2018; Alvarez-Melis and Jaakkola, 2018a; Yoon
etal., 2018) proposed their own methodologies of interpretable neural networks which
exhibit high performance. All these approaches modify the architecture of the model
to achieve interpretability. A different set of approaches pushed ahead in the direc-
tion of modifying the objective function to incorporate interpretability in the model
(Zhang et al., 2018b; Lee et al., 2019). Research for this problem has rapidly picked
up pace since these initial set of works.

Research for by-design interpretability has also gained traction partly because of cri-
ticisms leveled at various post-hoc approaches. Kindermans et al. (2019) showed that
many saliency map methods failed to generate consistent attributions upon a simple
transformation of shift on the input. Alvarez-Melis and Jaakkola (2018b) raise ques-
tions about robustness of various saliency map methods. The faithfulness of post-hoc
approaches has also been called into question (Rudin, 2019). This begs the question
of if there is value in only solving by-design interpretation and no need for post-
hoc approaches. A few works dive deeper into comparing the two approaches. Rudin
(2019) is a popular work in this regard. It strongly argues in favour of refraining from
post-hoc approaches and opting for by-design approaches for high-stakes or critical
decision making applications. These applications can be viewed as cases where know-
ing insights and reasoning behind a decision is essential.

Nevertheless, from a practical standpoint both problems hold independent research
value. Real-world scenarios of utilizing interpretability of networks can occur under
variety of constraints and demands regarding deployment, level of interpretability
and performance. The introduction of GDPR (Voigt and Von dem Bussche, 2017)
has also lead to a large number of applications with interpretability requirements
of varying degree. For instance, a company might consider performance of a model
to be absolutely essential for service and insights from interpretable algorithms as
secondary mechanism for transparency with users. In this case they are lot more
likely to lean towards a post-hoc approach to interpretability.

Beyond the two broad applications discussed here, there have been other proposals
for intermediary problem types. Plumb et al. (2020) consider a problem of regular-
izing a pre-trained black-box model for improved interpretability without harming
the performance. Sarkar et al. (2022) propose the problem of “ante-hoc" explainab-
ility wherein they start from a pre-trained classification network and aim to learn a
by-design interpretable model from it. Both these problems cannot be clearly categor-
ized either as post-hoc or by-design interpretable system. Both take as initial input a
pre-trained model with good performance but intend to modify it. However, the first
still intends to use the same architecture for final prediction, while the latter intends
to use an architecturally modified model for prediction. In this sense these problems
could be seen as points on a spectrum as shown in fig. 2.3.
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Figure 2.3: Spectrum of various types of interpretability problems according to the
extent they modify a typical prediction model and incorporate interpretability in
their final prediction model. In case of post-hoc interpretation, the final prediction
model is unchanged. The other extreme, by-design interpretation either completely
trains a novel architecture or trains with a novel objective function for interpretabil-

ity.

2.2.2 Scope of interpretability

The issue of gaining insights about a model can be posed at two different levels of
granularity. The first can be to understand the model’s behaviour for a single sample
(or locally). This attends to the question of what features in a specific sample led to the
models decision. The other level is to understand the model as “a whole" (or globally).
This generally considers the question of what set of features does the model primarily
rely on across the dataset for its output. This aspect is often referred to as scope of
interpretability. We will from now on refer to interpretations with local scope as local
interpretation and with global scope as global interpretation.

The vast majority of approaches until 2018 addressed local post-hoc interpretabil-
ity problem. There are two distinct families most of them fell into. The first is the
family of saliency map approaches which rely on some form of gradient or relevance
backpropagation to generate input attribution map as interpretation (Montavon et al.,
2018). The second is the family of perturbation based approaches. These methods typ-
ically treat the underlying model as a black box and fit a simpler model over multiple
perturbed versions of input-output samples (Ribeiro et al., 2016; Lundberg and Lee,
2017; Lakkaraju et al., 2019, 2020).

Compared to local interpretations there are relatively much fewer methods that gen-
erate global interpretations (or both). One way to partly explain this is to consider the
potentially higher practical value in addressing local interpretability. However this
does not provide the complete picture. It should be noted that local interpretation ap-
proaches can potentially be extended to produce global interpretations (for example
LIME Ribeiro et al. (2016)). However, these extensions are generally only valid for
tabular data. This raises a question about the difficulty in extending for other mod-
alities. The bottleneck for extending on other modalities typically comes from the
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feature representation used for interpretation. By this, we refer to the representation
over which the importance values are generated. In a way this forms the “language of
interpretation” through which humans gain the understanding. It is generally hard to
extend local approaches for global interpretation because they often rely on repres-
entations that have a locally derived understanding, and do not generalize outside the
neighborhood of a sample. For example, saliency maps in case of images generated
importances over the space of pixels. High importance of certain group of pixels can
be considered insightful or interpretable if it corresponds to some high level object
in the image, such as a face. However, the understanding of a face associated with
it, only exists in context of the given sample. For a different image same set of pixels
might hold a completely different meaning. Conversely, for tabular data, input fea-
tures hold a high-level meaning that is general across the whole space. The feature for
area of house might take different values for different samples but it always retains
its high level meaning.

In this regard, the proposals of prototype based approaches Li et al. (2018); Zine-
manas et al. (2021) and concept based approaches (Kim et al., 2017; Alvarez-Melis
and Jaakkola, 2018a; Ghorbani et al., 2019) have been innovative. They aim to define
or learn representations of interpretation that have an underlying semantic structure
extending beyond any specific input instance. This allows the possibility to generate
both local and global interpretations. At this point we do not go much further into the
detail of these methods. We elaborate on them in discussion about different methods
and their representation of interpretation in section 2.3.

2.2.3 Input data type

For any ML practitioner, what type of data they have to operate on, is a fundamental
and influential factor. The same follows for an interpretability problem too. It is thus
sensible to partition the methods in literature to assess development for various data
modalities. Different modalities offer different challenges to work with. In certain
cases they carry unique relationships for an interpretation algorithm to exploit. On
the other hand they can constrain an algorithm in multiple ways. These factors help
create interesting scenarios and novel methods to address them. The two modalities
prominent in this thesis, Image and Audio, will be covered later in section 2.4 since
we also want a relatively more detailed view about the prior methods proposed for
them.

Tabular — Similar to how many popular supervised learning algorithms were first
benchmarked on tabular datasets , interpretability algorithms have sketched a sim-
ilar path. It as arguably the modality with most applicable number of methods. While
the relative computational ease in terms of memory and storage is an important driv-
ing factor for the same, there are two crucial reasons why this has received such
heavy attention from interpretability researchers. Firstly, the features already have
a human understandable meaning. This makes quantitatively evaluation and qual-
itative demonstration of interpretability considerably more comfortable. Secondly,
real-world applications of tabular data are immense. Consequently, many critical
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ML applications where interpretability might assume utmost priority, come under its
wing, for instance concerning financial or healthcare data.

Various saliency map methods (Bach et al., 2015; Sundararajan et al., 2017; Smilkov
et al., 2017), perturbation approaches (Ribeiro et al., 2016; Lundberg and Lee, 2017;
Lakkaraju et al., 2020, 2019), by-design interpretable networks (Radenovic et al.,
2022; Agarwal et al., 2020; Al-Shedivat et al., 2017; Alvarez-Melis and Jaakkola, 2018a;
Yoon et al., 2018) have all been applied for tabular datasets.

Text — Apart from tabular and image data, interpretability of natural language pro-
cessing models has received the most attention. This is partly because of massive net-
works exhibiting human-like capabilities to process and produce text (Kenton and
Toutanova, 2019). However, from the point of view of interpretation text data of-
fers an interesting domain to test algorithms. Words are often treated as tokens over
which importances are generated. The effortlessly provides a manner to deliver un-
derstandable interpretations. Akin to tabular data, research methods for all types
of problems discussed previously have been proposed, ranging from local post-hoc
approaches through saliency maps (Bahdanau et al., 2014; Mullenbach et al., 2018;
Bang et al., 2021; Ross et al., 2017) or perturbation approaches (Alvarez-Melis and
Jaakkola, 2017) to by-design interpretable approaches with local (Al-Shedivat et al.,
2017; Croce et al., 2019) or global interpretability . These methods most commonly
address text classification or question-answering tasks.

Graphs Research on interpretations of models processing graph data has signific-
antly increased in the past 3-4 years. Work in this domain has evolved in three dif-
ferent directions (Li et al., 2022). There have been a group of methods extending
previous post-hoc interpretation techniques to graphs, including LIME (Huang et al.,
2022), CAM (Pope et al., 2019) and LRP (Schnake et al., 2021; Cho et al., 2020). A
newer class of methods, specifically targeting graph neural networks (GNN) or graph
convolutional networks (GCNN) aim to exploit the architecture of the network for
improved interpretations. That include a subset of methods offering interpretations
through subgraphs (Ying et al., 2019; Vu and Thai, 2020; Lin et al., 2020; Yuan et al.,
2021), and a second subset considering complete graph structure (Luo et al., 2020;
Yuan et al., 2020).

Video/multimodal Interpretability for models processing multiple modalities is still
a relatively under-explored, but interesting problem domain. Current works are
predominantly for models processing image and text for visual question answering
(VQA) tasks (Park et al., 2018; Strout et al., 2019; Selvaraju et al., 2020). There have
been some efforts in interpretability of video processing networks. Kanehira et al.
(2019) for instance target video classification task and Tian et al. (2019) propose in-
terpretable audio-visual captioning method.

Other data types — Many chemical or biological data processing tasks arise as high-
stakes applications for ML models. Thus, interpretability can potentially be a strong
requirement in such cases. There are rich fields developing interpretability meth-
ods for bioinformatics applications with gene expresstion data (Hanczar et al., 2020;
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Bourgeais et al., 2021; Xing et al., 2021), processing EEG or ECG data (Ma and Zhang,
2019), molecular information based datasets (Lee et al., 2019) etc. To some degree,
depending upon the modality, these methods are influenced by the works developed
as generic interpretability methods. Nevertheless, each of these applications carry
their unique challenges which inevitably results in novel modifications.

2.2.4 Other factors

Having discussed the most relevant contextual factors describing a problem, we now
complete the discussion about the factors characterizing an interpretability applica-
tion by briefly covering two sets of factors below:

Model type & information

A practical aspect that differentiates many interpretation applications is information
about the model being interpreted. It itself comprises of primarily two types of in-
formation. The first is the type of model being interpreted. This could vary between
a random forest (Bénard et al., 2021), a recurrent neural network (Van Luong et al.,
2021), an artificial neural network (Boz, 2002) etc. The second type of information,
relevant only for post-hoc interpretation approaches, is the extent of model inform-
ation (for eg. weights of a neural network) available to the interpretation algorithm.
A sizeable fraction of the proposed algorithms consider the model as a black-box
and thus they only have access to input and output of a model (Ribeiro et al., 2016;
Chen et al., 2018). The other extreme consists of gradient based approaches which
have complete information about internal parameters (needed for backpropagation).
A number of approaches fall into neither of these categories and treat the under-
lying model as a “gray-box", with access to selected parts of the model’s paramet-
ers/representations. Most common examples of this are methods that access certain
hidden layer of a neural network (Selvaraju et al., 2017; Kim et al., 2017; Schulz et al.,
2019).

Human intervention

A second set of practical aspect which offers a unique flavour to any application is
human intervention. This includes the extent and point of intervention. Vast ma-
jority of methods simply provide their outputs to be analyzed by humans and thus
involve no human intervention in their outputs. Concept bottleneck models (Koh
et al., 2020) explore the idea of studying their model while allowing human inter-
vention to modify the models prediction for concept labels. One can also modify the
point where signals from human are used. Arous et al. (2021) for instance incorporate
human rationales to improve interpretability and performance of text classification.
The research topic of human-in-the-loop learning (Wu et al., 2022) can be explored
further to dive deeper in the nuances of this factor.
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2.3 Algorithms and means of interpretation

Until now we primarily viewed the literature from the categories of factors contex-
tualizing an interpretability learning problem. Now we turn our attention towards
factors contextualizing an interpretability generating algorithm, that is, what factors
affect and differentiate various methods to generate interpretation.

As of yet, there is no universally agreed generic mathematical definition for an in-
terpretation. In our view, any interpretability method (local) consists of two integral
components. First, a function Q : X x F — 2%, that computes a data representa-
tion Q(x, f) used for interpretation. The representation consists of d individual ele-
ments, each in a space Z. These individual elements form the units of interpreta-
tion that a human should be able to understand. We refer to this as the means of
interpretation or representation for interpretation. The second key component is a
relevance/importance function r(x, f) € R? which computes importances of different
elements of Q(x, f) for the decision f(x). The idea behind () is a more general ver-
sion of “interpretable data representation” as discussed in LIME (Ribeiro et al., 2016).
Herein, we also allow the data representation to be computed using the classifying
function f, which is an occurrence in multiple methods (Li et al., 2018; Alvarez-Melis
and Jaakkola, 2018a; Ghorbani et al., 2019).

From a methodological perspective, most algorithms differ in how they design ()
(which includes defining Z), or how they propose to generate r(x, f). It is import-
ant to recognize the wildly varying possibilities of designing () or r. For example
for backpropagation based saliency map approaches, Q(x, f) = x. For images, this
is a low-level representation with Z being space of RGB or grayscale pixel values.
r implements a procedure of modified backpropagation to determine importance of
individual pixel for decision f(x). On the other hand for prototype interpretation
methods, Z = IR, Q(x, f) represents distance of x to d prototypes learnt by f and
r(x, f) can simply be a fixed weight matrix used to make final predictions, but also
indicating which prototypes are important for which output logits. The possibilit-
ies are so wide that one can even represent human language interpretations about
a model decision wherein one considers Z as the space of words, Q(x, f) as a fixed
language dictionary independent of x or f, and r(x, f) to determine which words to
select (along with their ordering), to generate a meaningful sentence. Note that the
above discussion does not in anyway convey information about how understandable
the interpretations are, which is highly subjective.

We discuss below the common possibilities of Q(x, f) that have been explored in prior
literature along with the most representative interpretation algorithms for each pos-
sibility:
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2.3.1 Raw input attribution

The single most frequent way of generating interpretations is based on estimating
raw input feature importance, i.e. ((x,f) = x. Part of the reason of its frequency
is its applicability, as it’s the most obvious choice of representation to begin with.
The common theme behind raw input attribution approaches is that they generate
importances over the space of original input domain. As discussed previously, back-
propagation based saliency map approaches are most representative of this group.

More specifically, given a classifier function f from a space of predictive models F,
f:X - Ywith X =R% )Y =R, asaliency map S can be described as S : R x F — RR¢,
that is, S(x, ) takes as a input a sample x and function f and computes importance
values over features of x. Note that the notion of relevance function r(x, f) is indeed
the saliency map S(x, f) in case of raw input attribution. For multi-class classification,
f(x) can denote output probability of a single class. Different methods have proposed
different ways of computing S(x, f), some of which we’ll mention below. However,
the underlying idea behind them from the point of view of means of interpretation
is that the way a human visualizes/understands an input sample x, they can use the
same means to visualize/understand S(x, f) and identify which parts x were deemed
relevant for the decision by the saliency map. If X is a set of images, then the saliency
map highlights what regions of an image were relevant to the decision. Examples of
many saliency maps are illustrated in Fig. 2.4

Simonyan et al. (2013) proposed using gradient of classifier output w.r.t input as
method to compute S, that is, S(x, f) = V, f(x). Shrikumar et al. (2016) discusses use
of positive part of x©V, f(x) as the saliency map, which is the element-wise product
of input and gradient. GuidedBackProp (Springenberg et al., 2014) proposes use of a
modified gradient-backpropagation approach, of backpropagating only through pos-
itively activated neurons as procedure to compute saliency map. LRP (Bach et al.,
2015) instead of relying on gradients propose their own methodology of propagating
relevance across layers based on a layer-wise conservation principle. Another pop-
ular approach of generating saliency maps, different from the previous ones is that
of GradCAM (Selvaraju et al., 2017), wherein they first compute weighted average of
convolutional maps from the last layer according to magnitude of their gradient. This
map is upscaled to input image size and combined with GuidedBackProp output to
generate final saliency map.

Except for tabular data, where some interpretability methods can also provide global
interpretations, input attribution is almost exclusively used for generating local inter-
pretations. The major advantage in using this means is its wide applicability. How-
ever a potential criticism for this means arises from the fact that raw input features
need not be highly meaningful for human reasoning. This is typically the case for
modalities like image, audio, graphs etc. For eg. raw time domain samples or time-
frequency bins of spectrograms in case of audio is a very odd basis for humans to
understand a decision as. Similar is the case of using raw pixels to understand de-
cisions for images. For saliency maps this criticism can also be encapsulated in a
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Figure 2.4: Examples of saliency maps from various methods. Image from Schulz
et al. (2019)

different way. Saliency maps can identify where relevant features for a model are
(in case of images) but poor at indicating what those features are and how they are
being used for the decision (Thomas et al., 2022). A partial fix for this is through the
development of simplified representations which are covered next.

2.3.2 Simplified representations

These representations generally appear in the context of methods generating local
post-hoc interpretations for non-tabular input modalities. The motivation behind
using them is that we want to represent the input in a "simplified" manner, that
is suitable for interpretation. This representation is utilized by the interpretation
algorithm, which them computes the feature importances over this more "human-
friendly" representation. The most popular methods employing this means of inter-
pretation is LIME (Ribeiro et al., 2016) and SHAP (Lundberg and Lee, 2017). We
cover the LIME algorithm below along with specific instances of the representations
in case of text, image and audio:

Given a classifier function as before f : X - R*, X = RY, and a sample x for which
we wish to interpret f(x), LIME interprets via a model g € G,g: X — R, where G is a
class of potentially interpretable models, for example linear models or decision trees
operating on simplified representation of the input. They define ()(g) as a measure
of complexity of g. In case of linear g, (2(g) is he number of non-zero weights while
in case of decision trees ()(g) is the depth of the tree. Additionally, they define un-
faithfulness between f and g with the distance between their outputs in the local
neighborhood of x, by £(f, g, n,), where 7t,(z) denotes proximity of instance z to x
and helps mark neighborhood of x. To then generate local interpretation for f(x) they
solve the following optimization problem which tries to balance between fidelity of g
to f and its complexity:
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8x = argmin L(f, g, 7tx) + Q(g)
geG

The key remaining detail is about the simplified representation domain X and how it
helps to provide interpretation. LIME proposes designs of X for text and image mod-
alities. For text classification, they propose to represent input text by a binary vector
indicating the presence or absence of a word. For image classification, they represent
an image by a binary vector indicating the “presence” or “absence” of a super-pixel
(Achanta et al., 2012). The domain X" is then uniquely defined for a given x by the
binary vector {0,1}¢ wherein each vector contains information about presence or ab-
sence of a word/super-pixel. The proximity measure 7t,(z) is also defined in the do-
main of simplified representation, for eg. how many word/superpixels are removed
in z compared to x. Computationally, LIME solves the optimization problem on a set
of samples obtained by perturbing x multiple times in simplified representation do-
main and modelling the variation in output of f over these samples through a simpler
function g,. The interpretation is then generated according to the structure of g,. For
example, for linear models coefficients of g, denote the importance of a superpixel
or word. In this case, the coefficients and the corresponding features they attend to
serve as the final interpretation. Note that Q(x, f) in this case is based on X”. It is only
locally meaningful for each x denoting the set of superpixels/words composing x.

Interestingly, one can easily define the simplified representation to align with the
original input domain R? as X’ = {0, 1}, where a binary vector would denote pres-
ence/absence of an individual feature. This is indeed the case for when LIME is ap-
plied to tabular data. However this quickly becomes a poorly structured problem for
input spaces of high-dimensionality. The total possible perturbations is 2¢ i.e., ex-
ponential in d. For modalities like images or audio d can easily run into thousands
or even millions. Even if one need not cover the complete neighborhood, the num-
ber of required perturbations to cover reasonable amount of this space grows high.
This in turn worsens the fidelity-complexity trade-off of g since with large number
of samples, maintaining high fidelity requires much more complex linear model. A
simplified representation thus not only has a interpretability motivation, but also a
computational motivation in case of perturbation-based methods. The number of
superpixels are typically considerably less than number of pixels making these al-
gorithms lot more practical to use.

Another commonly used simplified representation for images is that of dividing them
in rectangular patches. This is utilized by some information bottleneck based ap-
proaches for local post-hoc interpretations, L2X (Chen et al., 2018) and VIBI (Bang
et al., 2021). Their algorithms select a predefined number of patches and their in-
terpreter approximates the classifier decision using only the selected patches as in-
put. A very similar simplified representation is also utilized by an extension of
LIME algorithm for audio signals, termed Sound-LIME (SLIME) (Mishra et al., 2017).
Their algorithm divides an input spectrogram into non-overlapping time-frequency
patches and then applies the LIME algorithm to extract a predefined number of most
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important patches for singing voice detection task. It is worth observing that while
choice of this representation is relevant for the interpretation algorithm, the inter-
pretation itself and the process of understanding it is almost the same as for raw
input attribution.

They also come with their own set of limitations. From a practical perspective the
key limitation is that choosing a reasonable set of hyperparameters can be highly
sample-dependent, requiring frequent human supervision. Moreover, these methods
are generally not capable of generating global interpretations, since a simplified rep-
resentation cannot be generalized across multiple samples (except for tabular data).

2.3.3 Prototypes

Along with concepts, this is one of the most recent means of interpretation proposed.
They have primarily been applied to address by-design interpretation (Li et al., 2018;
Angelov and Soares, 2020), through a neural network design based on prototype clas-
sification techniques (Bien and Tibshirani, 2011). The design has also been adapted
for other types of modalities, including audio (Zinemanas et al., 2021; Loiseau et al.,
2022). All of them can be loosely grouped under the umbrella term‘prototypical net-
works’. The idea behind prototype classification is to classify a sample based on its
proximity to prototype observations from a dataset. The modification prototypical
networks make is to represent prototypes as points in a latent space. The distance
of any input is computed with the prototypes in the latent space and the decision
is made by processing the distance vector, typically through a linear classifier. The
distance vector in this case plays the role of Q)(x, f) with an underlying structure of
learnt prototypes governing it. Chen et al. (2019) slightly differ in their modelling of
prototypes for image classification. They instead model patches in an image as proto-
types. For a new input they make a decision based on the distance matrix of patches
in the input image w.r.t all prototypes. A local interpretation for any sample consists
of prototypes that were determined closest by the network. A user is then typically
able to visually identify reasons of closeness of the sample to the prototypes. While
these approaches generally do not explicitly consider problem of global interpreta-
tion, the set of prototypes and their weight matrix leading to final decision (assuming
a linear classifier on top of distance vector) can be considered as a form of global in-
terpretation. For completeness, we briefly cover the system design of Li et al. (2018),
and adaptations for their audio counterparts.

Li et al. (2018) consider their model as composed of three networks, an encoder f :
X — R%,X = R%, a decoder d : R? — X and a prototype classification network 4 :
R? — Y,Y = RX. The networks f,d learn m prototypes py,ps,...,pm € R1. The decoder
is essential to be able to visualize all the prototypes as samples in input space. The
final classification network is ho f. The network h is divided into two primary parts: a
prototype layer p : R7 — IR™ computes squared {,-distance of an embedding z = f(x)
to all the prototypes as p(z) = [||z —p1||%, ||z - p2||§,..., ||z —Pm”%]- The second part of h is
a linear layer with softmax activation. Given a dataset D = {(x;,v;)}"_,, the following
loss function is proposed to train the networks.
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The term CE(hof, D) is the cross-entropy loss on the classification output. The second
term R(g o f,D) is the MSE reconstruction loss to train the encoder and decoder to
learn to map dataset points to latent space and back. The remaining two losses R;, R,
are proposed prototype losses. Ry encourages each prototype to remain close to some
training sample. This helps in visualization of a prototype as it is expected to be close
to some training sample. The loss R, encourages each sample to be close to some
prototype. This helps the set of prototypes to cover the training space efficiently.

This design of prototypical networks has been modified in various ways. A recent
work ProtoVAE (Gautam et al., 2022) proposes to replace the autoencoder with a
variational autoencoder and introduces a orthonormality constraint to learn more
diverse set of prototypes. Zinemanas et al. (2021) proposed a version of prototypical
networks suitable for audio, abbreviated as APNet (Audio Prototypical Networks).
They propose a different strategy to compute distances between prototypes, much
more suited for mel-spectrogram like embeddings than ¢, distance. Work by Loiseau
et al. (2022) further improved upon APNet by additionally learning and predicting
parameters that transform audio-specific properties for each prototype, essentially
allowing them to learn controllable prototypes.

The biggest advantage of prototypical networks is their adaptability for diverse use-
cases. They can be applied for various modalities, can be used for local and global
interpretations and have a straightforward mechanism for interpretation. However
they have their own drawbacks as well. They are used only for by-design interpreta-
tion and not post-hoc interpretation. They are highly dependent on good reconstruc-
tion for understandability of prototypes. The flexibility in designing the original or
latent space for prototypes can sometimes address this issue. Nevertheless, for its
most common usage, high-quality reconstruction is essential. Lastly, as highlighted
previously, the user is tasked to visually identify reasons a prototype is considered
close to the given sample for the network. In this regard, prototypical networks can
improve upon interpretability of their underlying decision process. Hoffmann et al.
(2021) highlight this issue in a realistic setting of compression artefacts in input.

2.3.4 Concepts

A relatively more recent means of interpretation, mainly arisen in the context of deep
neural networks whose hidden layers have been empirically shown to capture high-
level features. It is based on idea of using representing high-level abstract concepts in
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anetwork. They offer significant potential upsides in terms of understandability since
humans also reason and communicate through such abstract concepts. Moreover,
they aim to interpret a decision at finer scale with more detailed information. For ex-
ample, given an image of an ant, instead of presenting the most salient input region
as interpretation which is the case for most methods, concept-based methods attempt
to quantify the individual impact of finer details constituting the input such as ‘blobs’
and ‘tentacles/thin-legs’. Beyond these upsides, these methods can generally also be
adapted to provide global interpretation of the model. The key challenge in devel-
oping such methods is learning or visualizing them reliably in an understandable
manner. Research on this means of interpretation can be broadly divided into three
directions:

Concept activation vectors

Kim et al. (2017) propose the idea of concept activation vectors (CAV) for interpreta-
tion of deep neural networks. To ease understanding, it is useful to break the TCAV
proposal in three major parts: (a) Representation of concept, (b) translating repres-
entation to hidden layers and (c) generating relevance of concept for a class.

TCAV proposes using a set of positive and a set of negative examples to represent a
high-level human-understandable concept. For example, in case of object classifica-
tion of images, the concept of “stripes" can be represented by a bunch of examples
from striped objects (zebra, tiger, food etc.) which form the set of positive examples
and a set of random examples from other classes with non-striped objects. These
examples are human annotated/selected. This gives a flexible mechanism to user to
represent any high level concept they like. The second step consists of translating
this representation of a concept as sets of positive and negative examples to repres-
entation in terms of hidden layers of network being interpreted. Specifically, when
dealing with a deep neural network classifier f : ¥ — RX,X = R"”, K is the num-
ber of classes, they select a hidden layer /, and the f can be written as h; o f;, where
fi : R" — IR™ is output of hidden layer I and /; : R" — RX denotes remaining layers of
network f, until the output layer. Representing a concept C, denoted by set of posit-
ive examples P and negative examples N, in terms of hidden layer / consists of first
collecting layer activations for both sets of examples {f;(x),x € P} and {f;(x),x € N},
and training a linear classifier in the activation space to classify the sets of positive
and negative examples. This classifier, represented by the normal vector of hyper-
plane v € IR™ is termed as concept activation vector. The final piece of the method,
to compute relevance of concept for a class k consists of computing directional de-
rivative of the output neuron, denoted as h;; w.r.t concept activation vector v¢, that
is, the quantity S¢;x = Vhl,k(fl(x))TvC. This quantity is computed and fraction of
samples from class k with positive directional derivatives is used as the estimate for
importance of any concept C in prediction for class k.

A key limitation of the TCAV approach is the dependence over human supervision to
define a concept. This limitation was addressed by the work of Ghorbani et al. (2019)
who proposed an approach for automatic concept extraction (ACE). The core of their
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approach consists of first generating various superpixels at multiple scales and for
many images of a class. A representation of each superpixel is than extracted through
the use of their network’s hidden layers. These representations undergo clustering
wherein perceptually similar superpixels tend to be close to each other. Each cluster
is finally used to define a concept. While ACE is able to remove dependence on human
supervision, it faces its own sets of limitations. Their algorithm is limited to networks
that can meaningfully cluster superpixels. This is not an obvious behaviour one can
expect since the scaled superpixels are not representative of input distribution. While
this has empirically been ascertained for large neural networks trained on ImageNet
but nonetheless, it is difficult to generalize to other settings.

Self-explaining neural networks (SENN)

Alvarez-Melis and Jaakkola (2018a) proposed a by-design interpretable network based
on generalized linear models. Their approach employs two sub-networks 6 : X —
R“J and h: X — R/, both of which operate on input. The final prediction is com-
puted as f : ¥ — RS, f(x) = O(x)Th(x). The network 6 learns to generate coefficients
of the model 6(x). The network h learns a dictionary of concepts and thus h(x) fulfills
the role of Q(x, f). Note that the representation for interpretation is a part of com-
putation of f(x). If the input is a tabular data then & is simply fixed as the identity
function h(x) = x as the features already carry high-level meaning. In case of other
modalities, for eg. images, the dictionary of concepts is learnt in an ‘unsupervised’
manner. It is important to make it clear at this point that when referring to learning
concepts in an ‘unsupervised’ fashion, we refer to unavailability of any additional
information or supervision regarding learning of concepts. It does not refer to the
learning problem for our final prediction from this model. The learning of this dic-
tionary is carried by imposing constraints on it, implemented as loss functions. Each
element of this dictionary h(x); € R encodes a high-level concept that needs to be
understandable for the user. We will discuss below the loss function to train the com-
plete model. While the work explores deeper the direction of learning the coefficients
stably, our focus is more on the learning and understanding of dictionary of concepts.
The complete training loss writes as follows:

L(f,x,9) = Ly(f(x), )+M:9(f( X)) + CLy(x, %)
(x)

Ly
Lo(f(x) = IV,f (x) = 0() T TE (x)ll5
Lp(x,%) =l - x||2+||h( x)lh

The loss function consists of three terms. The first term £,(f(x),) is the classifica-
tion loss on output of f. The second term Ly is a proxy term to encourage stability of
coefficients with respect to features, that is to encourage the property that the coeffi-
cients change little in the vicinity of any point in feature space. It requires computing
the jacobian of concepts w.r.t input features. The final term £}, is used to learn the
dictionary of concepts. It is composed of two terms. The first term trains the dic-
tionary as embedding of an autoencoder, via the network h,. : R — X, % = hy,(h(x)).
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This constraint is proposed to promote fidelity to input and preserving the relevant
information about it in h(x). The second term promotes sparsity of h(x). The reas-
oning behind this term is that any input sample should be representable through
few non-overlapping concepts. To understand an individual atom of the dictionary
h(x);, the authors propose to visualize the set of training samples maximally activat-
ing h(x);. By understanding the common patterns among the maximally activating
training samples, the user derives understanding about the underlying concept.

Concept-bottleneck models

Contrary to previous two directions which involved defining/learning representation
of concepts as part of their research agenda, concept bottleneck models Koh et al.
(2020) assume availability of known dictionary of concepts. This also makes learn-
ing of concepts relatively lot more straightforward. This research direction instead
studies the utility of concept-based interpretations with human intervention.

It is worth noting that concept representations in examples with known dictionaries
is similar to representations for unsupervised learning proposed in SENN. In a way
this highlights that using representation of set of concepts in images as real-valued
activation vector is grounded in existing examples. Work on “ante-hoc explainability"
Sarkar et al. (2022) follows a similar theme where they tackle cases of both known
dictionary of concepts and unsupervised learning of concepts via the same structure
of representation.

The concept bottleneck models have gained recent popularity with multiple research
works analyzing its ideas or building from it Margeloiu et al. (2021); Sawada and
Nakamura (2022); Yuksekgonul et al. (2022). There are some other notable methods
that too apply use of known dictionary of concepts Kazhdan et al. (2020). Chen et al.
(2020) for instance use it to transform the latent space to align with the concepts.

2.3.5 Natural language

Using ‘natural language’ as means of interpretation refers to understanding the de-
cision directly through language, the way any human would explain it to anyone
else. This is potentially the form of interpretation which is easiest to understand.
Moreover, this can also be considered an important part to achieve interactivity of
interpretation systems, a highly desirable quality Lakkaraju et al. (2022). However,
there is a major challenge pertaining this. Conveying insights about a model in terms
of language requires a mathematical object to encode information about the inter-
pretation and a language understanding module that can transform this information
to a communicable piece of a language. Interpretations relying on language as means
of interpretation have largely been limited to text processing models Abujabal et al.
(2017); Rajani et al. (2019); Sydorova et al. (2019) since their design often has basis
in language structure (typically English). Tackling this problem in other scenarios is
highly challenging. One might consider research on development of vision-language
models (for example for image captioning) as important steps of progression in this
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direction. However, this further reinforces the complexity of the task as this reflects
progression only for visual modality. Research for other modalities in this regard is
lacking relative to vision.

However, for vision, there have been some notable attempts in the direction of de-
veloping natural language based interpretation methods. Hendricks et al. (2016) is
arguably the most popular of these. They train to generate text-based interpretations
from visual features extracted from hidden layers of a classifier. The recurrent model
generating the text is conditioned on the predicted class label. The model is trained
on the CUB-Birds classification dataset with the help of content descriptions for each
image Reed et al. (2016).

2.3.6 Other forms of interpretation

Contrary to the categories discussed until now, which at their core proposed different
representations for interpretations, there are two other forms of interpretations which
are not necessarily tied down to any specific representation () but rather have a differ-
ent method to determining relevance r(x, f). They determine the important features
in Q(x, f) without explicitly quantifying importance of individual elements.

Logical rules: This refers to the use IF-THEN rules to provide interpretations over
Q(x, f). The key advantage in opting for them is that they offer a definite interpret-
ations, with virtually no subjectivity, requiring only minimal efforts from a human
to understand them (provided ()(.,.) is interpretable). Methods using rule-based in-
terpretations exist for both post-hoc (Lakkaraju et al., 2019; Moradi and Samwald,
2021) and by-design interpretation (Kusters et al., 2022; Angelov and Soares, 2020;
Qiao et al., 2021), offering local or global interpretations. Their most common usage
in literature has been with raw-input or simplified input as Q.

However the major downside in their usage is the strong fidelity/performance — in-
terpretability tradeoff. Without employing use of complex logic, they are limited
in performance, specially for high-dimensional modalities such as images, graphs
etc. However, complex logical rules severely affect their understandability. Moreover,
reasoning over low-level representations of these modalities can even be intractable,
for example raw pixels in an image. Thus they are generally applied to tabular and
text data. Nevertheless they act as a useful standalone component, and can poten-
tially operate over other means of interpretation to perform reasoning over more
complex features (Angelov and Soares, 2020).

Counterfactual interpretations approach the goal of determining importance by ask-
ing what would one change in input to change the decision (Wachter et al., 2017).
While these could be considered unique means of interpretation in their own right,
a more holistic approach would be to view them as a different style of interpretab-
ility that can fit with the other means of interpretations (Lang et al., 2021; Kanehira
et al., 2019). Similar to various other modern machine learning ideas, counterfactual
reasoning also has old roots in psychology (Roese, 1997). While they are typically
not used for global interpretations, they have developed a rich body of literature
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spanning most data modalities and interpretability applications (Jacob et al., 2022;
Guidotti et al., 2019; De Lara et al., 2021).

2.3.7 Properties for interpretation learning

A central theme to development of many interpretability algorithms, is the idea of
converting human understanding about behaviour of interpretations to numerical
properties that can be enforced or encouraged through loss functions. It can be con-
sidered an important differentiating factor for design of different methods. In our
coverage of different methods this idea has been implicitly present at many points in
the form of training loss functions and the rationale for their incorporation. For eg.
LIME (Ribeiro et al., 2016) encouraged two properties as loss functions. One for local
fidelity to output and other for reduced complexity of interpreter.

However, even after recognizing this importance, we have refrained from partition-
ing the literature from this lens because the challenges and properties are typically
specific to the means of interpretation itself and not obvious to compare across dif-
ferent methods. For instance, raw input or simplified input methods impose prop-
erties purely to learn relevance generating function r(x, f). The representation for
interpretation ()(x) is pre-determined. On the other hand prototype/concept-based
approaches aim to learn both r(x, f) and Q)(x, f) through the imposed properties. In
case of prototypes this leads to two unique loss functions about dataset coverage of
the prototypes. This property is absent from any other design of (. In general the un-
derlying notion is that different means of interpretation give rise to different desirable
properties with differing goals, making a global comparison non-trivial.

As one might expect, not all methods fit this format. For example, for CAV based
methods (Kim et al., 2017; Ghorbani et al., 2019), their understanding about beha-
viour of interpretations directly reflects in their design rather than as an explicitly
imposed loss function.

Nevertheless, it is useful to encapsulate this information for better perspective about
the literature. We summarize information about various properties enforced on inter-
pretations for some popular methods in Tab. 2.1, some of which have been discussed
previously in this section. Note that the listed properties need not be comparable or
implemented in the same way across different methods.

2.4 Image and Audio interpretability

Image interpretability methods : Development of state-of-the-art networks for com-
puter vision tasks has lead efforts for interpretability of these models. Apart from tab-
ular data, images have easily the most attention of interpretability research. Numer-
ous methods have been proposed tackling a diverse set of problems. This includes dif-
ferent methods for local or global, post-hoc and by-design interpretations — saliency
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Method Prediction Output Fidelity Complexity Input fidelity Stability Missingness Consistency
LIME-based v v

SHAP v v v
Prototype-based v v

Information-bottleneck based v v

SENN v v v v

Table 2.1: Popular interpretability methods discussed and the properties imposed.
Any single property need not be meaningful for all methods nor be implemented
in the same way. Post-hoc methods generally enforce fidelity to output. By-design
approaches typically have prediction loss imposed on their representation for inter-
pretation.

map based systems (Simonyan et al., 2013; Selvaraju et al., 2017; Al-Shedivat et al.,
2017), perturbation based systems (Ribeiro et al., 2016; Lundberg and Lee, 2017; Fong
and Vedaldi, 2017), information bottleneck based systems (Chen et al., 2018; Bang
et al., 2021; Schulz et al., 2019), prototypical networks (Li et al., 2018; Chen et al.,
2019; Gautam et al., 2022), concept-based systems (Kim et al., 2017; Ghorbani et al.,
2019; Yeh et al., 2019b; Alvarez-Melis and Jaakkola, 2018a; Koh et al., 2020; Lang
et al., 2021) and language based systems (Hendricks et al., 2016).

Until now, we have clearly highlighted the advantages and disadvantages of various
means of interpretation, laying an emphasis on concept-based interpretations. The
next chapter will justify our choice of learning unsupervised dictionary of concepts.
Interestingly, while there are numerous approaches for them at this point in time,
only SENN (Alvarez-Melis and Jaakkola, 2018a) and ACE (Ghorbani et al., 2019) are
strictly prior approaches to ours. A clear advantage of opting them for interpreta-
tion beyond the typical advantages of using concepts is their complete independence
to any external algorithm. However, there are certain limitations to both. ACE, as
covered earlier, is limited by its reliance on external algorithms and network repres-
entations that can meaningfully cluster superpixels. SENN on the other hand can
be improved for its interpretations. The current proposed pipeline by SENN to dis-
cover/understand the concepts is to visualize the training samples maximally activ-
ating the concept. While certainly insightful, this puts a heavy onus on the user
to derive their own meaning about set of images without any tool to understand it
deeper. Thus, a similar criticism highlighted before for saliency maps can be levied
for this pipeline to some extent, that it does not go deeper in to the question of “what"
is the underlying concept captured among the set of maximally activating training
samples. This is one of the issues we address for our work on interpretability for
image classification.

Audio interpretability methods: Compared to other major modalities, audio inter-
pretability has received sparse consideration. The progression of research has been
similar to certain other modalities, such as graphs. We state this because of two
reasons. The first being that post-hoc interpretation approaches have received the
vast majority of attention compared to by-design interpretation approaches recently.
Moreover, the research methods have developed in two directions following a sim-
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ilar pattern as graph interpretability research. The first set of methods primarily
utilized image interpretability techniques and demonstrated their utility for audio.
These include saliency maps (Becker et al., 2018; Muckenhirn et al., 2019) and atten-
tion mechanisms (Won et al., 2019). The second are instead methods that specifically
try to exploit structures in audio and modify previous proposals to suit audio. This
has included extensions of LIME and TCAV algorithms for post-hoc interpretations
(Mishra et al., 2017, 2020; Haunschmid et al., 2020; Chowdhury et al., 2021; Foscarin
et al., 2022). Critically, these approaches focus more on aspects that make interpret-
ations more comprehensible to users for audio.

In particular, SLIME (Mishra et al., 2017, 2020) proposed to segment the input along
time or frequency. The input is perturbed by switching "on/off" the individual seg-
ments. AudioLIME (Haunschmid et al., 2020; Chowdhury et al., 2021) proposed to
separate the input using predefined sources to create the simplified representation.
AudioLIME arguably generates more meaningful interpretations than SLIME as it re-
lies on audio objects readily listenable for end-users. However, it suffers from limited
applicability, requiring existence of known and meaningful predefined sources that
compose the input audio. More recently, Foscarin et al. (2022) extended the idea of
TCAV to represent concepts in music data. The supervised approach requires the
overhead of human annotation of concepts, whereas the unsupervised approached
based on non-negative tensor decomposition faces the challenge of meaningful learn-
ing of concepts. APNet (Zinemanas et al., 2021) extends prototypical networks (Li
et al., 2018) for audio input while addressing by-design interpretation by defining a
more suitable distance measure for audio prototypes.

2.5 Evaluation of interpretation

To evaluate interpretations generated by an algorithm has been a very challenging
task for researchers in this domain and continues to be a topic of active research.
There are two major difficulties in evaluating interpretations. Firstly, it is extremely
rare to have some ground truth to quantitatively compare an interpretation to. Secondly,
there is strong element of subjectivity involved in the evaluation. Interpretations are
typically generated for humans to gain insights about a model. Thus, this inform-
ation needs to be in a form understandable to human. Recall that ’human under-
standability’ is even part of the definition of interpretability we rely on. However,
it is extremely hard to objectively quantify human understandability. What can be
understandable for one person need not be for another one.

One of the earliest in depth discussion with a hawk-eye view of this topic can be
found in the work by Doshi-Velez and Kim (2017). They propose to organize all the
possible evaluation strategies in three different categories as shown in fig. 2.5. The
three categories in decreasing order of cost are: ‘application-grounded evaluation’,
’human-grounded evaluation” and "functionally-grounded evaluation’. The first of
them ’application-grounded evaluation’ is categorized as involving human experi-
ments with real-world applications. The efficacy in this case is established by showing
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Figure 2.5: Categorization of evaluation strategies proposed by Doshi-Velez and Kim
(2017).

improvement on a meaningful end-point for the application compared to a baseline,
which can be another established model or a human baseline. A popular example for
this would be doctors using an interpretability system to help their diagnosis (Koh
et al., 2020). While the most effective, this evaluation is expensive to setup and con-
duct, requiring high standards of safety, experiment design, and potentially genuine
implications on human lives.

The second category is that of human-grounded evaluation” which considers evalu-
ation with real humans but simplified tasks. These don’t directly evaluate perform-
ance of the system for an application it would be used for, but are generally used
to evaluate certain subjective aspects of an interpretation, such as its understandabil-
ity. Common examples of this evaluation is choosing between a pair of interpretations
based on some qualitative criteria to assess their quality (Selvaraju et al., 2017). While
cheaper than the previous category, conducting a human evaluation is always a costly
endeavour, requiring care in experiment design and human time and labour cost. The
last category is ‘functionally-grounded evaluation’ which does not rely on any human
experiments and instead using a functional proxy to measure quality, such as sparsity
or robustness of an interpretation.

Given the high costs involved in ‘application-grounded evaluation” and even to a good
extent for human-grounded evaluation’, ML research community has made consid-
erable attempts to advance ’functionally-grounded evaluation’. The most preval-
ent approach for conducting evaluation is to identify generic or task-specific defin-
ition/properties one desires from the interpretations. These properties are quantified
through some proposed strategy which forms the basis for evaluation. It is important
to emphasize that identifying desirable properties can be used to propose loss func-
tions for training an interpretable model, a very frequent occurrence in the literature.
However, at this point we are considering quantitative metrics to evaluate desirable
properties.

As of yet, there is no formal definition or particular set of properties with general
consensus across various tasks, models, input data or means of interpretation. Re-
searchers have proposed different sets of desired properties of interpretations for dif-
ferent problem settings. Even for a specific property and a problem setting there have
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multiple proposed strategies to quantify it. Among the attempts to unify evaluation
framework for interpretability the most comprehensive attempt is that of Quantus
package (Hedstrom et al., 2023). Their work is focused on implementing all the pro-
posed properties and evaluation strategies for each property. Their primary focus
is on saliency map approaches, and consequently raw input attribution based ap-
proaches. However, multiple metrics feature in one form or other for other means of
interpretations, tasks and data modalities.

We list the major properties collated under the package and some popular strategies
to quantify them.

Faithfulness

The “faithfulness" of a interpretation to the prediction tries to quantify whether the
features identified as important by the interpretation are also “important" to the pre-
diction function. There have been various proposed metrics that evaluate this aspect
(Bach et al., 2015; Alvarez-Melis and Jaakkola, 2018a; Montavon et al., 2018; Arya
et al., 2019). The common theme among most proposals is to quantify change in pre-
diction when simulating “removal" of the most important features in the interpreta-
tion. A larger drop in predicted output (logit/probability for classification) indicates
better faithfulness.

From a research perspective, the tricky part in any proposal of this metric is the fea-
ture removal step. The challenge lies in the fact that a feature removal strategy might
push the modified sample out of the data distribution. How the prediction func-
tion is affected by this is generally unknown. This introduces an unintended factor
that might affect change in prediction. This has led to experimentation with vari-
ous feature removal strategies. Nevertheless, the core idea of faithfulness is a crucial
property one expects from an interpretation.

Complexity

Complexity essentially measures the information content or conciseness of an inter-
pretation provided to a user. All things equal, an interpretation utilizing lower num-
ber of features is more preferable. The previously proposed metrics include meas-
uring gini-index of attribution map (Chalasani et al., 2020), entropy of fractional
contribution of the features to the total attribution (Bhatt et al., 2020a) and number
of features with attribution greater than a threshold (Nguyen and Martinez, 2020).

Robustness

For small perturbations to the input, if the prediction function is largely unchanged,
one expects the interpretations to remain same as well. This is quantified by metrics
for Robustness/Stability. The common idea behind most proposed metrics (Alvarez-
Melis and Jaakkola, 2018b; Montavon et al., 2018; Agarwal et al., 2022; Yeh et al.,
2019a) can be summarized as follows: If S(x, f), S(x’, f) denote the saliency map or
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input attribution for input x and its perturbed version x’ respectively, then the various
metrics typically aim to maximize the distance between attribution maps ||S(x, f) —
S(x’, f)ll, when normalized w.r.t the amount of perturbation ||x — x’||,. Lower values
indicate higher stability. Some of the metrics vary in how they define the “amount” of
perturbation by using other quantities like change in prediction output |[f (x)— f (x')||»
instead of distance between the inputs. Nevertheless, the core idea about computing
stability remains the same.

Localization

This is more commonly used for object classification task in images with known
bounding box or segmentation mask annotation. It evaluates how well the attribution
map aligns with the bounding box or segmentation mask. As with the other metrics, it
can be quantified in different ways. Zhang et al. (2018a) for instance check if location
of attribution with highest value is inside the target area or not. Kohlbrenner et al.
(2020) on the other hand compute the fraction of positive attributions overlapping
with the target area.

Axiomatic

These metrics quantify how well do interpretations align with certain axiomatic prop-
erties in the literature (Kindermans et al., 2019; Sundararajan et al., 2017; Nguyen
and Martinez, 2020). For instance, Kindermans et al. (2019) measure the variation in
interpretation when a shift is added to input. Assuming the method is applied on a
model invariant to input shift (eg. CNNs), the interpretation is not supposed to be
equivariant to shift, but the relevance values are not supposed to change (taking into
account the shift).

2.6 Summarizing relevant themes to the thesis

To conclude, this chapter was focused on categorizing the literature from the point
of view of context factors of an interpretability application as well as cover details
about popular methods related to our framework and its applications to image and
audio modality. The context factors themselves were organized in three separate bins.
Factors characterizing a problem, characterizing different interpretability algorithms
and evaluation of interpretations. We now summarize the themes briefly and high-
light where the research in this thesis will operate at the with respect to categorization
laid out:

» Problem characteristics: We highlighted multiple factors characterizing an inter-
pretability problem but in particular laid strong emphasis on three of them —
‘problem type’, ‘scope’ and ‘input modality’. In chapter 3, we will develop a
framework which can tackle both post-hoc and by-design interpretation prob-
lems, and possibly even some recently proposed variants. The framework will
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only learn or interpret neural networks and will be capable of generating both
local and global interpretations. Chapter 4 will study the application of this
framework for image modality. Chapter 5 will study application of this frame-
work for audio modality.

Means of Interpretation: We elaborated different representations of interpreta-
tions proposed and used throughout the literature, ranging from low-level rep-
resentations such as raw-input to human language itself. As will be argued in
chapter 3, the means of interpretations for our framework will be closely related
to the unsupervised concept-based interpretation methods. However, there is a
small note needed to be made regarding strong relationship between 'means
of interpretation’ and ’input modality’. The restriction of the data modality
needed to be processed can impact the choice for representation for interpreta-
tion. Using a raw input features as the representation can be regarded lot more
meaningful for tabular data, than graphs/audio. The data modality can alter the
desired nature of interpretations and thus the representation used for it. This
relationship plays an important role in motivation of our choice for representa-
tion of interpretation in chapters 4 and 5. While we improve upon the unsuper-
vised concept based interpretations in case of images, for audio modality we are
lot more interested in generating listenable concept-based interpretations. This
motivation will render the representations employed for images unusable and
lead us to novel representation for interpretation for audio.

Interpretation Evaluation: We discussed broad categories of interpretability eval-
uation with different specificity and cost, as well as strategies of quantitative
metrics (part of ‘functionally-grounded evaluation’) typically used for saliency
maps or other raw-input attribution approaches. These strategies and categor-
ies will form the basis for how we evaluate interpretations in our framework
which we discuss in chapter 3.
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3.1 Introduction

The objective of this chapter is to develop a general framework to address post-hoc
and by-design interpretability in the context of supervised classification. To define a
single learning problem that can tackle both interpretability problems, we begin by
recapping the formulation of a supervised classification problem. We then extend it
solve an interpretation task in addition to the prediction task. In order to do this,
we define a predictor, its dependent interpreter, each dedicated for one task, and
single learning objective to learn them. This leads to the formulation of the cent-
ral learning problem of our framework, titled Supervised Learning with Interpreta-
tion (SLI). Following this, we develop the internal structure of the interpreter. We
motivate the representation of interpretation and our method to enable this learn-
ing. The representation is based on learning unsupervised concept dictionary, given
the discussion about various representations in the previous chapter, and we enable
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the interpreter to learn such representations by giving it access to intermediate out-
puts of predictor. We continue to develop the structure of interpreter by defining
properties suitable for its desired function and corresponding loss functions that for-
mulate our learning objective. After laying out the skeleton of the architecture, we
sketch an outline to define the interpretation task. It consists of formulating a pro-
cess to generate local and global importances over our dictionary of concepts based
on a novel notion of relevance and discovering/understanding information encoded
by each element of the dictionary. We then concretely discuss how the SLI objective
can be used to tackle post-hoc and by-design interpretability, and even the recently
proposed variant ante-hoc interpretability. Finally, we conclude with discussion on
evaluation of interpretations in our framework. We list some potential metrics that
quantify various aspects of interpretation, related to previously proposed evaluation
strategies discussed in chapter 2. We rely on these metrics for evaluating our inter-
pretations for later chapters when we instantiate our framework for image and audio
modalities.

3.2 Moving towards a single learning framework

It is worth spending some time describing the underlying task of supervised classi-
fication for which we wish to address the problem of interpretability

A typical instance of any supervised learning task assumes an underlying unknown
probability distribution P over an input space A and output space ). We also assume
a given training set S = {(xi,yi)?il} composed of N independent realizations of a pair
of random variables (X,Y) over P(X x )). On top of this, one defines a hypothesis
space F, which denotes a space of predictive models from & to ). It is a set of
candidate functions f € F,f : X — ), for example linear models, decision trees,
single layer neural networks etc. over which we wish to select the most “suitable”
function for prediction. To determine the suitability of a candidate function from the
hypothesis space, a loss function £, : 7 X Py — R, is defined, where Py denotes
space of sets of size N that can be independently drawn from P. This loss function is
then empirically minimized over the given dataset S € Py to select the most suitable
prediction function:
f*=argmin [:pred (f,S)
feF

Given any new input £ € X, the selected function f* can be used for the prediction
task as § = f*(X), crucial for any supervised learning problem. For a supervised clas-
sification task, ) ¢ R€ where C denotes the number of classes. In case of multi-class
classification, ) = {y € {0,1}¢, Y%, ¢ = 1}, which is the set of one-hot encoding vec-
tors of dimension C. On the other hand, for multi-label classification, ) = {y € {0, 1}¢}.

The choice of hypothesis space F as deep neural networks (including CNNs, RNNs,
Transformers etc.) is arguably the most popular choice among the ML research com-
munity in recent years, given the state-of-the-art performance these models have
achieved over a host of different classification problems. Thus, we treat this as the
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starting point to build our learning framework. Throughout the discussion in this
and later chapters, we will concern ourselves with supervised classification as the
underlying task and deep neural networks as hypothesis space.

Our goal is now to design a single learning problem that can be seamlessly adapted
for multiple interpretability applications. In order to achieve this, note that predic-
tion and interpretation both should be essential tasks of the framework. This leads to
the idea of incorporating interpretability as an objective in the learning of the model
itself. However, a second key idea we rely on is that the interpretation task differs
from the prediction task and requires a dedicated model that depends on the pre-
dictive model to be interpreted. For a given model f € F, we denote Gy the family
of models gf : X — ), that depend on f and are devoted to its interpretation. For
sake of simplicity, an interpreter gr € Gy is denoted g, omitting the dependency on f.
With these assumptions, the empirical loss of supervised learning is revisited to in-
clude explicitly an interpretability objective besides the prediction loss, yielding the
following definition.

Supervised Learning with Interpretation (SLI):

Problem 1: argmin L,.04(f,S) + Lin(f,8,S) (3.1)
fe]-',gegf

where £;,;(f,4,S) measures the ability of g to provide interpretations of predictions
by f and £,,.4 is the prediction loss as before. This tasks the deep neural network f
with prediction and its dependent model g with its interpretation. It is worth noting
that formulating learning problems with multiple objectives with different models
addressing each one is frequent occurrence in machine learning literature. Garcia
et al. (2018) for instance, learns two functions, one for structured output prediction
and other to predict whether to abstain or not from prediction on the current input.
A large number of methods in knowledge distillation literature (Gou et al., 2021) con-
tain two different models, a teacher and a student, both trained to address different
objectives.

We now dive deeper into how the interpreter g can be designed, including its depend-
ence on f. This will serve two purposes. Firstly, it will set the foundation for how the
interpretations will be generated. Moreover, it will provide a further perspective on
specific cases of Pb. 3.1 that can be used for different interpretability applications.

3.3 Developing interpreter structure

3.3.1 Motivation for design

To motivate the structure of interpreter it is essential to start conceptualizing some
key parts of its design. Namely, (a) what should be its means of interpretation?, and
(b) how should it be dependent on f such that it is in a “suitable” position to interpret
output of f.
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We start with its means of interpretation, which refers to what representation it relies
on to generate an interpretation. The previous chapter delved into detail about vari-
ous proposed means in literature. One of the interesting observations resulting from
the categorization was the use of non-input attribution based representations for in-
terpretation. For almost any data modality, it is preferable to employ a representation
that has the potential capacity to capture semantic features, useful for human reas-
oning and communication. In case of tabular or text data this purpose is well served
by the raw input representation itself. However, this does not translate to many other
modalities. For high-dimensional modalities like images or audio, the raw/simplified
representation of an input is quite different from abstract representations as in hu-
man communication. Prototype or concept-based interpretations offer much better
prospects at capturing such abstract representation, and provide finer-level details
about what features are relevant to the decision. Moreover, they possess better po-
tential to also generate global interpretations. The criticism about interpretability
of distance computation in prototype based interpretations however pushes us more
towards opting for concept-based representation.

For high flexibility of the framework we would also like to rely on a representa-
tion that can be learnt without any additional information. This discourages use of
concept representation as proposed in TCAV (Kim et al., 2017). Selecting a unsu-
pervised representation that can encode semantically meaningful information can be
modality-driven choice which will be explored further in later chapter. Nevertheless,
unsupervised concept-based representation as in SENN (Alvarez-Melis and Jaakkola,
2018a) aligns with the above criteria, and serves as a reasonable general candidate to
begin with.

A natural question to then ask is from where and how can this representation be
learnt so that it can also simultaneously offer insight about the classifiers decision
process. This question connects strongly to second part of the design which asks
how should the interpreter be dependent on the classifier. Our solution to this is
quite simple. The hidden layers of the classifier, especially the ones close to the
output capture bulk of the features that the classifiers relies on for its prediction.
Moreover, deeper layers of neural networks have been known to capture more higher-
level/abstract features (Bengio et al., 2009; Zeiler and Fergus, 2014). They can act as
a great source for the interpreter to not only learn a classifier-specific high-level rep-
resentation, but also very intimately tie it down to the classifiers decision process.

This offers us tremendous benefits in terms of application, flexibility and zero an-
notation cost, but it also comes with its own set of challenges. Learning such a rep-
resentation would put the onus on designing the interpretability objective L;,,;.

3.3.2 Formalizing the structure

Without much loss of generality we assume that f is a deep neural network with |
hidden layers of respective dimension ji,...,j;. Each element f : X — ) of F satis-

fies: f = fiy1 0 fjo...0 fy where f; : R — RY, dy=d,dj; =C,j=1,.,]+1is the



3.3. DEVELOPING INTERPRETER STRUCTURE 45

function implemented by layer j. As for the interpreter model g € G, we propose the
following original architecture which exploits the outputs of T chosen hidden layers
of f. Denote 7 = {iy,iy,...,i7} C {1,...,]} the set of indices specifying the intermediate
layers of network f to be accessed and chosen for the representation of input. We
define D = YT, d;,. Typically these layers are selected from the latter layers of the
network f. The concatenated vector of all intermediate outputs for an input sample
x is denoted as f(x) € RP.

Given f a network to be interpreted and a positive integer K € IN*, an interpreter
network g computation can broken down in two parts. First, it extracts a dictionary
of attribute functions @7 : X — ZX. by processing the selected intermediate outputs
fr(x), through a function W : RP — ZX. That is, ®7(x) = W o fz(x). The primary object
of interest here is the attribute dictionary @;. It is composed of K individual func-
tions ¢y : X — Z,k =1,...,K and Z = R?,d’ € N*. Each ¢y(x) represents presence
or activation of a high-level attribute, i.e a “concept” over . An individual func-
tions output domain Z, is a non-negative orthant and denotes a relevant activation
space for a modality. In case of images (chapter 4) d’ will be simply set to 1 and in
case of audio (chapter 5) it will denote the number of time frames of a spectrogram.
The precise meaning of a high-level attribute, and how W needs to be designed is de-
pendent on the modality one is operating on and how ®; will be defined to interact
with input space A'. One can note that even though the function W is operating over
the space of selected hidden layers, the attribute dictionary is defined as operating
over the input space. While it can be considered as a superficial detail, it aligns with
an important idea of understanding an attribute function through the input space,
which is generally interpretable for the user.

The second part in g’s computation consists of processing the attributes ®z(x) through
a function © : ZK — ). Ideally, © needs to be designed in a way to provide easy
mechanisms for quantifying importance of any individual attribute function ¢y in the
interpreters output. Linear models or any other differentiable interpretable models,
for example variations of neural additive models (Agarwal et al., 2020; Radenovic
et al., 2022), serve as good candidates for its architecture. The computation of the
interpreter can thus be summarized as below:

2(x) =@ oDz(x) =@ o Wo fr(x) (3.2)

The learnable parameters of W, are exclusive to g, which also shares parameters
with f upto the last intermediate layer accessed. We summarize the key notation
introduced until now in Tab. 3.1

3.3.3 Learning by imposing interpretability properties

Having formalized our initial idea behind designing the interpreter and its repres-
entation of interpretation, the follow-up question to consider is how to learn such a
representation. Our main mechanism for learning is to encourage various properties
relevant for interpretability by incorporating them as loss functions in the object-
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Figure 3.1: Example architecture of predictor and interpreter in our framework.
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Symbol Description

X Input space
y Output space for classification

f:x-Y Predictor deep neural network with J intermediate layers

g:X-Y Interpreter network dependent on f through its intermediate layers
I Set of selected intermediate layers of f accessed by g

fr(x) € RP Concatenated output of selected layers of f of size D

®;:X — ZX  Dictionary of K attribute functions over X
P X > Z Individual attribute function, computes activation of a concept over X'

W:RP — 2K Part of g. Computes @z (x) from f7(x)
©:2Kk 5y Computes g(x) from attribute activations @z (x)

Table 3.1: Key notation summarizing computation of interpreter g.

ive £;,;. This leads to the question of what are the essential properties that should
be incorporated in @7. The precise answer to this is again highly dependent on the
modality and requirements for what is the desired information to be encoded by ®7.
Moreover, even among other recent works relying on learning such a representation,
there is no clear agreement. However based on our conceptual ideas about ®7, and
previous unsupervised concept learning systems, we propose a minimal initial set of
properties and corresponding loss functions. We primarily attend to three properties
that we consider essential to our design and then discuss some other additional prop-
erties. For any instance of the framework in the later chapters, the corresponding loss
functions of the three properties are linearly combined to form £;,;.

Note that these properties differ in a crucial way with previous axioms/constraints
for interpretability such as ones proposed by Lundberg and Lee (2017); Sundararajan
et al. (2017). These methods were not tasked with learning representation for inter-
pretation. They enforced the properties to learn importance values of features, and
not for learning the features.
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Fidelity to Output

The interpretation is supposed to be generated for the predictors output. It is thus
natural to expect the interpreter to be able to approximate the predictors output. We
term this as encouraging output fidelity. A typical choice of implementing this as loss
function would be to minimize generalized cross-entropy loss between g(x) and f(x).
For multi-class classification tasks, this loss can be written as:

Lor(f,8S5) Zg Tlog(f (x))

xeS

For multi-label classification tasks, it writes slightly differently as:

Lop(f8:8)==) _g(x)@log(f(x)

x€S

Remark 3.1. The learnt representation ©r(x) is tied down to the predictor computation
in two ways. First, by construction, it is forced to be generated from certain hidden layers
which the predictor relies on for its output. And second, the output fidelity loss encourages
that this representation be generated in a way that it can retrieve predictor’s output.

Fidelity to Input

The second essential property is connected to understandability of ®@;. Every inter-
pretation method proposed until now ultimately makes use of input space for un-
derstanding an interpretation. We wish to encode information about activation or
presence of a concept over X'. This can be viewed as each ¢, encoding information
about higher order features related to input. A common structure that is used to im-
pose this property, utilized by previous interpretable networks (Alvarez-Melis and
Jaakkola, 2018a; Li et al., 2018), is to treat @7(x) as encoding for an autoencoder. We
thus introduce a decoder function d : ZX — X. The primary goal of decoder function
d is to reconstruct input x using the dictionary of attribute functions ®(x). The loss
function for this can be implemented in many distinct ways but as a starting point we
propose the mean squared error

Lig(f,2d,8) =) Id(@r(x)=xl3 =) (P (fr(x) - I3

x€S xeS

At this point we refrain from going into further details about designing d or the loss
function £;r. However, it is crucial to emphasize the impact of these choices. The
function d heavily affects the type of features encoded in ®; and will be a central
theme when we apply the framework for audio classification. Its design is heavily
linked to structure of @7 and vice-versa along with particular requirements in a spe-
cific problem setting.
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Conciseness

For any given sample x, one expects that only a small number of high-level concepts
are present. Thus, sparsity of attribute activations is expected to reflect encoding of
abstract latent information about the input. The simplest and most generic choice to
impose sparsity of activations is penalizing ¢; norm of activations ®z(x).

ﬁconc = ”(DI(x)Hl

From a learning point of view, penalizing {; norm has been a useful regularization
term (Bank et al., 2020). However, it also has roots in encouraging interpretability
of learnt representations (Lage et al., 2018). In the context of our framework, this
benefits learning of @7 in two ways. First, as we already indicated, activation of
small number of attributes should reflect their abstract character. Secondly, since
one would need to understand concept encoded by an attribute function “relevant”
to the decision, conciseness assists in reducing number of attributes required to be
analyzed during interpretations.

Other properties

It is important to emphasize that the above discussion only sets a rough pathway for
what properties and loss functions one can impose to learn ®7(x). There remains
significant room for innovation and modification. One can potentially use different
ways of imposing the losses. For example, in the next chapter focused on images as in-
put, we present an entropy+¢; based loss for conciseness with its own advantages and
disadvantages. Similarly, one can extend the set of properties and include dedicated
losses. We list one such property below as an example:

Stability: It is desirable for the attribute dictionary @7 to remain stable w.r.t any x,
i.e. small variations in x should not vary ®z(x) much. A possible approach from rep-
resentation learning literature is to minimize the squared Frobenius norm of jacobian
of O w.rtx, ||VXCDI(x)||§. Maximizing cosine similarity in a contrastive learning setup
is also another possible option.

3.3.4 Detailing the Interpretation Task

As mentioned before, we view interpretation as an additional task besides prediction.
Having discussed the design of interpreter and joint learning objective, we need to
specify its expected output. We thus build a tentative road map for generating local
or global interpretations. Like many other aspects in the design, what functions as
the final interpretation is dependent on the specific problem and its requirements.
Nonetheless the design discussed until now endows upon the framework a natural
pathway to generate an interpretation. We start by elaborating upon what pieces of
information give insights about the model’s decision process at a local or global scope.
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» Note that we want to generate our interpretations through the dictionary of at-
tribute functions @7. Thus, the first crucial piece of information we desire is to
understand the relationship between each element of ®; and the interpreters
output. For local interpretations this corresponds to which attribute functions
are important for the predicted class for a given sample and to what extent. For
global interpretation, this corresponds to which attribute functions are gener-
ally important in prediction of which classes and to what extent.

* Understand information encoded by any relevant attribute function ¢. This
process or pipeline completely depends on the modality, design of ®7, and our
intended goal with interpretation. We develop two different designs and in-
formation understanding procedures for image and audio modalities in the later
chapters.

We can illustrate the above ideas as an example to improve the clarity: An image clas-
sifier might predict a particular sample as ‘Cat’ based on detecting ‘Pointy-ears’ and
‘Legs’. However across the dataset other attributes like "Whiskers’ and "Triangular-
nose’ might also be useful in predicting 'Cat’ class. In this analogy, the goal of learning
@7 would be to encode such high-level information in each individual attribute func-
tion. Computing local relevance would correspond to computing importance of each
attribute functions in predicting 'Cat’ for the current sample. The attribute functions
corresponding to ‘Pointy-ears’ and "Legs’ will have high local relevance in the above
example. Computing global relevance would correspond to computing importance of
each attribute function in prediction of any class. Attributes functions corresponding
to 'Pointy-ears’, 'Legs’, "Whiskers’ and "Triangular-nose’ will all have high global rel-
evance w.r.t ‘Cat’ class. Understanding information encoded in ®; would correspond
to visualizing and establishing the relationship between individual attribute function
¢ and their detection or activation for individual concepts, “‘Whiskers’, "Pointy-ears’
etc. Next, we build our road map to generate local or global relevance. The process
of understanding information encoded by attribute functions is design-specific and
is handled individually for images and audio in later chapters.

Generating relevances: We define the notion of a local relevance rjo. : X x G X F' —
[-1,1]X and global relevance Telo: Gf x F — [-1, 1]%%€ to store the information about
importance of an attribute to interpreter’s output. For local relevance, we implicitly
assume it is generated specifically for a predicted class. If there are multiple predicted
classes as is often a case in multi-label classification, the same process can be repeated
for each class separately. To simplify notation, we’ll refer to local relevance associated
with any attribute k for a sample x as ¢ ,, and 7 . as its global relevance for any class c.
These values are computed w.r.t a given interpreter ¢ and predictor f. The subscript
and context will make it clear which scope (local or global) we are referring to.

To be able to quantify local relevance ry , for any attribute k given an input x, we wish
to combine the two parts of the decision process. The first is the activation of the
attribute, extracted from ¢y (x). The second is how it affects the output of © for some
specific class c (typically a predicted class). The generic notion to quantify the effect
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would be to use the gradient V4, ©(Pz(x)).. However, as done in the later chapters,
a simpler © makes this process straightforward. For example, if ¢ (x) € R, and ©
was simply used as a fully connected layer with weight matrix W, then the jacobian
Jo,©(®z(x)) = W. Regardless, to quantify local relevance the key idea is to combine
the activations ¢(x) and their usage for the decision V4, ©(Pz(x)),. It is worth noting
that this process of quantifying relevance of an attribute is similar to using input
times gradient as saliency maps rather than just gradient.

If one could generate a local relevance ry ,, it can easily be extended to quantify global
relevance of an attribute k to class c, 7 .. This can be accomplished by simply aver-
aging the local relevance r; , across the dataset S for samples where the predicted
class is c. That is, 1y . = Iéj Y xes, Tk Sc = {x €S9 = ¢}

We are finally ready to define local and global interpretation.

Definition 3.2 (Global and Local Interpretation). For a prediction network f, the global
interpretation G(g, f) provided by an interpreter g, is the set of class-attribute pairs (c, Py)
such that their global relevance ry . is greater than some threshold 7,0 <t < 1. A local
interpretation for a sample x provided by an interpreter g of f denoted L(x,g, f) is the
set of attribute functions ¢y with local relevance score ry , greater than some threshold
7,0< 1t < 1.

Lix,g f) =Pk : x> T}
G(g f) = (e, px) : 1he > T)

These definitions essentially help in identifying which attribute functions are import-
ant in prediction for a sample x or for any class ¢ by using a threshold 0 < 7 < 1 for
the relevances. Analogous to previous methods, we keep obtaining importances over
representation for interpretation as focus of the interpretation task, separate from the
process of understanding the underlying representation.

3.4 Variations of SLI objective

The goal of this section is to expound on how the Supervised Learning with Inter-
pretation (SLI) objective described in Eq. 3.1 can be employed to tackle various types
of interpretability problems. The previous chapter discussed the various problems,
the primary ones being post-hoc interpretation and by-design interpretation. Addi-
tionally, we discussed two other problems addressed in the literature: ante-hoc inter-
pretation and black-box regularization. The last problem is not covered by the SLI
formulation as it considers the predictor as a black-box and the interpretation is ex-
clusively tasked to g. We now go over each of the other three problems separately,
recall them and discuss how the joint learning objective of SLI can be adapted for
each. This discussion is visually summarized in Fig. 3.2.
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3.4.1 Post-hoc interpretation

A post-hoc interpretation problem assumes a fixed trained predictor for performance
f and requires to interpret its decisions. A special case of SLI problem can be easily
applied to address this problem wherein one fixes f = f and optimizes the inter-
pretability objective £;,; with respect to the interpreter g only. In particular, the W, 4
and O functions are optimized and all other parameters are kept fixed.

A

¢ =argminL;;(f, g S), (3.3)
f=f.g<6;

By default, the predictor f = f is tasked with the prediction and interpreter g=g"1s
responsible for interpretation task. While this is obvious from the problem definition,
this can become slightly contentious for other problems as seen later.

3.4.2 By-design interpretation

The by-design interpretation problem requires to train an interpretable model that
can exhibit high performance.The predictor and interpreter both need to be trained
and one can simply use the original SLI objective for this.

f¢" =argmin L,..4(f,S) + Lin(f, 8 S) (3.4)
feF.gegy

However there is an contentious point to be resolved here. The original SLI objective
assigns the prediction task to f = f* and interpretation task to g = ¢*. The contention
arises around if f should be considered as interpretable by-design. One can pos-
sibly argue that parameters in f are also regularized by the interpretability objective
and given the dependency of g to f, it is reasonable to consider f as by-design inter-
pretable model and g provides its interpretation. However, using the same model for
interpretation and prediction can also be argued as a fundamental requirement of the
problem statement. In this case the original SLI assignment of tasks is problematic.
Instead, using g = ¢" for prediction and interpretation is the more preferred choice.
Note that this assignment does not affect the original SLI objective.

However, using g for final prediction and interpretation does raise one question re-
garding formulation of the framework. Does one need f in its entirety? Can we throw
away the final layers of f after the last hidden layer accessed by g, i.e {f; : I > max(Z)}
and only apply a prediction loss at the output of g. The training loss in this case would
be modified by replacing Lp,.4(f,S) with £,,.4(g,S) and not using any output fidel-
ity loss in £;,;. We will consider this question experimentally in the later chapters.
However as it will turn out, training the hidden layers through the prediction loss on
output of f still plays an important role in optimal performance of g.
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3.4.3 Ante-hoc interpretation

The ante-hoc interpretability problem as proposed by Sarkar et al. (2022) assumes a
given trained predictor f. However, unlike for post-hoc interpretation, the paramet-
ers of the predictor can be modified and the task is to learn a dependent interpreter
which can tackle both interpretation and prediction. One can again employ the SLI
objective for this task but simply initialize f with f. This can be summarized by the
learning objective below:

8= argmin Aﬁpred(fls) +Lint(f,85) (3.5)
feF g€y init(f)=f

Again by problem definition, the responsible models for prediction and interpreta-
tion tasks are clearly defined, both handled by the interpreter g = g*.

3.5 Evaluation of interpretations

Having discussed the generic design aspects of the framework and the various learn-
ing objective formulations for different problems, the only remaining aspect is the
evaluation of interpreter. It is important to identify the similarities and differences in
the aims of this section, and discussion about evaluation of interpretations in Chapter
2. The previous chapter considered the most prominent evaluation strategies across
the whole literature which were mainly focused on input attribution based methods.
While we consider the goals of these strategies as the starting point for evaluation of
interpretations in our framework, many of the previous metrics are not applicable
as it is. Some of them need to be adapted for concept-based interpretations, while
some others are not applicable at all. Our focus here is on the evaluations that can be
carried out quantitatively and validate our objectives for interpreter design. Hence,
aspects like understandability, which are highly subjective and need subjective eval-
uation, are not covered in this section.

Prediction performance

For ante-hoc and by-design interpretation, high prediction performance of the in-
terpreter is an important requirement. The prediction performance of g is thus a
important metric for these tasks. If one intended to use f as final prediction model,
the prediction performance of f could also be essential to measure.

Fidelity of interpreter g to f

For post-hoc interpretation or for cases when f is being used for prediction, it is
important to assess how well can the interpreter ¢ approximate or imitate f. The
simplest strategy to conduct this assessment is to use classification performance met-
rics while treating the interpreter output as prediction and classifier output as ground-
truth. Such metrics can be seen as measuring effect of output fidelity loss £,¢, which
explicitly encourages output of g be close to f. For multi-class classification tasks this



3.5. EVALUATION OF INTERPRETATIONS 53

POST-HOC : ANTE-HOC
: Initialize
Prediction . f=1

Y

@

8

A 4
“~

Y

<

A
x > f
A\ 4 - A\ 4

g : g

Interpretation Prediction & Interpretation
BY-DESIGN
Prediction
T > f >y T > f "y

Interpretation Prediction & Interpretation

Figure 3.2: Variations of SLI objective for post-hoc, by-design and ante-hoc inter-
pretability problems. For post-hoc, the prediction model f = f is fixed and only part
of SLI objective is optimized. By-design interpretability can be tackled with proposed
SLI objective but the assignment of prediction task can be done to f (left) or g (right).
Using g for both prediction and interpretation more accurately aligns with the prob-
lem statement. Ante-hoc interpretability can also be addressed with SLI objective but
initializing f with a pre-trained f.

can correspond to “accuracy” of g to predict the top class of f (irrespective of true la-
bel). For multi-label classification this can correspond to F1 or AUPRC-based metrics
between g(x) and f(x).

There are a few observations one can make about this evaluation w.r.t previous. This
can be regarded as a functionally-grounded metric (Doshi-Velez and Kim, 2017), and
has been used for evaluation in very similar form in other works (Bang et al., 2021;
Lakkaraju et al., 2020) wherein they measure how well do the predictor and inter-
preter output match.
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Conciseness

The complexity axis for evaluation of an attribution map was used to measure the
conciseness, that is, how many features were being used for an interpretation. Lower
complexity is desired behaviour for interpretations. A similar parallel can be drawn
for our means of interpretation. Given a fixed threshold, a typical local interpretation
in our framework would always involve selection of a subset of attribute functions
that are considered relevant for the decision. Since interpretation requires under-
standing an individual attribute function, the information provided as interpretation
is directly proportional to number of relevant attribute functions. This gives a no-
tion of measuring complexity of local interpretations in our framework. We term this
metric conciseness and it is computed as follows:

CNSx,g = {k: |Tk,x| > i

Our method of measuring conciseness can be considered similar to effective complex-
ity metric proposed by Nguyen and Martinez (2020). On a separate note, CNS, , can
also be seen as quantifying the effect of imposing the conciseness loss.

Faithfulness

As discussed in previous chapter, faithfulness of an interpretation considers the ques-
tion that if the prediction was indeed reliant on the features identified relevant by the
interpretation. Note that this evaluation is lot more informative and useful when the
model for prediction and interpretation are not same, as is the case with post-hoc in-
terpretation. In principle, any model is faithful to itself by design. As we will discuss
below, when using same model for prediction or interpretation in our framework,
such as using g in by-design interpretation, it is significantly more straightforward to
estimate faithfulness.

The common theme among most proposed metrics for raw attribution based meth-
ods is to modify the input according to attribution map and compare the classifiers
new output with the original output on unchanged input. The interpretations in our
framework are generated over the dictionary ®z. For any sample x, computing faith-
fulness would thus require to measure the effect of “removing" the attribute functions
identified relevant in L(x, g, f) on the prediction.

If g is being used for prediction (ante-hoc or by-design), this effect can be easily meas-
ured by setting ¢i(x) = 0,Vk € L(x,g, f) and computing output of g with new ®Pz(x).
Moreover, for simple designs of ©, such as a linear layer with softmax, the relevance
function practically guarantees that attribute functions truly utilized by the inter-
preter for its predicted class have high relevance. However, computing faithfulness
for post-hoc interpretation is a challenge in general for concept based approaches.
This is because ®@7(x) is not a part of computation of f(x) and it is not obvious to
measure how modifying @7 affects f(x). We explicitly address this problem for au-
dio modality in chapter 5. One possible solution to measure this is to simulate how
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modifying ®7(x) can affect x. The design of decoder d proves essential in this regard
as it can precisely be used to simulate this aspect. We specifically explore this aspect
in chapter 5.

Interestingly, fidelity as a metric is related to faithfulness of g to f. This is because
if both f and g rely on identical features with identical “reasoning" process for their
output, it would imply their outputs are same for all inputs. In other words, com-
plete faithfulness implies maximum fidelity. However the converse is not true, i.e.
two models can predict the same output for all input samples but have different un-
derlying decision processes. Nevertheless, this relationship indicates that fidelity can
be viewed as a weaker form of faithfulness.

3.6 Conclusion

To summarize, in this chapter, we designed a single learning problem that can be
utilized to solve post-hoc and by-design interpretation problems at both a local and
global scope, in the context of neural networks. To accomplish this, we introduced a
novel task Supervised Learning with Interpretation (SLI), which assumes prediction
and interpretation as two separate tasks, addressed by dedicated but highly related
models f (predictor) and g (interpreter) respectively. We outlined the design of our
interpreter which is connected to the predictor through its selected hidden layers and
relies on concept-based representations for interpretations. We also described the
process of generating local and global interpretations for the interpreter. The precise
designs of these modules are dependent on specific modalities they are employed for.
We then discussed how the single SLI formulation can be used for different categories
of interpretability problems. Finally, we discussed the different ways interpretations
in the framework could be evaluated.

This chapter serves as the foundation for the content in the next two chapters wherein
we instantiate this framework to tackle interpretability for image classification and
audio classification.
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4.1 Introduction

In the previous chapter, we developed a framework to solve the SLI problem when the
model to interpret is a deep neural network classifier. We now label the framework
as ‘FLINT’ (Framework to Learn With INTerpretation). In this chapter, we instantiate
FLINT when the input modality is images and the task is supervised image classific-
ation. To keep distinction between the image and audio interpretability systems (in
Chapter 5), we will only refer to the image interpretability system as FLINT. Acting
upon a theme highlighted in previous two chapters, our focus here is on learning a
dictionary of concepts in an unsupervised setting as our representation for interpret-
ation. The term ‘unsupervised’ refers here to not using any additional annotation
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or supervision relevant to concept dictionary. The classification task is still solved
as a supervised learning problem. Beyond improving upon the objective metrics for
the task, we also aim to enhance the understandability of attribute functions by de-
veloping a pipeline to gain a deeper understanding what information is encoded by
them.

The interpreter in FLINT implements the idea of understanding the prediction through
decomposition in terms of attribute functions that encode high-level concepts as
other approaches Alvarez-Melis and Jaakkola (2018a); Ghorbani et al. (2019). How-
ever, it enjoys two original key features. First the high-level attribute functions lever-
age the outputs of chosen hidden layers of the neural network. Second, together with
expansion coefficients they are jointly learnt with the neural network to enable local
and global interpretations. By local interpretation, we mean a subset of attribute
functions whose simultaneous activation leads to the model’s prediction, while by
global interpretation, we refer to the description of each class in terms of a subset of
attribute functions whose activation leads to the class prediction. Learning the pair
of models involves the minimization of dedicated losses and penalty terms. In partic-
ular, local and global interpretability are enforced by imposing a limited number of
attribute functions as well as conciseness and diversity among the activation of these
attributes for a given input. Additionally, FLINT can be specialized to post-hoc inter-
pretability if a pre-trained deep neural network is available. We summarize our key
contributions in this chapter below

* We instantiate the framework developed in previous chapter for image classi-
fication task. We first propose a model for by-design interpretability based on
learning a dictionary of concepts. it provides local and global interpretation
using the novel notion of relevance. Eventually, a specialization of FLINT to
post-hoc interpretability is presented.

» We propose a novel entropy based criterion for promoting conciseness and di-
versity in the learnt attribute functions and develop a simple pipeline to visual-
ize the encoded concepts based on previously proposed tools.

* We present extensive experiments on 4 image classification datasets, MNIST,
FashionMNIST, CIFAR10, QuickDraw, with a comparison with state-of-the-art
approaches and a subjective evaluation study.

4.2 System design

4.2.1 Recap of SLI objective

The previous chapter introduces and discusses the generic task Supervised Learning
with Interpretation (SLI) in detail. For completeness, we make a brief recap of the
learning problem. Denoting A’ the input space of color/gray-scale images, and V{y €
{0,1)€, ]-Czl y/ = 1} the output space, we assume that the training set S = {(xl-,yi)?il}
of size N is given for our supervised classification problem. SLI refers to the idea that
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the interpretation task differs from the prediction task and must be taken over by a
dedicated model that depends on the predictive model to be interpreted. Denoting F
the space of predictive models from X to ). For a given model f € 7, we denote Gy the
family of models g¢ : X — ), that depend on f and are devoted to its interpretation.
For sake of simplicity, an interpreter gr € Gy is denoted g, omitting the dependency
on f. The learning problem writes as:

Supervised Learning with Interpretation (SLI):

Problem 1: argf mlng Lprea(frS)+ Lin(f,8S
F.8€

where L,,..4(f,S) is the prediction loss term and L;,,(f, g, S) is the interpretation loss
term.

As previously, we set F to the class of deep neural networks with | hidden layers of
respective dimension jj,..., j;. Each element f : X — ) of F satisfies: f = fj,;0fjo...0
f1 where f] :RYU-1 - IRdf, do=d,djy; =C,j=1,...,]+11is the function implemented by
layer j. A network f in F is completely identified by its generic parameter V.

4.2.2 Interpreter for image modality

The interpreter model ¢ € Gy, exploits the outputs of chosen hidden layers of f.
Identical to chapter 3, the concatenated vector of the chosen intermediate outputs
for an input sample x is denoted as f7(x) € RP. Given f a network to be interpreted
and a positive integer K € IN¥, an interpreter network g computes the composition
of a dictionary of attribute functions @7 : X — RX and an interpretable function
©:RK - .

Vx e X, g(x) =0 o Dz(x), (4.1)

In this chapter, we take: ©(Pz(x)) := softmax(WTd;(x)) but other models like de-
cision trees could be eligible. The attribute dictionary is composed of functions
¢r: X > R,k =1,...K, that is, Pz(x [({)1 ),.., px(x)]T./ For any element of the
dictionary ¢y, its non-negative 1mage, ¢r(x) can be interpreted as the activation of
some high level attribute, i.e. a "concept" over X. We propose to represent the en-
coded concept as a set of visual patterns in the input space which highly activate ¢y.
The key for such learning lies in the fact that the attribute functions ¢ (referred to
as attribute for simplicity) leverage the outputs of hidden layers of f specified by Z:

Vke{l,...,K}, pr(x) = ¢y o fr(x (4.2)

where each 1, : RP — IR, operates on the accessed hidden layers. Here, the set of
functions ¢,k = 1,...K is defined to form a shallow network W (around 3 layers)
whose output is W(fz(x)) = Pz(x) (example architecture in Fig. 4.1). Interestingly, ¢;
are defined over X’ and as a consequence can be interpreted in the input space which
is the most meaningful for the user (see Sec. 4.3). For sake of simplicity, we denote
Ve = (Vy, Vo) the specific parameters of this model, while the parameters devoted to
the computation of f7(x) are shared with f.
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Br(z) = ¥ o f1(z)
n g(z) = ho ®z(z)

Figure 4.1: (Left) General view of SLI objective. (Right) Example instantiation of
FLINT on a deep architecture for image classification.
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4.2.3 Local and global relevances for interpretation

The interpreter being defined, we need to specify its expected role and correspond-
ing interpretability objective. In FLINT, interpretation is seen as an additional task
besides prediction. We are interested by two kinds of interpretation, one at the global
level that helps to understand which attribute functions are useful to predict a class
and the other at the local level, that indicates which attribute functions are involved
in prediction of a specific sample. As a preamble, note that, to interpret a local pre-
diction f(x), we require that the interpreter output g(x) matches f(x). When the two
models disagree, we provide a way to analyze the conflicting data and possibly raise
an issue about the confidence on the prediction f(x) (see appendix 4.4.4). To define
local and global interpretation, we rely on the notion of relevance of an attribute.

Given an interpreter with parameter V, = (Viy, Vg) and some input x, the relevance
score of an attribute ¢; is defined regarding the prediction g(x) = f(x) = 9. Denot-
ing 9 € YV the index of the predicted class and w;; € W the coefficient associated
to this class, the contribution of attribute ¢; to unnormalized score of class 7 is
Ajjx = (P](J;)w]y The relevance score is computed by normalizing contribution «
max el
if it is both activated and effectively used in the linear (logistic) model. The notion
of relevance of an attribute for a sample is extended to its "overall" importance in
the prediction of any class c. This can be done by simply averaging relevance scores
from local interpretations over a random subset or whole of the training set S, where
predicted class is ¢. Thus, we have: r; . = |S%|er5c tixr Sc = {x € S|y = c}. Now, we
can introduce the notions of local and global interpretations that the interpreter will
provide.

as rjy = An attribute ¢; is considered as relevant for a local prediction

Definition 4.1 (Global and Local Interpretation). For a prediction network f, the global
interpretation G(g, f) provided by an interpreter g, is the set of class-attribute pairs (c, ;)
such that their global relevance r; . is greater than some threshold 1/t,t > 1. A local
interpretation for a sample x provided by an interpreter g of f denoted L(x,g, f) is the
set of attribute functions ¢; with local relevance score r;, greater than some threshold
1/t,7> 1.
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It is important to note that these definitions do not prejudge the quality of local and
global interpretations. Next, we convert desirable properties of the interpreter into
specific loss functions.

4.2.4 Learning by imposing interpretability properties

The previous chapter introduced the minimal set of properties and loss functions we
use to formulate the interpretability objective £;,;. We introduce a novel criterion
based on minimizing entropy to impose conciseness. The remaining two properties
remain virtually unchanged. The details about each property and loss function are
summarized below:

Fidelity to Output. The output of the interpreter g(x) should be "close" to f(x) for
any x. This can be imposed through a cross-entropy loss:

Lof(f,8:8) == ) OW(fr(x)) log(f (x)

xeS

Conciseness and Diversity of Interpretations. For any given sample x, we wish to
get a small number of attributes in its associated local interpretation. This property
of conciseness should make the interpretation easier to understand due to fewer at-
tributes to be analyzed and promote the "high-level" character in the encoded con-
cepts. The common approach to impose sparsity is through ¢; regularization. Here
instead we opt for incorporating entropy minimization to impose sparsity (Huang and
Tran, 2018). However, this can strongly constrain activation of attributes. To encour-
age better use of available attributes we also expect activation of multiple attributes
across many randomly selected samples. We refer to this property as diversity. This
is also important to avoid the case of attribute functions being learnt as class exclus-
ive (for eg. reshuffled version of class logits). To enforce these conditions we utilize
notion of entropy defined for real vectors proposed by Jain et al. (2017) to solve prob-
lem of efficient image search. For a real-valued vector v, the entropy is defined as
E(v) =—X;pilog(pi), pi = exp(vi)/(L; exp(v;)).

Conciseness is promoted by mlnlmlzlng E(WY(fr(x))) and diversity is promoted by
maximizing entropy of average W(f7(x)) over a mini-batch. Note that this can be
seen as encouraging the interpreter to ﬁnd a sparse and diverse coding of f7(x) using
the function W. Since entropy-based losses have inherent normalization, they do not
constrain the magnitude of the attribute activation. This often leads to poor optim-
ization. Thus, we also minimize the ¢; norm ||\W(fz(x))|l; (with hyperparameter #)
to avoid it. Note that {;-regularization is a common tool to encourage sparsity and
thus conciseness, however we show in the experiments that entropy provides a more
effective way.

Lealf12:8) = =E®s)+ )_EW(frlx)+ ) _nl¥(frllh, Bs =g <Y Wi

xeS xeS xeS
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Fidelity to Input. To encourage encoding high-level patterns or meaningful factors of
variation related to input in @7 (x), we use a decoder network d : RX — X that takes
as input the dictionary of attributes W(f7(x)) and reconstructs x. A similar penalty
has previously been applied by Alvarez-Melis and Jaakkola (2018a).

Lig(f,8d,8)=) (A(¥(fr(x))-x)’

xeS

Note that one can modify £;; with other reconstruction losses as well (such as ¢;-
reconstruction).

Given the proposed loss terms, the loss for interpretability writes as follows:

Lin(f,8d,8)=BLos(f,&S)+vLif(f,8d,5)+0Lcalf,8S)

where 8, ¥, 0 are non-negative hyperparameters. The total loss to be minimized £ =
Lyreq + Lint, where the prediction loss, £,4, is the cross-entropy loss.

Let us denote V = (Vf, Vg, Viy, Vig) the parameters of these networks. Learning the
models f, W, h and d boils down to learning V. In practice, introducing all the losses
at once often leads to very poor optimization. Thus, we follow the procedure de-
scribed in Alg. 4.1. We train the networks with £,,,.4, L;f for the first two epochs and
gain a reasonable level of accuracy. From the third epoch we introduce £,¢ and from
the fourth epoch we introduce L4 loss.

Algorithm 4.1 Learning algorithm for FLINT

1: Input: § & parameters V = (Vf, Vy, Vy, Vg) & hyperparameters: o, o, 00,10 &
number of batches B & number of training epochs Nepoch-

2: Random initialization of parameter V

3: V| « Train (S, Vo, B = 0,%,6 = 0,11 = 0, B,2) {% Trains 2 epochs with £,,.4, L;f}

4: V, « Train (S,V,p = Bove,d = 0,4 = 0,B,1) {% Trains 1 epoch with
ﬁpred: L:ifl Eof}

5: V « Train (S, Va3, Bo, Y0, 90s 10, B, Nepoch — 3) {% Trains with all losses}

6: Output: V= (Vf’ Vd: V\p, V@)

4.3 Understanding encoded concepts in FLINT

Once the predictor and interpreter are jointly learnt, interpretation can be given at the
global and local levels as in Def. 4.1. A key component to grasp the interpretations
is to understand/discover the concept encoded by each individual attribute function
¢, previously defined in Eq. 4.2. For images, as previously mentioned, we represent
an encoded concept as a set of visual patterns in the input space which highly activate
¢x. In other words, our aim is to understand/discover the encoded concept by visual-
izing points from the input space highly activating ¢ (x). To do so, one can build up
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from the generated global relevances and visualize the encoded information by the
attribute for each class it is relevant for, that is, we can start by visualizing relevant
class-attribute pairs. We present below a pipeline to generate visualizations for global
and local interpretation by adapting various previously proposed tools Alvarez-Melis
and Jaakkola (2018a); Mahendran and Vedaldi (2016).

Algorithm 4.2 Visualization of global interpretation

1: Input: (class,attribute):(c, ;) & subset size:l & training set:S, & AM+PI
params:(Ay, Ay, Apo)

Se = {x|(x, C) €8,)

MAS(c, bj, l) « argmax s, |m=1 ineM (pj(x)

FOR x; € MAS(c, ;1)

X — AM+PI(xg, A g, Apys Apo)

ENDFOR

Output: {x}/is,... xb ), MAS(c, ¢;, 1)

?Mvis

Visualization of global interpretation. Given any class-attribute pair (c, ¢¢) in the
global interpretation G(g, f), we first select a small subset of training samples from
class ¢ that maximally activate ¢. This set of samples is referred to as maximum
activating samples and denoted MAS(c, ¢, ) where [ is the size of the subset (chosen
as 3 in the experiments). Although, MAS reveal some information about the encoded
concept, it might not be apparent “what" aspect of these samples causes activation
of ¢;. We thus propose further analyzing each element in MAS through tools that
enhance the detected concept. This results in a much better understanding. The
primary tool we employ is a modified version of activation maximization Mahendran
and Vedaldi (2016), which we refer to as activation maximization with partial ini-
tialization (AM+PI).

Given a maximum activating sample x” € MAS(c, ¢;,1), the key idea behind AM+PI is
to synthesize appropriate input via optimization, that maximally activates ¢; under
regularization constraints:

argmax A4 ¢;(x) — Ay, TV(x) — ApoBo(x)
X

where TV(.),Bo(.) are regularization terms to encourage lower total variation (for
smoothness) and better pixel value boundedness respectively. However, we initial-
ize the procedure by low-intensity version of sample x’. This makes the optimization
easier with the detected concept weakly present in the input. This also allows the
optimization to “fill” the input to enhance the encoded concept. As an output, we
obtain a map adapted to x’, that strongly activates ¢;. As mentioned previously this
pipelines is primarily designed to understand “what" concept is encoded by an at-
tribute. Visualization of a class-attribute pair is summarized in Alg. 4.2. There is a
potential to utilize alternate tools for visualization such as saliency maps or the de-
coder. However, for a simpler discussion, we limit to use of AM+PI outputs in this
chapter and defer discussion about other tools to appendix G.1.3.
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Local analysis. Given any test sample x(, one can determine its local interpretation
L(xg, f,g), the set of relevant attribute functions accordingly to Def. 4.1. To visualize
arelevant attribute ¢; € L(xo, f, g), we can repeat the AM+PI procedure with initializ-
ation using low-intensity version of x, to enhance concept detected by ¢; in xy. Note
that the understanding built about any attribute function ¢; via global analysis, al-
though not essential, can still be helpful to understand the generated AM+PI maps
during local analysis, as these maps are generally similar.

4.4 Experiments for FLINT

Datasets. We consider 4 primary datasets for experiments, MNIST LeCun et al.
(1998), FashionMNIST Xiao et al. (2017), CIFAR-10 Krizhevsky et al. (2009), and
a subset of QuickDraw dataset Ha and Eck (2018). We created a subset of Quick-
Draw from the original dataset Ha and Eck (2018), by selecting 10000 random im-
ages from each of 10 classes: ’Ant’, ’Apple’, ‘Banana’, 'Carrot’, ’Cat’, ’Cow’, 'Dog’,
"Frog’, ’Grapes’, 'Lion’. We randomly divide each class into 8000 training and 2000
test images. Additional results on CIFAR100 Krizhevsky et al. (2009) (large number
of classes) and Caltech-UCSD Birds-200-2011 Wah et al. (2011) (large-scale images
and large number of classes) are covered later in section 4.5.

Networks architecture. Our experiments include 2 kinds of architectures for pre-
dictor f: (i) LeNet-based LeCun (2015) network for MNIST, FashionMNIST, and (ii)
ResNet18-based He et al. (2016) network for QuickDraw, CIFAR. We select one in-
termediate layer for LeNet based network and two for ResNet based networks, from
the last few convolutional layers as they are expected to capture higher-level features.
We set the number of attributes K = 25 for MNIST, FashionMNIST, K = 24 Quick-
Draw and K = 36 for CIFAR. Complete details about architecture and optimization
are available in appendix G.1.1.

4.4.1 Quantitative evaluation of FLINT

We evaluate and compare our model with other state-of-the-art systems regarding
accuracy and interpretability. The evaluation metrics for interpretability Doshi-Velez
and Kim (2017) are defined to measure the effectiveness of the losses proposed in
Sec. 3.3.3. Our primary method for comparison, wherever applicable, is SENN, as
it is an interpretable network by design with same units for interpretation as FLINT.
Other baselines include PrototypeDNN Li et al. (2018) for predictive performance,
LIME Ribeiro et al. (2016) and VIBI Bang et al. (2021) for fidelity of interpretations.
Implementation of our method is available on Github '. Details for implementation
of baselines are available in appendix G.1.5.

Predictive performance of FLINT. There are three goals to validate related to per-
formances of models trained with FLINT (denoted FLINT-f and FLINT-g), (i) Jointly
training f with ¢ and backpropagating loss term £;,; does not negatively impact per-

Ihttps://github.com/jayneelparekh/FLINT
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BASE-f  SENN  PrototypeDNN FLINT-f FLINT-g BASE-g

MNIST 98.9+0.1 98.4+0.1 99.2 98.9+0.2 98.3+0.2 97.9+0.3
FashionMNIST 90.4+0.1 84.2+0.3 90.0 90.5+0.2 86.8+0.4 84.5+0.5
CIFAR10 84.7+0.3 77.8+0.7 - 84.5+0.2 84.0+0.4 81.9+0.3
QuickDraw 85.3+£0.2 85.5+0.4 - 85.7+0.3 85.4+0.1 83.9+0.2

Table 4.1: Accuracy (in %) on different datasets. BASE-f is system trained with just
accuracy loss. FLINT-f, FLINT-g denote the predictor and interpreter trained in our
framework. Mean and standard deviation of 4 runs for each system are reported

Dataset LIME VIBI FLINT-g
MNIST 95.6+£0.4 96.6+0.7 98.7+0.1
FashionMNIST 67.3+1.3 88.4+0.3 91.5+0.1
CIFAR-10 31.5+0.9 65.5+0.3 93.2+0.2

QuickDraw 76.3+0.1 78.6+0.4 90.8+0.4

Table 4.2: Results for fidelity of FLINT-g to FLINT-f (in %). Mean and standard
deviation of 4 runs for each system are reported.

formance of f, (ii) The achieved performance is comparable with other similar in-
terpretable by-design models, and (iii) Performance of FLINT-g is better compared
to training interpreter by directly applying a prediction loss to g(x) and not using
Lyrea Lof- Regardless of if FLINT-f or FLINT-g is used as the final prediction model,
the above three goals cover all the key questions regarding performance. For (i) we
compare the accuracy of FLINT-f with same predictor architecture trained just with
L,req (denoted by BASE-f). For (ii), we compare accuracy of FLINT-f with accuracy
of SENN and another interpretable network by design PrototypeDNN Li et al. (2018)
that does not use input attribution for interpretations. Note that PrototypeDNN re-
quires non-trivial changes to the model for running on more complex datasets, CI-
FAR10 and QuickDraw. To avoid any unfair comparison we skip these results. Fi-
nally for (iii), we compute the performance of the training variant of the interpreter,
denoted as BASE-g.

The accuracies are reported in Tab. 4.1. They indicate that training f within FLINT
does not result in any significant accuracy loss on any dataset. FLINT-f and FLINT-g
are both competitive or better than other interpretable by-design models in terms of
performance. The training variant of interpreter BASE-g also performs worse than
FLINT-g. This highlights that even when using g(x) for final prediction, updating
hidden layers of f with prediction loss on f(x) improves performance of g.

Fidelity of Interpreter. The fraction of samples where prediction of a model and
its interpreter agree, i.e predict the same class, is referred to as fidelity. It is a com-
monly used metric to measure how well an interpreter approximates a model Bang
et al. (2021); Lakkaraju et al. (2020). Note that, typically, for interpretable by design
models, fidelity cannot be measured as they only consider a single model. However,
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Figure 4.2: (a) Conciseness comparison of FLINT and SENN. (b) Effect of entropy
losses on conciseness of ResNet for QuickDraw for various ¢;-regularization levels.
(c) Global class-attribute relevances r . for QuickDraw (Left) and CIFAR10 (Right).

24 class-attribute pairs for QuickDraw and 32 pairs for CIFAR10 have relevance ry . >
0.2.

to validate that the interpreter trained with FLINT (denoted as FLINT-g) achieves
a reasonable level of agreement with FLINT-f, we benchmark its fidelity against a
state-of-the-art black-box explainer VIBI Bang et al. (2021) and a traditional method
LIME Ribeiro et al. (2016). The results for this are provided in Tab. 4.2 (last three
columns). FLINT-g consistently achieves higher fidelity. Even though it is not a fair
comparison as other systems are black-box interpreters and FLINT-g accesses inter-
mediate layers, they clearly highlight that use of hidden layers is a key for FLINT-g to
achieve high fidelity to FLINT-f.

Conciseness of interpretations. We evaluate conciseness by measuring the average
number of important attributes in generated interpretations. For a given sample x, it
can be computed as number of attributes ¢; with ry , greater than a threshold 1/7,7 >
1,i.e. CNSg = [{k : [r .| > 1/7}|. For different thresholds 1/7, we compute the mean of
CNSgyx over test data to estimate conciseness of g, CNSg. Lower conciseness indicates
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need to analyze a lower number of attributes on an average. SENN is the only other
system for which this curve can be computed. We thus compare the conciseness of
SENN with FLINT on all four datasets. Fig. 4.2a depicts the same. It can be easily
observed that FLINT produces lot more concise interpretations compared to SENN.
Moreover, SENN even ends up with majority of concepts being considered relevant
for lower thresholds (higher 7).

Entropy vs ¢; regularization. We validate the effectiveness of entropy losses by com-
puting conciseness curve at various levels of ¢ regularization strength, with and
without entropy, for ResNet with QuickDraw. This is reported in Fig. 4.2b. The
figure confirms that using the entropy-based loss is more effective in inducing con-
ciseness of explanations compared to using just {;-regularization, with the difference
being close to use of 1 attribute less when entropy losses are employed.

Importance of attributes. By structure, for both FLINT-g and SENN, the output are
generated by combining high level attributes and weights. To test how crucial the
learnt attributes are to their predictions, we shuffle the attribute values ®@(x) for each
sample x (this corresponds to shuffling h(x) for SENN with their notations). This is an
extreme test: we therefore expect an important drop in accuracy. Tab. 4.3 reports the
results for the experiments for our method and SENN. More precisely, we calculate
the drop in prediction accuracy of FLINT-g (and SENN), compared to their mean
accuracies. For SENN, the very small drop in accuracy indicates its robustness to this
shuffling, which highlights the fact that in this model, the weights generated by the
model are more crucial for prediction than the attributes. In contrast FLINT-g relies
strongly on its attributes for its prediction.

Dataset SENN FLINT-g
MNIST 0.5 87.6
FashionMNIST 10.9 76.6
CIFAR-10 17.5 74.4
QuickDraw 0.3 74.9

Table 4.3: FLINT and SENN accuracy drop for shuffled attributes (in %)

4.4.2 Qualitative analysis

Global interpretation. Fig. 4.2c depicts the generated global relevances ry . for
all class-attribute pairs on QuickDraw and CIFAR. Each class-attribute pair with
‘high’ relevance needs to be analyzed as part of global analysis. Some example class-
attribute pairs, with high relevance, are visualized in Fig. 4.3. For each pair we select
MAS of size 3 and also show their AM+PI outputs. As mentioned before, simply
analyzing MAS reveals useful information about the encoded concept. For instance,
based on MAS, ¢15, ¢19 on MNIST, relevant for class ‘One’, clearly seem to activate
for vertical and diagonal strokes respectively. However, AM+PI outputs give deeper
insights about the concept by revealing more clearly what parts of input activate an
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Figure 4.3: Example class-attribute pair analysis on all datasets, with global relevance
rx,c > 0.2. Each row contains 3 MAS with corresponding AM+PI outputs
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Figure 4.4: (Left) Local interpretations for test samples. Top 3 attributes with cor-
responding AM+PI output are shown. True labels for inputs are: Pullover, Airplane,
Apple, Dog. (Right) Examples of attribute functions detecting same part across vari-
ous test samples. For each sample, their relevance is greater than 0.8. True labels of
samples indicated above them.

attribute function. For eg., while MAS indicate that ¢5 on FashionMNIST activates
for heels (one type of ‘Sandal’), ¢, on CIFAR10 activates for white dogs, it is not clear
what part the attribute focuses on. AM+PI outputs indicate that ¢, focuses on the
area around eyes and nose (the most enhanced regions), ¢5 primarily detects a thin
diagonal stroke of the heel surrounded by empty space. AM+PI outputs generally
become even more important for attributes relevant for multiple classes. One such
example is the function ¢5 on QuickDraw, relevant for both ‘Dog’ and ‘Lion’. It ac-
tivates for very similar set of strokes for all samples, as indicated by AM+PI maps.
For ‘Dog’ this corresponds to ears and mouth and for ‘Lion’ it corresponds to the
mane. Other such attribute functions in the figure include ¢,4 on FashionMNIST,
relevant for ‘Pullover’, ‘Coat’ and ‘Shirt” which detects long sleeves and ¢,9 on CI-
FAR10, relevant for ‘Trucks’, ‘Cars’ and primarily detects wheels and parts of upper
body. Further visualizations including those of other relevant classes for ¢4, 59 and
global relevances are available in supplementary (Sec. S.2).
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Local interpretation. Fig. 4.4 (left) displays the local interpretation visualizations
for test samples. f and g both predict the true class in all the cases. We show the top
3 relevant attributes to the prediction with their relevances and their corresponding
AM+PI outputs. Based on the AM+PI outputs it can be observed that the attribute
functions generally activate for patterns corresponding to the same concept as in-
ferred during global analysis. This can be easily seen for attribute functions present
in both Fig. 4.3, 4.4 (left). This is further illustrated by Fig. 4.4 (right) where we illus-
trate AM+PI outputs for two attributes from Fig. 4.3. These functions are relevant for
more than one class and detect the same concept across various test samples, namely
long sleeves for ¢4 and primarily wheels for ¢5g.

4.4.3 Subjective evaluation

We conducted a survey based subjective evaluation with QuickDraw dataset for FLINT
with 20 respondents to assess the understandability of our concept discovery pipeline.
We selected 10 attributes, covering 17 class-attribute pairs from the QuickDraw data-
set. For each attribute we present the respondent with our visualizations (3 MAS and
AM+PI outputs) for each of its relevant classes along with a textual description. We
ask them if the description meaningfully associates to patterns in the AM+PI out-
puts. They indicate level of agreement with choices: Strongly Agree (SA), Agree (A),
Disagree (D), Strongly Disagree (SD), Don’'t Know (DK). Descriptions were manually
generated by our understanding of encoded concept for each attribute. 40% incor-
rect descriptions were carefully included to ensure informed responses. These were
forcefully related to the classes shown to make them harder to identify.

Results — for correct descriptions: 77.5% — SA/A, 10.0% — DK, 12.5% — D/SD. For
incorrect descriptions: 83.7% — D/SD, 7.5% — DK, 8.8% — SA/A. These results clearly
indicate that concepts encoded in FLINT’s learnt attributes are understandable to
humans. The form taken by the participants can be accessed here 2. Further details
about the survey are provided in appendix G.1.6.

4.4.4 Disagreement analysis

In this part, we analyse in detail the “disagreement” between the predictor f and
the interpreter g. Note that we already achieve very high fidelity to predictor for all
datasets. We limit our analysis to QuickDraw, our dataset with least fidelity. Under-
standing disagreement can help us improving our framework as well as providing a
measure of reliability about predictors output.

For a given sample with disagreement, if the class predicted by f is among the top
predicted classes of g, the disagreement is acceptable to some extent as the attributes
can still potentially interpret the prediction of f. The worse kind of samples for
disagreement are the ones where class predicted by f is not among the top predicted
classes of g, and even worse are where, in addition to this, f predicts the true label.

Zhttps://forms.gle/PWSDEPZSmXb46Lnv9
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Figure 4.5: The three 'Apple’ class samples classified correctly by f but not by g.

We thus compute the top-k fidelity (for k = 2, 3,4) on QuickDraw with ResNet, which
for the default parameters described in the main paper, achieves a top-2 fidelity of
94.7%, top-3 fidelity 96.9%, and top-4 fidelity 98.2%. Only on 141 (i.e. 0.7%) samples
the class predicted by f, same as true class, is not in top-3 predicted by g classes.

For eg., for the "Apple’ class (in QuickDraw), there only three disagreement samples
for which f delivers correct prediction (plotted in Fig. 4.5) are not resembling apples
at all. We propose an original analysis approach that consists in calculating a robust
centrality measure—the projection depth—of these three samples as well as of another
100 training samples w.r.t. the 8000 training ’Apple’ samples, plotted in Fig. 4.6. To
that purpose, we use the notion of projection depth (Zuo and Serfling, 2000; Mosler,
2013) for a sample x € R? w.r.t. a dataset X which is defined as follows:

-1

p, x) —med((p, X))|
MAD((p, X)) ’

D(x|X)=|1+ sup
pesd—l

(4.3)

with (-,-) denoting scalar product (and thus (p, X) being a vector of projection of X on
p) and med and MAD being the univariate median and the median absolute deviation
form the median. Fig. 4.6 confirms the visual impression that these 3 disagreement
samples are outliers (since their depth in the training class is low).

Fig. 4.7 depicts 26 such cases for 'Cat’ class to illustrate their logical dissimilarity.
Being a complex model, the ResNet-based predictor f still manages to learn to distin-
guish these cases (while g does not), but in a way g does not manage at all to explain.
Eventually, exploiting disagreement of f and g could be used as a means to measure
trustworthiness. Deepening this issue is left for future works.

4.4.5 Ablation studies
Effect of hidden layer selection

In general for any predictor architecture or dataset, the most obvious choice is to
select last convolutional layer output. This also helps achieving high fidelity for g.
The only problem that might arise when selecting layer(s) very close to the output is
that the attribute might be learnt trivially. This is indicated by extremely low entropy
and high input fidelity loss. While tuning hyperparameters of interpretability loss
could be helpful in tackling this issue (reducing f, increasing y), choosing an earlier
hidden layer can also prove to be very useful. We study the effect of choice of hidden
layers with ResNet18 on QuickDraw. We make 3 different choices of single hidden
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Figure 4.7: 26 samples from ’Cat’ class which are not in top3 f-predicted classes.

layers (9th, 13th, 16th conv layers). For each choice we tabulate resulting metrics
(accuracy, fidelity of interpreter, reconstruction loss, conciseness for threshold 1/t =
0.2) in Tab. 4.4. All other hyperparameters remain same.

Layer Accuracy (in %) Fidelity (in %) £;r  Conciseness 1/7 = 0.2
9th conv 85.2 78.0 0.074 1.873
13th conv 85.6 85.6 0.073 1.905
16th conv 86.5 96.0 0.081 1.562

Table 4.4: Effect of different hidden layers for Resnet18 on QuickDraw.

Key observations: (a) Compared to average BASE-f accuracy of 85.3% for ResNet18
on QuickDraw, accuracy of all models are comparable or slightly better. Thus, choice
of hidden layers does not strongly affect predictor accuracy. (b) The interpreter fidel-
ity gets considerably better if the layer chosen is closer to the output. (c) The input
fidelity/reconstruction loss does not behave as monotonously, but it is not surprising
that layers close to the output result in worse input reconstruction. (d) Interpreta-
tions are expected to be more concise when chosen layer is very close to the output
in the sense that conciseness is an indicator of abstraction level of the interpretation.
Thus, a standard choice is to start with a layer close to the output. A small revision
may be needed depending upon optimization of input fidelity loss.
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L;r (train) L, (train) Fidelity (test) (%)

K=4 0.058 0.57 87.4
K =38 0.053 0.23 97.5
K =25 0.029 0.16 98.8

Table 4.5: Effect of K on losses and fidelity for MNIST with LeNet.

Effect of K We study the effect of choosing small values for number of attributes
K (keeping all other hyperparameters same). Tab. 4.5 tabulates the values of input
fidelity loss L;¢, output fidelity loss £, ¢ on the training data by the end of training for
MNIST and the fidelity of g to f on MNIST test data for different K values. Tab. 4.6
tabulates same values for QuickDraw. The two tables clearly show that using small
K can harm the autoencoder and the fidelity of interpreter. Moreover, the system
packs more information in each attribute and this makes it hard to understand them,
specially for very small K. This is illustrated in Figs. 4.8 and 4.9, which depict part of
global interpretations generated on MNIST for K = 4 (all the parameters take default
values). Fig. 4.8 shows global class-attribute relevances and Fig. 4.9 shows generated
interpretation for a sample attribute ¢,. It can be clearly seen that the attributes
start encoding concepts for too many classes (high number of bright spots). This also
causes their AM+PI outputs to be muddled with two many patterns. This adds a lot
of difficulty in understandability of these attributes.
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L;r (train) L, (train) Fidelity (test) (%)

K=4 0.094 2.08 19.5
K=38 0.079 1.48 57.6
K =24 0.069 0.34 90.8

Table 4.6: Effect of K on losses and fidelity for QuickDraw with ResNet.

How to choose the number of attributes K Assuming a suitable architecture for
decoder d, simply tracking L;f, L, on training data can help rule out very small
values of K as they result in poorly trained decoder and relatively poor fidelity of g.
One can also qualitatively analyze the generated explanations from the training data
to tune K to a certain extent. Too small values of K can result in attributes encoding
concepts for too many classes, which affects negatively their understandability. It is
more tricky and subjective to tune K once it becomes large enough so that £;¢, £, are
optimized well. The upper threshold of choosing K is subjective and highly affected
by how many attributes the user can keep a tab on or what fidelity user considers
reasonable enough. It is possible that due to enforcement of conciseness, even for
high value of K, only a small subset of attributes are relevant for interpretations.
Nevertheless, for high K value, there is a risk of ending up with too many attributes
or class-attribute pairs to analyze.

It is important to notice that it is possible to select K from the training set only by
using a cross-validation strategy. In practice, it seems reasonable to agree on smallest
value of K for which the increase of the cross-validation fidelity estimate drops dra-
matically, since further increase of K would generate less understandable attributes
with very little gain in fidelity.

4.5 Experiments on CIFAR-100 and CUB-200

We also demonstrate the ability of the system to handle more complex datasets by ex-
perimenting with CIFAR100 Krizhevsky et al. (2009) and Caltech-UCSD-200 (CUB-
200) fine-grained Bird Classification dataset Wah et al. (2011). CIFAR100 contains
100 classes with 500 training and 100 testing samples per class (image size 32x32x3).
CUB-200 contains 11,788 images of 200 categories of birds, 5,994 for training and
5,794 for testing. We scale each sample in CUB-200 to size 224 x 224 x 3. We also
don’t crop using the bounding boxes and use the full images for training and testing.

Compared to our earlier experiments, we make two key changes to the framework, (i)
Increase size of dictionary of attribute functions to accommodate larger images/number
of classes, (ii) Modify architecture of decoder d with more upsampling and convolu-
tional layers. For CIFAR100, the same architectures for f and g as on CIFAR10 is
used, but with K = 72. We apply random horizontal flip as additional augmenta-
tion and train for 51 epochs. For CUB-200, we use the ResNet18 He et al. (2016)
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Accuracy (in %) Fidelity (in %)
Dataset BASE-f ‘ FLINT-f FLINT-g Top-1 Top-5
CIFAR100 70.7 70.8 69.9 85.2 973
CUB-200 71.3 71.0 68.7 80.0 96.7

Table 4.7: Results for accuracy (in %) and fidelity to FLINT-f on CIFAR100, CUB-
200.

for large-scale images as predictor architecture. We use K = 180, and apply random
horizontal flip and random cropping of zero-padded image as data augmentation.
The predictor is initialized with network pretrained on ImageNet and trained for 50
epochs. For both datasets, we do not vary the other hyperparameters much compared
to experiments on CIFAR10. The hidden layers accessed are same for both. The hy-
perparameters of the interpretability loss remain unchanged for CIFAR100 and for
CUB-200 we increase  and y to 1.0 and 3.0, respectively.

We report the accuracy of BASE-f, FLINT-f and FLINT-g models (single run) and
fidelity of FLINT-g to FLINT-f in Tab. 4.7 and conciseness below in Fig. 4.10. It
should be noted that due to high number of classes, the disagreements between f and
g are more common. The generated interpretations for the class predicted by f can
still be useful if it is among top classes predicted by g (for a more detailed discussion,
see Sec. 4.4.4). Thus we report below top-k fidelity of g to f for k = 1,5 (the default
fidelity of interpreter metric corresponds to k = 1). We also illustrate visualizations

of sample relevant class-attribute pairs with global relevance r; . > 0.5 in Fig. 4.11 for
CIFAR100, and for CUB-200 in Figs. 4.12, 4.14,4.13 , 4.15.

Key observations: FLINT-f achieves almost the same accuracy as BASE-f model for
both datasets, competitive for models of this size. Given the large number of classes,
it achieves high fidelity of interpretations with top-1 fidelity of more than 80% and
top-5 fidelity around 97% for both datasets. The effect of increased number of classes
and complexity of datasets is also seen in comparatively higher conciseness of FLINT.
However, relative to the total number of attributes, the interpretations still utilize
small fraction of them, similar to results on other datasets. We also showcase the
ability of attributes learnt in FLINT to capture interesting concepts. For eg. on CUB-
200, we visualize various attributes which encode concepts like "yellow-headed birds’
(Fig. 4.12), ‘red-headed birds’ (Fig. 4.14), ’blue-faced birds’ (Fig. 4.13) and ’long
orange/red legs’ (Fig. 4.15). The AM+PI procedure emphasizes these patterns and
“imprints" them multiple times over any given input image. While this certainly
provides greater insight into encoded information of an attribute, the lack of clear
localization of these patterns in the visualization negatively affects understandability.
We talk at length about this issue when discussing limitations in chapter 6.
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Figure 4.11: Sample class-attribute visualizations for CIFAR100. Three MAS and
their corresponding AM+PI outputs are shown.
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Figure 4.12: Relevant class-attribute pairs on CUB-200 with attribute ¢,4. Each row
gives visualization for a relevant class of the attribute with three MAS and corres-
ponding AM+PI outputs.

4.6 Specialization to post-hoc interpretability

While interpretability by design has been the primary focus in this chapter, the SLI
objective can easily be specialized to provide a post-hoc interpretation when a classi-
fier f is already available. We quickly recap the learning problem in this case. Given a
classifier f € F and a training set S, the goal is to build an interpreter of f by solving:

Problem 2: argmin [lint(f,g,S).
8edy

With FLINT, we have g(x) = ho ®(x) and ®(x) =W o fz(x) for a given set of accessible
hidden layers 7 and a attribute dictionary size J. Learning can be performed by spe-
cializing Alg. 4.1 with slight modification of replacing © as © = (6, 6;,6,) while 6
is fixed and eliminating £,,.; from training loss L. Note that the model architecture
and loss functions directly affecting the intermediate embedding remain precisely the
same as before.

Experimental results for post-hoc FLINT: We validate this ability of our framework
by interpreting fixed models trained only for accuracy, i.e, BASE-f models from sec-
tion 4.4.1. Even after not tuning the internal layers of f, the system is still able to gen-
erate high-fidelity, concise and meaningful interpretations. We report these metrics
Fidelity benchmarked against VIBI is tabulated in Tab. 4.8 and conciseness curves for
post-hoc interpretations are shown in Fig. 4.16. They clearly indicate that FLINT can
yield high fidelity and highly concise post-hoc interpretations. Sample visualization of
the attributes is provided in appendix G.2.1. We also qualitatively study application
of a post-hoc CAV-based method in appendix G.2.2
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Figure 4.13: Relevant class-attribute pairs on CUB-200 with attribute ¢;,o. Each row
gives visualization for a relevant class of the attribute with three MAS and corres-
ponding AM+PI outputs.

4.7 Conclusion

FLINT is a novel framework for learning a predictor network and its interpreter net-
work with dedicated losses. It provides local and global interpretations in terms of
high-level learnt attributes/concepts by relying on (some) hidden layers of the pre-
diction network. We demonstrate interpretations with high fidelity, predictive per-



CHAPTER 4. TACKLING INTERPRETABILITY FOR IMAGE CLASSIFICATION
78 NETWORKS

MAS 1 AM+PI 1 MAS 2 AM+PI1 2 MAS 3 AM+PI1 3

: Purple Finch

Pine Grosbeak

Scarlet
Tanager

Summer
Tanager

Common Tern

Red-bellied
Woodpecker

Red-headed
Woodpecker

Figure 4.14: Relevant class-attribute pairs on CUB-200 with attribute ¢4. Each row
gives visualization for a relevant class of the attribute with three MAS and corres-
ponding AM+PI outputs.

formance and conciseness (due to entropy-based criterion), validated against some
state-of-the-art models on multiple image classification benchmarks. We proposed
a novel pipeline to understand concepts encoded in attribute functions, which we
qualitatively evaluated for understandability.

This chapter however leaves some under-explored questions about faithfulness of in-
terpretations to f. Computing faithfulness of an interpretation in the case of post-hoc
interpretability or when the two models, predictor and interpreter, differ (Yin et al.,
2021) is not trivial as there isn’t any way to measure impact of any relevant attribute.
Even though generating interpretations based on hidden layers of predictor ensures
high level of faithfulness of the interpreter to the predictor, a complete faithfulness
cannot be guaranteed since predictor and interpreter differ in their last part. How-
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Figure 4.15: Relevant class-attribute pairs on CUB-200 with attribute ¢,9. Each row
gives visualization for a relevant class of the attribute with three MAS and corres-

ponding AM+PI outputs.
Dataset VIBI FLINT-g
MNIST 95.8+£0.2 98.6+0.2
FashionMNIST 88.4+0.2 92.8+0.3
CIFAR10 64.2+0.3 89.1+0.5

QuickDraw 78.0£0.4 90.5+0.3

Table 4.8: Fidelity for post-hoc interpretations of BASE-f (in %)

ever if ensuring faithfulness by design is regarded as the primary objective, nothing
stops the use of interpreter FLINT-g as the final decision-making network. In this
case, there is only one network and the so-called prediction network has only played
the useful role of providing relevant hidden layers.
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Tackling Interpretability for Audio
Classification Networks

5.1 Introduction

In this chapter, our aim is to address both problems for audio classification networks
while proposing a system more suited for understanding interpretations for audio
modality beyond the common methods in literature.

An ideal interpreter is supposed to offer insights about a model’s decision in an un-
derstandable fashion to humans. In the case of audio classification, there are certain
desirable traits for an interpreter that effectively help to fulfil this purpose. Firstly,
we advocate that the interpretations should be generated in terms of high-level audio
objects. Even more importantly, the interpretation should be listenable for an end-
user. The rationale behind posing these traits as desirable is as follows: Audio scenes
are often composed of multiple high-level audio objects (Bregman, 1994). Moreover,
understanding events/scenes through the notion of audio objects also aligns with
cognitive development in human and animals (Griffiths and Warren, 2004; Dyson
and Alain, 2004). Listenability is essential since it is significantly more intuitive and
easier to listen to an interpretation rather than visualizing it in its time-frequency
representation (eg. spectrogram). Usefulness for both the traits can be reinforced
through an example. Imagine an audio-based surveillance system for a house raising
an alarm for break-in. An interpreter can be expected to be able to localize the event
among a host of concurrent events that triggered the alarm. If for example ’glass-
breaking’ is the triggering event that the interpreter recognizes in the input, a human
would find it easier to understand, if they can hear the interpretation rather than
visualize it on a spectrogram. Saliency maps or FLINT (chapter 4) face non-trivial is-
sues to be usable for generating listenable interpretations (see appendix H.2). Other
approaches tailored for audio (Mishra et al., 2020; Haunschmid et al., 2020; Zinem-
anas et al., 2021) are either limited in applicability or do not utilize concept-based
representations.

To this end, we propose an interpreter that relies on processing selected hidden rep-
resentations of the classifier by a neural network to extract an intermediate embed-
ding. This intermediate encoding is regularized in multiple ways, the two essential
ones being: (i) Mimicking the classifier output to be able to interpret its decisions,
and (ii) Reconstruct the input through the help of a dictionary of spectral patterns.
The latter loss and its design is strongly inspired by the structure in Non-negative
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Matrix Factorization (NMF, (Lee and Seung, 2001)), known to provide part-based de-
compositions. The loss is crucial in imposing a highly understandable meaning of
“time activations" on the intermediate embedding. This decomposition structure also
allows the interpreter to benefit from filtering information from the input. It’s worth
emphasizing that audio interpretability is not the same as classical tasks of separation
or denoising. These tasks involve recovering complete object of interest in the output
audio. On the other hand, a classifier network might focus more on salient regions.
When interpreting its decision and making it listenable we expect to uncover such
regions and not necessarily the complete object of interest.

In summary, we make the following contributions:

* We build a holistic approach that generates listenable concept-based interpret-
ations to tackle post-hoc and by-design interpretability for audio classification
networks.

* We present an original formulation that constrains the interpreter encoding
through two loss functions, one for input reconstruction through NMF diction-
ary and the other for fidelity to the network’s decision. From a learning per-
spective, we show a new way to link NMF with deep neural networks, especially
for generating interpretations.

* We extensively evaluate on three popular audio event analysis benchmarks,
tackling both multi—class and multi-label classification tasks. The dataset for
the latter is very challenging due to its collection in noisy real-world settings.
Our method’s design allows us to simulate feature removal and perform faith-
fulness evaluation.

5.2 A primer on NMF

We briefly go through the traditional definition of NMF and its applications for audio
signals before we describe our system.

5.2.1 NMF basics

NMF is a data decomposition technique popularized by Lee and Seung (2001) as a
method to learn “parts of an object”. It is a popular technique for unsupervised de-
composition of audio signals (Badeau and Virtanen, 2018). Given any positive time—
frequency representation X € REXT consisting of F frequency bins and T time frames,
NMEF decomposes it into a product of two non-negative matrices, such that,

X ~WH

Here, W = [w,W»,...,wg] € RE*X is interpreted as the spectral pattern or dictionary
matrix containing K components and H = [hy, h,,...,hg]T € RXXT a matrix containing
the corresponding time activations. Typically, a f-divergence measure between X and
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WH is minimized and multiplicative updates are used for estimating W and H (Lee
and Seung, 2001). Note that it is possible to reconstruct signal corresponding to each
or a group of spectral components. This is typically done using a procedure called
soft-masking. For a single component k, this is written as,

X, = wih T

WH

Both ./. and © are element-wise operations. If X is an invertible representation of the
magnitude spectrogram, time domain signal for X; is easily recovered using the in-
verse STFT operation. We extensively utilize this procedure for generating listenable
interpretations. NMF can also be used for dictionary learning, by estimating W on
a training dataset matrix X.,j,. As discussed later, we use a variant of NMF called
Sparse-NMF (Le Roux et al., 2015b) to pre-learn dictionary for subsequent usage in
the interpretation module.

oX

5.2.2 NMF applications for audio

NMF has since been used widely within the audio community to tackle source sep-
aration (Smaragdis, 2004), denoising (Wilson et al., 2008), inpainting (Le Roux et al.,
2011) and transcription (Dittmar and Gartner, 2014; Bertin et al., 2007). Bisot et al.
(2017) couple NMF-based features with neural networks to boost performance of
acoustic scene classification. NMF has also been successfully employed with audio-
visual deep learning models for separation (Gao et al., 2018) and classification (Parekh
et al., 2019).

Iterations of NMF optimization algorithms can be unfolded as novel deep neural net-
works. This observation has led to development of “Deep NMF” methods. In par-
ticular, Le Roux et al. (2015a) unfold the multiplicative updates of NMF parameters
into a deep network for speech separation. Wisdom et al. (2017) apply this strategy
to iterative soft thesholding algorithm to propose deep recurrent NMF.

While these works share with us the high-level idea of combining neural networks
and NMF, there is no overlap between our goals and methodologies. Unlike aforemen-
tioned studies, we wish to investigate a classifier’s decision using NMF as a regular-
izer. Furthermore, to our best knowledge, attempting to regress temporal activations
of a fixed NMF dictionary by accessing intermediate layers of an audio classification
network is novel even within the NMF literature.

5.3 System design

We organize this section as follows: We start with a brief note on notation used
throughout the chapter. We describe the setup of our framework to address post-hoc
interpretation in section 5.3.2. This is extended to address by-design interpretation in
section 5.3.3. We expound on the specific architectural details common to both prob-
lem settings in section 5.3.4 and conclude the section by detailing how we generate
interpretations with our design in section 5.3.5.
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Interpreter

o

/ Hy(z)

Figure 5.1: System overview: The core design common to both post-hoc and by-
design interpretation. The interpreter (indicated in blue) accesses hidden layer out-
puts of the classifier. These are used to predict an intermediate encoding. Through
regularization terms, we encourage this encoding to both mimic the classifier’s output
and also serve as the time activations of a pre-learnt NMF dictionary. In post-hoc in-
terpretation, the classifier is pre-trained and fixed, and only the interpreter is trained.
For by-design interpretation we train both jointly and make final predictions using
output of interpreter.

As an additional note, we will use slightly different notations for representations and
loss functions compared to the ones introduced in Chapter 3, in order to (a) follow
NMEF-like notations for parts motivated by it, and (b) make distinctions between our
designs for FLINT and the current system. The skeleton of this system is exactly
same as in Chapter 3 and we will clearly highlight the equivalence between the two
at a later stage.

5.3.1 Data Notation

We denote a training dataset by S := (x,y),, where x € X is the time domain audio
signal and y € ), a label vector. The label vector could be a one-hot or binary encod-
ing depending upon a multi-class or multi-label dataset, respectively. For listenable
interpretations through NMF, we favor a representation of x that can be easily inver-
ted back to the time-domain and use a log-magnitude spectrogram X € R"™T that is
computed by applying an element-wise transformation xy — log(1 + x() on the mag-
nitude spectrogram with F frequency bins and T time frames. This is preferred over
using magnitude spectrograms as it corresponds more closely to human perception
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of sound intensity Goldstein (1967). A deep neural network classifier for post-hoc
interpretations is denoted as f : X' — ).

5.3.2 Post-hoc interpretation

When addressing the problem of post-hoc interpretation, the classifier f will be pre-
trained and then fixed throughout. We describe now the components of the inter-
preter and what are its inputs and outputs.

Overview The system design is illustrated in figure 5.1. The interpreter is designed
to have access to hidden representations of the classifier and is tasked to produce an
intermediate embedding through the function W. This embedding is placed under
certain constraints via function © and a pre-learnt dictionary of NMF components
W. These constraints impose a highly meaningful structure on the embedding and
help in interpreting the decision f(x). We discuss the constrains, which form the
core of our approach, in this subsection. The precise architectures of ¥ and © and
optimization problem used to pre-learn W are covered later in Sec. 5.3.4.

Specifically, hidden layer outputs of the classifier f, taken as input by the interpreter,
are denoted as fr(x) € Z. They are processed through the function W : Z — RXXT,
modelled as a neural network. This produces an intermediate encoding. For simpli-
city, we will denote this encoding generated from hidden layers as Hz(x) = W o f7(x)
a function over input x. The constraints on this encoding, implemented as loss func-
tions are as follows:

Loss 1 (Fidelity loss): To be able to identify the relevant signal for interpretation,
we constrain Hz(x) to approximate classifiers output probabilities f(x) through the
function ® : RK*T — ). The term ©(Hz(x)) is also referred to as interpreter’s out-
put. We implement this constraint as a loss function by minimizing the generalized
cross-entropy loss between @(Hz(x)) and f(x). We refer to it as the fidelity loss Lgip.
Denoting the parameters of W, 0 as V\p, Vo, for multi-class classification the loss can
be written as,

Lep(x, Vg, Vg) = = f (x)Tlog(0© (Hz(x))) (5.1)
On the other hand, for multi-label classification this loss reads,
Lep(x, Vi, Vo) == ) f(x)©log(O(Hz(x)))
+(1-f(x)) ©log(1l - ©(Hz(x))).

Here © denotes element-wise multiplication.

(5.2)

Loss 2 (Reconstruction loss): We additionally constrain Hz(x) to be able to recon-
struct the input audio using pre-learnt dictionary W € R¥*X. This constraint asks to
decompose input log-magnitude spectrogram as X ~ WHz(x), that is, a product of
two non-negative matrices. This loss is based on popular non-negative matrix factor-
ization. Crucially, this allows us to consider H7(x) as a time activation matrix for W.
We refer to this as the reconstruction loss, denoted as Lyr-

Lame(x, V) = X - WHZ(x)[[3. (5.3)
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Loss 3 (Sparsity loss): In addition to Lgp and Ly, we impose ¢ regularization on
H7(x) to encourage well-behavedness, especially for large dictionary sizes Le Roux
et al. (2015Db).

Training optimization. The complete loss function over our training dataset S can
thus be given as:

L(V, Vo) =) Lrp(x, Vi, Vo) + aLxwr(x, Vi) + BIHZ ()] (5.4)
xeS

where a, > 0 are loss hyperparameters. All the parameters of the system are con-
stituted in the functions W,0® and dictionary W. Since W is pre-learnt and fixed,
the training loss £ is optimized only w.r.t Viy, V. As a reminder, when training the
interpreter for post-hoc analysis, the classifier network is kept fixed. The final optim-
ization problem addressed for post-hoc interpretation writes as follows:

¥,0 = inL(Vy, V, 5.5
argmin (Va, Vo) (5.5)

A reader should be able to clearly draw the parallels between the framework design
introduced in Chapter 3 and the system explained above. In particular losses for in-
terpretability L,r, L;f, Lcone are equivalent to Lep, Lnme, [[Hz (%)l]; respectively. Fur-
thermore, the representation of interpretation ®7(x) is same as Hz(x) and the decoder
d is implemented as dictionary W.

5.3.3 By-design interpretation

Interestingly, the same framework can also be utilized to train an inherently inter-
pretable model. As a first step, we propose the following function to be used for
making final predictions

g:X =V, glx)=0oWo fr(x)

which is a mixture of interpreter and classifier layers. One might be tempted to em-
ploy the same training mechanism for by-design problem as done for post-hoc inter-
pretation. However, there is a difference in the problem setting we need to adapt for.
Namely, the classifier layers are not trained for prediction as before. This implies that
we cannot simply aim to generate meaningful representations from it as is.

To remedy the difficulty, we modify the training in two different ways: (i) Layers of
f are now modified by backpropagating all interpreter losses to them, and thus are
now jointly trained with the interpreter. (ii) We modify the loss function to include an
additional prediction loss on the output f(x) to train all the layers in f. The training
loss function and optimization problem write as following:

Ly(x, Vi) =-yTlog(f(x))
Lrmr(x, Vi, Vi) = [IX - WHZ(x)[13

Lrp(x, Vi, Ve, Vy) = —f(x)T log(© (Hz(x)))
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L(Vy, Ve, Vy) = Zﬁf(x: Vi) + v Le(x, Vi, Ve, V)

xeS

+aLame(x, Vg, Vi) + BIHZ (x)|l;
‘i’,@),f = arg&lnir}[l(v\y, Vo, Vf)

A reader might question the need for applying a prediction loss at output of f when
the function g described above is proposed to make final predictions. This is indeed
a reasonable variant of our current choice and we resolve this issue by comparing the
performance of both systems in experiments in section 5.5.4

5.3.4 Filling the gaps

It should be noted that the network architectures and other implementation details
remain the same in both problem settings. We now cover the remaining architectural
details of W, 0 and the algorithm for pre-learning W.

Design of W. The network W is tasked with producing the encoding Hz(x) € RKXT
from the set of convolutional feature maps of the classifier, given by f7(x). These fea-
ture maps potentially originate from different layers and thus can be of different res-
olutions. To perform joint processing on them, each one is first appropriately trans-
formed to ensure same width and height dimensions. The subsequent layers process
these maps through some convolutional (with ReLU activation) and resampling lay-
ers. However, this composition is based on certain important aspects. Firstly, audio
feature maps of CNNs with spectrogram-like inputs contain the notion of time and
frequency along the width and height dimensions. Secondly, our goal with this net-
work is to process a 3D representation of feature patterns across time and frequency,
and convert it to a 2D intermediate encoding that can serve as time activation mat-
rix of size K x T. To achieve this, the subsequent convolutional layers continuously
decrease resolution on the frequency axis and increase resolution the time axis to T
frames. Furthermore, the input axis for number of feature maps corresponds to the
axis of number of components K in output of W, equal to the number of components
in dictionary W.

Design of ©. The goal of this network is to mimic the output f(x) by processing Hz(x)
This directly helps in shaping Hz(x) to interpret f(x). An important consideration for
designing © was to keep its operations on Hz(x) interpretable. This helps during the
interpretation phase in easily quantifying how different parts of Hz(x) influence the
interpreters output. It is thus composed of two parts. The first part pools activations
H7(x) across time. This pooling can be implemented in multiple ways, for eg. max
or average pooling. However, we opt for an intermediate style of attention-based
pooling Ilse et al. (2018), i.e., z=Y I, Hz(x)a, where a € R” are the attention weights
and z € RX is the pooled vector. The pooled representation vector is passed through
a linear layer. This is followed by an appropriate activation function to convert its
output to probabilities, that is, softmax for multi-class classification and sigmoid for
multi-label classification.
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Pre-learning W. The non-negative matrix W forms an integral part of the inter-
preter design. It is pre-learnt from the input data, and essential in formulating the
reconstruction loss Lypp. We employ Sparse-NMF Le Roux et al. (2015b) for the
pre-learning. The following optimization problem is solved through multiplicative
updates to pre-learn W:

min D(Xirain|WH) + P‘”H”l
subjectto W>0,H>0, (5.6)
llwell =1, Yk.

where Xi.in is a subset of the training data S. Note that its construction is dataset
dependent and will be covered in experiments. Here D(.|.) is a divergence cost func-
tion. In practice, euclidean distance is used. Training audio files are converted into
log-magnitude spectrogram space for factorization.

5.3.5 Generating Interpretations

Having described the goals and details of all components of our framework, we finally
discuss how the interpretations are generated. To generate audio that interprets the
classifier’s decision for a sample x and a predicted class c, we follow a two-step pro-
cedure: The first step consists of identifying the components which are considered
“important” for the prediction. This is determined by estimating their relevance
using the pooled time activations in ® and the weights for linear layer. Precisely,
given a sample x, the pooled activations are computed as z = Hz(x)a. Denoting the

weights for class c in the linear layer as 6%, the relevance of component k is estimated
(Zkezjk)

a2 07]" This is essentially the normalized contribution of component
cl

as Tkex =

k in the output logit for class c. To select the “important” components, we simply
threshold the relevance via a parameter 7 € (0,1) as, L., = {k : ¢ o > T}

The second step consists of estimating a time domain signal for each relevant com-
ponent k € L., and also for set L., as a whole. In this paper, we refer to the latter
as the generated interpretation audio, x;,;. For certain classes, it may also be mean-
ingful to listen to each individual component, x;. As discussed earlier under NMF
basics, estimating time domain signals from spectral patterns and their activations
typically involves a soft-masking and inverse STFT procedure. We detail this step
with appropriate equations in Algorithm 5.1.

5.4 Experimental design

Most of the experimental settings remain the same for post-hoc and by-design in-
terpretations since the underlying architecture and the loss functions directly affect-
ing interpreter are identical. Thus, the datasets, audio representation used by the
network and the learnt dictionaries remain unchanged. However, there are some
differences in training and evaluation that will be discussed explicitly. We start by
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Algorithm 5.1 Audio interpretation generation

1: Input: log-magnitude spectrogram X, input phase P, components W =
{wi,..., Wk}, time activations Hz(x) = [h%(x),...,hi(x)]T, set of selected compon-
ents L., = {ky,..., kp}.

forallkeL,, do

wih] (x)T

N

Xy X, wihZ (9 oX {// Soft masking}
x; = INV(X,Py) {// Inverse STFT}
end for

Xint < Lker,, Xk
Xint = INV(XintI Px)

Output: {xi,,..., Xk} Xint

covering the above details in section 5.4.1-5.4.2. We discuss the interpretation evalu-
ation strategies relevant for both problems in section 5.4.3, including all the systems
evaluated.

5.4.1 Datasets

We experiment with three datasets covering different types of learning tasks, source
data etc. We discuss each of them in greater detail below.

ESC50: ESC-50 (Piczak, 2015) is a popular benchmark for environmental sound
classification task. It is a multi-class dataset that contains 2000 audio recordings of
50 different environmental sounds. The classes are broadly arranged in five categor-
ies namely, animals, natural soundscapes/water sounds, human/non-speech sounds,
interior/domestic sounds, exterior/urban noises. Each clip is five-seconds long and
extracted from publicly available recordings on the freesound.org project. The data-
set is prearranged into 5 folds.

SONYC-UST: The DCASE task used a very challenging real-world dataset called
Sounds of New York City-Urban Sound Tagging (SONYC-UST) (Cartwright et al.,
2019). It contains audio collected from multiple sensors placed in the New York City
to monitor noise pollution. It consists of eight coarse-level and 20 fine-level labels.
We opt for the coarse-level labeling task that involves multi-label classification into:
‘engine’, ‘machinery-impact’, ‘non-machinery-impact’, ‘powered-saw’, ‘alert-signals’,
‘music’, ‘human-voice’, ‘dog’. This task is highly challenging for several reasons: (i)
since it is real-world audio, the samples contain a very high level of background noise,
(ii) the audio sources corresponding to the classes are often weak in intensity, as they
are not necessarily close to the sensors, (iii) some classes may also be highly localized
in time and more challenging to detect, (iv) lastly, noisy audio also makes it difficult
to annotate, leading to labeling noise. This is especially true for training data labeled
by volunteers.
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OpenMIC-2018: The OpenMIC-2018 dataset (Humphrey et al., 2018) is composed
of 20000 polyphonic audio recordings annotated with weak labels from among 20
instrument classes. The dataset was created by querying the content available on
Free Music Archive under the Creatives Commons license with AudioSet concept on-
tology and using a multi-instrument estimator model trained on AudioSet data to
suggest candidates for annotation. Each recording/clip is 10 seconds long. A single
sample generally consists of weak labels of only a small subset of classes. Each in-
strument class has at least 500 positive and 1500 total annotated samples. Compared
to SONYC-UST, the number of positive samples intra class and inter class are consid-
erably more balanced. It is currently the only large publicly available dataset with
multi-label annotation for polyphonic audio.

5.4.2 Implementation details
Classification network

We interpret a VGG-style convolutional neural network proposed by Kumar et al.
Kumar et al. (2018). This network was chosen due to its popularity and applicability
for various audio scene and event classification tasks. It can process variable length
audio and has been pretrained on AudioSet (Gemmeke et al., 2017), a large-scale
weakly labeled dataset for sound events. It takes as input a log-mel spectrogram.
The architecture broadly consists of six convolutional blocks (B1-B6) followed by
a convolutional layer with pooling for final prediction. Most convolutional blocks
consist of two sets of conv2D + batch norm + ReLU layers followed by a max pooling
layer. We fine-tune this network on each dataset separately before training our system
for any post-hoc interpretations. For ESC-50, we modify only fully-connected layers
after the convolutional blocks while for SONYC-UST and OpenMIC-2018, we modify
all the layers during fine-tuning.

Classifier performance. On ESC-50, the classifier is evaluated using 5-fold cross-
validation. It achieves an accuracy of 82.5 +1.9% over the 5 folds, higher than the
average human accuracy of 81.3%. SONYC-UST is an unbalanced multi-label data-
set. The evaluation is done using AUPRC based metrics. Our fine-tuned classifier
achieves a macro-AUPRC (official metric for DCASE 2020 challenge) of 0.601. This
is higher than the DCASE baseline performance of 0.510 and comparable to the best
performing system macro-AUPRC of 0.649 (Arnault and Riche, 2020). Note that it is
obtained without use of data augmentation or additional strategies to improve per-
formance. OpenMIC-2018 is a relatively balanced multi-label dataset. To evaluate
our trained classifier, we use the weighted average F1-score metric, proposed in the
original paper. The metric computes for each class a weighted average of F1-scores
over the positive and negative samples. The final score is the average over 20 classes.
Our classifier achieves final score of 0.83, better than the VGGish based baseline score
of 0.78 and competitive with other recent models. These details are tabulated in Tab.
5.1. As noted earlier, the pre-training is only executed for post-hoc interpretations.
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ESC-50 (in %) SONYC-UST OpenMIC-2018

System top-1 macro-AUPRC avg-weighted-F1
Human accuracy Piczak (2015) 81.3 X X
ESC50-CNN baseline Piczak (2015) 64.5 X X
Arnault et al. Arnault and Riche (2020) X 0.649 X
Koutini et al. Koutini et al. (2020) X X 0.822
VGGish Cartwright et al. (2020); Humphrey et al. (2018) X 0.510 0.785
Current-f 82.5 0.601 0.831

Table 5.1: Benchmarking performance of pre-trained classifier f for post-hoc inter-
pretation.

Audio time-frequency representation

For both the tasks, we perform the same audio pre-processing steps. All audio files
are sampled at 44.1kHz. STFT is computed with a 1024-pt FFT and 512 sample hop
size, which corresponds to about 23ms window size and 11.5ms hopsize. The log-mel
spectrogram is extracted using 128 mel-bands.

Dictionary learning

The matrix on which we apply sparse-NMF to learn W, X, ,in, is constructed dif-
ferently for each dataset due to their specific properties. For ESC-50, Xi;,i, is con-
structed by concatenating the log-magnitude spectrograms corresponding to each
sample in the training data of the cross-validation fold (1600 samples for each fold).
SONYC-UST however, is an imbalanced multilabel dataset with very strong presence
of background noise. A procedure to learn components, as for ESC-50, yields many
components capturing significant background noise, affecting understandability of
interpretations. Hence, we process this dataset differently. We first learn W, ;c., that
is, a set of 10 components to model noise using training samples with no positive
label. Then, for each class, we randomly select 700 positively-labeled samples from
all training data and learn 10 new components (per class) with W, ;.. held fixed for
noise modeling. All 10x8 = 80 components are stacked column-wise to build our dic-
tionary W. While this strategy helps us reduce the number of noise-like components
in the final dictionary, it does not completely avoid it. OpenMIC is instead a balanced
multilabel dataset for rare noise presence. We simply select random 500 positively
labeled samples for each of the 20 classes and learn 15 components. All of them are
stacked together to create Xi,ain-

Hyperparameters

The hidden layers input to the interpreter module are selected from the convolu-
tional block outputs. As is often the case with CNNs, the latter layers are expected
to capture higher-order features. We thus select the last three convolutional block
outputs as input to the network W. The loss weights and number of components used
for post-hoc interpretation are summarized in table 5.2. Ablation studies about all
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Dataset a B K #of epochs
ESC-50 10.0 0.8 100 35
SONYC-UST 10.0 0.8 80 21
OpenMIC-2018 5.0 0.2 300 21

Table 5.2: Hyperparameters for all datasets for post-hoc interpretation

Dataset y «a B K #ofepochs
ESC-50 1.0 3.0 0.2 100 51
SONYC-UST 1.0 4.0 0.2 80 21
OpenMIC-2018 1.0 3.0 0.2 300 21

Table 5.3: Hyperparameters for all datasets for by-design interpretation

the hyperparameters and justification of their choices will be presented in the next
section. The hyperparameters for by-design interpretation are guided by choices in
post-hoc interpretation and are tabulated in table 5.3.

Optimization

All the networks are optimized using Adam Kingma and Ba (2014) with learning rate
2x107%,

5.4.3 Evaluating interpretations

Quantifying different aspects of interpretability has been a challenging research ques-
tion recently. This challenge stems from the inherent subjectivity involved in its
definition. Our unique style of “concept-like" basis for interpretation and global ap-
proximation of the base model results in a testing situation to conduct its evaluation,
wherein no other method can be directly compared to it. We resolve this hurdle by
evaluating different aspects of the interpretation separately. We first discuss quant-
itative metrics for post-hoc and by-design interpretation along with their goals, fol-
lowed by discussion on subjective evaluation of interpretations.

Metrics and baselines (Post-hoc). The simplest aspect to evaluate is how well does
the interpreter agree with the classifier’s output. We refer to this metric as the fidelity
metric. To do so for any given task, we utilize the same metric used to evaluate the
classifier performance but instead treat classifiers output as ground truth and evalu-
ate the interpreter’s approximation © (Hz(x)) w.r.t to it. Thus, for multi-class classi-
fication, this is done by computing fraction of samples where the class predicted by
f is among the top-k classes predicted by the interpreter, referred to as top-k fidel-
ity. For multi-label classification tasks with unbalanced number of positive samples
of classes, we compute Area Under Precision-Recall Curve (AUPRC) based metrics.
In case of balanced classes, we compute F1-score based metrics. We denote our pro-



5.4. EXPERIMENTAL DESIGN 93

posed Listen to Interpret (L2I) system, with attention based pooling in © by L2I w/
O,.r- The most suitable baselines to benchmark its fidelity are post-hoc methods that
approximate the classifier over input space with a single surrogate model. We select
two state-of-the-art systems, FLINT Parekh et al. (2021) and VIBI Bang et al. (2021).
A variant of our own proposed method, L2l w/ O,,,, is also evaluated. Herein, atten-
tion is replaced with 1D max-pooling operation.

We also conduct a faithfulness evaluation for our interpretations. In general for any in-
terpretability method, faithfulness tries to assess if the features identified to be of high
relevance are truly important in classifier’s prediction (Alvarez-Melis and Jaakkola,
2018a). Since a “ground-truth" importance measure for features is rarely available,
attribution based methods evaluate faithfulness by performing feature removal (gen-
erally by setting feature value to 0) and observing the change in classifier’s output
(Alvarez-Melis and Jaakkola, 2018a). However, it is hard to conduct such evaluation
for non-attribution or concept based interpretation methods on data modalities like
image/audio, as simulating feature removal from input is not evident in these cases.

Interestingly, our interpretation module design allows us to simulate removal of a
set of components from the input. Given any sample x with predicted class c, we
remove the set of relevant components L., = {k : 1y, > T} by creating a new time
domain signal x, = INV(X;,P,), where X; =X -} ;o X;. We define faithfulness of
the interpretation to classifier f for sample x with:

FF, = f(x)c _f(x2)c (5.7)

where f(x)., f(x,). denote the output probabilities for class c. It should be noted
that this strategy to simulate removal may introduce artifacts in the input that can
affect the classifier’s output unpredictably. Also, interpretations on samples with poor
fidelity can lead to negative FF,. Both of these observations point to the potential
instability and outlying values for this metric. Thus, we report the final faithfulness
of the system as median of FF, over test set, denoted by FF, c4jan- A positive FF cdian
would signify that interpretations generally tend to be faithful to the classifier.

As already discussed, it is not possible to measure faithfulness for concept-based post-
hoc interpretability approaches. While measurement for input attribution based ap-
proaches is possible, the interpretations themselves and the feature removal strategies
are different, making comparisons with our system significantly less meaningful. We
thus compare our faithfulness against a Random Baseline, wherein the less-important
components, those not present in L, ,, are randomly removed. To compare fairly,
we remove the same number of components that are present in L., on average. This
would validate that, if the interpreter selects truly important components for the clas-
sifier’s decision, then randomly removing the less important ones should not cause a
drop in the predicted class probability.

We also emphasize at this point that works related to audio interpretability are not
suitable for comparison on these metrics. Particularly, APNet (Zinemanas et al., 2021)
is not designed for post-hoc interpretations. AudioLIME (Haunschmid et al., 2020) is
not applicable on our tasks as it requires known predefined audio sources. Moreover,
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SLIME (Mishra et al., 2020) and AudioLIME still rely on LIME (Ribeiro et al., 2016)
for interpretations. It is a feature-attribution method that approximates a classifier
for each sample separately. As discussed before, these characteristics are not suitable
for comparison on our metrics.

Separate from the quantitative metrics, we conducted a subjective evaluation to eval-
uate quality and understandability of interpretations. Our design for the same was
based on qualitative understanding of saliency maps for images. Attribution maps
in images are qualitatively judged by observing the visual overlap in input with the
given class being interpreted. In similar spirit, our design was based on providing the
user with input and class being interpreted and asking them to rate auditory overlap
of the interpretation and part of input audio corresponding to the class. Further de-
tails and results are covered in the next section. Apart from evaluating understand-
ability, we also extensively analyze our interpretations qualitatively.

Metrics and baselines (By-design). For by-design interpretation, the faithfulness
metric is much less significant. This is because the final classification output is gener-
ated by the interpreter itself and thus faithfulness is ensured by-design. The classific-
ation performance of the interpreter is the primary metric, similar in spirit to fidelity
evaluation for post-hoc interpretations. We compare this with several baselines to (i)
benchmark performance of our by-design interpretable network, and (ii) to evaluate
the two key modifications introduced in the learning problem while extending from
post-hoc to by-design interpretation (section 5.3.3). Specifically, the hidden layers of
f are not pre-trained on the given dataset in by-design problem and updated jointly
with interpreter layers. And secondly, applying an additional classification loss on
f(x) to affect the hidden layers. The various baselines and the reasons to include
them are the following:

* Audio prototypical networks (APNet) (Zinemanas et al., 2021) act as a primary
baseline from literature. It is an audio processing by-design interpretable net-
work. While it generates interpretation differently from us, it is the only system
in the literature addressing by-design interpretation for audio modality. Note
that the dedicated post-hoc interpretation systems VIBI and SLIME are not rel-
evant for this problem. For fair comparison, we use the same number of proto-
types in their network as our number of components.

* In order to ascertain that using a CNN based representation for NMF offer ad-
vantage over typical NMF based representations in terms of prediction perform-
ance, we also evaluate performance of two NMF variants: Unsupervised NMF
based classification and the Task-driven Dictionary Learning (TDL)-NMF model
(Bisot et al., 2017). The unsupervised NMF model simply learns a dictionary on
training data, computes average time activations on test samples and makes pre-
dictions using a linear model. The TDL-NMF model instead updates the initial
learnt dictionary with classification loss from the linear model and thus learns
them jointly. For both the systems, we experiment with use of two data types to
learn NMF-dictionaries. The first is log-magnitude spectrograms and second is
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power mel-spectrogram (with a square root transformation). We vary dictionary
sizes from 64 to 512 components and report results for best performance.

e Given the framework level similarities between FLINT and L2I, we also evalu-
ate the performance of the FLINT interpreter when trained for by-design inter-
pretation. As before, we again emphasize that FLINT is not suitable for audio
interpretations, but provides a interpretable network design for comparison of
performance.

 Variants of L2I: We denote our proposed version of L2I for by-design interpret-
ation as L2Igp w/ ©,,;. We further evaluate two variants of our proposed clas-
sification network g(x). The first variant “L2Igp-NoPred" does not include a
classification loss applied to f(x) and instead applies it directly to g(x). The
second variant “L2I-PostHoc" is simply the interpreter trained for post-hoc in-
terpretation. We compare with these variants to gain perspective on effect of
differences between our formulations of post-hoc and by-design problems.

Details about the baseline implementations for both post-hoc and by-design, can be
found in appendix H.2.3.

5.5 Results and discussion

5.5.1 Post-hoc interpretation
Fidelity

As discussed previously, to quantify fidelity, we use the same respective metrics as
done to benchmark classifier performance but evaluate them for interpreter output
w.r.t classifier output. For ESC-50, mean and standard deviation of top-k fidelity is
calculated over the 5 folds. We show these results for k = 1,5. For SONYC-UST, we
report the macro-AUPRC, micro-AUPRC and max-F1 for the interpreter output w.r.t
classifier. For fairness, we ignore the class ‘non-machinery impact’ from all class-wise
evaluations involved in fidelity (i.e. macro-AUPRC) or faithfulness. This is because
the classifier predicts only one sample in test set with positive label for this class,
causing AUPRC scores to vary widely for different interpreters. For OpenMIC-2018,
we report the Fidelity weighted F1-score for each system. All the above results are
available in Tab. 5.4.

Among the four systems, VIBI performs the worst in terms of fidelity. This is very
likely because it treats the classifier as a black-box, while the other three systems ac-
cess its hidden representations. This strongly indicates that accessing hidden layers
can be beneficial for fidelity of interpreters. While on ESC50, FLINT achieves the
best fidelity, L2I w/ @1 outperforms all systems on the other datasets. It should
be noted that our system variants distinctly hold the advantage of generating listen-
able interpretations over FLINT and VIBI. Nevertheless, these systems form strong
baselines for fidelity and the results demonstrate that our interpreter can generate
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ESC-50 (in %) SONYC-UST OpenMIC-2018
System top-1 top-5 macro-AUPRC  micro-AUPRC  avg-weighted-F1
L2Iw/ ©4py 65.7+2.8 882+17 0.909=+0.011 0.917 +0.008 0.920 + 0.004
L2I w/ Oyux 73.3+23 927+12 0.866+0.014 0.913+0.012 0.906 + 0.004
FLINT 73.5+23 93.4+0.9 0.816+0.013 0.907+0.011 0.907 + 0.004

VIBI (Bang et al., 2021) 27.7+2.3 53.0+1.8 0.608+0.027 0.575+0.019 0.581 £ 0.037

Table 5.4: Fidelity results for the interpreter w.r.t classifier’s output on all data-
sets. We report top-1 and top-5 fidelity (in %) for ESC-50 (all five folds), AUPRC-
based metrics for SONYC-UST and weighted F1-score averaged over all classes for
OpenMIC-2018. All results contain mean and variance over three runs. Values
in bold indicate maximum of the metric among all the evaluated systems (incl.
baselines).

high-fidelity post-hoc interpretations. Moreover, its design is flexible w.r.t different
pooling functions.

Faithfulness

In Table 5.5, we report median faithfulness FF o4ian 0n ESC-50 for our primary sys-
tem L2I w/ Ourr at different thresholds T averaged over the five folds. Smaller 7
corresponds to higher |L, ,|, which denotes the number of components being used for
generating interpretations. Thus, for Random Baseline, we report FF c4i.n at the low-
est threshold 7 = 0.1, to ensure removal of maximal number of components. To recall
the definition of Random Baseline, please refer to Sec. 5.4.3. FF  edjan for L2I W/ ©arr
is positive for all thresholds. It is also significantly higher than the Random Baseline,
indicating faithfulness of interpretations.

The results for class-wise faithfulness on SONYC-UST and OpenMIC are illustrated in
Fig. 5.2 and 5.3 respectively. We show FF, .4ian (absolute drop in probability) for our
system and the Random Baseline. For most classes, interpretations can be considered
faithful, with a significantly positive median compared to random baseline results,
which are very close to 0.

Subjective evaluation

The test was conducted with 15 participants. Each participant was provided with
10 input samples, a predicted class by the classifier for each sample and the cor-
responding interpretation audios from SLIME and L2I. They were asked to rate the
interpretations on a scale of 0-100 for the following question: “How well does the in-
terpretation correspond to the part of input audio associated with the given class?". The
10 samples were randomly selected from a set of 36 (5-6 random test examples per
class). For each sample, we ensured that the predicted class was both, present in the
ground-truth and audible in input. Class-wise preference results and average ratings
are shown in Fig. 5.4. L2I is preferred for ‘music’, ‘'dog’ & “alert-signal’, SLIME is pre-
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System Threshold ©  FFcdian
7=0.9 0.002
T=0.7 0.004

L2l w/ O, T=0.5 0.012
7=0.3 0.040
7=0.1 0.113

Random Baseline 7=0.1 <1074

Table 5.5: Faithfulness results on ESC-50 for different thresholds, . We report
FF nedian for proposed L2I w/ ©,,,; and the Random Baseline.

Faithfulness on SONYC-UST (t=0.1)
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Figure 5.2: Faithfulness (absolute drop in probability value) results for SONYC-UST
arranged class-wise for threshold, 7 = 0.1

Faithfulness on OpenMIC-2018 (T =0.1)
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Figure 5.3: Faithfulness (absolute drop in probability value) results for OpenMIC-
2018 arranged class-wise for threshold, T = 0.1

ferred for ‘'machinery-impact’, no clear preference for others. Further details about
the subjective evaluation are available in appendix H.2.4.
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Figure 5.4: Subjective evaluation results. Average scores for L2 and SLIME and frac-
tion of votes in favour of each system

5.5.2 Qualitative analysis of interpretations

Qualitatively we observe that our interpretations are capable of emphasizing the ob-
ject of interest and are insightful for an end-user to understand the classifier’s pre-
diction. We share multiple examples on our companion website.! Samples in case of
SONYC-UST and OpenMIC are often already challenging with the presence of other
sources of audio. In case of ESC50, to create more interesting and challenging scen-
arios we devise an experiment described below

Audio corruption experiment: interpretability illustration. For ESC50, we gener-
ate interpretations after corrupting the testing data for fold-1 in two different ways
(i) either with white noise at 0dB SNR (signal-to-noise ratio), (ii) or mixing it with a
sample of a different class. It should be noted that in both these cases the system is
exactly the same as before and not trained with corrupted samples. Some examples,
covering both types of corruptions are shared on our companion website.!. Regard-
less, of the corruption audio, in most cases the system is able to clearly emphasize
the object of interest. A detailed qualitative analysis of this experiment can be found
in appendix H.1, including examples of cases where interpreter provides insights for
misclassified samples. We also discuss about interpretations from a two saliency map
methods and FLINT in appendix H.2 and highlight why they are not suitable in their
current form for listenable interpretations.

For SONYC-UST, we observe good interpretations for classes ‘alert-signal’, ‘dog’ and
‘music’. For them, the background noise is significantly suppressed and the interpret-
ations mainly focus on the object of interest. Interpretations for class ‘human’ are also
able to suppress noise to a certain extent and focus on parts of human voices. How-
ever, for this class, we found presence of some signal from other audio sources too.
For the remaining classes, namely ‘Engine’, ‘Powered-saw’ and ‘Machinery-impact’
the quality of the interpretation is more sample dependent. This is due to their acous-
tic similarity with the background noise. We provide example interpretations for

Ihttps://jayneelparekh.github.io/listen2interpretV2/
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SONYC-UST on our companion website.'

The third dataset OpenMIC-2018, offers challenges under unique scenarios. Unlike
SONYC-UST while it does not face issue of noise in data, it faces the hurdle of a
strong overlap between instruments. This is because their onsets are often aligned by
beats of the musical piece. This increases difficulty of filtering the signal of interest.
Even with the greater complexity, the interpretations in many cases are able to em-
phasize the class of interest. Classes with relatively unique sounds such as ‘Bass’ or
‘Mallet-percussion’ are very well extracted. String like instruments including Violin
and Guitar are also generally emphasized well.

Coherence of interpretations. We visualize interpretations generated on the test set
for SONYC-UST and OpenMIC-2018 by clustering relevance vectors. Specifically, we
compute the vector r., € RX which contains relevances of all components in predic-
tion for class ¢ for sample x. The relevance vectors are collected for each test sample x
and its predicted class c. We then apply a t-SNE (LJPvd and Hinton, 2008) transform-
ation to 2D for visualization. This is shown in Fig. 5.5. Each point is labeled/colored
according to the class for which we generate the interpretation. Interpretations for
any single class are coherent and similar to each other. This is to some extent a
positive consequence of global weight matrix in ®. Moreover, globally it can be
observed that classes like "Machinery-impact” and 'Powered-Saw’ have similar relev-
ances which are to some extent close to ’Engine’. This is to be expected as these classes
are acoustically similar. '‘Dog’ and 'Music’ are also close in this space, likely due to
the often periodic nature of barks or beats. The visualization for OpenMIC is argu-
ably even more interesting because of larger number of classes and several inter-class
relationships. Various sets of similar instruments end-up as clusters in proximity of
each other. The examples include ‘Cello-Violin’, ‘Drums-Cymbals’, ‘Clarinet-Flute’,
‘Ukulele-Mandolin-Banjo’, “Trombone-Trumpet-Saxophone’. Moreover, the meaning-
fulness of clustering also extends to higher-level of grouping. For example, the data is
partitioned so as the string-based, wind-based, or percussion instruments are close to
each other within their respective groups. This indicates that the interpreter’s repres-
entations of what constitutes sound of an instrument aligns to some extent to human
understanding.

5.5.3 Ablation studies

Tab. 5.6 and Tab. 5.7 present ablation studies for loss hyperparameters and choice of
hidden layers. The values in bold indicate our current choices for post-hoc interpret-
ation. The metrics and loss values given here are for a single run.

Selecting the hidden layers of the classifier that should be accessed by the interpreter
is an important choice. At first glance, this model selection task might appear to be
computationally too expensive as total possible choices is exponential in number of
hidden layers. However, practical considerations can heavily reduce the search space.
An upper bound to the number of layers could be set depending upon the desired
size of interpreter. In our experiments throughout the paper, we limited ourselves to
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Figure 5.5: Visualized relevances (following a t-SNE transformation) of generated in-
terpretations on test sets of SONYC-UST (top) and OpenMIC-2018 (bottom), colour-
coded according to interpreted class. For clarity in case of OpenMIC, we show up to
random 25 interpretations of a class.
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ConvBlocks Lyxmr  Lrp  top-1

B3 0.104 1.788 53.0
B6 0.118 1.698 57.8
B2+B3 0.093 1.966 51.8
B5+B6 0.103 1.572 61.5
B4+B5+B6 0.079 1.546 65.5
Input 0.102 2.384 345

Table 5.6: Ablation study for hidden layers: loss values on ESC50 (fold 1) test set for
different subsets of hidden layers. Current choice indicated in bold.

o /5 ENMF KFID macro-AUPRC
10.0 0.8 0.028 0.386 0.900
10.0 8.0 0.048 0.386 0.879
10.0 0.08 0.028 0.388 0.876

1.0 0.8 0.045 0.375 0.921
100.0 0.8 0.027 0.445 0.612

Table 5.7: Ablation study for loss hyperparameters: loss values on SONCY-UST test
set for different weights of loss functions. Current choice indicated in bold.

at most 3 layers. Crucially, layers close to the output are more favourable, for mul-
tiple reasons. They generally result in better fidelity and inherently tie the interpreter
much closer to the output of classifier. Moreover, the latter layers are also expected to
capture higher level features. We illustrate how selecting different subsets of hidden
layers affects optimization of our fidelity and reconstruction loss by doing an abla-
tion study. It’s results are reported in table 5.6. The classifier consists of 6 major
convolutional blocks (B1-B6).

Loss weights. We illustrate the effect of varying loss weights on optimization in table
5.7. Too high emphasis on Lnyg, that is, high @ can hurt the fidelity of interpreter
while a high g (sparsity loss) can result in poorer reconstruction. Importantly, there
is a good range of values wherein the system can be regarded as operating reasonably.

Number of components. Choosing K, also known as order estimation, is typically
data and application dependent. It controls the granularity of the discovered audio
spectral patterns. Determining the optimal value has been a long standing problem
within the NMF community (Tan and Févotte, 2012). Our choice for this parameter
was guided by three main factors:
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Figure 5.6: Ablation study for number of components. Loss values on test data for
ESC-50 and OpenMIC-2018.

* Choices made previously in literature for similar pre-learning of W (Bisot et al.,
2017), who demonstrated reasonable acoustic scene classification results with a
dictionary size of K = 128. We used this as a reference to guide our choice.

* Dataset specific details which include number of classes, samples for each class,
variability of recordings etc. For eg. acoustic variability of ESC-50 (larger
number of classes), prompted us to use a dictionary of larger size compared to
SONYC-UST. We use highest number of components for OpenMIC, which has
largest dataset size among the three and reasonably high acoustic variability.

e When tracking loss values for different K, we observed a plateauing effect for
larger dictionary sizes as illustrated in Fig. 5.6 for ESC-50 and OpenMIC-2018.
In case of OpenMIC, this effect is prominent for reconstruction loss Lyyr. The
fidelity remains high even for small K .

5.5.4 By-design interpretation

The performance of all systems is given in Tab. 5.8. We compute the same metrics
as used to evaluate the classifiers for each dataset. Mean performance along with
variance across 3 runs is reported. We make the following key observations:

* Among the interpretable neural networks for audio, L2Izp w/ O, clearly
outperforms APNet. The size of the models plays an important role in this. L2I
learns with the help of a network architecture that feeds it with higher quality
representations for prediction compared to architecture in APNet. It is gener-
ally able to sustain a comparable performance w.r.t the base network BASE-f
while imposing an interpretable structure for final prediction model.
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ESC-50 (in %)

SONYC-UST

OpenMIC-2018

System accuracy macro-AUPRC  avg-weighted-F1
L2Igp W/ Oy 70.1 £1.5 0.581 + 0.008 0.825 + 0.005
APNet (Zinemanas et al., 2021) 63.6 +1.7 0.422 +0.012 0.563 £ 0.025
Unsupervised-NMF 39.4+ 2.3 0.373 £ 0.006 0.659 £ 0.018
TD-NMF (Bisot et al., 2017) 46.7 + 2.7 0.431 £ 0.018 0.699 + 0.012
L2I-Posthoc 65.4 +3.4 0.567 + 0.007 0.825 + 0.003
L2Igp—NoPred 64.4+1.1 0.563 + 0.004 0.746 + 0.006
FLINT 75.3 £ 3.6 0.556 + 0.008 0.827 £ 0.002
BASE-f 82.5 0.601 0.831

Table 5.8: Classification performance for by-design interpretation. The evaluated
systems include our proposed by-design interpretable network, denoted as L2Igp w/
O,1r, its variant with modified loss function (L2Igp—NoPred), interpreter trained for
post-hoc interpretation (L2I-Posthoc), classification models based on traditional NMF
(unsupervised NMF and TD-NMF) and audio prototypical network APNet. The base
classification network used for post-hoc interpretation (BASE-f) and FLINT are used
as references for high performance networks not suitable for audio interpretation.

* Comparison with NMF baselines. While TDL-NMF performs better than unsupervised-
NMEF, L2I variants are noticeably better than both. This highlights a unique
advantage of combining NMF representations with deep neural network rep-
resentations, wherein, the NMF structure leads to interpretability and using
deep networks as source provides higher prediction performance compared to
directly using NMF activations generated from input.

* We also validate our design of training procedure for by-design interpretable
network g(x), by comparing it with the two variants of proposed system, L2I-
PostHoc and L2I-NoPred. The performance of L2Igp w/ ©,;, compared to L2I-
Posthoc highlights that g(x) tends to perform better when hidden layers of f
are trained jointly with interpreter. L2I-NoPred performs the worst among the
three, emphasizing the benefits of updating the hidden layers of f with classi-
fication loss imposed on f(x) rather than on g(x).

5.6 Conclusion

We have presented a framework to tackle both post-hoc and by-design for audio clas-
sification networks. To this end, a novel interpreter is designed with the key idea of
using an NMF-inspired regularizer. This enables listenable concept-based interpret-
ations. We motivate listenability as an important attribute for audio interpretability.
Efficacy of the proposed framework is established through extensive qualitative and
quantitative experimentation. In particular, we quantitatively evaluate both post-hoc
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and by-design interpretations on three popular datasets pertaining to audio event
and music instrument recognition tasks. We perform a user-study to confirm use-
fulness of our interpretations. In addition, through a visualization of the generated
interpretations, we show that they are coherent across samples from different classes
and cluster in a fashion that aligns well with human understanding of sound. Further
works concern the extension of this framework to other machine learning audio-based

tasks.
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The goal of this chapter is to gain perspectives about the research presented in this
thesis. We first analyze the research with a broad outlook and identify the contribu-
tions. We then discuss the limitations and research directions that can deepen and
broaden the abilities of the developed framework. A specific section is devoted to
discuss ongoing work regarding extending the decoder for the image interpretability
system.

6.1 Discussion and contributions

6.1.1 Summary of contributions

We first designed a framework in Chapter 3, that can be used to address both post-
hoc and by-design interpretation problems. The framework is based on the idea of
considering prediction and interpretation as two separate tasks solved by different
but related models, a predictor f and an interpreter g. The interpreter is dependent
on f through its selected hidden layers. We proposed a single learning objective
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composed of a prediction loss term and an interpretability loss term. To expand upon
the structure of g, first we motivated the idea of using a dictionary of concepts as
representation of interpretation, learnt without any additional supervision. Then we
proposed a minimal set of properties which formulate the interpretability loss for
training. We finished outlining details about g by proposing a novel notion of local
and global relevance based on activation of attribute functions and how they affect
the output of g.

We presented two instantiations of the framework, for image classification networks
in Chapter 4 (titled FLINT) and audio classification networks in Chapter 5 (titled
L2I). For both tasks, we demonstrated the applicability to post-hoc and by-design
interpretation. We showed improved prediction performance of g with respect to
comparable interpretable networks on multiple popular classification benchmarks in
both cases. We also illustrated better fidelity of our interpreter compared to black-box
interpreters, highlighting the advantages of utilizing hidden layers for interpreter’s
representation. Additionally, we thoroughly analyzed the interpretations qualitat-
ively, along with a subjective evaluation to assess their understandability in both in-
stances.

Modality specific contributions: For image modality, we proposed an entropy based
loss to improve the conciseness of interpretations compared to other unsupervised
concept-based approaches and propose a novel pipeline to discover the encoded con-
cepts. The pipeline was designed to delve deeper into understanding what visual
patterns activated an element of concept dictionary. For audio modality, addition-
ally motivated by listenability of interpretations, we instead proposed a completely
novel method for interpretation, based on popular non-negative matrix factorization
(NMEF). This method also presented a novel way to link NMF and deep neural network
representations. We also proposed a mechanism to compute faithfulness of interpret-
ation for post-hoc interpretations in this setting which is non-trivial for unsupervised
concept-based methods. Furthermore, we illustrated that our system in most cases
remains faithful to the predictor.

6.1.2 Contrasting between FLINT and L2I

It is quite fascinating to study the differences between the two instantiations, espe-
cially since the underlying framework is identical for FLINT and L2I. Our motivations
in both applications are slightly different. Consequently, the systems are realized
through different representations for interpretation, even though both learn unsuper-
vised dictionaries which capture higher-level features. These differences ultimately
lead to distinct information given to the user as interpretation even though the pro-
cess of relevance computation is similar and central to both. The focus of evaluation
also slightly differs in the two applications. We now elaborate on these points below:

 Listenability as motivation: A critical desideratum that set the foundation of
L2I was listenability of interpretations. This was linked to the observation that
any visualization is significantly less meaningful for audio. The representation
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used in FLINT was ruled out as the activation maximization based visualiza-
tions were poor for generating listenable audio.

* Representation for interpretation: There are a few intriguing differences one
can observe between the two representations and the interpreters for FLINT
and L2I. The representation in FLINT, ®7(x), is completely learnt from scratch
whereas the representation in L2I, H7(x), has a separate component tied to it,
the underlying dictionary W, which is learnt separately on the input data and
independent of the networks. The hidden layers of the predictor are then pro-
cessed to learn which of the components of W need to be activated, in line with
all interpretability losses. In this sense, the use of Sparse-NMF to learn W is
similar to the use of external algorithms in concept extraction of ACE (Ghorb-
ani et al., 2019). However, unlike in ACE, the dictionary learning in L2I is not
limited by the representation power of a pre-trained network. The dictionary
is learnt independently of any neural network. Another intriguing difference
is the completely different designs of decoder. L2I employs the pre-learnt dic-
tionary W as decoder whereas FLINT employs a neural network as decoder.
The operation of L2I-decoder is well defined and interpretable in itself. This
design correspondingly imposes a very clear meaning of time activations on
the learnt representation Hz(x). Conversely in FLINT we develop a separate
pipeline to discover the encoded concepts in the attribute dictionary ®;. The
decoder design of L2I plays a central role in allowing the possibility of a filter-
ing procedure on input audio. Moreover, the generative nature also allowed the
possibility to simulate removal of components, essential to compute faithful-
ness for post-hoc interpretations.

 Interpretation generation: Despite the clear meaning enforced on the learnt
representation in L2I, one can notice that we do not explicitly attempt to de-
rive any semantic understanding for each individual component in W. This is
mainly because the components in L2I, generally do not encode the same level
of abstract information as in FLINT, or as one would require for high-level con-
cepts. This does not imply that a global interpretation cannot be generated.
One could still meaningfully compute global relevances in L2I. The visualiza-
tion of relevances in some sense also is a type of global interpretation. How-
ever, it is hard to expect one single component to capture an abstract concept.
Interestingly though there is a possibility that a group of components collect-
ively represent a concept. We leave the research in this direction as a poten-
tial future work. Lastly, the interpretation generation algorithm in L2I, while
more straightforward and simpler than FLINT due to decoder design, doesn’t
provide the same level of information or detail. Similar to other interpretability
algorithms, the information served as interpretation in L2I focuses to highlight
relevant regions of input, albeit with a completely different methodology. On
the other hand the pipeline in FLINT segregates finer details about the input as
part of interpretation rather than highlighting region of relevance.
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6.2 Limitations and future work

We divide the discussion about limitations and interesting research directions for
future in five parts. The first three discuss them pertaining to our general framework
design, and specific systems for image or audio. The ideas elaborated in these parts
aim to deepen the framework developed. In the fourth part we discuss directions to
broaden the scope of our framework. In the final part we conclude the discussion by
covering key themes of this thesis with implications beyond our scope of research.

6.2.1 Framework design prospects

Hyperparameter selection: Invariably any instance of the framework would require
selection of hidden layers for the interpreter to access, size of dictionary ®; and
the loss hyperparameters. While we do study and provide empirical and practical
guidelines to make a smart choice of these parameters, they do require certain back-
ground knowledge about the networks and behaviour of the losses to reach a balance.

Interpretability loss function: As of yet, we only propose a minimal set of properties
and corresponding penalties to learn ®@z(x). Flexibility in using different loss func-
tions to impose other properties offers an attractive direction to improve the learning.
We already invoked the possibility of imposing stability of activations with respect to
changes in the input. Orthogonality of components/attribute functions also poses an
interesting direction in this regard. It can be a useful constraint for data decompos-
ition (Asteris et al., 2015) having found applications for both audio and image pro-
cessing. Its frequently used in vision for encoding disentangled information (Sarhan
etal., 2020; Liu et al., 2020), and in audio processing for regularizing NMF dictionar-
ies (Sobieraj et al., 2018; Kitamura et al., 2014).

Another compelling direction to explore is that of imposing invariance of activations
to transformations. Invariances in general have natural links to our understanding
of the physical world. For example, our brains can identify an image of a dog even
if it’s upside down, and our reasons for identifying it remain the same. In other
words our “internal concept representation” of the image remains invariant to orient-
ation of the image. Imposing such properties can guide the learning of the attribute
functions to improve interpretability aspects. While some invariances are imposed
by-design through an architectures (for eg. translation invariance in CNNs), depend-
ing upon the transformation, the invariance can result in better semantic structure
(Rieger et al., 2020).

Innovating with architectures: Our framework employs three different functions
with three different roles: (a) W with role of processing the hidden layers and predict-
ing the representation for interpretation, (b) © tasked with processing output of W
and predicting the final output of interpreter g, and (c) Decoder d tasked with pro-
cessing output of W and reconstructing the input to encourage the representation to
encode relevant patterns of the input space. Each of them should be designed accord-
ing to a given application. However, © has more general possibilities of improvement.
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There are generic designs (Agarwal et al., 2020; Radenovic et al., 2022) that can re-
place the use of linear layer in current versions of © to improve fidelity/performance
without giving up much on interpretability, or introduce a novel usage of attributes
in interpreter’s prediction that benefits certain use-cases, such as logical reasoning
over the attribute functions (Kusters et al., 2022).

6.2.2 Image interpretability directions

Decoder limitations and extensions.  Even though we demonstrate that FLINT
can provide useful insights for large scale and diverse images, the learnt attributes
and concept discovery pipeline to understand them have limitations that stand out
more for complex problems. For the concept discovery pipeline, one key limitation
is the lack of interactive nature. While activation-maximization based outputs can
assist in answering what concept is encoded in an attribute function, they do not
necessarily localize the activating visual patterns. This makes it more challenging for
the user to identify relevant information in the visualization. Interactive tools to link
an attribute to input space give the user a better handle to simultaneously localize
while emphasizing an encoded concept.

The reduction of semantic meaningfulness of the learnt @ in complex scenarios (for
eg. in CUB-200) is another key limitation. Note that understandability of features
captured by an attribute does not exactly equate to it being semantically meaning-
ful. An attribute capturing multiple semantic features can still be deemed under-
standable even though its not semantically meaningful. However undoubtedly both
notions are related as human understanding about high-level concepts is an under-
lying factor for both. Both of the aforementioned limitations can potentially be ad-
dressed through the use of a decoder based on a generative model like Variational-
Autoencoder (VAE) (Kingma and Welling, 2013) or Generative Adversarial Networks
(GAN) (Goodfellow et al., 2020). We devote the next section to it, as it is one of the
ongoing contributions.

Incorporating prior knowledge: Currently there is no mechanism to integrate any
prior knowledge in the learning of attributes. Recent work by Sarkar et al. (2022)
considers the case of full supervision of concept dictionary with complete annotations
for each sample, which we believe could be adapted to FLINT. There are however
no systems to have demonstrated concept dictionary learning in a semi-supervised
setting i.e. annotations for a subset of concepts. Work in this direction could enhance
the flexibility and use-cases of the method.

6.2.3 Audio interpretability directions

As previously mentioned, the aspect of global interpretations and possibilities of en-
coding abstract concepts have not been studied to full extent in L2I currently. While
it is unlikely that a single component encodes high-level properties about the input,
but it is possible that a subset of components do. Moreover, the current components
in W only capture frequency fingerprints for single time-frames. There are frequency
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patterns that can exist over multiple time frames which the current W is unable to
capture.

The above discussion suggests that the current L2I interpretation need not be the
most favourable for all types of audio tasks. Our motivation indicates the scenarios
where L2I is more suitable, i.e. when the input scene can be decomposed into mul-
tiple audio sources. Emphasizing one or a subset of sources for listenable audio is
insightful in these cases. For tasks where the mapping between categories and un-
derlying audio object/events is not as clear, L2I’s representation for interpretation
is probably not optimal. Thus, extending W using the notions of convolutive-NMF
(Bisot et al., 2017), or non-negative tensor decomposition (NTD) is a promising direc-
tion (Foscarin et al., 2022). Studying the possibilities of a set of components encoding
an abstract concept is possibly worth pursuing. Furthermore, devising new ways to
build a dictionary with other ways of sample selection procedures or loss functions to
impart some prior knowledge are also interesting directions.

6.2.4 Breadth in current framework

The current research can be extended and studied in many different directions. The
framework offers flexibility in its ability to address both post-hoc and by-design in-
terpretation and scope of interpretability (local and global). This in itself incentivizes
application to novel problem settings. The other vital ingredient of the framework is
the non input attribution based representation for interpretability. Similar to our ap-
plication on audio, developing and analyzing novel representations in new domains
offers a wide range of interesting possibilities in broadening the framework’s applic-
ability. We go through some of these below:

* Data modalities: This manuscript primarily concerns with image and audio
signals. Nevertheless, there are multitude of other data modalities that benefit
in performance of classification systems by employing deep neural networks.
Moreover, there might be potential advantages in relying on concept-based in-
terpretations on these modalities. Graphs, time-series data, multi-modal data
(including videos) are some prominent options for the same. Research on inter-
pretability in graph processing models have already invested efforts in propos-
ing novel means of interpretations more suited for graphs (Yuan et al., 2021) as
covered in Chapter 2. Multi-modal data includes two popular pairs of modal-
ities, image—text and image—audio. There is a strong potential to propose more
convenient means of interpretation for them, for eg. by using higher-order ob-
jects with simultaneous grounding in both domains.

* Learning tasks and predictor architectures: Our framework was developed
for supervised classification as the underlying task. Our experiments included
3 different types of CNNs across the two modalities, given their popularity for
image and audio classification. However, our design has generic elements which
we believe could be adapted to novel tasks such as supervised regression, rein-
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forcement learning, structured prediction. Instead the architectures and losses
can also be adapted to specific networks including transformers, structured pre-
diction energy networks (SPEN) or other energy based models.

* Prototypical representation: A commonality between methods for prototype
based and concept-based interpretations is their reliance on latent representa-
tions. This leads us to believe that the framework could be potentially enhanced
even more by incorporating prototypes as means of interpretation. For instance,
our framework could offer a pathway to apply prototypical networks for post-
hoc interpretations.

6.2.5 General research directions for interpretability

Evaluation and Comparisons. A key theme in this research has been about the choice
of means of interpretation for any method. It directly impacts what information hu-
mans need to assess and understand. Given the different possible choices, this raises
the question of how can the systems using different representations for interpretation
can be compared. A possibility which we ourselves opted for was human evaluation
for audio interpretation (L2I vs SLIME). However, in terms of quantitative metrics
or functionally-grounded evaluation, it is not a given that two different methods are
comparable. For example, saliency maps and prototype-based interpretation meth-
ods would measure conciseness in different ways. Even if they measured it in the
same way, it is not obvious that comparison is sensible. Thus, proposal of metrics or
platforms that can cost-effectively compare between systems with different means of
interpretation is an important aspect of research for near future.

Non-technical context factors. When listing out the various context factors for an in-
terpretability application in chapter 2, we only considered the technical details. With
the close relation of interpretability to social, cognitive and legal spheres (Chatila
et al., 2021; Bertrand et al., 2022; Brand, 2022), there are a host of other constraints
that we haven’t considered. And unavoidably all the context factors (including tech-
nical ones) interact with each other to form a complex web of relationships. For any
real-world application of interpretability the influence of all these relationships need
to be considered and studied to ensure ethical and beneficial use of these systems

Interpretability as intermediate task. Throughout the thesis we consider inter-
pretability as an end goal, in line with spirit of most of the recent literature. Non-
etheless, it is very intriguing to consider it as an intermediary for other downstream
tasks such as model debugging, active learning, anomaly detection etc. This is to
some extent a natural progression for future as mastering a skill is typically followed
by its use to solve other problems. Research maturity in interpretability and its un-
derstanding among the community will inevitably push the frontiers in this direction.
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Figure 6.1: Modification of decoder architecture and input fidelity loss terms. The
indicated ‘MSE’, ‘LPIPS’, ‘ENC’ losses all promote % to be close to x (Eq. 6.3.1)

6.3 Extending FLINT decoder with generative models

As mentioned previously, there is ongoing work to incorporate generative model-
ling in the decoder d for two goals, to increase semantic meaningfulness in learning
of dictionary @7 (while maintaining relatively small dictionary size) and adding in-
teractivity in the visualization for better understanding. A secondary advantage of
generative modelling is the possibility to measure faithfulness, as witnessed for L2I
in Chapter 5. There are multiple possibilities for popular generative models in ma-
chine learning research, which includes variational autoencoders (VAE) (Kingma and
Welling, 2013), generative adversarial networks (GAN) (Goodfellow et al., 2020), in-
vertible neural networks (INN) or flow-based models (Rombach et al., 2020) and dif-
fusion models (Ho et al., 2020). However, given the much smaller dimensionality of
latent space compared to input and desirability of fast generation time, VAE or GAN
are currently more viable options. There are some recent works that learn unsuper-
vised concept dictionaries using a VAE (Taeb et al., 2022) and StyleGAN (Lang et al.,
2021). However, due to GAN’s common reputation to generate sharper images at
high resolutions, we gravitate more towards opting them, even though training VAE’s
is relatively much easier.

We would like to emphasize that this research direction is currently being investig-
ated. We share some preliminary qualitative results that seem promising.

6.3.1 System design

We intend to replace the decoder part with a generator as shown in Fig. 6.1. How-
ever, as expected, this results in a discriminator also being incorporated to help train
the generator. We denote the generator and discriminator being subsumed under the
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decoder as dg,dp respectively. Given that in the recent work StyleGAN and its vari-
ants are essentially among the state-of-the-art models for image generation and disen-
tangled representation learning (Karras et al., 2020b, 2021), we opt for its generators
and discriminators architectures for d; and dp respectively. The key loss function
modified is the input fidelity loss £;¢. Earlier it was simply implemented as mean-
squared error reconstruction. However, taking inspiration from Lang et al. (2021),
we incorporate three separate terms to promote reconstruction. The new L, writes
as the following:

ﬂ ( )= 1Pz (%) = @z (x)lh
L f(x,g,d) = ﬁmse(f’x) + ELPIPS(f’x) + ‘Eenc(ffx)
int(%,.8,d) = Lop(x,8) + pLif(x, g d) + YIPr(x)lh

(=

The L pips computes the LPIPS distance (for perceptual similarity) between the im-
ages, based on pretrained network embeddings (Zhang et al., 2018c). Among other
loss functions for training, there is an adversarial loss to train the generator and dis-
criminator (Arjovsky et al., 2017). We also drop the entropy terms for conciseness
and simply impose an ¢; regularization. We take this step for the time being since
improving conciseness is not our primary objective here. Moreover, it gets rid of an
additional loss hyperparameter. The fidelity loss remains unchanged.

StyleGAN methodological challenge: A unique aspect about the StyleGAN gener-
ator architecture is that it employs two sub-components, a mapping network to map
a vector from noise distribution to a vector in ’Style-space’ (also known as W-space),
and a synthesis network to synthesize the image from the ‘style vector’. The W space
essentially captures the latent factors of variation. Ideally, one would like to learn ®7
to be identical to the W-space but it is an unreasonable task for two reasons. @7(x) is
generated from hidden layers of a predictor also trained for classification. Thus, f7(x)
and @7 (x) are both influenced to preserve features beneficial for classification. It is
then hard to expect @7 (x) to capture as rich a set of features as JV even though it can
encode some of them. The second reason is that the synthesis network uses a separate
style-vector for each resolution. This again does not fit with our design as ®z(x) is a
single vector.

The methodological challenge for us is to determine a suitable way to map ®@7(x) to
W-space. For the moment we simply employ 2 fully-connected layers for this map-
ping. The original mapping network consists of 8 fully-connected layers to transform
a noise vector to VV-space. Considering the desired similarity between ®; and W, we
will consider a more structured way of this transformation. This might also require
us to exclusively work with bigger architectures or access more hidden layers for a
powerful backbone to predict @ (x).
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Figure 6.2: Interactive visualization of a relevant class-attribute pair (‘Cape glossy
starling’, ¢,;). The first column denotes the input images (3 maximum activating
samples). The 2" to 5! columns are all generated using d with different activation
values of ¢, to clearly visualize the changes. 3¢ column contains the normal gen-
erated image with computed activation a = ¢,(x). The 2,4 5! columns denote
generated images with modified activations ¢,,(x) = 2a, a/2, 0 respectively.

6.3.2 Preliminary experiments

Our preliminary experiments are with CUB-200 birds classification dataset Wah et al.
(2011) in a post-hoc interpretability setting. Starting with a post-hoc problem allows
us to ascertain the quality of predictor representations for classification before train-
ing the interpreter. The dataset contains 11,788 images of 200 categories of birds,
5,994 for training and 5,794 for testing. We operate on a 256 x 256 resolution and use
J = 256. We use ResNet18 as predictor architecture. The architectures of W and ©
remain unchanged. Knowing the difficulty in training a GAN from scratch on limited
data with relatively limited training resources compared to popular works, we initial-
ize dg and dp using pre-trained weights of a StyleGAN2, trained on ImageNet. This
has been empirically shown to help converge training faster (Grigoryev et al., 2022),
although not specifically on CUB-200.

Our main goal here is to qualitatively illustrate the advantages of interactive visual-
ization and identify the critical limitation for the current iteration of the system.

Qualitative illustration: We calculate the global relevances as before and select relev-
ant class-attribute pairs with relevance r; . > 0.5. As a reminder, the relevance compu-
tation and selection procedure practically guarantees that the attribute ¢4 generally
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Increasing activation

Figure 6.3: Interactive visualization of a globally relevant class-attribute pair (‘Black
throated blue warbler’, ¢,). The first column denotes the input images (3 maximum
activating samples). The 2" to 5 columns are generated using dg with different
activation values of ¢, to clearly visualize the changes. 3" column contains the nor-
mal generated image with computed activation a = ¢,(x). The 2,4 5 columns
are generated with modified activations ¢1,(x) = 2a, a/2,0 respectively.

plays an important role in interpreter’s output for class c.

We deliberately select two specific class-attribute pairs which can illustrate the ad-
vantages of new pipeline to understand the encoded concepts. For each class-attribute
pair we first its three maximum activating samples. The goal of the new pipeline is to
specifically vary activation of the respective attribute for a given sample and view the
generated samples to identify the visual changes in the image. The visualizations are
given in Fig. 6.2 and Fig. 6.3. In both figures, the first column denotes the MAS of the
attribute. The 3" column denotes the generated output for the given sample without
modifying ®7(x). For the remaining three samples, we generate output of dg by first
manually modifying the activation to twice, half and zero times its original value re-
spectively. This results in increasing emphasis of the encoded concept (from right to
left). For attribute ¢, in Fig. 6.2, the most visual change is the addition of blue color
on the central/side part of the belly, indicating that the attribute detects this concept.
For attribute ¢, in Fig. 6.3, the most visual change is the addition of blue colour in
the neck region (just below the head and above the belly). This indicates that “blue
neck color" is the primary encoded concept in ¢1;.
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Figure 6.4: Issues in current system: Interactive visualization of a relevant class-
attribute pair (¢,g, class ‘Grasshopper sparrow’). The poor reconstruction does not
ground the variations to a concept about the input.

Note this scheme is indeed similar to image editing schemes (Yao et al., 2021). How-
ever the key difference is that these attributes are specific to the underlying pre-
dictor/interpreter and determined to be important for prediction. Moreover, the user
is discovering the encoded concept through the visualization rather than searching
for features which encode a desired concept.

Limitations: However, the current iteration of this system is facing limitations and
isn’t properly functioning. One might notice that for both the attributes, the body
shapes of generated birds also change. We believe this can be attributed to the cur-
rent mapping of @7 to W space wherein a single ¢, can influence multiple style-
vector elements. Nevertheless, if the generated images can consistently reflect mul-
tiple changes, there is a case to be made that the attribute is understandable (even if
entangled).

The much more critical limitation for the current system is the poor fidelity to input.
This is already visible to some extent in the above two examples but we illustrate
this clearly in Fig. 6.4 for a randomly selected class-attribute pair. The attribute ¢5g
for example consistently adds yellow and red colours to feathers and head with in-
creasing activation in the generated outputs, but because the generated images are
too different from the input image, these changes cannot be grounded w.r.t to the in-
put image and thus the concept cannot be associated well. We quantitatively assess
this through the average test LPIPS loss, which is also commonly used as a metric
for perceptual similarity for GAN inversion (Yao et al., 2022). The current LPIPS-test
loss is around 0.65, dropping from around 1.01 at the start of training. This is con-
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siderably worse than values one typically encounters in the GAN inversion literature
(upto 0.2). While our system does not target to achieve reconstruction quality close
to state-of-the-art inversion models, high-fidelity reconstruction should significantly
improve understandability of attributes.

Directions to address the limitations:

» Updating architectures of f: It is likely that improving the source represent-
ation to learn ®z(x), f7(x) would significantly help in tackling the poor recon-
struction.

» Updating training: We currently face stability issues in training the GAN, wherein
the generator frequently diverges around 50K-80K iterations. It is likely due to
the relatively small size of the dataset, compared to ones typically used to train
GAN:Ss. This has been a known issue with prior efforts to address it (Karras et al.,
2020a). Path regularization loss (Karras et al., 2020b) or increased augmentation
could partially address this problem but this needs to be assessed further

* GAN inversion: Another interesting option is to actually fix the pre-trained de-
coder to a version we know can model the data well and then learn to predict a
@7 and its mapping to WV space that can reconstruct the input well. This would
be similar to L2I (Chapter 5) where we trained a dictionary W on our data and
used it as a fixed decoder. The ImageNet pretrained StyleGAN2 we use to ini-
tialize poses an attractive option in this regard. However, GAN inversion is not
a straightforward problem and would require modifications to the current ar-
chitecture (both f and W) (Yao et al., 2022). This is a very interesting possibility
as it can significantly ease the training resource requirements with no need to
train dg or dp.






Conclusion

To summarize, this thesis operates within the field of interpretable machine learning,
which revolves around generating human-understandable insights about decision
process of machine learning models. In particular, we developed a single flexible
framework in chapter 3 to address two most common classes of interpretability prob-
lems, post-hoc and by-design interpretation, specifically for neural networks. The
former assumes a given predictive model and searches for algorithms to best inter-
pret its decisions, while the latter is tasked to learn a single predictive model that is
inherently interpretable. We accomplished our goal by formulating a single learning
problem, that attends to both prediction and interpretation. We learn a predictor and
a related interpreter to tackle the respective tasks via a single loss function consisting
of a prediction and interpretation loss. This formulation is based on extending the
traditional empirical risk minimization formulation for supervised learning and is
termed as supervised learning with interpretation (SLI). The interpreter is related to
the predictor by accessing its selected hidden layers. We developed the interpreters
structure by opting for dictionary of concepts as its representation for interpretation,
proposing a minimal set of properties with corresponding loss functions for its train-
ing and defining notion of local and global relevance for providing local and global
interpretations.

We applied our framework for post-hoc and by-design interpretation in the context
of image and audio classification in chapters 4 and 5 respectively. Owing to the com-
mon underlying framework, both systems exhibit improvements in predictive per-
formance of interpreter and fidelity of interpretations. However, the two systems
are designed with slightly different motivations leading to some separate individual
contributions. The system for image interpretability proposes a novel pipeline to
improve understandability of encoded concepts, which is qualitatively evaluated.
Moreover, the system is trained with a novel entropy based criterion to lower con-
ciseness/complexity of interpretations. The audio interpretability system is designed
with a novel means of interpretation inspired from non-negative matrix factorization
(NMF), to enable generation of listenable interpretations. It proposes a novel way of
linking deep neural network with NMF that additionally grants it the capability to
evaluate faithfulness for post-hoc interpretations.

We analyzed the contributions and noted the limitations for our proposed systems
and framework in chapter 6. Furthermore, we examined directions to deepen and
broaden their research expanse. This includes discussion on ongoing work to ex-
tend our image interpretability system using generative models. The extension aims
to achieve greater semantic meaningfulness of learnt dictionary and an interactive
concept visualization pipeline.
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G.1 By-design interpretation: Details and further
analysis

G.1.1 Design details
Network architectures

Predictor Fig. G.1 and G.2 depict the architectures used for experiments with pre-
dictor architecture based on LeNet LeCun (2015) (on MNIST, Fashion-MNIST) and
ResNet18 (on CIFAR10, QuickDraw) He et al. (2016) respectively.

Interpreter The architecture of interpreter g = ho® and decoder d for MNIST, Fash-
ionMNIST are shown in Fig. G.1. Corresponding architectures for QuickDraw are in
Fig. G.2. For CIFAR-10, the interpreter architecture is almost exactly the same as
QuickDraw, with only difference being output layer for ®(x), which contains 36 at-
tributes instead of 24. The decoder d also contains corresponding changes to input
and output FC layers, with 36 dimensional input in first FC layer and 3072 dimen-
sional output in last FC layer.
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The choice of selection of intermediate layers is an interesting part of designing the
interpreter. In case of LeNet, we select the output of final convolutional layer. For
ResNet, while we tend to select the intermediate layers from the latter convolutional
layers, we do not select the last convolutional block (CBlock 8) output. This is mainly
because empirically, when selecting the output of CBlock 8, the attributes were trivi-
ally learnt, with only one attribute activating for any sample and attributes exclus-
ively activating for a single class. The hyperparameters are much harder to tune to
avoid this scenario. Thus we selected two outputs from CBlock 6, CBlock 7 as in-
termediate layers. The layers in the interpreter itself were chosen fairly straightfor-
wardly with 1-2 conv layers followed by a pooling and fully-connected layer.

i3 g=hoo® d
b 28x 28 ‘TI (.T}) (I] ﬁ,")
- [ Conv-1(32,64,3,1) | [ FC (25 98) ]
[ Conv-1(1,16,3,1) | S——
‘4¢—&L}J | | LeakyReLU | | TrConv- 1(2 8327
v AvgPool (3,3) |
[ Conv2 (1f, | — RelU |
MaxPool (2, 2) I bt | [ TrConv- 1(8 1,32y |
| = | LeakyReLU e
——,, (= s
[ FC(6272,128) ] ( f;(m)j = ®(x) d(3(z))
A
\_&E}J_| [ FC (25, 10) |
[ FC (128, 10) ] l
h(2(z))
f(z)

Figure G.1: Architecture of networks based on LeNet LeCun (2015). Conv (a, b, ¢,
d) and TrConv (a, b, ¢, d) denote a convolutional, transposed convolutional layer
respectively with number of input maps a, number of output maps b, kernel size
¢ x ¢ and stride size d. FC(a, b) denotes a fully-connected layer with number of input
neurons a and output neurons b. MaxPool(a, a) denotes window size a x a for the max
operation. AvgPool(a, a) denotes the output shape a x a for each input map

Optimization

The models are trained for 12 epochs on all datasets. We use Adam Kingma and Ba
(2014) as the optimizer with fixed learning rate 0.0001 and train on a single NVIDIA-
Tesla P100 GPU. Quantitative metrics on QuickDraw with ResNet are averaged across
3 runs for each set of parameters. Implementations are done using PyTorch Paszke
et al. (2019).
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Figure G.2: Architecture of networks for experiments on QuickDraw with network
based on ResNet He et al. (2016). Conv (a, b, ¢, d) and TrConv (a, b, ¢, d) denote
a convolutional, transposed convolutional layer respectively with number of input
maps a, number of output maps b, kernel size ¢ x c and stride size d. FC(a, b) denotes
a fully-connected layer with number of input neurons a and output neurons b. Avg-
Pool(a, a) denotes the output shape a x a for each input map. Notation for CBlock is
explained in the figure.

Hyperparameter tuning

For our experiments we set the number of attributes to K = 25,24 for MNIST and
QuickDraw, respectively. For MNIST with LeNet, weset C =1,y =1,/ =0.5,0 = 0.2,
and for QuickDraw with ResNet, to emphasize conciseness less and diversity more
weset C =1,u=2,1=3,0=0.1. We employ = 0.1 for QuickDraw and g = 0.5 for
MNIST. It’s slightly more tedious to tune y. y is varied between 0.8 to 20. We tune it
so that the average value of £;f on § at least halves by the end of training. y is set to
0.8 for MNIST and 5.0 for QuickDraw.

Choices for interpretation phase

For a random subset S,,,4 consisting of 1000 samples from S, we select class-attribute
pairs which have r; . > 0.1 and use gradient as attribution method for LeNet based
network and Guided Backpropagation Springenberg et al. (2014) for ResNet based
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n=1 n=2 n=3 1n=>
C=0 927 904 91.2 842
C=1 91.2 90.7 90.8 829

Table G.1: Fidelity variation for # and entropy losses. o = 0.1 is fixed

Class-attribute relevances Class-attribute relevances

Attribute number
Attribute number
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Figure G.3: Global class-attribute relevances ry . for MNIST (Left) and FashionMNIST
(Right). 14 class-attribute pairs for MNIST and 26 pairs for FashionMNIST have rel-
evance 7y . > 0.2.

network. We fix parameters for AM+PI for all our experiments as Ay =2, A, = 6, Ay =
10 and for each sample x to be analyzed, we analyze input for this optimization as
0.1x. For optimization, we use Adam with learning rate 0.05 for 300 iterations, halv-
ing learning rate every 50 iterations.

G.1.2 Additional visualizations

For completeness, we show some additional visualizations of global interpretations
(relevances, class-attribute pairs) and local interpretations.

Fig. G.3 contains global relevances generated for MNIST and FashionMNIST. Global
relevances for QuickDraw and CIFAR10 are in main paper.

Figs. G.4, G.5, G.6, G.7 show some additional class-attribute pairs and their visu-
alizations for all 4 datasets. Local interpretations on some test samples from these
datasets are depicted in Figs. G.8, G.9, G.10, G.11.

G.1.3 Other tools for analysis

Although we consider AM+PI as the primary tool for analyzing concepts encoded by
attributes (for MAS of each class-attribute), other tools can also be helpful in deeper
understanding of the attributes. We introduce two such tools:
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Figure G.4: Additional class-attribute visualizations for MNIST. Three MAS and their
corresponding AM+PI outputs are shown.

* Input attribution: This is a natural choice to understand an attribute’s action for
a sample. Any algorithms ranging from black-box local explainers to saliency
maps can be employed. These maps are less noisy (compared to AM+PI) and
very general choice, applicable to almost all domains.

* Decoder: Since we also train a decoder d that uses the attributes as input. Thus,
for an attribute j and x, we can compare the reconstructed samples d(P(x)) and
d(®(x)\k) where @(x)\k denotes attribute vector with ¢(x) = 0, i.e., removing
the effect of attribute k. While, the above comparison can be helpful in revealing
information encoded in attribute k, it is not guaranteed to do so as the attributes
can be entangled.

We illustrate the use of these tools for certain example class-attribute pairs on Quick-
Draw in Fig. G.12 and G.13. Note that as discussed in the main paper, these tools are
not guaranteed to be always insightful, but their use can help in some cases.
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Figure G.5: Additional class-attribute visualizations for Fashion-MNIST. Three MAS
and their corresponding AM+PI outputs are shown.

Fig. G.12 depicts example class-attribute pairs where decoder d contributes in under-
standing of attributes. The with ¢, column denotes the reconstructed sample d(P(x))
for the maximum activating sample x under consideration. The without ¢; column
is the reconstructed sample d(P(x))\k) with the effect of attribute ¢, removed for the
sample under consideration (¢(x) = 0). For eg. ¢1,¢,3, strongly relevant for Cat
class, detect similar patterns, primarily related to the face and ears of a cat. The de-
coder images suggest that ¢; very likely is more responsible for detecting the left ear
of cat and ¢,3, the right ear. Similarly analyzing decoder images for ¢, in the third
row reveals that it is likely has a preference for detecting heads present towards the
right side of the image. This is certainly not the primary concept ¢,, detects as it
mainly detects blotted textures, but it certainly carries information about head loca-
tion to the decoder.

Fig. G.13 depicts example class-attribute pairs where input attribution contributes
in understanding of attributes. We use Guided Backpropagation Springenberg et al.
(2014) (GBP) as input attribution method for ResNet on QuickDraw. It mainly assists
in adding more support to our previously developed understanding of attributes. For
eg., analyzing ¢s5 (relevant for Dog, Lion) based on AM+PI outputs suggested that it
mainly detects curves similar to dog ears. The GBP output support this understand-
ing as the most salient regions of the map correspond to curves similar to dog ears.
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Figure G.6: Additional class-attribute visualizations for QuickDraw. Three MAS and
their corresponding AM+PI outputs are shown.

G.1.4 Effect of autoencoder loss

Although the effect of £,r, L 4 can be objectively assessed to some extent, the effect
of L;; can only be seen subjectively. If the model is trained with y = 0, the attributes
still demonstrate high overlap, nice conciseness. However, it becomes much harder
to understand concepts encoded by them. For majority of attributes, MAS and the
outputs of the analysis tools do not show any consistency of detected pattern. Two
such attributes are depicted in Fig. G.14. Attributes like these can be learnt even
for the model trained with autoencoder, but are quite rare. We thus believe that
autoencoder loss enforces a consistency in detected patterns for attributes. It does
not necessarily guarantee semantic meaningfulness in attributes, however it’s still
important for encoding meaningful patterns about the input.
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Figure G.7: Additional class-attribute visualizations for CIFAR-10. Three MAS and
their corresponding AM+PI outputs are shown.

G.1.5 Baseline implementations

We cover the implementation details of various baselines used in this work (Tab 2, 3,
4 from main paper). As stated in the main paper, implementation of our method is
available on Github '.The accuracy of FLINT-f is compared against BASE-f, Proto-
typeDNN, SENN. Fidelity of FLINT-g is compared against VIBI and LIME.

BASE-f We compare accuracy of FLINT-f with BASE-f. The BASE-f model has the
same architecture as FLINT-f but is trained with g, y,0 = 0, that is, only with the loss
Lyreq and not interpretability loss term. All the experimental settings while training
this model are same as FLINT.

Thttps://github.com/jayneelparekh/FLINT
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Figure G.8: Local interpretations on test samples for MNIST. True labels are: ’Six’,
"Five’, ’One’” and 'One’. Top 3 most relevant attributes and their corresponding AM+PI

outputs are shown.
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Figure G.9: Local interpretations on test samples for Fashion-MNIST. True labels are:

"Bag’, ‘Sneaker, 'Coat’, "Trousers’.

ponding AM+PI outputs are shown.

Top 3 most relevant attributes and their corres-

PrototypeDNN We directly report the accuracy of PrototypeDNN on MNIST, Fash-
ionMNIST (Tab 2 main paper) from the results mentioned in their paper Li et al.
(2018). Note that we do not report any results of PrototypeDNN on CIFAR10 and
QuickDraw. This is because for processing more complex images and achieving higher
accuracy, one would need to non-trivially modify architecture of their proposed model.
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Figure G.10: Local interpretations on test samples for QuickDraw. True labels are:
‘Banana’, ’Ant’, 'Lion’, ’‘Cow’ and 'Grapes’. Top 3 most relevant attributes and their
corresponding AM+PI outputs are shown.
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Figure G.11: Local interpretations on test samples for CIFAR-10. True labels are:
"Ship’, 'Deer’, "Truck” and "Ship’. Top 3 most relevant attributes and their correspond-
ing AM+PI outputs are shown.

Thus to avoid any unfair comparison, we did not report this result. The results of
BASE-f and SENN on CIFAR, QuickDraw help validate performance of FLINT-f on
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Figure G.12: Examples of class-attribute pairs on QuickDraw, where decoder assists
in understanding of encoded concept for the attribute.
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Figure G.13: Examples of class-attribute pairs on QuickDraw, where input attribution
(GBP) assists in understanding of encoded concept for the attribute. GBP stands for
Guided Backpropagation.
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Figure G.14: Sample attribute ¢3 learnt without £;¢. GBP stands for Guided Back-
propagation.

QuickDraw.

SENN We compare the accuracy as well as conciseness curve for FLINT with Self-
Explaining Neural Networks (SENN) Alvarez-Melis and Jaakkola (2018a). We im-
plemented it with the help of their official implementation available on GitHub 2.
SENN employs a LeNet styled network for MNIST in their paper. We use the same
architecture for MNIST and FashionMNIST. For QuickDraw and CIFAR10 we use the
VGG based architecture proposed for SENN in their paper to process more complex
images. However, to maintain fairness, the number of attributes used in all the exper-
iments for SENN are same as those for FLINT, that is, 25 for MNIST & FashionMNIST,
24 for QuickDraw and 36 for CIFAR10, and also train for the same number of epochs.
We use the default choices in their implementation for all hyperparameters and other
settings. Another notable point is that although interpretations of SENN are worse
than FLINT in conciseness (even when compared non-entropy version of FLINT), the

Zhttps://github.com/dmelis/SENN
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strength of {; regularization in SENN is 2.56 times our strength (for identical £, g,
i.e, cross-entropy loss with weight 1.0).

VIBI & LIME We benchmark the fidelity of interpretations of FLINT-g for both
by-design and post-hoc interpretation applications against a state-of-the-art black
box explainer variational information bottleneck for interpretation (VIBI) Bang et al.
(2021) and traditional explainer LIME Ribeiro et al. (2016). Note that VIBI also pos-
sesses a model approximating the predictor for all samples. Both methods are im-
plemented using the official repository for VIBI °. We compute the "Approximator
Fidelity" metric as described in their paper, for both systems. In the case of VIBI, this
metric exactly coincides with our definition of fidelity. We set the hyperparameters
to the setting that yielded best fidelity for datasets reported in their paper. For VIBI,
chunk size 4 x 4, number of chunks k = 20, for LIME, chunk size 2 x 2, number of
chunks k = 40. The other hyperparameters were the default parameters in their code.

G.1.6 Subjective evaluation details

The form taken by the participants can be accessed here *. 17 of the 20 respondents
were in the age range 24-31 and at least 16 had completed a minimum of masters
level of education in fields strongly related to computer science, electrical engineer-
ing or statistics. The form consists of a description where the participants are briefly
explained through an example the various information (class-attribute pair visualiz-
ations and textual description) they are shown and the response they are supposed to
report for each attribute, which is the level of agreement/disagreement with the state-
ment: “The patterns depicted in AM + PI outputs can be meaningfully associated to
the textual description”. As mentioned in the chapter, four descriptions (questions
#2, #5, #8, #9 in the form) were manually corrupted to better ensure that participants
are informed about their responses. The corruption mainly consisted of referring to
other parts or concepts regarding the relevant class which are not emphasized in the
AM+PI outputs.

G.2 Post-hoc interpretation: Further analysis

G.2.1 Additional visualizations

Figs. G.15 and G.16 contain global relevances for post-hoc interpretations on all
four datasets. Figs. G.17 and G.18 illustrate some additional visualizations of class-
attribute pairs.

3https://github.Com/SeojinBang/VIBI
4https://forms.gle/PWBDEPZSmXb46Lnv9
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Figure G.15: Global class-attribute relevances r; . for post-hoc interpretations on
MNIST (Left) and FashionMNIST (Right). 15 class-attribute pairs for MNIST and
28 pairs for FashionMNIST have relevance ry . > 0.2.
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Figure G.16: Global class-attribute relevances r; . for post-hoc interpretations on
QuickDraw (Left) and CIFAR10 (Right). 24 class-attribute pairs for QuickDraw and
26 pairs for CIFAR10 have relevance ry . > 0.2.

G.2.2 Experiments using ACE

We conducted additional experiments using ACE to interpret trained models from
our experiments. The key bottleneck for ACE’s application on our datasets and net-
works is the use of CNN as a similarity metric (to automate human annotation) for
image segments irrespective of their scale, aspect ratio. This is a specialized property
only been empirically shown for specific CNN’s trained on ImageNet (as discussed in
their paper). The networks trained on our datasets thus very often cluster unrelated
segments, resulting in little to no consistency in any extracted concept. To illustrate
the above we describe the experimental settings and show extracted concepts for a
few classes from QuickDraw and CIFAR-10 on the BASE-f models. The quality of
results is the same when interpreting FLINT-f models although we only illustrate
interpretations from BASE-f models.
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Figure G.17: Sample class-attribute visualizations for post-hoc interpretations for
Fashion-MNIST
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Experimental setting. We utilize the official open-sourced implementation of their
method °. Due to the smaller sized images we perform segmentation at a single scale.
We experimented with different configurations for “number of segments" and “num-
ber of clusters/concepts". The number of segments were varied from 3 to 15. For
higher values the segments were often too small for concepts to be meaningful. We
thus kept the number of segments 5 for each sample. For each class we chose 100
samples. The number of clusters were varied from 5 to 25. Due to the smaller num-
ber of segments (compared to original experiments from ACE which used 25), we
kept number of clusters at 12. We access the deepest intermediate layer used in ex-
periments with FLINT (shown in Fig. G.2).

Results. The top 3 discovered concepts (according to the TCAV scores) are shown
in Fig. G.19. The segments for any concept on CIFAR show almost no consist-
ency. This is mainly because the second step pf ACE, requiring a CNN'’s interme-
diate representations to replace a human subject for measuring the similarity of su-
perpixels/segments, is hard to expect for these networks not trained on ImageNet.
Thus, segments capturing background or any random part of the object, completely
unrelated, end up clustered together. For QuickDraw, the segmentation algorithm
also suffers problems in extracting meaningful segments due to sparse grayscale im-
ages. It generally extracts empty spaces or a big chunk of the object itself. This,
compounded with the earlier issue about segment similarity results in mostly mean-
ingless concepts. The only slight exception to this is concept 3 for '’Ant’ for which two
segments capture a single flat blob with small tentacles.

Shttps://github.com/amiratag/ACE
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Figure G.19: Discovered concepts using ACE for 3 classes on CIFAR-10 (Top) and
QuickDraw (Bottom). We show the top 3 concepts according to their TCAV scores.
Each concept consists of 4 segments extracted from images of the class. They are
shown in 2 rows, the first contains the segments and the second shows where the
segment was extracted from.
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H.1 Further discussion on L2I interpretations

H.1.1 Corruption samples ESC-50

The goal of this experiment is to qualitatively illustrate that our method can gener-
ate interpretations on ESC-50 in various noisy situations. For this, we corrupt a given
sample from a target class in two ways: (i) With sample from a different class (Overlap
experiment), and (ii) Adding high amount of white noise, at 0dB SNR (Noise experi-
ment). The key question that we want the interpretations to offer insight on is: did the
classifier truly make its decision because it "heard"” the target class or is it making the de-
cision based on the corruption part of the audio? The cases where classifier misclassifies
are analyzed in Sec. H.1.2. As already highlighted in Sec. 1, listenable interpretations
are not expected to perform source separation for the class of interest, but to confirm
if decision corresponds entirely/mostly to target class or not. All examples can be
listened to on our companion website !. Since the target and corrupting signals and
their classes are already known, we can reinforce the observations drawn by listening
to the interpretations through spectrograms (Figs. H.1, H.2).

Ihttps://jayneelparekh.github.io/listen2interpretV2/
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Figure H.1: Log-magnitude spectrograms of an example from Overlap experiment:
(a) Target class ('Dog’) original uncorrupted signal (b) Corrupting/Mixing class
('Crying-Baby’) signal (c) Corrupted/mixed signal, also the input audio to the clas-
sifier (d) Interpretation audio for the predicted class ('Dog’). The interesting obser-
vation is that spectrogram of interpretation audio almost entirely consists of parts
from target class (‘'Dog’) signal with only a very weak presence of corrupting class
('Crying-Baby’) close to the end.
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Figure H.2: Log-magnitude spectrograms of an example from ESC-50 Noise exper-
iment: (a) Target class ("Rooster’) original uncorrupted signal, (b) White noise cor-
rupted signal, also the input audio to the classifier (c) Interpretation audio for the
predicted class ('Rooster’). Again, the interpretation audio is almost entirely free of
corrupting signal (white noise in this case) and mostly consists of parts of the ori-
ginal target signal. This strongly indicates that the classifier relied on parts of audio
corresponding to the target class to make its decision, and not the white noise.

H.1.2 Misclassification samples ESC-50

When the classifier prediction is incorrect, the interpretations may still provide in-
sight into the classifier’s decision by indicating what the classifier “heard" in the input
signal. We give examples for this on the webpage'. For instance, one of the example
is of a sample with ground-truth class ’Crying-Baby’ misclassified as a "Car-horn’.
Interestingly, the interpretation is acoustically similar to car horns. Please note the
importance of listenable interpretations that aid such understanding into the audio
network’s decisions.

H.2 Discussion on interpretations from other methods

H.2.1 Attribution maps for listenable output

Input attribution/saliency maps in their current form are more suitable for images.
These maps are generally spatially smooth, which aids visual understandability, but
are not effective masks to clearly emphasize time-frequency bins. Thus, for audio
spectrogram like inputs, while they can be useful in visually indicating the import-
ant regions, they are poor masks to filter such information for listenable output. We
experimented with two approaches to generate attribution maps for few samples on
ESC50-Noise Experiment. One is based on information bottleneck attribution (IBA)
(Schulz et al., 2019), and other is a gradient backpropagation variant, GuidedBack-
Prop (Springenberg et al., 2014).



142 CHAPTER H. APPENDIX FOR CHAPTER 5

Experimental details: For IBA, we used the python PyTorch version of their package
and follow the standard example version given in their repository °. The example
inserts a bottleneck in conv layer from 4th block of VGG16. Our network architecture
is also similar to VGG architectures. So we applied a bottleneck at the output of 4th
conv block (B4), which we also access via our interpreter. We also follow the same
optimization procedure as in the example, i.e. Adam for 10 iterations. The saliency
map is applied as a filter on the mel-spectrogram. We then approximate STFT from
mel-spectrogram and invert it using input phase for a time-domain audio output. For
GuidedBackProp, we simply used a standard implementation °. It doesn’t require
setting any hyperparameters. The saliency map is normalized to a range of [-1,1]
and then applied as a filter on mel-spectrogram and converted to audio domain as for
IBA.

Outputs can be heard on our companion website !. We provide visualizations for a
sample in Fig. H.3 for IBA and Fig. H.4 for GuidedBackProp. For IBA, while the
saliency map indeed visually indicates relevant regions, the time-domain signal still
contains considerable noise and is not very useful. The smoothness of saliency maps
in this case can be partly attributed to upsampling of information extracted from
lower resolution feature maps, similar to GradCAM (Selvaraju et al., 2017). On the
other hand the saliency map for GuidedBackProp is extremely sharp and jagged as a
filter. It still tends to indicate visually the correct regions but results in high number
of artifacts and high relative noise still in interpretation audio.

Another limitation of applying these methods to 2D CNN’s is the frequent use of log-
mel spectrogram as input (current model uses 128 mel bands) for the networks. The
saliency map is then over the mel-spectrogram space. There is no trivial way of ap-
plying saliency maps as a filter. Moreover, relying on mel-spectrograms for filtering
adds to the loss of information when converting to time-domain. Despite their visual
usefulness, we believe these methods require non-trivial updates to be suitable for
generating listenable interpretations.

H.2.2 Interpretations of FLINT

For completeness, we also provide examples of interpretations by FLINT on ESC-50
Noise samples. As discussed in Sec. 2, FLINT uses a visualization pipeline to under-
stand high-level attributes, which primarily consists of using activation maximization
(Mahendran and Vedaldi, 2016) based procedure to emphasize patterns relevant for
the activation of an attribute.

In our current setting, this optimization procedure takes place in the log-mel spectro-
gram space. For initialization with a “weak version" version of the input we subtract
10 from the input log-mel spectrogram. We use Adam optimizer for 1500 iterations
We add below examples of this visualization strategy after estimating log-magnitude
spectrogram from the output of optimization procedure. Additionally we also estim-

Zhttps://github.com/BioroboticsLab/IBA
3https://github.com/utkuozbulak/pytorch-cnn-visualizations
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Figure H.3: Log-magnitude spectrograms and IBA saliency map to visualize an at-
tribution map on ESC50-Noise sample: (a) White noise corrupted signal (from class
"Rooster’), also the input audio to the classifier, (b) Interpretation audio for the pre-
dicted class ('Rooster’), (c) Saliency map on the log-mel spectra space. The regions
corresponding to the signal frequencies are brightest in the saliency map. How-
ever, owing to it’s smoothness and loss of information in mel-spectrogram space, high
amount of noise is still a part of interpretation signal.

ate the time-domain signal as before to verify any potential as listenable output on
the webpage .

The optimization in general results in specific patterns added in a log mel-spectrogram
and thus the magnitude spectrogram. However, visually understanding the signific-

ance of the patterns is a very hard task. Listening to the resulting spectrograms is not

informative either as they typically do not remove the noise, nor do they correspond

to recognizable phenomenon. Compared to dictionary of pre-learnt spectral patterns,

the dictionary of attributes is less constrained in the information an individual attrib-

ute encodes. Moreover, FLINT’s visualization pipeline provides finer-grained inter-

pretation at an attribute level. Both these considerations require the pipeine to be lot

more effective to convey the interpretation understandably for audio modality.
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Figure H.4: Log-magnitude spectrograms and GuidedBackProp saliency map to visu-
alize an attribution map on ESC50-Noise sample: (a) White noise corrupted signal
(from class 'Rooster’), also the input audio to the classifier, (b) Interpretation audio
for the predicted class ('Rooster’), (c) Saliency map on the log-mel spectra space. It is
hard to understand the saliency map directly but the absolute relevances tend to be
higher in region corresponding to signal. However, it is still not a suitable filter for
listenable audio and results in many artifacts, high presence of noise still (relative to
weakened signal strength).
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Figure H.5: Log-magnitude spectrogram visualizations for two relevant attributes of
FLINT on a sample from ESC50-Noise experiment: (a) White noise corrupted input
audio (class: 'Rooster’), (b) Activation maximization output for attribute 62, (c) Ac-
tivation maximization output for attribute 77.
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Figure H.6: Log-magnitude spectrogram visualizations for two relevant attributes of
FLINT on a sample from ESC50-Noise experiment: (a) White noise corrupted input
audio (class: ‘Sheep’), (b) Activation maximization output for attribute 7, (c) Activa-
tion maximization output for attribute 77.

H.2.3 Baseline implementations details

FLINT: We implemented it with the help of their official implementation available
on GitHub.* For each experiment, we fix their number of attributes J equal to the
number of our NMF components K. We also choose the same hidden layers for their
system as we choose for ours. This baseline is trained for the same number of epochs
as us. We use same values for our Ly loss weight, a, and their £;f loss weight ».
For the other loss hyperparameters, we use their default values and training strategy.

4https://github.com/jayneelparekh/FLINT
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VIBI: We implemented this using their official repository.” The key hyperparameters
that we set are the input chunk size and their parameter K, the number of chunks to
use for interpretation. We use a larger chunk size than in their experiments to limit
the number of chunks. On ESC-50, we use a chunk size of 32 x 43, and on SONYC-
UST, a chunk size of 32x86. This yields 40 chunks for each input on both the datasets.
We varied the K from 5 to 20, and report the results with best fidelity. The system
was trained for 100 epochs on ESC-50 and 30 epochs on SONYC-UST.

SLIME: We primarily relied on implementation from their robustness analysis re-
pository °. The key hyperparameters to balance are the number of chunks vs chunk
size. SONYC-UST contains 10 second audio files. This is much longer than 1.6 second
audio files for which SLIME was originally demonstrated (Mishra et al., 2017). There-
fore, we divide only on the time-axis to limit the number of chunks. SLIME recom-
mends a chunk size of at least 100ms. They operate on upto 290ms chunk size. We
balance these two hyperparameters by dividing our audio files in 20 chunks of 500ms
chunk size. We select a maximum of 5 chunks for interpretations and a neighbour-
hood size of 1000.

APNet: We utilized their source code ’ for implementing their method on our data-
sets. We did not modify their network design or loss weights and set the number of
prototypes same as our number of components. The number of mel filters was chosen
between 64 and 128. We trained their system for 100 epochs on ESC-50 (each fold)
and 21 epochs for SONYC-UST and OpenMIC-2018 and report the highest recorded
metrics.

NMF variants: For implementing both TDL-NMF and Unsupervised-NMF, we util-
ized the source repository ® of (Bisot et al., 2017). The unsupervised-NMF variant
simply trains a linear model on top of generated time activations for predictions while
the dictionary is also updated with classification loss for TDL-NMEF.. We trained dic-
tionaries of multiple sizes, ranging from 32 to 256 for each dataset and two different
audio representations, log-magnitude spectrogram and mel-spectrogram. The best
performance among all these configurations is reported.

H.2.4 Subjective evaluation implementation

The subjective evaluation interface was implemented using webMUSHRA (Schoeffler
et al., 2018). Prior to voting on the test samples, participants were provided with an
instruction page and then a training page with an example to get used to interface,
instructions, tune their volume etc. Screenshots of the instruction and training page
are given in Fig. H.7, Fig. H.8 respectively.

Shttps://github.com/SeojinBang/VIBI
Shttps://github.com/saum25/local_exp_robustness
"https://github.com/pzinemanas/APNet
8https://github.com/rserizel/TGNMF
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Welcome

Welcome to webMUSHRA based listening test.

Description: You will be evaluating understandability of two systems for 10 random samples. For each sample, you will be provided with following information:

1. Reference/Input audio.

2. The class predicted by two systems A, B. This will be indicated at the top of page as ‘Predicted Class by A, B -
XXX

w

Interpretation audio for both A and B, indicating what part of the input caused them to predict the given
class

4. Based on 1-3, you will be asked to rate the two interpretations on a scale of 0-100 for the following:
How well does the interpretation correspond to the part of input audio associated with predicted
class?

5. Among the audio files that you can rate, the last one is the reference/input audio itself. You can ignore rating
this.

6. Atraining sample s available on the next page to help you tune the volume and get used to the setup. Tune
your volume such that you can comfortably hear all the audio files. Ratings for this sample will not be
considered.

Additional information

« Use of head phones is recommended.
« Note that you can't go back to previous page or sample at any point of the survey
« Ifatany point of the survey you reload your browser, it will completely restart the survey.

Next

WeBMUSHRA 1.4.3 by JI) Z Fraunhofer

Figure H.7: Instructions for the participants at the start of the subjective evaluation

Random test 48

Training Sample

Predicted Class by A, B - MUSIC

« Please rate the interpretations of systems A and B on a scale of 0-100 for the following question: How well
does the interpretation correspond to the part of input audio associated with the given class?

+ You can ignore rating ‘Cond.3 - reference’, which is same as the reference audio

Stop
Cond3
Reference System Alnterpretation System B Interpretation  reference
Play Play Play Play
100
Excellent
80
Good
60
Fair
40
Poor
2
Bad

Figure H.8: Training page for subjective evaluation that illustrates the interface for
scoring for the participants.
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Résumeé : Les systémes d’apprentissage automatique,
et en particulier les réseaux de neurones, ont rapide-
ment développé leur capacité a résoudre des problemes
d’apprentissage complexes. Par conséquent, ils sont
intégrés dans la société avec une influence de plus en
plus grande sur tous les niveaux de I'expérience hu-
maine. Cela a entrainé la nécessité d’acquérir des in-
formations compréhensibles par lhomme dans leur pro-
cessus de prise de décision pour s’'assurer que les
décisions soient prises de maniere éthique et fiable.
Létude et le développement de méthodes capables de
générer de telles informations constituent de maniere
générale le domaine de l'apprentissage automatique
interprétable. Cette thése vise a développer un nou-
veau cadre pour aborder deux problématiques ma-
jeures dans ce domaine, linterprétabilité post-hoc et
par conception. Linterprétabilité post-hoc concoit des
méthodes pour analyser les décisions d’'un modéle
prédictif pré-entrainé, tandis que l'interprétabilité par
conception vise a apprendre un modéle unique ca-
pable a la fois de prédiction et d’interprétation. Pour
ce faire, nous étendons la formulation traditionnelle de
I'apprentissage supervisé pour inclure l'interprétation en
tant que tache supplémentaire en plus de la prédiction,

Titre : Un cadre flexible pour 'apprentissage automatique interprétable: application a la classification d'images et

Mots clés : Interprétabilité, Explicabilité, Apprentissage automatique, Lapprentissage profond

chacune étant traitée par des modeéles distincts, mais
liés, un prédicteur et un interpréteur. Fondamentale-
ment, l'interpréteur dépend du prédicteur a travers ses
couches cachées et utilise un dictionnaire de concepts
comme représentation pour I'interprétation avec la ca-
pacité de générer des interprétations locales et glo-
bales. Le cadre est instancié séparément pour résoudre
les problemes d'interprétation dans le contexte de la
classification d’images et de sons. Les deux systémes
ont fait I'objet d’'une évaluation approfondie de leurs in-
terprétations sur de multiples ensembles de données
publics. Dans les deux cas, nous démontrons des per-
formances de prédiction élevées, ainsi qu'une haute
fidélité des interprétations. Bien qu’ils adherent a la
méme structure sous-jacente, les deux systémes sont
distinctement congus pour linterprétation. Le systeme
d’interprétabilité des images fait avancer le protocole
de découverte des concepts appris pour une meilleure
compréhension, laquelle est évaluée qualitativement. Le
systéeme d’interprétabilité audio est, quant a lui, concu
avec une nouvelle représentation basée sur une fac-
torisation matricielle non-négative pour faciliter les in-
terprétations écoutables, tout en modélisant les objets
audio composant une scene.

Abstract : Machine learning systems and specially neu-
ral networks, have rapidly grown in their ability to ad-
dress complex learning problems. Consequently, they
are being integrated into society with an ever-rising in-
fluence on all levels of human experience. This has re-
sulted in a need to gain human-understandable insights
in their decision making process to ensure the decisions
are being made ethically and reliably. The study and
development of methods which can generate such in-
sights broadly constitutes the field of interpretable ma-
chine learning. This thesis aims to develop a novel fra-
mework that can tackle two major problem settings in
this field, post-hoc and by-design interpretation. Post-
hoc interpretability devises methods to interpret deci-
sions of a pre-trained predictive model, while by-design
interpretability targets to learn a single model capable of
both prediction and interpretation. To this end, we ex-
tend the traditional supervised learning formulation to
include interpretation as an additional task besides pre-
diction, each addressed by separate but related models,

Title : A flexible framework for interpretable machine learning: application to image and audio classification

Keywords : Interpretability, Explainability, Machine learning, Deep learning

a predictor and an interpreter. Crucially, the interpreter is
dependent on the predictor through its hidden layers and
utilizes a dictionary of concepts as its representation for
interpretation with the capacity to generate local and glo-
bal interpretations. The framework is separately instan-
tiated to address interpretability problems in the context
of image and audio classification. Both systems are ex-
tensively evaluated for their interpretations on multiple
publicly available datasets. We demonstrate high pre-
dictive performance and fidelity of interpretations in both
cases. Despite adhering to the same underlying struc-
ture the two systems are designed differently for inter-
pretations. The image interpretability system advances
the pipeline for discovering learnt concepts for improved
understandability that is qualitatively evaluated. The au-
dio interpretability system instead is designed with a no-
vel representation based on non-negative matrix factori-
zation to facilitate listenable interpretations whilst mode-
ling audio objects composing a scene.
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