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Résumé

De nos jours, L’utilisation des drones ne cesse d’augmenter et de nombreuses études sont réalisées afin de mettre

en place des systèmes de communication dronique destinés à des applications non seulement militaires mais

aussi civiles. Pour le moment, les règles d’intégration des drones commerciaux dans l’espace aérien doivent

encore être définies et le principal enjeu occupation est d’assurer une communication fiable et sécurisée. Cette

thèse s’inscrit dans ce contexte de communication.

Motivée par la croissance rapide du nombre des drones et par les nouvelles générations des drones com-

mandés par satellite, la thèse vise à étudier les différents liens possibles qui relient le drone aux autres com-

posants du système de communication. Trois principaux liens sont à mettre en place : le lien de contrôle, le

lien de retour et le lien de mission. En raison de la rareté des ressources fréquentielles déjà allouées pour les

futurs systèmes droniques, l’efficacité spectrale devient un paramètre crucial pour leur déploiement à grande

échelle. Afin de mettre en place un système de communication par drones spectralement efficace, une bonne

compréhension des canaux de transmission pour chacune des trois liaisons est indispensable, ainsi qu’un choix

judicieux de la forme d’onde.

Cette thèse commence par étudier les canaux de propagation pour chaque liaison : canaux de type muti-

trajets avec ligne de vue directe, dans un contexte d’utilisation de drones à moyenne altitude et longue en-

durance (drones MALE). L’objectif de cette thèse est de proposer de nouveaux algorithmes de réception

permettant d’estimer et égaliser ces canaux de propagation muti-trajets. Les méthodes proposées dépendent

du choix de la forme d’onde. Du fait de la présence d’un lien satellite, les formes d’onde considérées sont de

type mono-porteuse (avec un faible facteur de crête) : SC et EW-SC-OFDM. L’égalisation est réalisée dans le

domaine temporel (SC) ou fréquentiel (EW-SC-OFDM).

L’architecture UAV prévoit l’implantation de deux antennes placées aux ailes. Ces deux antennes peuvent

être utilisées pour augmenter le gain de diversité (gain de matrice de canal). Afin de réduire la complex-

ité de l’égalisation des canaux, la forme d’onde EW-SC-OFDM est proposée et étudiée dans un contexte

muti-antennes, dans le but d’améliorer l’endurance de l’UAV et d’accroître l’efficacité spectrale, une nouvelle

technique de modulation est considérée: Modulation spatiale (SM). Dans SM, les antennes de transmission

sont activées en alternance. L’utilisation de la forme d’onde EW-SC-OFDM combinée à la technique SM nous

permet de proposer de nouvelles structures modifiées qui exploitent l’étalement spectrale pour mieux protéger

des bits de sélection des antennes émettrices et ainsi améliorer les performances du système.
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Abstract

Nowadays, several studies are launched for the design of reliable and safe communications systems that in-

troduce Unmanned Aerial Vehicle (UAV), this paves the way for UAV communication systems to play an

important role in a lot of applications for non-segregated military and civil airspace. Until today, rules for

integrating commercial UAVs in airspace still need to be defined, the design of secure, highly reliable and cost

effective communications systems still a challenging task. This thesis is part of this communication context.

Motivated by the rapid growth of UAV quantities and by the new generations of UAVs controlled by satellite,

the thesis aims to study the various possible UAV links which connect UAV/aircraft to other communication

system components (satellite, terrestrial networks, etc.). Three main links are considered : the Forward link,

the Return link and the Mission link. Due to spectrum scarcity and higher concentration in aircraft density,

spectral efficiency becomes a crucial parameter for large-scale deployment of UAVs. In order to set up a

spectrally efficient UAV communication system, a good understanding of transmission channel for each link is

indispensable, as well as a judicious choice of the waveform.

This thesis starts to study propagation channels for each link : a mutipath channels through radio Line-

of-Sight (LOS) links, in a context of using Medium Altitude Long drones Endurance (MALE) UAVs. The

objective of this thesis is to maximize the solutions and the algorithms used for signal reception such as

channel estimation and channel equalization. These algorithms will be used to estimate and to equalize

the existing muti-path propagation channels. Furthermore, the proposed methods depend on the chosen

waveform. Because of the presence of satellite link, in this thesis, we consider two low-papr linear waveforms :

classical Single-Carrier (SC) waveform and Extended Weighted Single-Carrier Orthogonal Frequency-Division

Multiplexing (EWSC- OFDM) waveform. channel estimation and channel equalization are performed in the

time-domain (SC) or in the frequency domain (EW-SC-OFDM).

UAV architecture envisages the implantation of two antennas placed at wings. These two antennas can

be used to increase diversity gain (channel matrix gain). In order to reduce channel equalization complexity,

the EW-SC-OFDM waveform is proposed and studied in a muti-antennas context, also for the purpose of

enhancing UAV endurance and also increasing spectral efficiency, a new modulation technique is considered :

Spatial Modulation (SM). In SM, transmit antennas are activated in an alternating manner. The use of EW-

SC-OFDM waveform combined to SM technique allows us to propose new modified structures which exploit

excess bandwidth to improve antenna bit protection and thus enhancing system performances.
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Introduction

0.1 MOTIVATIONS

Unmanned Aerial Vehicle (UAV) systems are being increasingly studied in a broad spectrum of applications

and contexts. Examples include disaster relief, public safety, and first responders, precision agriculture, envi-

ronmental monitoring, infrastructure surveillance and monitoring, and fault detection. However, the contrasts

between the complexity of the operational environment, the diverse UAV tasks, and the intrinsic limitations

of the UAV platform are apparent and pose multiple technical challenges that need to be overcome.

Nowadays, UAV1 (Unmanned Air Vehicle) fly almost exclusively in reserved airspace. However, in the near

future, several civil and military applications will require remote controlled aircrafts to monitor a very large

civilian land area. Indeed, thanks to UAVs, many complex mission will be feasible, such as the collection of

information in areas humans cannot reach, either because of safety issues (like working within a radioactive

cloud), or other issues related to human beings (like working over enemy places) [18] [41].

Soon, all civil and military UAS applications will require access to non-segregated airspace at some point

in the flight pattern, even if that access is only required for transit to mission area. The aim is thus to achieve

seamless integration into air traffic system with an equivalent level of safety as a manned aircraft. Insertion

problems are to be solved progressively by 2020 [22] or earlier.

UAV technology is already fairly well-developed and development as well as maintenance costs are signifi-

cantly lower than that of traditional manned aircraft systems [6]. For that reason, several studies are launched

for the design of highly reliable and cost-effective communications systems that introduce UAV, this paves the

way for UAV networks to play an important role in a lot of applications. Not only are UAVs cost-effective, the

applications for government and commercial purposes are varied: transportation, communications infrastruc-

ture, humanitarian and public safety deployments, among others [59]. For instance, as part of Google Project

Loon, high altitude and large-scale UAV LTE eNodeBs were proposed as alternatives for terrestrial eNodeBs

[21].

A key driver is the ability to ensure safe and secure communications between the Remote Pilot Station

(RPS) and the UAV. These safety of life flows are often referred to as C3 (Command, Control and Communi-

cations). With the introduction of long range and endurance UAV, there is a growing requirement for BRLOS

(Beyond Radio Line of Sight) capabilities.
1 an UAV is an aircraft without a human pilot aboard.
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When beyond the radio line-of-sight, today’s UAV mainly use Ku-band FSS (Fixed Satellite Service) satellite

communications, often through commercial satellites, which are utilized thanks to transponder lease schemes.

When under radio line-of-sight conditions, they rely on a wide range of solutions, mainly in C, Ku, S and

UHF bands. However, in order to fly within non-segregated airspace, ICAO (International Civil Aviation

Organization) demands, as per its position expressed towards ITU, the use of frequency bands allocated to

civil aviation services for C3 when flying in non-segregated airspace. This position is likely to be turned into

a mandate through the definition of ICAO C3 SARPS (Standards and Recommended Practices). A paradigm

shift in UAV communications is thus required.

The International Civil Aviation Organization (ICAO) decided that UAV control and non-payload commu-

nication (CNPC) links must operate over protected spectrum [67]. Such spectrum will be allocated through the

International Telecommunications Union Radio communication Sector (ITU-R). ITU-R has computed band-

width requirements of 34 MHz for LoS CNPC links and 56 MHz for BLoS satellite CNPC links to allow for

future UAS CNPC spectrum allocation [59]. Internationally discussed frequencies for LoS CNPC on the World

Radio communication Conference (WRC) in 2015 are, amongst others, 960-977 MHz and 5030-5091 MHz [67].

UAV spectrum in the 1755 MHz band is considered for relocation in the US. We can infer from the bandwidth

requirement and the potential frequency ranges that future UAS operations are likely to occur on multiple,

at least two, non-contiguous bands. Usually guard bands are required on both sides of each allocated band to

reduce the effect of out-of-band interference making such solution less spectrally-efficient than a single, large

bandwidth solution. Furthermore, propagation behavior for 960 MHz and 5030 MHz distinctly differs. The

exchange of rich content data or streaming high-definition video, for example, requires a significant amount of

spectrum, proportional to the desired throughput and quality. When the air becomes more congested, more

bandwidth will be needed to accommodate the desired communication needs.

The aforementioned bandwidth calculations by the ITU-R are rather pessimistic because they only account

for time-sparse video data exchange for sense and avoid (S&A) applications in environments with relatively

low UAV densities. It is likely that future UAV links will be throughput-intensive and the above discussed

dedicated CNPC spectrum will not be sufficiently available to carry payload data. New ways of spectrum

management-apart from simply allocating more bandwidth-need to be considered. On the one hand spectrum

sharing is an efficient concept to satisfy bandwidth demand in an opportunistic way, when and where needed.

On the other hand, the search for a robust spectrally-efficient waveform is also necessary to utilize spectrum

more efficiently.

0.2 Context of study

Unmanned Aerial Vehicle (UAV) systems are being increasingly studied in a broad spectrum of applications

and contexts. Examples include disaster relief, public safety, and first responders, precision agriculture, envi-

ronmental monitoring, infrastructure surveillance and monitoring, and fault detection. However, the contrasts

between the complexity of the operational environment, the diverse UAV tasks, and the intrinsic limitations of
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the UAV platform are apparent and pose multiple technical challenges that need to be overcome. In particular,

autonomous operation of the UAVs requires making sense of the surrounding environment, complex decision

making, and coordination with other UAVs and ground resources. Urban scenarios create additional challenges

in terms of complexity, spectrum availability, and safety.

In fact, increasing UAV densities will bring along challenges in S&A, radio spectrum allocation [109] as well

as UAV type-specific NAS integration [115]. The successful integration of unmanned aircraft in non-segregated

airspace relies heavily on robust command and control communication links. Whereas UAV flight operation

control signaling requires low throughput, and spectrum will likely be allocated for this purpose, the data rates

for transmitting the information content that the UAV sensors gather can be significant and will grow with

technology advancements. Recent predictions reveal that UAV quantities for the commercial and public sector

will outnumber deployed UAVs for DoD. Today’s and future missions of these aircraft increasingly rely on the

information exchange of real time payload data leading to a spectrum management problem. To alleviate this

problem, one solution to the problem is the increase in spectral efficiency. Another solution is using higher

frequencies (where there is more spectrum) or better spectrum management, in general.

Future designers of UAVs, in particular civil and public UAVs, need to be aware of intensified safety require-

ments and spectrum scarcity due to higher concentration in aircraft density. Hence, One of the challenging

task is the design of efficient UAV systems with efficient waveform and spectrum management implementation.

In this thesis, the spectral scarcity problem is addressed and new efficient waveforms are proposed.

Motivated by recent prediction of UAV quantities, revealing the importance of MALE 2 and HALE3 UAVs,

the thesis determines the performance of communication system in terms of spectral efficiency and Bit Error

Rate for the the three existing links: the forward link, the return link and the mission link.

With a system that envisages the installation of several thousand satellite-controlled drones, it is essential

to study the various possible links by modeling each propagation environment. On the basis of the channel

models already proposed for each communication link, the objective is to find appropriate solutions to combat

the aeronautical channel effect and ensure a « non-erroneous » communication between the transmitter and

the receiver.

In this context, the study of new waveforms appears to be required. From the point of view of the

terminal, it is possible to achieve an efficient TX power and therefore to improve the link budget. In this

thesis, we study the classical linear modulations such as QPSK, 8-PSK etc. Additionally, we are interested

in a specific low PAPR linear waveforms such as Single Carrier (SC) and Extended Weighted Single Carrier

Orthogonal Frequency-Division Multiplexing (EW SC-OFDM). SC is a classical linear waveform suitable in

satellite context. Whereas, EW SC-OFDM is a new single-carrier waveform which offers a good spectral

occupation and also can allow us to use a simple frequency domain equalization at the receiver.

Despite the fact that the performances of some schemes using AWGN channels in Nyquist signaling are

known and well controlled, those on aeronautical channels are not well known. On this basis, researches are

being carried out to study the model of the aeronautical channel for the various possible links such as the
2 A medium-altitude long-endurance UAV.
3 A high-altitude long-endurance UAV.
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control link ( the forward link and the return link) and the mission link. In the beginning of this thesis, the

forward link is studied for both the single-carrier (SC) and the SC-OFDM waveform. This study is based

on a given Two-ray model. Thanks to this simple channel modeling, it is easy to prove That the equivalent

baseband communication channel is a sparse channel. The sparse form allows us to propose a new reduced

complexity channel equalization structure and new efficient channel estimation method. Then, for the return

link, the propagation channel is assumed Additive White Gaussian Noise (AWGN) and two scenarios are

distinguished: the first one is when we consider Nyquist signaling at the transmitter. Whereas, the second

scenario is when we consider Fast-Than-Nyquist (FTN) signaling at the transmitter. For Nyquist signaling,

the performances are well known. However, for FTN signaling is not necessary the case and the objective is to

design a corresponding receiver that achieves a good trade-off between the resulting computational complexity

and the obtained Bit error rate performance.

For the mission link, exchanging rich content data or broadcasting high-definition video, for example,

requires reliable communication. However, for some hostile environments, communication becomes difficult.

Since the UAV presents two transmit/receive antennas placed at the extremity of these two wings, one of the

possible solutions is to switch to conventional MIMO communication. But, this solution can be offered at

the expense of the UAV endurance. To avoid this problem, a new modulation technique has been proposed:

Spatial modulation (SM). SM is based on transmit antennas selection and it can offer an efficient consumption

of energy at the transmitter. The main advantage of SM technique is to exploit the diversity gain and to

improve spectral efficiency. In the last chapter of this thesis, new SM schemes are introduced for the mission

link and system performance analysis is discussed for different possible environments. Finally, the thesis

establishes some concepts of what future UAV waveforms may look like.

0.3 Structure of the manuscript

• Chapter 1 : The aim of this chapter is to determine the different parameters of the aeronautical channel

such as the time profile, the coherence time, the coherence bandwidth, etc. for both control link (the

forward channel and the return channel) and the mission link ( the mission channel).

• Chapter 2 : Since the classical single-carrier (SC) and the Extended Weighted Single Carrier Orthogonal

Frequency-Division Multiplexing (EW SC-OFDM) are two low PAPR linear waveforms which are suitable

to satellite context, a study of system performance using SC and EW SC-OFDM waveforms is introduced

in Chapter 2. This chapter addresses both channel estimation methods and channel equalization at

reception. Moreover, Nyquist signaling and Fast Than Nyquist (FTN) are considered at the transmitter.

• Chapter 3 : Knowing the explicit expression of the satellite-to-aircraft (S2A) propagation channel, this

chapter aims to study the viability of these two waveforms SC and EW SC-OFDM waveforms for the

forward link. Moreover, thanks to the particular form of S2A channel, it is possible to propose new

adequate solutions for both channel estimation and channel equalization tasks. At the ground earth sta-

tion (GES) transmitter, Nyquist and FTN signaling are considered. For SC waveform, by exploiting the
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particular form of the S2A channel, new channel estimation methods and new sub-optimal but efficient

channel equalization structures are proposed for the UAV/aircraft receiver for both Nyquist/FTN sig-

naling. Whereas, for EW SC-OFDM waveform, a reduced complexity channel equalization is considered

for the receiver. Additionally, a simple channel estimation method suitable for FTN/Nyquist signaling

is presented.

• Chapter 4 : For the return link, an AWGN aircraft-to-satellite (A2S) channel is considered. For the

UAV/aircraft transmitter, two linear waveforms are considered: SC and EW SC-OFDM. By considering

AWGN channel, system performances are compared for both SC and EW SC-OFDM waveforms in

Nyquist/FTN signaling. For the return link, channel estimation is not required. In Nyquist signaling,

no channel equalization is required and the two waveforms SC and EW SC-OFDM waveforms give

the same performances in terms of Bit Error Rate (BER). However, in FTN signaling it is not the

case. However, in FTN signaling, there are an additional inter-symbol-interference (ISI) and thus it is

necessary to consider channel equalization step in order to mitigate ISI. For EW SC-OFDM waveform,

a simple frequency domain equalization with a priori is considered. Whereas, for SC waveform, we

apply same reduced complexity equalization structure proposed for the forward link. As a result, system

performances in terms of BER are no longer identical as for the Nyquist case.

• Chapters 5-6: Chapter 5-6 concern the mission link: the link between the UAV/aircraft transmitter and

the ground control station (GCS) receiver. The mission is considered to be the link for a very large

amount of data (live video, images etc.), this link requires a high bit rate. That’s why a straightfor-

ward solution is to benefit from the diversity gain (matrix gain) which can provide multiple antennas

communication to increase the throughput. This solution seems feasible since UAV/aircraft architecture

envisages the implantation of two transmit/receive antennas placed at wings. However, the simultaneous

use of these two antennas can affect UAV/aircraft endurance. In fact, doubling the number of active

antennas means reducing half of endurance time. In order to overcome this problem and reduce energy

consumption, one can think to use these two transmit antennas in an alternative manner. This is the

main idea of Spatial Modulation (SM) technique. SM a is a new interesting technique initially introduced

in [23] in 2001 , and later studied in details by Mesleh at al in [86][85]. In terms of energy consumption,

SM configuration is equivalent to Single-Input Multiple-Output (SIMO). However, using SM technique

can increase the overall spectral efficiency by the base-two logarithm of the number of transmit antennas

compared the SIMO technique.

Considering a possible line-of-sight (LOS) multipath aircraft-to-ground (A2G) channel between the

UAV/aircraft transmitter and the GCS receiver, Chapter 5 study the existing solutions using SM tech-

nique over a Ricean MIMO channel. Essentially, two existing SM structures are considered at the

transmitter: CP-aided OFDM-SM and CP-aided SC-SM. At reception, various receivers are studied and

compared in terms of uncoded BER performances. On other hand, the SIMO system is introduced

and its BER performances are compared to SM system. Simulation results are presented for different
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values of Rice factor. The aims of this Chapter is to determinate what is the best existing combination

(SM/SIMO configuration, ML/MRC/MMSE receiver) for both SC and OFDM systems that can offer

the better BER performance for all possible values of Rice factor.

In Chapter 6, two modified SM structures are proposed: a modified CP-aided OFDM-SM structure and a

modified CP-aided SC-SM structure. The first one aims to reduce the PAPR level compared to the clas-

sical OFDM-SM structure by adding a DFT-Precoding block for OFDM Signals. Whereas, the second

one is designed to reduce the spectral occupancy of the SC-SM signals by adding a circular shaping filter

just before transmit antenna selection. Furthermore, the two proposed modified SM structures operate

with an oversampling factor. As a result, there are a bandwidth expansion. This bandwidth excess is

exploited to improve antenna bit protection and thus enhancing BER performances. By following the

same steps as in chapter 5, the two proposed SM structures are studied for different possible values

of Rice factor in order to determine the best combination (SM/SIMO configuration, ML/MRC/MMSE

receiver).

0.4 Contributions

• SISO system:

1. Contribution 1 : an efficient time-domain channel estimation method [96], [101] is proposed: the

main idea exploits the fact that certain aeronautical channel parameters can be perfectly known at

the receiver by using a geometrical considerations (mainly the delays). By exploiting this geolocation

a priori, a new channel estimation method using a parametric model is proposed. As a result, it

is shown that we can considerably enhance the system performances in terms of mean square error

(MSE). The average resulting MSE gain is about 11 dB compared to the classical unstructured LS

estimator (without geolocation a priori).

2. Contribution 2 : a sub-optimal, but efficient and reduced complexity time-domain channel equal-

ization structure is proposed [100], [95]: there are two proposed channel equalization structures: the

first one is dedicated to sparse channels and the second one is designed for non-sparse channels. The

main objective of the two equalization structures is to reduce the computational complexity at the

receiver without considerably degrading the system performances, i.e. to achieve a good trade-off

between system performance and computational complexity. In the case of Nyquist signaling, it is

shown that the equivalent baseband aeronautical channel has a sparse form. In order to reduce the

complexity at the receiver, a trellis-based MAP equalization structure is proposed to equalize the

received signal in the case of Nyquist signaling. Whereas, in the case of FTN signaling, the equiva-

lent baseband channel is no longer sparse and the second structure appears suitable to equalize this

type of channel.

We note that the first equalizer structure uses an independent parallel trellis in order to reduce

the memory length of the sparse channel. On the other hand the second equalization structure
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takes into account only the central powerful taps for a mismatch forward equalization step. For the

two equalization structures the interference term linked to the others neglected taps is iteratively

removed after a finite number of «self-iterations».

• MIMO system:

1. Contribution 1 : we propose a code-aided OFDM-SM structure with a reduced PAPR [99]: In order

to maintain the advantage of the use OFDM technique for SM system and reduce the PAPR level

at the transmitter, a modified CP-aided OFDM-SM structure is proposed. the PAPR reduction

of this SM structure is based on DFT-Precoding for OFDM Signals. In [98, 117], DFT-precoded

block is implemented in each transmitted antenna. The main idea of the proposed modified SM

structure is to implement DFT-precoded block just before antenna selection. The main advantage

of this choice is that it allows us a hardware complexity reduction (only one DFT-precoded block

instead of many ones implemented for all transmitted antenna). Another advantage is that it is

possible to consider an expanded bandwidth transmission and enhanced active antenna selection at

the reception. Indeed, the SM transmitter can exploit bandwidth expansion to protect the transmit

antenna bits.

2. Contribution 2 : we propose a code-aided SC-SM structure with circular pulse shaping [97]: The

proposed structure operates with only one Radio Frequency (RF) chain and uses a circular pulse

shaping just before antenna selection. Furthermore, this structure operates with an oversampling

factor and thus with a bandwidth expansion. The main idea behind the design of this structure

is to exploit the excess bandwidth to protect antenna bits at the transmitter and thus to enhance

BER performances at the receiver. Moreover, the use of pulse shaping at the transmitter allows us

to have a better spectral occupancy and thus enhance the spectral efficiency. Additionally, since

the proposed SC-SM is operating with one RF chain and is using a transmit pulse shaping, the

considered SM structure is perfectly suitable to Faster-than-Nyquist (FTN) signaling and thus it is

possible to increase more the spectral efficiency of the system.



8 Introduction

0.5 List of publications

Journals

1. Bilel Raddadi, Charly Poulliat, Nathalie Thomas, Marie-Laure Boucheret and Benjamin Gadat, " Self-

iterated trellis-based MAP equalizer for FTN Signaling using mismatch channel model approach." (To

be submitted)

Patents

1. Bilel Raddadi, Benjamin Gadat, Charly Poulliat, Nathalie Thomas, Marie-Laure Boucheret, " Equaliza-

tion method for parsimonious communication channel and device implementing the method.", Applica-

tion Number:15/017226, Publication Date: 08/11/2016, URL : US 2016/0234044 A1.

International conferences

1. Bilel Raddadi, Nathalie Thomas, Charly Poulliat, Marie-Laure Boucheret and Benjamin Gadat, " On an

efficient equalization structure for aeronautical communications via a satellite link. ", in IEEE Interna-

tional Conference on Wireless and Mobile Computing,Networking and Communications (WiMob 2014),

Larnaca, Cyprus, 08/10/2014-10/10/2014, IEEE, p. 396-401, october 2014.

2. Bilel Raddadi, Charly Poulliat, Nathalie Thomas, Marie-Laure Boucheret and Benjamin Gadat. , "

Channel etimation with a priori position for aeronautical communications via a satellite link. ", in IEEE

International Conference on Personal, Indoor and Mobile Radio Communications (PIMRC 2015), Hong

Kong, 30/08/2015-02/09/2015,IEEE, pp. 532-537, August 2015.

3. Bilel Raddadi, Nathalie Thomas, Charly Poulliat and Marie-Laure Boucheret, " On the use of spatial

modulation in aeronautical communications. ", in IEEE International Conference on Wireless and Mobile

Computing,Networking and Communications (WiMob 2016), New york, USA, 17/10/2016-19/10/2016,

IEEE, p. 396-401, october 2016.

4. Bilel Raddadi, Nathalie Thomas, Charly Poulliat, Marie-Laure Boucheret, "Code-aided Antenna Selec-

tion for Spectrally Shaped DFT-precoded OFDM Spatial Modulation (regular paper)." in IEEE Inter-

national Conference on Personal, Indoor and Mobile Radio Communications (PIMRC 2017), Montreal,

Quebec, Canada, 08/10/2017-13/10/2017, IEEE, 2017.

National conferences

1. Bilel Raddadi, Nathalie Thomas, Charly Poulliat, Marie-Laure Boucheret and Benjamin Gadat, " Esti-

mation de canal avec apriori de position pour les communications aeronautiques par satellite. ", in Groupe



0.5 - List of publications 9

de Recherche et d’Etudes du Traitement du Signal et des Images (GRETSI 2015), Lyon, 08/09/2015-

11/09/2015, GRETSI CNRS, p. 1-4, septembre 2015.

2. Bilel Raddadi, Romain Tajan, Nathalie Thomas, Charly Poulliat and Marie-Laure Boucheret, " Nou-

velle structure codée de modulation spatiale utilisant une signalisation plus rapide que Nyquist. ", in

Groupe de Recherche et d’Etudes du Traitement du Signal et des Images (GRETSI 2017), Juan-les-Pins,

05/09/2017-08/09/2017, GRETSI CNRS, septembre 2017.



10 Introduction



Chapter 1

Aeronautical communications

Sommaire
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2 Insertion of UAVs in civil airspace . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.2 UAV/aircraft links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.3 Communications and Satellite role . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3 Satellite Data Links: the forward link and the return link . . . . . . . . . . . . . 15
1.3.1 Satellite Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.2 The forward link: Satellite-to-Aircraft (S2A) Channel Model . . . . . . . . . . . . . 15
1.3.3 Existing standards for forward link (FWD): Physical layer . . . . . . . . . . . . . . . 23
1.3.4 The return link: Satellite-to-Aircraft (S2A) Channel Model . . . . . . . . . . . . . . 26
1.3.5 Existing standards for return link (RTN): Physical layer . . . . . . . . . . . . . . . . 27

1.4 Terrestrial Data Links: The mission link . . . . . . . . . . . . . . . . . . . . . . . 30
1.4.1 Air-to-Ground (A2G) Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.4.2 General expression of the A2G channel . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4.3 MIMO technology for the aeronautical communications . . . . . . . . . . . . . . . . 36

1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.6 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

11



12 Chapter 1 - Aeronautical communications

1.1 Introduction

This chapter provides an overview of the existing communication types of UAVs. Mainly, there are three

possible links that can be made by an UAV/aircraft (see Figure 1.1); two satellite data links which are an

uplink (referred to as forward link) and a downlink (referred to as backward link). The third link is a terrestrial

link designed for data gathering (mission link). The role and type of satellites are specified in Section 1.2.3.

For each link of the three possible links, this chapter presents the physical layer specifications for the existing

standards and give a special focus to the analytical model of the aeronautical channel. A summary is given

at the end of this chapter. The reader can skip the details and can check directly the summary if he or she is

familiar with the overall UAV context. The main contribution of this chapter is to combine relevant information

in a complete form and state explicitly the digital communication models that will be used throughout this

thesis.

1.2 Insertion of UAVs in civil airspace

1.2.1 Context

As of today, UAV (Unmanned Air Vehicle) fly almost exclusively in segregated airspace. However, in the

near future, all civil and military UAS (Unmanned Aircraft System) applications will require access to non-

segregated airspace at some point in the flight pattern, even if that access is only required for transit to mission

area. The aim is thus to achieve seamless integration into air traffic system with an equivalent level of safety

as a manned aircraft. Insertion problems are to be solved progressively by 2020 or earlier.

A key driver is the ability to ensure safe and secure communications between the Remote Pilot Station (RPS)

and the UAV. These safety of life flows are often referred to as C3 (Command, Control and Communications).

With the introduction of long range and endurance UAV, there is a growing requirement for BRLOS (Beyond

Radio Line of Sight) capabilities.

When beyond the radio line-of-sight, today’s UAV mainly use Ku-band FSS (Fixed Satellite Service) satellite

communications, often through commercial satellites, which are utilized thanks to transponder lease schemes.

When under radio line-of-sight conditions, they rely on a wide range of solutions, mainly in C, Ku, S and

UHF bands. However, in order to fly within non-segregated airspace, ICAO demands, as per its position

expressed towards ITU, the use of frequency bands allocated to civil aviation services for C3 when flying in

non-segregated airspace. This position is likely to be turned into a mandate through the definition of ICAO C3

SARPS (Standards and Recommended Practices). A paradigm shift in UAV communications is thus required.

ITU World Radio Conference (WRC) 2012 included an agenda item 1.3 covering UAV, the objective of which

was to "consider spectrum requirements and possible regulatory actions, including allocations, in order to sup-

port the safe operation of UAS". As far as satellite communications are concerned, existing Aeronautical Mobile

Satellite en-Route Service allocations (AMS(R)S) have been confirmed, in line with the ICAO position These

allocations encompass the AMS(R)S L-band (1545-1555 MHz, 1646.5-1656.5 MHz) and the AMS(R)S 5GHz

band (5000-5150 MHz). A subset of the latter (5030-5091 MHz) has been allocated to the Aeronautical Mobile
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en-Route Service (AM(R)S) in order to accommodate UAS C3 Radio Line-Of-Sight (RLOS) communications.

1.2.2 UAV/aircraft links

For future civilian application, UAV/aircraft will present three links; a forward link, a return link and a mission

link presented in Figure 1.1.

Figure 1.1: UAV communication system

1.2.3 Communications and Satellite role

The communication links between UAV (also known as RPA, i.e. Remotely Piloted Aircraft, according to the

new ICAO denomination), UAV pilots and ATC (Air Traffic Control) are illustrated on Figure 1.2 Note that

the UA (Unnamed Aircraft) is assumed to be within RLOS (Radio Line of Sight) of ATC (the ATC of the

sector it’s flying in) and that more than one RPS could be used for a single flight. It should be evident that if

the UAV is BRLOS (Beyond Radio Line of Sight) of the UAV pilot, then all the information will have to be

communicated through a satellite system.

In general, C3 transmissions will encompass the following types of data:

• UAV Command & Control data

1. Initialization, configuration and mission upload messages sent infrequently during flight,
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Figure 1.2: UAS Communication links (adopted from ICAO Cir) [25].

2. Messages sent to command the aircraft and its engines (the refresh rate depends on the level of

autonomy of the UAV),

3. Flight status messages (speed, heading, position. . . ) sent very frequently (up to 20 times per second

for critical parameters) to control the aircraft,

4. Messages to set and control navigation receivers.

• Detect & Avoid (D&A) data: data associated to the Detect & Avoid function, which is equivalent to the

piloting principle "see and avoid" used in all situations where permanent dangers exist due to the fact

that external assistance (ATC) for the safety of the flight is not fully guaranteed.

1. "Detect" (or "surveillance") data (collected through existing surveillance systems such as radars or

ADS-B or through new systems). Possibly, a video stream may be required for situational awareness

purposes.

2. Configuration messages to adapt the operation of the D&A function depending on the flight condi-

tions (area of flight, weather conditions. . . ).

3. Status messages sent regularly so that the remote pilot can check the proper operation of the D&A

function.
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• ATC relay data: relay of voice and data ATC communications. As defined in [35], two concurrent

architectures are considered as of today: ATC relay and non-ATC relay architectures. In case of non-

ATC relay architecture, there is no ATC relay data to be conveyed by the UAS C3 satellite communication

system (unless the direct link between the UACS and the ATCC is provided by this system and not by

a terrestrial backbone).

1.3 Satellite Data Links: the forward link and the return link

1.3.1 Satellite Assumptions

The main assumptions regarding the satellite are that it is a transparent, geo-stationary satellite. It means

that the perceived signal is only repeated by the satellite without any supplementary process. Moreover,

for budget aspects, an hosted payload is considered for the satellite, which means that not all the power is

dedicated to the C2 (Command & Control) mission.

1.3.2 The forward link: Satellite-to-Aircraft (S2A) Channel Model

Several studies ([53]-[77], among others) have looked at this model. The model we use and we present here is

a compilation of these works. The propagation scenario is commonly represented by Figure 1.3.

For the forward link, The aeronautical satellite-to-aircraft (S2A) channel is characterized by three main


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Figure 1.3: Illustration of the geometry of the satellite-to-aircraft (S2A) communication channel. Local
scatterers are illustrated with red, reflections from the ground with blue.

paths. The first one arrives directly from the satellite and is a strong line of sight (LOS) component which is
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present most of the time. Depending on the type of terrain and on the geometry, the second path (illustrated

in blue in Figure 1.3) represents a multiple delayed reflections arriving from the ground at the aircraft with a

certain attenuation compared to the LOS component. Also, a third path is considered (illustrated in red in

Figure 1.3), representing local scatterers from the fuselage of the aircraft which might deteriorate the signal.

Especially the big surface of the wings of the aircraft may be the source of non-negligible scattered components.

Reflections from the ground and the fuselage will be referred to as multipath in the sequel.

1.3.2.1 Expression of S2A channel

: For the forward link, three main paths are considered. The First one arrives directly from the satellite to

an UAV/aircraft receiver, this is the LOS path. The second and the third ones arrive respectively from wing

surface and ground surface reflections. The expression of S2A channel is given as follows:

ha(t,τ) =
Nm−1∑
n=0

an(t) δ(τ − τn) = 1√√√√Nm−1∑
n=0

Pn

{Nm−1∑
n=0

αn(t) δ(τ − τn)
}

exp(2πjfD-LOS t)

= a0(t) δ(τ − τ0)︸ ︷︷ ︸
LOS Component

+ a1(t) δ(τ − τ1)︸ ︷︷ ︸
LS Component

+ a2(t) δ(τ − τ2)︸ ︷︷ ︸
GR Component

(1.1)

with Nm denotes the number of considered paths. In the case of the S2A channel model, we have Nm = 3.

Indeed, the aeronautical channel presents three main paths: i. a LOS path with power P0 and delay τ0, ii. a

LS path with power P1 and delay τ1 and iii. a GR path with power P2 and delay τ2 The three continuous

coefficients a0(t), a1(t) and a2(t) denote the normalized continuous fading coefficients for the LOS, the LS and

the GR paths, respectively. The coefficients a0(t), a1(t) and a2(t) are expressed as:
a0(t) = 1√

P0+P1+P2
α0(t) exp(2πjfD-LOS t)

a1(t) = 1√
P0+P1+P2

α1(t) exp(2πjfD-LOS t)

a2(t) = 1√
P0+P1+P2

α2(t) exp(2πjfD-LOS t)

(1.2)

with fD-LOS denotes the frequency shift of the LOS component.

1.3.2.2 LOS Component

The LOS path undergoes several losses. The first one is the path loss effect due to free-space propagation.

This path loss will be counted in the link-budget but it does not have a significant effect. The preponderant

effect is the power of the LOS path compared to the other reflected paths. In the following we denote P0 the

power of the LOS path.

Another degradation impacting the LOS path is the propagation delay. Again, the delay of the LOS path τ0
is not impacting, however the relative delay between the direct path and the other reflected path is impacting

and will be detailed later. Note that the delay of each reflected paths denoted τl, is measured regarding to the

first detectable signal at the receiver at τ0 = 0 [105]. Finally, the last effect degrading the quality of the LOS
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signal is a so-called "Doppler-Shift". This Doppler can be classically calculated as follows:

fD-LOS = vx.cos(ε) +vz.sin(ε)
λ

(1.3)

where λ denotes the wavelength, ε denotes the elevation angle of the UAV with respect to the GEO satellite

(cf. Figure 1.3) and ~v = (vx,vy,vz) the speed of the aircraft.

Finally, the continuous complex fading gain of the LOS component is denoted by α0(t) and expressed as:

α0(t) =
√

P0 exp(−2πjfD-LOS t) (1.4)

and thus by using (1.2), we can deduce that the normalized fading, a0(t), is time-invariant and having a

constant value denoted by ALOS and calculated as:

a0(t) = ALOS =
√

P0
P0 +P1 +P2

(1.5)

The corresponding delay, τ0, is taken as a reference at the receiver:

τ0 = 0 (1.6)

1.3.2.3 Local scatterers

Local scatterers (LS) are traditionally neglected [12], [89]. However, [120] characterized this reflection via

a measurement campaign (the fuselage corresponding to an A340 airbus for several elevation angles and

azimuths). This campaign yielded the following results:

• Local scatterers having a power P1 which is a low power compared to that of LOS path (approximately

a ratio of 14.2 dB):

P1 = 10−1.42.P0 (1.7)

• The Doppler Power Spectrum Density (D-PSD) of local scatterers varies according to a Gaussian distri-

bution with a mean value fD-LS and a standard-deviation calculated as half the Doppler spread B(1)
rms:

D-PSD(f) =
√

2
√
π.B(1)

rms
exp

−2
(
f −fD-LS

B(1)
rms

)2
≈

√
2

√
π.B(1)

rms
exp

−2
(
f −fD-LOS

B(1)
rms

)2
 (1.8)

where B(1)
rms is about 1 Hz and fD-LS is the Doppler shift and is assumed equal to fD-LOS (see equation

Equation (1.3)). The continuous complex fading gain of the LS component is denoted by α1(t) and

verifies:

E{α1(t).α∗1(t+ ∆τ)}= P1.exp
(
−π2.B(1)

rms. |∆τ |
2
)
.e−2πjfD-LOS.∆τ (1.9)

Since the weak the value of B(1)
rms, LS component is assumed having a high time correlation.

• Local scatters having a low delay τ1 (about 1 ns):

τ1 ≈ 0 (1.10)

As a result, local scatterers are Ricean distributed with a high time correlation.
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1.3.2.4 Ground reflection

In order to model the impact of the reflected path, it is necessary to measure its power denoted by P2 with

respect to the LOS path. This can be done using [61] and [62]. These documents give the same methodologies

and formulas for calculating the impact of the reflected path with respect to the direct path:

10. log10

(
P2
P0

)
= Cθ +D+ 20. log10 (|Rcirc|) with Rcirc = RTE +RTM

2 (1.11)

The power of specular component P2 is calculated as a function of the Fresnel coefficients RTE and RTM.

However, in low elevations, the curvature of the earth has to be taken into account in terms of the divergence

coefficient D. Documents [61] and [62] define two correction factors: the divergence factor D and another

correction factor Cθ. The divergence factor is expressed as:

D = 10. log10

(
1 + 2.sin(γsp)

cos(θsp) .sin(γsp +ε)

)
(1.12)

with γsp = 7,2.10−3.Ha/tan(ε) and θsp denoting the grazing angle to perpendicular incidence of the specular

component:

θsp = ε+ 2.γsp (1.13)

The correction factor is defined as:

Cθ =

0 θsp ≥ 7◦

7−θsp
2 θsp < 7◦

(1.14)

The reflection coefficient is the ratio of the reflected electric field to the incident electric field. They are

also dependent on the polarization of the incoming signal, i.e. the direction of the incident electric field and

classified as transverse electric (TE) and transverse magnetic (TM) and are given by the expressions [111]:

RTE =
sin(θsp)−

√
η− cos2(θsp)

sin(θsp) +
√
η− cos2(θsp)

RTM =
η sin(θsp)−

√
η− cos2(θsp)

η sin(θsp) +
√
η− cos2(θsp)

(1.15)

In the above expression, η denotes the complex relative permittivity. refer to [61] [62], η is defined by:

η = εr(f) + j
σeff(f)
ωε0

= εr(f) + j

[
1

2π c ε0

]
λ σeff(f)≈ εr(f) + j 60 λ σeff(f) (1.16)

with, ε0 = 8.85418710−12F.m−1 is the vacuum permeability and c = 3.108m.s−1 is the of value to the speed

of light in free space.

Suppose that incident electromagnetic wave propagates in free space, the quantities εr(f) and σeff(f) are the

relative permittivity and the effective conductivity of the reflective surface. Typically, The values of εr(f) and

σeff(f) depend on the nature of the reflective surface and also on the carrier frequency of the incident wave.

Table 1.1 provides some typical electrical parameters of ground and water at Fc = 1.54 GHz [60].

Ground reflection, which is the most impacting phenomenon for the aeronautical channel, has been charac-

terized by Bello in [12]. In his analysis Bello makes the assumption that ground-related reflections are that the
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Surface Relative permittivity : εr Effective conductivity : σeff (S.m−1)
Salty sea water 81 3.5
Sea water 70 6
Fresh water 80 0.6
Ice water 3 0.01
Wet ground 30 0.5
Medium dry ground 15 0.125
Dry ground 3 0.0004
Very dry ground 3 0.00075

Table 1.1: Typical Electrical Parameters at Fc = 1.54 GHz

(x,y) coordinates of the point of impact of the LOS path on the ground are uniformly distributed. This leads

to a Doppler Power Spectrum Density (D-PSD) which is Gaussian and which can be calculated as follows:

D-PSD(f) =
√

2
√
π.B(2)

rms
exp

−2
(
f −fD-GR

B(2)
rms

)2
≈

√
2

√
π.B(2)

rms
exp

−2
(
f −fD-LOS

B(2)
rms

)2
 (1.17)

fD-GR and B(2)
rms are respectively the Doppler shift and the Doppler spread for the ground reflected path. Refer

to Bello, the Doppler shift denoted fD-GR, is defined as the mean of the distribution of Doppler frequencies

and is assumed equal to fD-LOS (see Equation (1.3)). However, the Doppler spread denoted, B(2)
rms, is defined

by Bello as twice the standard-deviation of the distribution of Doppler frequencies. The expressions of B(2)
rms

is given by the following expressions:

B(2)
rms = 4. [σh.(π/180)]

λ

√
{vx.sin(ε) +vz.cos(ε)}2 +v2

y.sin2 (ε) (1.18)

In case of rough surfaces, the height variable h is assumed to be normally distributed, with zero-mean and

standard deviation equal to σh. The larger gets, the rougher is the surface, the broader is the Doppler spectrum.

Values around 4 m or less for σh are common maritime communications values.

The continuous complex fading gain of the ground reflection (GR) component is denoted by α2(t) and

verifies:

E{α2(t).α∗2(t+ ∆τ)}= P2.exp
(
−π2.B(2)

rms. |∆τ |
2
)
.e−2πjfD-LOS.∆τ (1.19)

The correlation of complex fading α2(t) is inversely proportional to B(2)
rms values. The most the ground surface

is rough, the most the correlation is feeble.

On other hand, the delay of the specular reflected component can be determined based on geometrical

considerations (see Figure 1.4). It is given by the path difference between the reflected and the LOS path

divided by the speed of light. This leads to the following expression:

τ2 = b−a
3.108 = Ha

3.108
1− cos(ε+θsp)

sin(θsp) ≈ Ha
3.108

1− cos(2.ε)
sin(ε) = 2.Ha.sinε

3.108 (1.20)

with Ha denoting the height of the aircraft above the ground (see Figure 1.4).

It can be shown that all paths other than so-called specular reflection arrive in a sufficiently short time to

justify a multipath model with only one «tap». This can be done by looking at the distribution of the delay
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Figure 1.4: Geometrical considerations on the delay of the specular component.

ξ of the reflected components relative to the specular component. Taking again the Gaussian approximation

(i.e. the coordinates (x,y) of the reflection points are assumed uniformly distributed) of [77], we obtain:

PDF(ξ) = 1
υ

exp

−ξ.
[

1
sin(ε) + sin(ε)

]
2 υ

 I0

ξ.
[

1
sin(ε) + sin(ε)

]
2 υ

 (1.21)

with υ = [2.σh.(π/180)]2 Ha
3.108 and I0 is the modified Bessel function of order zero.

Refer to the determinated probability density function (PDF) of delays, some statistics can therefore be drawn

on the relative delays of diffuse reflections with respect to the delay of specular reflection. For instance, for an

UAV altitude of 10 km, tables 1.2 and 1.3 show some statistics on the relative delay ξ:

Relative delay ξ w.r.t specular reflection Elevation angle ε
10◦ 80◦

PDF(ξ)/PDF(0) 0.5 0.19 µ s 0.46 µ s
0.1 1.63 µ s 1.51 µ s

Table 1.2: Relative delay of multipath components w.r.t. specular reflection for an altitude of 10 km.

These statistics make it possible to make an approximation of the model of multipaths with one «tap»,

which is in line with the various studies [53] [12] [89] [120].
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Statistical parameters of ξ Elevation angle ε
10◦ 80◦

Mean value 1.69 µs 0.65 µs
Standard deviation 2.02 µs 0.66 µs
Variance 4.08 ps2 0.43 ps2

Table 1.3: Mean, standard deviation, variance for ξ for different elevations at an altitude of 10 km.

1.3.2.5 Final expression of S2A channel

Finally, given the fact that τ1 ≈ τ0 = 0, the expression of the S2A is given by the following expression:

ha(t,τ) =
Nm−1∑
n=0

an(t) δ(τ − τn) = (ALOS + a1(t)) δ(τ) + a2(t) δ(τ − τ2) (1.22)

Note that we consider a normalized aeronautical channel response:

|ALOS|2 +E
{
|a1(t)|2

}
+E

{
|a2(t)|2

}
= 1 (1.23)

1.3.2.6 C/M factor

To characterize multipath powers, the S2A channel is characterized by a carrier-to-multipath factor noted

C/M and expressed as:

C/M [dB] = 10. log10

(
P0 +P1

P2

)
= 10. log10

(
P0 +P1

P0

)
−10. log10

(
P2
P0

)
= 10. log10

(
1 + 10−1.42)− [Cθ +D+ 20. log10 (|Rcirc|)]

≈−Cθ−D−20. log10 (|Rcirc|) (1.24)

Based on geometrical considerations, it is shown that C/M values depend on grazing angle values θsp. Since

the value of θsp can be expressed as a function of the elevation angle ε as shown in Equation (1.13), therefore,

we can deduct that C/M values are also depending on ε values. Moreover, we can show that C/M values are

proportional to elevation angle values ε. By using geometric consideration, the value of the elevation angle can

be calculated from geolocation data or GPS 1 coordinates such as the longitude, the latitude and the altitude.

Let (Ψa,ϕa,Ha) and (Ψs,ϕs,Hs) are the latitude, the longitude and the altitude of an UAV/aircraft and a

GEO satellite, respectively. The value of the elevation angle ε of the UAV/aircraft with respect of the GEO

satellite can be determinated by using the following expressions:

sinε=
$− Re+Ha

Re+Hs√
(1−$2) +

(
$− Re+Ha

Re+Hs

)2
cosε=

√
1−$2√

(1−$2) +
(
$− Re+Ha

Re+Hs

)2
(1.25)

with Re = 6371 km being the radius of the earth and,

0≤$ = cos(Ψa)cos(Ψs)cos(ϕs−ϕa) + sin(Ψa)sin(Ψs)≤ 1 (1.26)
1 Global Positioning System.
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Figure 1.5 shows some variation of the elevation angle ε as a function of the location of the UAV/aircraft in

ECAC 2 area with an altitude of 10 km.

Measurement results of C/M factor in decibels are given as a function of the elevation angle ε in Figure 1.6.

Figure 1.5: Elevation angle between an aircraft of an altitude of Ha = 10 km and a GEO satellite 30◦12’E.
For ECAC area, elevation angles are usually taken from 25 to 45 degrees.
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Figure 1.6: C/M factor as function of the elevation angle for Ha = 10 km

2 Member states responsible for civil aviation.
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1.3.3 Existing standards for forward link (FWD): Physical layer

Two satellite standards will be reviewed in this section. An aeronautical ESA standard [2] and the traditional

DVB-S2(X) [38][123].

1.3.3.1 ANTARES CS standard

The ANTARES CS has been defined in the context of the ESA ARTES-10 (Iris) Programme for the purpose

of satellite-based ATC/AOC communications. It has been proposed as a global standard to support long-term

aircraft communication needs as required by future SESAR ATN/B3 applications («Full 4D»).

A MF-TDMA access scheme has been selected for the forward link. A Phase Shift Keying (PSK) modulation

scheme is adopted which envisages several modulation levels, namely Q-PSK, 8-PSK and 16-APSK. The for-

ward Error Correction (FEC) scheme is based on a Low Density Parity Check (LDPC) solution specifically

designed for the aeronautical environment and adopting several code rates Rc ∈ {1/4;1/3;1/2;2/3}. The selec-

tion of the MODCOD (combination of the modulation and FEC rate alternative) in ANTARES is based on an

Adaptive Coding and Modulation (ACM) approach, which has been specifically designed to work adequately in

mobile aeronautical environment, not only during nominal flight but also under aircraft manoeuvre conditions.

Table 1.4 summarizes its main technical characteristics concerning physical layer.

Physical layer
CS description Comments
Access scheme MF-TDMA

(asynchronous random access)
Modulations QPSK, 8-PSK, 16-APSK
Coding schemes IRA LDPC (1/4,1/3,1/2, 2/3)
Pilot symbols 24 symbols
Roll-off factor/s β = 0.2
Guard time 125 µs
Symbol rates (Rs) Rs = 160 kbaud
Framing 86.35 ms
Channelization 200 kHz chunks
Diversity techniques supported Time diversity (interleaving)
Fading mitigation techniques ACM
Power control Required
CRC (Error detection) Yes (4-byte CRC at physical layer; optionally, additional 4-byte

CRC to detect encapsulation errors)
Frequency band Fixed link: Ku/Ka band

Mobile link: L-band (AMS(R)S band)

Table 1.4: Summary of ANTARES CS technical characteristics for FWD link

The main strength of this candidate is that it has been specifically designed for an aeronautical satellite

channel and for aircraft mobility and thus, especially from a physical layer point of view, it will have a

good performance also for the RPAS use case. Another attractive aspect are the possible synergies with

ATC/AOC communications, if the ATC/AOC system would be certified for both ATC/AOC and RPAS C2
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communications. This may allow avoiding the installation of an additional antenna, decrease operational costs

and reduce terminal costs (as certified equipment will have a broader market).

1.3.3.2 DVB-S2/S2x standard

DVB-S2 (Digital Video Broadcasting -Satellite 2) is the second-generation specification for satellite broad-

casting. It offers a large capacity by using very high frequencies and can carry either unicast or broadcast

traffic (like TV information programs). Compared to first-generation standard, DVB-S, the standard DVB-S2

has been proposed as a spectrally and power efficient transmission technology through using Amplitude and

Phase Shift Keying (APSK) modulations and a class of capacity approaching block codes: Low Density Parity

Check (LDPC) codes. The achieved system capacity gain over the First generation DVB-S can reach 30% [13].

Additionally, compared to the DVB-S standard, DVB-S2 offers the possibility of adapting the modulation and

coding formats to the link quality with the so-called Adaptive Coding and Modulation (ACM) functionality.

Physical layer
DVB-S2 description Comments
Access scheme commonly TDM, but may also be a MF-TDM.
Modulations -Linear Modulation: QPSK, 8-PSK

-Hierarchical modulation: 16-APSK & 32-APSK. (up to 256 APSK)
were introduced in the recently adopted DVB-S2x [40].

Coding schemes -Extended IRA LDPC (from 1/4 to 9/10). Two coded size (64800 bits
and 16200 bits). Using a constant t=12 BCH as an outer code.
-[40] specify new MODCODs (with an intermediate size of 32400 bits)
and new code rate, in order to cover Very Low SNRs( VL-SNR).

Pilot symbols a block of 36 unmodulated symbols is inserted every 16 slots of 90
symbols for synchronization

Roll-off factor/s -DVB-S2: β ∈ {0.35,0.25,0.2}
-DVB-S2x: β ∈ {0.15,0.1,0.05}

Symbol rates (Rs) No symbol rate is specified but it is commonly greater than 30 Mbauds.
Channelization Not specified
Diversity techniques supported Not specified. However, some MIMO techniques remain possible.
Fading mitigation techniques ACM procedure that was mainly designed to counteract the rain effect

in Ku/Ka propagation band.
Power control An automatic gain control is proposed [39]
Frequency band Fixed link: Ka/Q/V band

Table 1.5: Summary of DVB-S2(X) technical characteristics for FWD link

As an evolution of the standard DVB-S2, DVB-S2X relies on the same physical layer characteristics regard-

ing the types of modulations and channel codes. However, there are some differences in the system parameters

which can be summarized as follows:

• Small roll-offs (0.05 and 0.1) can be used leading to up to 15% gain in the system throughput.

• Finer modulations and coding rates.

• The modulation ring ratios can be jointly chosen with coding rates for given amplifier back-offs.
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Table 1.5 summarizes its main technical characteristics concerning physical layer.

Concerning the physical layer, DVB-S2/S2x specifies a wide range of MODCODs, but especially for long

length, with a minimal frame length of 16200 bits.

• In case of narrow band use (e.g. in case of C-Band usage or AMS(R)S band), this may be inappropriate

for aeronautical scenarios. Indeed since in that case the channel model is rather a block fading channel

than a fast fading channel, it may be better to perform inter-MODCODs interleaving in order to break

fading correlations. Without specifying shorter frame length, the latency constraints may not be satisfied.

As a consequence, efficient interleaving has to be defined. In addition, performances of DVB-S2/S2x on

narrow carrier has to be validated, since it has rather been defined for large carriers.

• When no constraints are considered on the bandwidth (e.g. for K-band), the channel can be viewed as

a fast fading channel, meaning that LDPC performances will be only a bit degraded when compared to

AWGN channel. Since frame length is rather small, the specified MODCOD will be sufficient.

In case of ACM use, in order to perform an accurate channel estimation and Doppler compensation, it must

be checked whether the pilot block that is inserted in DVB-S2/S2x frame is sufficient.
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1.3.4 The return link: Satellite-to-Aircraft (S2A) Channel Model
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Ground surface x

y

z

Ha

Satellite 





Figure 1.7: Illustration of the geometry of the air-to-ground (A2S) communication channel. Only LOS path
is considered.

The aircraft-to-satellite (A2S) channel is assumed to be AWGN channel. Indeed, there are one line-of-sight

(LOS) path. The LOS path (illustrated with red color in Figure 1.8) arrives directly from aircraft to GEO

satellite. Its power is denoted by P0. The delay of the LOS path is assumed equal to 0 i.e. τ0 = 0 [105].

Furthermore, the LOS path undergoes «Doppler-Shift» effect and this Doppler can be classically calculated as

follows:

fD-LOS = vx.cos(ε) +vz.sin(ε)
λ

(1.27)

where λ denotes the wavelength, ε denotes the elevation angle of the UAV with respect to the GEO satellite

(cf. Figure 1.3) and ~v = (vx,vy,vz) the speed of the aircraft. The expressed of the considered elevation angle

ε is given in Equation (1.25).

Finally, the continuous complex fading gain of the LOS component is denoted by α0(t) and expressed as:

α0(t) =
√

P0 exp(−2πjfD-LOS t) (1.28)

The corresponding delay is noted by τ0 and is taken as a reference at the receiver:

τ0 = 0 (1.29)

1.3.4.1 Expression of A2S channel:

The expression of the A2S channel is calculated as:

ha(t,τ) =
Nm−1∑
n=0

an(t) δ(τ − τn) = 1√
P0

α0(t) δ(τ − τ0) exp(2πjfD-LOS t) = δ(τ) (1.30)
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Finally, we can deduct that the A2S channel is equivalent to AWGN channel:

ha(t,τ) =
Nm−1∑
n=0

an(t) δ(τ − τn) = δ(τ) (1.31)

1.3.5 Existing standards for return link (RTN): Physical layer

Two satellite standards will be reviewed in this section. An aeronautical ESA standard [2] and the traditional

DVB-RCS(2) [38][37] [123].

1.3.5.1 ANTARES CS standard

The return link defined for the ANTARES communication standard is based on an asynchronous CDMA

(A-CDMA) random access technique implementing a packet-based interference cancellation algorithm. A

Dual-BPSK modulation scheme is selected, with user data transmitted on the I-channel and control data on

the Q-channel. A Turbo Convolutional Code (TCC) with rate 1/3 is adopted as forward error correction

(FEC) scheme.

Concerning physical layer, Table 1.6 summarizes its main technical characteristics. The return link access

Physical layer
CS description Comments
Access scheme A-CDMA (E-SSA) (SF = 4 & SF = 16)
Modulations Dual-BPSK
Coding schemes Binary parallel TC (16 states) (1/3)
Pilot symbols Not specified
Roll-off factor/s β = 0.2
Guard time Not specified
Symbol rates (Rs) 160 kchips
Framing From 76.7 ms to 167.6 ms (depending on burst type)
Channelization 200 kHz chunks
Diversity techniques supported Time diversity (interleaving)
Fading mitigation techniques Spreading (SF = 4, SF = 16)
Power control Not specified
CRC (Error detection) Yes (4-byte CRC at physical layer; optionally, additional 4-byte

CRC to detect encapsulation errors)
Frequency band Fixed link: Ku / Ka band

Mobile link: L-band (AMS(R)S band)

Table 1.6: Summary of ANTARES CS technical characteristics for RTN link

scheme of the ANTARES CS, based on random access, provides an optimal performance with a bursty traffic

profile, but it may be less suited for the more sustained traffic profile to be expected in RPAS C2. This should

be further investigated. Finally, video cannot be supported, due to the limited data rates, even if 400 kHz

channels are used.



28 Chapter 1 - Aeronautical communications

1.3.5.2 DVB-RCS(2) standard

DVB-RCS (Digital Video Broadcasting - Return Channel by Satellite) is designed by adding a return channel

to the DVB-S2 and gives an interactive way for the services via satellite. DVB-RCS is a mature open source

satellite communication standard with highly efficient bandwidth management. This make it a cost-efficient

alternative solution for many users. It also provides an established foundation for further satellite communica-

tions research. The 5th revision of the DVB-RCS standard was completed in 2008. A major update included

the very first broadband mobile standardization [37]. This extended version, formally referred to as "ETSI EN

301 790 v 1.5.1" [44] is also known as "DVB-RCS+M". The "+M" version added several new features, such

as the ability to use "DVB-S2" bursts in the uplink channel back to the satellite. It incorporates signal fade

mitigation techniques and other solutions to combat short term signal loss [1].

The core of DVB-RCS/RCS2 is a multi-frequency Time Division Multiple Access (MF-TDMA) transmission

scheme for the return link, which provides high bandwidth efficiency for multiple users. In addition, DVB-RCS2

also includes CPM for use with amplifiers in saturated mode.

Concerning physical layer, Table 1.7 summarizes its main technical characteristics.

Physical layer
DVB-RCS(2) description Comments
Access scheme MF-TDMA
Modulations Linear Modulation: QPSK, 8-PSK and 16QAM

Continuous Phase Modulation CPM: linear combination of RC
and REC pulses shapes.

Coding schemes -For linear modulation: a 16-states duo-binary turbo code (the
original RCS adopted 8-states duo-binary turbo code).
- For CPM: a convolutional code with constraint length equal to
3 or 4.

Pilot symbols The repetition of, size of, content of the pilot block are config-
urable

Roll-off factor/s For linear modulation: β = 0.2
Guard time Not specified [37]
Symbol rates (Rs) Not imposed. A maximum value is 2 Mbaud (with a spectral

efficiency of 0.5 bit/s/Hz).
Channelization Not specified
Diversity techniques supported Not specified. A burst repetition may be applied and an interleave

stage is specified
Power control Not specified
Fading mitigation techniques ACM procedure not specified
Frequency band Fixed link: Ka/Ku band

Table 1.7: Summary of DVB-RCS(2) technical characteristics for RTN link

Concerning the physical layer, DVB-RCS2 has the advantage to propose a CPM scheme which relaxes the

constraints on the UT HPA. However, the corresponding FEC scheme is a convolutional code which may be

not sufficient with respect to the link budget. Maybe, a specific FEC scheme has to be developed in order to
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increase physical layer performances.

Even if an aeronautical scenario has been taken into account, the antenna configuration that has been con-

sidered for simulations has to be consolidated. Indeed, the referenced paper concerning this scenario [37] has

considered tracking and directive antenna, which has a direct impact on channel model and link budget.
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1.4 Terrestrial Data Links: The mission link

x

y

z

UAV/Aircraft 

Ground Control Station (GCS) 

Figure 1.8: Illustration of the geometry of the air-to-ground (A2G) communication channel. LOS path is
illustrated with red, reflected paths with blue.

1.4.1 Air-to-Ground (A2G) Channel Model

In this Section, we are interested in wideband-type A2G channels for the mission link. In the mission link, we

have to deal with a multipath channel: the transmitted signal arrives at the receiver from various paths (see

Figure 1.8) of different lengths and strengths. Assuming LOS communication, the aeronautical Aircraft-to-

Ground (A2G) channel is characterized by two types of paths: a line-of-sight (LOS) path and other scattered

components (reflected paths).
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Environment Low elongation High elongation High elongation
low altitude Median altitude High altitude

Urban NLOS LOS LOS
Flat desert LOS LOS LOS
Mountainous LOS LOS LOS
Coastal LOS LOS LOS
Rural LOS LOS LOS

Table 1.8: Nature of aeronautical channels for different environments.

1.4.2 General expression of the A2G channel

The air-to-ground (A2G) channel with time-variant baseband channel impulse response (CIR) ha(t,τ) in its

most general form for a single-input single-output (SISO) antenna case is given by:

ha(t,τ) =
Nm−1∑
n=0

an(t) δ(τ − τn) = 1√√√√Nm−1∑
n=0

Pn

{Nm−1∑
n=0

αn(t) δ(τ − τn)
}

exp(2πjfD-LOS t)

= a0(t) δ(τ − τ0)︸ ︷︷ ︸
LOS Component

+ 1√
1 +KLOS

Nm−1∑
n=1

ãn(t) δ(τ − τn)︸ ︷︷ ︸
ground reflected Components

(1.32)

with Nm is the number of considered paths, P0 is the power of the LOS path and for n ≥ 1, Pn denotes the

power of the n-th ground reflected path. The KLOS factor is a ratio often taken in decibels that determines

the power relationship between the LOS path and the other reflected paths. The ratio KLOS is defined as:

KLOS [dB] = 10 log10


P0√√√√Nm−1∑
n=1

Pn

 (1.33)

Note that in some environments, the LOS component is absent in most of time. For example, for an urban

environment and in lower altitude, there is no visual line-of-sight (LOS) between the transmitting antenna and

the receiving antenna (P0 = 0)[78]. In this context non-line-of-sight (NLOS) multipath channel is considered.

Table.1.8 summarizes the nature of the aeronautical channel for different scenarios.

1.4.2.1 LOS path

The LOS path (illustrated with red color in Figure 1.8) arrives directly from aircraft to a Ground Control

Station (GCS). The preponderant effect is the power of the LOS path compared to the other reflected paths.

In the following we denote P0 the power of LOS path. Another degradation impacting the LOS path is the

propagation delay. Again, the delay of the LOS path τ0 is not impacting, however the relative delay between

the direct path and the other reflected path is impacting and will be detailed later. Note that the delay of
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each reflected paths is denoted τl and measured relatively to the first detectable signal at the receiver at τ0 = 0

[105]. Finally, the last effect is the «Doppler-Shift». This Doppler can be classically calculated as follows:

fD-LOS = ‖~v‖ .cos(ε)
λ

(1.34)

where λ denotes the wavelength, ε denotes the elevation angle of the UAV/aircraft with respect to the GCS

antenna and ~v = (vx,vy,vz) the speed of the aircraft.

Assuming Ha is the altitude of the aircraft, HGCS is the GCS height and D is the horizontal distance separating

the aircraft and the GCS antenna. As shown in Figure 1.9, based on geometrical considerations, the elevation

angle ε can determinated as follows:

ε= arctan
(
Ha−HGCS

D

)
(1.35)

Assuming a typical UAV/aircraft altitude of 2100 m, a GCS antenna height of 10 m and an horizontal distance

of 3000 m, one obtains ε= 33.5◦ .

Finally, the continuous complex fading gain of the LOS component is denoted by α0(t) and expressed as:

x

y

z

UAV/Aircraft 

Ground Control Station (GCS) 

Ha



HGCS

DHorizontal distance: 

Figure 1.9: Elevation angle based on geometrical considerations.

α0(t) =
√
P0 exp(−2πjfD-LOS t) (1.36)

and thus we can deduce that the normalized fading, a0(t), is time-invariant and having a constant value

denoted by ALOS and calculated as:

a0(t) = ALOS =
√√√√√√

P0
Nm−1∑
n=0

Pn

=

√
KLOS

1 +KLOS
(1.37)

The corresponding delay is noted by τ0 and is taken as a reference at the receiver:

τ0 = 0 (1.38)
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1.4.2.2 Reflected paths

The presence of reflected components makes the A2G channel model be a mutipath model. This phenomenon

happens because the environment in which the aircraft flies is composed of several obstacles, both natural

and artificial, which are located randomly on the ground. Rivers, mountains and buildings are examples of

elements that can alter the signal physical characteristics, imposing different attenuations and phase changes.

This random features of the environment makes it necessary to model the channel using a statistical approach.

Over time a large number of distributions were proposed for various specifics cases. For simplification reasons,

we assume that we have a number of Nm− 1 reflected paths. Each one has a continuous complex fading

gain denoted by αn(t) and a corresponding propagation delay denoted by τn > 0 for 1 ≤ n ≤ N . The time-

correlation function of each complex variable αn(t) depends on the so-called «Doppler-Spread» which is the

most impacting. Additionally, the variable αn(t) includes the «Doppler-Shift» phenomenon. the «Doppler-

Shift» degradation is not very impacting. We denote Pn as the power of the n-th reflected path and it is given

by:

Pn = E
{
|αn(t)|2

}
(1.39)

The powers {Pn} can be estimated by simulation. Indeed, the average number of signal components per

delay interval can be considered as a good estimation of the power delay. By dividing by the total number

of simulation we can obtain an histogram of received signal components and thus we can deduct the so-called

«per delay bin probability». For a very large number of observations, the power per delay histogram is assumed

to follow a Gaussian distribution with appropriate mean and standard deviation based on the geometry of the

scene.

For instance, in [90], the table 1.9 is the result of simulation of 10000 PDPs. As typical values of delays and

Average Number of Average Number of
Delay Range [ns] Signal Components Delay Range [ns] Signal Components

per Delay Bin per Delay Bin
0−97 2980/10000 778−875 167/10000
97−195 1530/10000 875−973 180/10000
195−292 1190/10000 973−1070 107/10000
292−389 620/10000 1070−1167 66.4/10000
389−486 404/10000 1167−1264 38.9/10000
486−584 253/10000 1264−1362 22.8/10000
584−681 163/10000 1362−1459 26.5/10000
681−778 167/10000 1459−1556 13.9/10000

Table 1.9: Average Number of Signal Components per Delay Bin for an Elevation Angle of 7.5◦ [90] W. G.
Newhall, R. Mostafa, C. Dietrich, C. R. Anderson, K. Dietze, G. Joshi, and J. H. Reed, « Wideband air-to-
ground radio channel measurements using an antenna array at 2 GHz for low altitude operations,» Military
Communications Conference, vol. 2, pp. 1422-1427, October 2003. Used under fair use, 2015.

corresponding powers, literature [90] give a Power Delay Profile (PDP) with Nm−1 = 7 which is defined by a
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delay vector τ = [τ1, τ2, . . . , τ7] and a corresponding power vector P = [P1,P2, . . . ,P7] given as:τ = [33,70,115,175,262,405,682] (in nanoseconds)

10. log10 (P) = [−8.7,−9.6,−11.3,−13.4,−15.2,−17.0,−20.2] (in decibels)
(1.40)

1.4.2.3 Doppler Effect

The scenario is characterized by fast fading: ‖~v‖ = 25..40 m/s [53]. During the arrival of the base station,

the scattered components are typically not isotropically distributed, i.e. the beamwidth of the scattered

components ∆ϕ = |ϕaH−ϕaL| is less than 360◦ [53] and ∆ϕ represents the beamwidth of arrival angles.

In [36], a beamwidth less than 360◦ was considered and a corresponding Doppler Power Spectrum Density

(D-PSD) was derived, assuming that the scatterers are uniformly distributed within the beamwidth. This

non-isotropically distribution results in a Doppler probability density function P(f), that is only a part of the

classical 2-D isotropic Doppler density function derived by Clarke distribution [26, 46]:

D-PSD(f) = 1

2.π.∆ϕ

360 fmax

√
1−
(

f
fmax

)2
(1.41)

fmax cos(ϕaH)≤ f ≤ fmax cos(ϕaL) ; fmax = ‖~v‖
λ

1.4.2.4 Propagation delays

A simple geometrical analysis reveals that ∆d ≈ Ha [53] for air-ground links, if one dominant reflector is

present, where Ha is the altitude of the aircraft. This geometrical analysis is based on the fact that during

the flight, the aircraft distance to the base station is large compared to its altitude, so that the projected

distance on the ground is about the same as the real distance. If now reflection, scattering, or diffraction

occur on objects on the ground, the maximum detour distance can be estimated to be the aircraft altitude for

air-ground communication:

τmax = ∆d
3.108 ≈

Ha
3.108 (1.42)

Assuming a typical maximum altitude of 2100 m [16], one obtains τmax = 7000 ns.

1.4.2.5 Some existing Wideband A2G channels:

In literature, several wideband channels are studied. For example in 2003, the author of paper [90] gives

some characteristics of wideband A2G channel considering LOS path. The considered elevation angle ε ∈

{7.5◦;15◦;22.5◦;30◦}. In this case, an omni-directional antenna is implemented at the UAV/aircraft transmit-

ter with a height from 450 to 950 Above Ground Level (AGL). In 2011, paper [69] shows some parameters of

wideband A2G channel considering UAV/aircraft heights of 5000/8000/11000 Above mean sea level (AMSL),

the UAV and the GCS antennas are both omni-directional. For this channel, the number of path is approx-

imately equal to 1 i.e. mainly LOS path. This channel presents a minimum coherence bandwidth of 500 Hz

(Bmin
c ≈ 500 Hz) and a coherence time of 85µs (Tc ≈ 85µs).



Antenna (Elevation Beamwidth) (Antenna) Height [m]
REF Frequency UAV/Aircraft GCS

UAV/Aircraft: Ha GCS: HGCS
Ground

[MHz] Omni. Direc. Omni. Direc. Environment
960-977 2×35◦ Antennas

[76] $ Cosine $ Hmax
a = 12,500 3.5-18.3 + ? Cleveland & Oxnard

5,000-5,100 2×81◦ Antennas
1,510.5 6◦

[107] 1,460.5 " $ $ 6◦ 1,525/3,050 AMSL 2.5 (Antenna) + 700 AMSL Mountainous Desert
2,344.5 3◦ 4.5 (Antenna) + 700 AMSL
2,360.5 6◦

[90] 2,050 " $ 4-Array $ 450≤Ha ≤ 950 AGL GL College Campus
[69] 5,120 " $ " $ 5,000/8,000/11,000 AMSL 18 (Antenna) + 750 AMSL Sonthofen (Germany)
[17] 5,135 " $ $ Dish (d=2.4 m) Taxiing, Take-off, En-route Airbus Saint-Martin site Saint-Martin (Airbus)
[84] 5,700 " $ $ 2×25◦ Antennas 370/970/1,830 2.10 + ?/7.65 + ? Sea Surface

Table 1.10: Wideband Configuration for Air-to-Ground Measurements (Vertical Polarization) [65]

REF
Nm τRMS [µs]

Doppler Spectrum[kHz] Bmin
c [kHz] Tc [µs] Commentsmin max average max

[76] ≈ 3 - 0.050 - 4000 - Oxnard C-band measurement case
[107] 3 0.074 - - - - -
[90] ≈ 8 0.09825 0.485 - ≈ 410 - Use of elevation angles ε: 7.5◦, 15◦, 22.5◦, 30◦
[69] 1 (mainly LOS) 0.0384 0.398 [-5; 5] ≈ 500 ≈ 85 ‖~v‖=293 m/s, Bandwidth=20 MHz,

STD(τRMS)=0.021 µs
[17] 1 - - [-3.6; 4.1] - ≈ 105 Time Delay MPC for en-route not considered.
[84] 2 or 3 7 - 0.480 - ≈ 420 - Max RMS for Channel 2 (GCS Height: 2.10

m) and altitude 370 m

Table 1.11: Resulting (Estimated) Channel Parameters [65]
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Figure 1.10: Position of Tx/Rx antennas in underside of the aircraft.

Other examples of wideband A2G channels are shown in Tables 1.10 and 1.11 presenting wideband config-

uration for each A2G channel example as well as the corresponding channel parameters.

1.4.2.6 Final expression of A2G channel

By using the definition of KLOS factor, the expression of the A2G channel can be expressed by the following

expression:

ha(t,τ) =
Nm−1∑
n=0

an(t) δ(τ − τn) =

√
KLOS

1 +KLOS
δ(τ) + 1√

1 +KLOS

Nm−1∑
n=1

ãn(t) δ(τ − τn) (1.43)

Note that we consider a normalized aeronautical channel response:

Nm−1∑
n=1

E
{
|ãn(t)|2

}
= 1 (1.44)

1.4.3 MIMO technology for the aeronautical communications

One of the most promising avenues for achieving a constant and stable communication link is multi-antenna

technology (MIMO). Multiple antennas allow the aircraft and Ground Stations to improve performance. Today

the planes are able to communicate with ground stations in the two frequency bands allocated for UAS: in

L-band from 960− 977 MHz and in C-band from 5030− 5091 MHz. For the mission link, signals will be

transmitted via two antenna in the C-band CTX1 and CTx2 (respectively LTX1 and LTx2 in L-band). Figure

1.10 shows the location of the two receiver (Rx) antennas and the other two transmit antennas under the

aircraft. The distance between L-band Rx1 and C-band Tx2 (or between C-band Rx1 and L band Tx2)

antennas is 1.32 m[80].

In Multiple-Input Multiple-Output (MIMO) communication, we consider a number of Nt transmit antennas

at emission and a number of Nr receive antennas at reception. The expression of the Single-Input Single-Output

(SISO) A2G channel between the transmit antenna 1≤ nt ≤Nt element and the receive antenna 1≤ nr ≤Nr

element is noted h(nr,nt)
a (t,τ) and its expression is deduced from (1.43) as:

h(nr,nt)
a (t,τ) =

√
KLOS

1 +KLOS
δ(τ) + 1√

1 +KLOS
h̃

(nr,nt)
a (t,τ) (1.45)
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where h̃(nr,nt)
a (t,τ) is a normalized channel referring the resulting ground reflected channel between the nt

transmit antenna element and the nr receive antenna element:

h̃
(nr,nt)
a (t,τ) =

Nm−1∑
n=1

ã
(nr,nt)
n (t) δ(τ − τn) (1.46)

1.5 Summary

In this chapter, we presented an aeronautical communication system description which constitutes the core

of our study. We considered three main links: the forward link, the return link and the mission link. For

each link, a detailed link budget is provided. Two satellite data links are considered: the forward (uplink) and

return (downlink) links. The role of the satellite in an aeronautical communication is specified. The satellite

is assumed be transparent and geo-stationary. A special focus was given on the existing channel models.

Three channel models are presented: a satellite-to-aircraft (S2A) channel model, a aircraft-to-satellite (A2S)

channel model and a air-to-ground (A2G) channel model. For the two satellite data links, forward and return

links, two satellite standards are available. An aeronautical ESA standard, ANTARES CS, and the traditional

DVB-S2(X)/DVB-RCS(2). For the terrestrial link, we are interested in the mission link (data gathering link).

Until today, no existing standard is proposed in that case for civil applications. Table 1.12 summarizes this

chapter.

Link Channel
Rquired Existing

CommentsSNR Standads

FWD 3.8 dB

ANTARES CS
- Modulation: QPSK, 8-PSK, 16-APSK

S2A channel - IRA LDPC Codes (1/4,1/3,1/2, 2/3)
expressed in (1.22) - RRC Shaping filter β=0.2
(Nm = 3)

DVB-S2/S2x
- QPSK, 8-PSK, 16-APSK, 32-APSK

mainly two paths - IRA LDPC Codes (from 1/4 to 9/10)
- RRC: β ∈ {0.35,0.25,0.2,0.15,0.10,0.05}

RTN 3.8 dB

ANTARES CS
- Modulation: Dual-QPSK

A2S channel - Binary parallel TC (16 states) (1/3)
expressed in (1.31) - RRC Shaping filter β=0.2
(Nm = 1) DVB-RCS(2) - QPSK, 8-PSK, 16-QAM / CPM
AWGN channel - TC (LM) / CC (CPM)

- RRC/RC: β=0.2

Mission 14 dB

- Characterized by LOS path.
A2G channel No existing - Wide range KLOS factor.
expressed in (1.43) standard for - KLOS ∈ ]−∞,15] dB
(Nm = 8) civil applications - High-throughput data is required.
Existing LOS path - Possibility of MIMO communications

- Problem of UAV endurance

Table 1.12: Summary
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1.6 Recommendations

At this stage of the study, what can be said is no existing standard cope with all the requirements of the

application. This means that since adaptations are required, it may be much easier to finally make a new

waveform, instead of patching existing ones with no insurance of success and with a waveform that may not

be scalable for the future. Moreover, making a new waveform will let the possibility to consider both the

terrestrial and satellite links in a hybrid manner which will able the RPAS to use only one terminal for all

links. This will be suitable for the equipment weight and for the power consumptions which are two issues for

this application.
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2.1 Introduction

There is a growing need for modern data communications in the aeronautical world with applications such as

aircraft/Unmanned Aerial Vehicle (UAV), Air Traffic Control (AOC) and Airline Operational Control (ATC)

communications. The growing capacity requirements of aeronautical applications has led to the design of new

waveforms improving spectral efficiency ad with constraints on the complex envelope of the signal.

In this context, Single-Carrier waveforms are one of the considered solution. Indeed, SC linear modulations are

practical waveforms for channels which are selective in frequency but with limited delay spread. Furthermore,

SC guarantees a low Peak-to-Average Power Ratio (PAPR) which allows a more efficient use of High Power

Amplifiers (HPAs).

Besides, several studies are launched to design new spectrally efficient waveforms. In satellite context,

Single Carrier Orthogonal Frequency-Division Multiplexing (SC-OFDM) appears to be a promising waveform

thanks to its low Peak-to-Average Power Ratio (PAPR) compared to OFDM [49]. Its construction in the

frequency domain as OFDM is an advantage for low complexity frequency domain equalization. Recently,

studies demonstrate that Extended Weighted SC-OFDM can offer better spectral occupancy than SC-OFDM

by adding a spectral filtering to shape transmit symbols in the frequency domain. So, EW SC-OFDM is also

an interesting waveform in the satellite context.

In order to study the viability of SC and EW SC-OFDM waveforms within UAV communication via satellite

link, this chapter gives an overview of these two interesting waveforms and study existing algorithms in order to

propose new adequate solutions. Moreover, SC and EW SC-OFDM waveforms are presented in both Nyquist

and Faster-Than-Nyquist (FTN) contexts. The use of FTN signaling allows for the increase of the spectral

efficiency.

2.2 Communication system model

For system model, we consider a frame based transmission. Moreover, we assume that each frame contains a

number of Nf sub-frames and each sub-frame contains a number of N modulated data symbols. Furthermore,

we assume that the digital communication system uses linear M-ary modulation. The considered M-ary

constellations are drawn from a discrete alphabet χ = {C1,C2, . . . ,CM}. Furthermore, we consider a Root

Raised Cosine (RRC) shaping filter he(t) as the transmit shaping filter with known parameters such as β, the
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Figure 2.1: M-ary Bit Interleaved Coded Modulation
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roll-off factor, and the Nyquist bandwidth Bh. The considered Nyquist bandwidth is expressed as follows:

Bh = 1 +β

Th
(2.1)

where Th is the Nyquist symbol duration.

At the transmitter, we consider an information bit sequence denoted by ui =
[
ui,1,ui,2, . . . ,ui,K×log2(M)

]T
of size K × log2 (M) independent random bits, to be transmitted over a communication channel ha(t,τ).

The transmission of the information bit sequence ui follows the steps presented in Figure 2.1. First, ui is

encoded into N symbols using a M-ary Bit Interleaved Coded Modulation (BICM): ui is encoded into a binary

codeword c̃i =
[
c̃i,1, c̃i,2, . . . , c̃i,N×log2(M)

]T by using an error correcting code with rate Rc = K/N , then c̃i
is interleaved to obtain a bit sequence ci =

[
ci,1, ci,2, . . . , ci,N×log2(M)

]
and finally ci is modulated using the

M-ary modulation to give the data sequence denoted by si = [si,1,si,2, . . . ,si,N ]. The symbols {si,n} are drawn

from a discrete alphabet χ and having a symbol variance equal to σ2
s . Furthermore, {si,n} are separated

by a symbol duration Ts = ν.Th. In order to improve the spectral efficiency, we assume using Nyquist/FTN

signaling characterized by an acceleration factor denoted by ν and expressed as follows:

0< ν = Ts
Th
≤ 1 (2.2)

The positive scalar ν denotes the acceleration factor and its values are taking between 0 and 1 (0<ν ≤ 1). Note

that, in the case where ν = 1, we can assume Nyquist communication. For the other cases i.e. ν < 1, Faster-

than-Nyquist (FTN) communication is considered. The symbol variance σ2
s , of the obtained data symbol, is

calculated as follows:

σ2
s = 1

M

M∑
m=1
|Cm|2 = Es

Ts
= Es×Rs (2.3)

where Rs = 1
Ts is the symbol rate and Es = σ2

s ×Ts is the symbol energy.

On other hand, another sequence of Np ≤ N training symbols, denoted by x =
[
x1,x2, . . . ,xNp

]
, will be

inserted in each transmitted sub-frame in order to estimate equivalent base-band channel response. Note

that training symbols x1,x2, . . . ,xNp are perfectly known at the receiver. The symbol variance of the training

sequence is noted σ2
p and is assumed to be equal to data symbol variance σ2

s i.e. σ2
p = σ2

s . Additionally, for

transmit data symbols, the sub-frame duration is equal to N ×Ts verifying:

1
Bc
≤ (N +Np)×Ts ≤ Tc (2.4)

where, Tc and Bc denotes respectively the coherence time and the coherence bandwidth of the communication

channel ha(t,τ).

For the i-th transmit sub-frame, by respecting its coherence time Tc, the communication channel, ha(t,τ),

becomes a time-invariant channel:

ha(t,τ) =
Nm−1∑
n=0

an(t). δ(τ − τn)≈
Nm−1∑
n=0

ai,n. δ(τ − τn)≈ ha(τ) (2.5)
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where, ai,n ∈ C and τn are respectively the attenuation and the delay of the n-th path and Nm is the number

of considered paths. Moreover, we assume that we have τ0 ≤ τ1 ≤ . . .≤ τNm−1 and,

Nm−1∑
n=0

E
{
|ai,n|2

}
= 1 (2.6)

2.3 Classical Single-carrier waveform

Thanks to its low PAPR, SC waveform appears to be an interesting waveform in a satellite context. SC

is a classical waveform which is considered for many communication systems notably in mobile networks.

Furthermore, SC waveform is often considered where the channel impulse response (CIR) presents a weak

delay spread. This is the case for the aeronautical channel response regarding the forward link. Therefore, SC

can be a good candidate for forward link.

In this Section, we study SC waveform for both Nyquist/FTN signaling. The transmitter and the receiver

structures are shown in Figure 2.2.
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2.3.1 Continuous equivalent baseband channel

At transmitter, the symbol sequence corresponding the i-th sub-frame and denoted by s̃i = [x,si] (or also we

can assume this notation s̃i =
[
s̃i,1, s̃i,2, . . . , s̃i,Np+N

]
) is filtered by a normalized transmit shaping filter he(t)

verifying:
+∞∑
l=−∞

|he (l.Ts)|2 =
+∞∑
l=−∞

|he (l.ν.Th)|2 = 1 ∀ 0< ν ≤ 1 (2.7)

As a result, the expression of the transmitted signal corresponding to the i-th sub-frame is given as follows:

ei (t) =
N+Np∑
l=1

he(t− l.Ts) s̃i,l (2.8)

The obtained transmitted signal will be sent over a time-invariant communication channel ha(τ). At the

receiver, a zero-mean complex Additive White Gaussian Noise (AWGN) w(t) will be added to receive signal.

As a result, a received signal ri(t) corresponding to the i-th sub-frame is obtained. Then, after partial matched

filtering, ri(t) is filtered by a RRC receive filter hr(t) = h∗e(−t) before being sampled in each symbol duration

Ts. After sampling two possible signals will be detected: the training symbol sequence and the data symbol

sequence. The training symbol sequence will be used to estimate equivalent baseband channel. The received

data symbol sequence will be used to detect transmit data symbol sequence si.

The received signal ri(t) corresponding to the i-th frame can be written as follows:

ri(t) = {ei(t)∗ha(τ)}(t) +w(t) =
N+Np∑
l=1

{he(t)∗ha(τ)}(t− l.Ts) s̃i,l+w(t) (2.9)

where ∗ denotes the convolution operator and w(t) is a centered complex AWGN noise with twosided spectral

density equal to N0.

The received signal ri(t) is filtered by a receive RRC filter hr(t) = h∗e(−t). As a result, a continuous filtered

signal r̃i(t) is obtained and its expression is given as:

r̃i(t) = {ri(t)∗hr(t)}(t) =
N+Np∑
l=1

{he(t)∗ha(τ)∗hr(t)}(t− l.Ts) s̃i,l+{w(t)∗hr(t)}(t)

=
N+Np∑
l=1

{he(t)∗ha(τ)∗hr(t)}(t− l.Ts) s̃i,l+wc(t) (2.10)

where wc(t) = {hr(t)∗w(t)}(t) denoted the resulting additive filtered noise.

Considering linear modulation, the equivalent baseband channel is a time-invariant linear multipath chan-

nel. The continuous-time baseband channel corresponding to the i-th sub-frame is denoted by hi(τ) and is

determinated as the convolution of the three filters in series; i.the RRC transmit shaping filter he(t), ii.the

communication channel ha(τ) and iii. the receive RRC filter hr(t). Thus, the expression of hi(τ) can be given

as:

hi(τ) = he(t)∗ha(τ)∗hr(t) = {he(t)∗hr(t)}(t)∗ha(τ) = g(t)∗ha(τ) =
Nm−1∑
n=0

ai,n. g(t− τn) (2.11)
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where g(t) is a Raised Cosine (RC) filter:

g(t) = [he(t)∗hr(t)] (t) (2.12)

The coefficients of RC filter g(t) verify:

g(0) = 1 and g(l.Th) = 0 ∀ l ∈ l ∈ Z∗ (2.13)

After defining the continuous equivalent base-band channel hi(τ), the expression of the continuous-time filtered

received signal r̃i(t) can be reduced to:

r̃i(t) =
N+Np∑
l=1

hi(t− l.Ts) s̃i,l+wc(t) (2.14)

2.3.2 Discrete-time equivalent baseband channel

The received signal r̃i(t) is sampled in each symbol duration Ts. As a result, a sequence of N +Np samples

will be obtained. Each obtained sample r̃i,n for 1≤ n≤N +Np can be expressed as:

r̃i,n = r̃i (n.Ts) =
N+Np∑
l=1

hi([n− l] .Ts) s̃i,l+wc (n.Ts) =
+∞∑
l=−∞

hi (l.Ts) s̃i,n−l+wc[n]

≈
+L/2∑
l=−L/2

hi (l.Ts) s̃i,n−l+wc[n] (2.15)

The positive peer integer L specifies the memory of the system and is the smallest value such that hi (l.Ts) = 0,

|l|> L/2.

The resulting additive noise vector wc = (wc[1],wc[2], . . . ,wc[N +Np]) is a zero-mean Gaussian noise vector

verifying:

E{wc[n].w∗c [n+ l]}= N0. Rs. g(l.Ts) = σ2
w. g(l.Ts) (2.16)

with σ2
w = N0. Rs is the noise variance. Note that, in Nyquist signaling i.e. Ts = Th the additive noise vector

wc becomes white.

After sampling, we have a number of N +Np received samples r̃i,1, r̃2, . . . , r̃N+Np . The first Np samples

r̃i,1, r̃2, . . . , r̃Np correspond to theNp transmitted training symbols. Whereas, the lastN samples are correspond

to the N transmitted data symbols. The first Np samples and the last N samples will be splitted into two

symbol blocs yp
i and yi as follows:yp

i =
[
r̃i,L/2+1, r̃i,L/2+2, . . . , r̃i,Np−L/2

]T
=
[
ypi,1,y

p
i,2, . . . ,y

p
i,Np−L

]T
received training sequence

yi =
[
r̃i,Np−L/2+1, r̃i,Np−L/2+2, . . . , r̃i,N+Np−L/2

]T
= [yi,1,yi,2, . . . ,yi,N ]T received data sequence

(2.17)

with,

ypi,n = r̃i,n =
+L/2∑
l=−L/2

hi (l.Ts) xn−l+wc[n] for 1≤ n≤Np

yi,n = r̃i,Np+n =
+L/2∑
l=−L/2

hi (l.Ts) si,n−l+wc[n] for 1≤ n≤N (2.18)
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Moreover, the received training sequence yp
i can be written in this matrix form:

yp
i =


ypi,1
ypi,2
...

ypi,Np−L

=



xL+1 xL . . . x1

xL+2 xL+1 . . . x2

xL+3 xL+2 . . . x3
...

... . . .
...

xNp xNp−1 . . . xNp−L+1

 .


hi (−L/2.Ts)
hi ((−L/2 + 1).Ts)

...

hi (L/2.Ts)

+


wc[L/2 + 1]
wc[L/2 + 2]

...

wc[Np−L/2]


= X.hi+wc (2.19)

with X denoting the corresponding Toeplitz matrix and hi is the channel vector to be estimated:

X =



xL+1 xL . . . x1

xL+2 xL+1 . . . x2

xL+3 xL+2 . . . x3
...

... . . .
...

xNp xNp−1 . . . xNp−L+1

 and hi =


hi (−L/2.Ts)

hi ((−L/2 + 1).Ts)
...

hi (L/2.Ts)

 (2.20)

In the following, we further assume that we have an independent and identically distributed (i.i.d) training

sequence satisfying:

XHX≈ (Np−L) . σ2
p.


1 0 · · · 0
0 1 · · · 0
...

. . .
...

0 0 · · · 1

 (2.21)

The received training sequence yp
i contains a number of Np−L symbols and will be used to estimate

the discrete-time equivalent baseband channel. Whereas, the received data sequence yi contains N received

symbols and will be processed to detect transmit data symbol sequence si.

Finally, we have:

yi,n =
+L/2∑
l=−L/2

hi (l.Ts) si,n−l+wc[n] for 1≤ n≤N (2.22)

and,

yp
i = X.hi+wc (2.23)

2.3.3 Existing time-domain channel equalization methods

In order to estimate the transmit data sequence si, it is essential to equalize received sampled sequence. The

equalization of the received signal is an important task for a signal receiver, especially in the presence of

multiple paths.

Numerous equalization algorithms exist in the literature considering linear MMSE detection with a priori as

in [124] or using turbo-equalization with interference canceler as in [43, 110] or others considering non-linear

Decision Feedback Equalizer (DFE) [11] or trellis-based equalization methods (Viterbi Algorithm (VA) [45]) or

a Maximum A Posteriori (MAP) detection (BCJR algorithm[9]). In this Section, we are interested in trellis-

based equalization methods. The linear methods will be considered later in Section 2.4.2 for frequency-domain

methods with circular channel matrix.
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2.3.3.1 Nyquist signaling

In Nyquist signaling i.e. Ts =Th, the noise variables {wc[n]} in Equation (2.16) are Gaussian and white. Thus,

the model shown Equation (2.16) is a white-noise model and is commonly referred to as the Forney′s model.

In this case, a maximum-likelihood (ML) (Viterbi Algorithm (VA) [45]) or a Maximum A Posteriori (MAP)

detection (BCJR algorithm[9]) are two optimum solutions.

Note that, time-domain equalization can introduce a high complexity when the channel present a «long»

memory (large delay spread). In fact, considering a channel with a memory equal to L, we can observe

that each sample ỹi,n only depends on the current channel input si,n and the L most recent channel inputs

si,n−1,si,n−2, . . . ,si,n−L (See Equation (2.22)). Therefore, the signal can be described by means of a trellis

where each state is defined as σn−1 =
(
si,n+L/2−1,si,n+L/2−2, . . . ,si,n−L/2

)
. Thus, the number of states is

|χ|L. So, the computational complexity is exponentially proportional to the channel memory L.

Viterbi Algorithm The model shown in Equation (2.16) is a white-noise model and is commonly referred

to as the Forney′s model. In 1972, Forney showed that ML detection of si can be carried out by an application

of the Viterbi algorithm (VA) [45]. Due to the fact that samples {yi,n} are conditionally independent, the

conditional probability density function Pr(yi|si) can be expressed in a recursive factorization of the form:

Pr(yi|si) =
N∏
n=1

1
πσ2

w

exp


−

∣∣∣∣∣∣yi,n−
+L/2∑
l=−L/2

hi (l.Ts) si,n−l

∣∣∣∣∣∣
2

σ2
w


(2.24)

Based on Equation (2.24), it is uncomplicated and easy to set up the VA. In fact, under the assumption of i.i.d

constellation symbols {si,n} and taking into account that the logarithm is a monotonic function, a MAP-based

symbol detection can be expressed as:

ŝi = argmax
si

Pr(yi|si) = argmax
si

log{Pr(yi|si)}= argmax
si

N∑
n=1

µi,n (2.25)

where µi,n =

∣∣∣∣∣∣yi,n−
+L/2∑
l=−L/2

hi (l.Ts) si,n−l

∣∣∣∣∣∣
2

is the so-called branch metric of the VA.

Note that in our definition, due to the sub-optimalely filtering, we do not have a strictly causal channel impulse

as initially considered by Forney that considers matched filtering plus whitening. In our case, we will refer to

Forney model, when the noise is white and the channel impulse is not symmetric. This implies that ML and

MAP decoding introduce a decision delay due to the non-causal part of the channel.

Full-state BCJR-type algorithm In turbo equalization applications [31], one may resort to the MAP

symbol detection. In this case, it is sufficient to replace the VA with the BCJR algorithm [9]. It will make use

of the same branch metric µi,n.

The BCJR algorithm takes in input an a priori bit LLR vector of length log2(M)×N and denoted by
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Lina (ci) =
[
Lina (ci,1) ,Lina (ci,2) , . . . ,Lina

(
ci,log2(M)×N

)]T to calculate an a priori probability of the transmit data

symbols {si,n} 1≤ n≤N . By assuming
[
u

(m)
1 ,u

(m)
2 , . . . ,u

(m)
log2(M)

]
is the transmit bit sequence corresponding

to si,n = Cm, the a priori symbol probability is calculated as:

Pr
(
si,n = Cm|Lina (ci)

)
=

log2(M)∏
q=1

exp
(
−u(m)

q ×Lina
(
ci,q+(n−1)×log2(M)

))
1 + exp

(
−Lina

(
ci,q+(n−1)×log2(M)

)) (2.26)

Under the assumption of i.i.d symbols {si,n} drawn from a discrete alphabet χ i.e. {si,n} ∈χ= {C1,C2, . . . ,CM}

and taking into account the fact that the channel is convolutive, an Hidden Markov Model can be used according

to a Markov state σn−1 =
(
s
(m)
1 ,s

(m)
2 , . . . ,s

(m)
L

)
with

{
s
(m)
l

}
∈ χ ∀ 1≤ l≤ L. The number of states is |χ|L

i.e. m ∈
{

1,2, . . . ,ML
}
.

Assuming σn−1 =
(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
and σn =

(
s
(m)
1 ,s

(m)
2 , . . . ,s

(m)
L

)
are respectively the previous and

the next states with m,m′ ∈
{

1,2, . . . ,ML
}
. Moreover we define x ∈ χ as the entered symbol. Based on BCJR

algorithm, the A Posteriori Probability (APP) of the transmit data symbols {si,n} 1≤ n≤N can be computed

based on the received data yi = [yi,1,yi,2, . . . ,yi,N ]T as follows:

Pr(si,n = Cq,yi) =
∑
m,m′

αn−1
(
m′
)
. γn

(
m′,m,x= Cq

)
. βn (m) (2.27)

Where the sum is performed over all possible pairs of state indexes m and m′. The quantity γn (m′,m,x)

denotes the transition probability expressed as:

γn
(
m′,m,x

)
= Pr

(
si,n = x|Lina (ci)

)
. Pr

(
yi,n\σn−1 =

(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
,σn =

(
s
(m)
1 ,s

(m)
2 , . . . ,s

(m)
L

))
= Pr(si,n = x) . Pr

(
yi,n\σn−1 =

(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
,si,n = x

)
. δm′ 7→m(x) (2.28)

The signal can be described by means of a trellis. The possible transitions given by the constructed trellis are

defined by the probability δm′ 7→m(x) as follows:

δm′ 7→m(x) =

1 x= s
(m)
1 and

(
s
(m)
2 , . . . ,s

(m)
L

)
=
(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L−1

)
0 otherwise.

Given a previous state σn−1 =
(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
and an entered symbol x ∈ χ, one can use a branch

metric to calculate this conditional probability:

Pr
(
yi,n\σn−1 =

(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
,si,n = x

)
∝ exp

(
−
µi,n
σ2
w

)
(2.29)

where µi,n =

∣∣∣∣∣∣yi,n−hi (−L/2.Ts) . x−
+L/2∑

l=−L/2+1
hi (l.Ts) . s(m′)

L/2+l

∣∣∣∣∣∣
2

is the considered branch metric.

In Equation (2.27), the quantities αn (m′) and βn (m) can be computed by using this equations:

αn (m) = Pr
(
σn =

(
s
(m)
1 ,s

(m)
2 , . . . ,s

(m)
L

)
, [yi,1,yi,2, . . . ,yi,n]

)
=
∑
m′

αn−1
(
m′
)
.
∑
x∈χ

γn
(
m′,m,x

)
(2.30)

βn (m) = Pr
(

[yi,n+1,yi,n+2, . . . ,yi,N ]\σn =
(
s
(m)
1 ,s

(m)
2 , . . . ,s

(m)
L

))
=
∑
m′

βn+1
(
m′
)
.
∑
x∈χ

γn
(
m,m′,x

)
(2.31)
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At the output of BCJR algorithm, an a posteriori log-likelihood ratio (LLR) vector of the transmitted bit

sequence ci is generated. This a posteriori information is denoted Louta (ci) and is written as Louta (ci) =[
Louta (ci,1) ,Louta (ci,2) , . . . ,Louta

(
ci,log2(M)×N

)]T . Each LLR bit component is calculated as follows:

Louta

{
ci,q+(n−1)×log2(M)

}
= log


∑
m∈U0

q

Pr(si,n = Cm,yi)

∑
m∈U1

q

Pr(si,n = Cm,yi)

 (2.32)

The two sets of the constellation indexes U0
q and U1

q correspond to have respectively 0 and 1 entries at the

q-th index position of constellation bits and verifying,

U0
q ∪U1

q = {1,2, . . . ,M} ; U0
q ∩U1

q =� (2.33)

Reduced-state MAP equalizers Given the channel is convolutive with a memory length L, the signal

can be described by means of a trellis. By considering full-state BCJR-type algorithm, the constructed trellis

contains a number |χ|L states. In order to reduce the computational complexity, various versions of reduced-

state MAP equalizers which employ channel-shortening method to «shorten» the channel memory L and

then lower the resulting receiver complexity are described, for example, in [42]-[73]-[32] and references therein.

Moreover, in [47] the decision-feedback approach has been also applied to reduce the complexity of the standard

MAPSDs ([74] and references therein); the resulting MAP/DF equalizer reveals a structure similar to the DFE-

MLSE of [33], the main difference being that a single feedback-filter is present in the MAP/DF receiver of

[47] whereas in the DFE-MLSE of [51] each state of the trellis requires a feedback-filter. More recently, in

[4], M-BCJR algorithms are proposed to reduce the BCJR algorithm. There exist several variations of the

M-BCJR idea, but they follow closely the idea that both recursions should base their calculation on M major

terms. It is not necessarily true that this is the best strategy for reducing the complexity of BCJR algorithm,

but they have shown to have good performances.

MAP equalization for some specific channels In some case, the channel appears in a particular form.

In order to exploit this particular form to propose reduced-complexity or tailored equalization structures, some

studies are already available in the literature.

Two-tap channels For an ISI-channel with two taps, the channel memory is equal to 1 (L = 1). This

particular channel has interested some studies. For instance, in [112], it has been shown that two-tap channel

is suitable to the use of matched decoding (MD) concept by introducing a non-linear representation of the

trellis with significantly fewer states. Furthermore, the two-tap channel allows to have a reduced-complexity

equalization. Indeed, with considering BCJR-type algorithms, it is clear that the number of states is reduced

from |χ|L to only |χ| i.e. σn−1 = s(m′) with s(m′) ∈ χ = {C1,C2, . . . ,CM} for 1 ≤m ≤M . Moreover, in this

case one can remark that the value of the next state which follows an entered symbol x ∈ χ is the only state
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σn = s(m) = x and vice versa:

γn
(
m′,m,x

)
=

γn(m′,m,Cm) 6= 0 if x= Cm

0 if x 6= Cm
(2.34)

Consequently, the APP of the transmit data symbols {si,n} 1≤n≤N shown in Equation (2.27) can be reduced

to:

Pr(si,n = Cq,yi) =
M∑

m′=1

M∑
m=1

αn−1
(
m′
)
. γn

(
m′,m,x= Cq

)
. βn (m)

=
{

M∑
m′=1

αn−1
(
m′
)
. γn

(
m′,m= q,x= Cq

)}
. βn (q) = αn (q) .βn (q) (2.35)

Considering a possible implementation of the BCJR algorithm in the logarithmic domain [108], it is straight-

forward to obtain APPs:

log(Pr(si,n = Cq,yi)) = log(αn (q))+log(βn (q)) (2.36)

Sparse channels Sparse channel equalization has been considered in several works [15]-[87] to exploit the

sparsity, mainly using parallel trellis based detection algorithm such as Viterbi or MAP algorithms. For

equalization of zero padded sparse channels, the parallel MAP receiver is shown to be optimal [72, 82, 87]. For

more general sparse channels, interference cancellation has been taken into account by introducing inter-trellis

interference mitigation between parallel trellises. This is done at the expense of additional complexity due to

the need for proper scheduling [71, 88]. Several extensions of these works have been considered for application

in turbo-equalization [72, 93, 94]. In these approaches, the interference mitigation is completely revised to

enable an easy and efficient implementation. However, there is no consideration for a particular structure of

the sparse channel.

Besides, the described methods are most often based on the implementation of a detection algorithm based

on multiple parallel trellis, of Viterbi algorithm or MAP algorithm type. These algorithms have the drawback

of considerable implementational complexity. On the other hand, some methods (described, for example, in

references [82], and [87]) impose a channel model in which the secondary paths are of zero power, which

amounts to an approximation that is not always realistic.

2.3.3.2 FTN signaling

In the FTN case, the spectral efficiency can be increased at the expense of an additional Inter-symbol Inter-

ference (ISI) compared to the Nyquist signaling case. In fact, by increasing the baud rate, Rs = 1/Ts of the

transmitted signal, a larger intentional ISI is introduced since the bandwidth of the shaping transmit filter, Bh,

is fixed. Thus, the spectral efficiency is increased by introducing intentional ISI. To mitigate ISI, two models

are used in the literature to equalize receive signal: the Forney′s model invented by Forney in 1972 and the

Ungerboeck′s model invented by Ungerboeck in 1974. As FTN signaling can be seen as an ISI channel in the

AWGN context, we review the main detectors in that context. Extensions to the MAP detection with ISI

cancellation will be considered in the Chapter 3 since it is not be considered so far for trellis-based equalization.
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Forney and Ungerboeck models We recall that Forney model is referred to white-noise model. In

FTN signaling i.e. Ts < Th, the noise variables {wc[n]} are still Gaussian, but are colored (See Equation

(2.16)). Therefore, a MAP-based symbol detection, as given in Equation (2.25), considering as a starting

point the samples {yi,n}, given in Equation (2.22), without taking into account the noise correlation, is a

highly suboptimal detection. Nevertheless, if the channel is symmetric, Ungerboeck has shown in 1974 that

samples {yi,n} represent a sufficient statistic and can thus be employed for an optimal detection [125]. In this

case, the model is commonly referred to as the Ungerboeck′s model.

Symmetric channels In the case of symmetric channels, spectral factorization can be considered [24].

Without lack of generality, we are interested in trellis MAP-based symbol detection. In this context, due the

fact that the obtained noise in Equation (2.22) is colored, two possible approaches are considered depending

on the spectral properties of the colored noise. If spectral factorization is allowed (i.e. the power spectral

density of the noise has not null-values or also ν ≥ 1
1+β expect at some specific values), then a whitening filter

can be applied to the samples {yi,n}. The new observation model is often referred to as Forney′s model.

Unfortunately, if the spectral factorization is not allowed, Forney′s model strategy is not possible and one has

to resort to the observation model as given initially in Equation (2.22), often referred to as Ungerboeck′s model.

In the case of possible spectral factorization, Forney filtered the samples {yi,n} with a whitening filter
{
f̃l

}
in order to obtain white noise. As a result we have:

zi,n =
∑
l

f̃l yi,n−l =
L∑
k=0

hk si,n−k+w[n] (2.37)

In the previous observation model, the resulting additive noise {w[n]} is Gaussian and white with variance

σ2
w. The channel impulse response {hk} is causal and verifies:

hi (l.Ts) =
L∑
k=0

h∗k.hl+k (2.38)

Based on BCJR algorithm, the A Posteriori Probability (APP) of the transmit data symbols {si,n} 1≤ n≤N

can be computed based on the received data yi = [yi,1,yi,2, . . . ,yi,N ]T as follows:

Pr(si,n = Cq,yi) =
∑
m,m′

αn−1
(
m′
)
. γn

(
m′,m,x= Cq

)
. βn (m) (2.39)

Given a previous state σn−1 =
(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
and an entered symbol x ∈ χ, one can use a branch

metric to calculate this conditional probability:

Pr
(
yi,n\σn−1 =

(
s
(m′)
1 ,s

(m′)
2 , . . . ,s

(m′)
L

)
,si,n = x

)
∝ exp

(
−
µi,n
σ2
w

)
(2.40)

where µi,n =

∣∣∣∣∣zi,n−
L∑
k=0

hk si,n−k

∣∣∣∣∣
2

is the considered branch metric.

In the case when spectral factorization is not allowed, Ungerboeck′s model strategy is a solution. Indeed,

thanks to the symmetric form of the channel, the noise color is irrelevant and the receive samples {yi,n}
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represent a sufficient statistic and can thus be employed for an optimal detection. By using the same trellis

as considered for the Forney′s model, a new expression of the branch metric will be considered (see [125] for

further details):

µi,n =−2. <
{
s∗i,n.

(
yi,n−

L∑
l=1

hi (l.Ts) si,n−l

)}
+hi (0) . |si,n|2 (2.41)

It is interesting to note that while the BCJR already became available for the Forney′s model by 1974 with [9],

the story differs remarkably for the Ungerboeck′s model. An equivalent algorithm to the BCJR that operates

on the Ungerboeck′s model and employs a branch metric equivalent to µi,n was demonstrated as late as 2005

in [27]. As a consequence, turbo equalization based on Ungerboeck’s model was not available before 2005.

The Ungerboeck′s model has a number of strengths and has been rediscovered several times during the recent

past. For instance, the Ungerboeck′s metric can be used for BCJR turbo equalization in the case of using

FTN signaling with small values of acceleration factor ν which are lower than the MAZO limit [81] (ν < 1
1+β

which means spectral factorization is not allowed).

To summarize, for symmetric channels, Ungerboeck’s and Forney’s ML sequence detectors involve different

computations, but they traverse the very same trellis, and their final outputs are identical.

2.3.4 Existing time-domain channel estimation methods

In order to equalize the received data sequence, we need to estimate the impulse response of the equivalent

baseband channel. Indeed, in the case of using SC waveform, all presented equalization algorithms suppose that

the impulse channel response hi is well known at the receiver. In order to have a realistic system performance,

it is essential to take into consideration an efficient channel estimation method in order to have an accurate

estimation of hi. To do it, we will investigate some existing channel estimation algorithms suitable for SC

waveform.

In wireless communication systems, the estimation of the channel impulse response is necessary for the coherent

demodulation. For this, it is common to introduce training sequences in the transmitted signal [114][28]. If

the channel varies over time and if one knows the coherence time, one can then define the frames so that the

channel can be assumed to be stationary on each. When estimating directly the equivalent discrete baseband

channel impulse response, the use of the maximum likelihood (ML) criterion leads to an optimal solution.

However, this estimation process can be very complex due to the memory channel which is generally high.

Following the pilot-observation model shown in Equation (2.23), the noise variables {wc[n]} are Gaussian

and verifying E{wc[n].w∗c [n+ l]}= σ2
w. g(l.Ts). Assuming wc is the corresponding additive noise in (2.23), we

can write the following expression:

E
{

wc.wH
c

}
= σ2

w. Λ (2.42)
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where Λ denotes the corresponding correlation matrix which can be expressed as:

Λ =



g(0) g(Ts) g(2.Ts) . . . . . . g([Np−L].Ts)

g(Ts) g(0) g(Ts)
. . .

...

g(2.Ts) g(Ts)
. . .

. . .
. . .

...
...

. . .
. . .

. . . g(Ts) g(2.Ts)
...

. . . g(Ts) g(0) g(Ts)
g([Np−L].Ts) . . . . . . g(2.Ts) g(Ts) g(0)


(2.43)

An optimum unbiased estimated channel vector is derived by using Maximum likelihood (ML) criterion. Under

the assumption of i.i.d training symbols {xn} and taking into account that the logarithm is a monotonic

function, a ML-based symbol detection can be expressed as:

ĥU-MLE
i = argmax

hi
Pr(yp

i ,hi) = argmax
hi

log
{
Pr
(
yp
i ,hi

)}
(2.44)

If matrix inversion of Λ is allowed, the logarithm value of conditional probability is given as:

log
{
Pr
(
yp
i ,hi

)}
=− log

(
Det

(
π.σ2

w.Λ
))
− 1
σ2
w

{(
yp
i −X hi

)
.Λ−1.

(
yp
i −X hi

)H} (2.45)

The corresponding Fisher information matrix is expressed as follows:

F = E
{
∇hi log

{
P(yp

i ,hi)
} [
∇hi log

{
P
(
yp
i ,hi

)}]H}= 1
σ2
w

(
XH .Λ−1.X

)
(2.46)

Assuming that the correlation matrix Λ is invertible, the Equation (2.44) admits an unique unbiased optimal

solution, ĥU-MLE
i expressed as:

ĥU-MLE
i =

(
XH .Λ−1.X

)−1
.XH .Λ−1.yp

i = hi+
(
XH .Λ−1.X

)−1
.XH .Λ−1.wc (2.47)

The Mean Square Error (MSE) of the estimated channel vector is deduced as:

MSE
(
ĥU-MLE
i

)
= tr

{
E
{(

ĥU-MLE
i −hi

)
.
(
ĥU-MLE
i −hi

)H}}
= tr

{
σ2
w.
(
XH .Λ−1.X

)−1
}

= tr
{
F−1}

(2.48)

we denote CRB(hi) = F−1 as the corresponding lower Cramer-Rao Bound [7]. One can observe that ML-based

channel estimation can reach its corresponding Cramer-Rao Bound.

2.3.4.1 Nyquist signaling:

In Nyquist signaling i.e. Ts = Th, the noise variables {wc[n]} in Equation (2.23) are Gaussian and white.

Thus, the model shown Equation (2.23) is a white-noise model and the correlation matrix, Λ, is equal to the

identity matrix. In this case, Least Square (LS) [28] and ML channel estimation methods are equivalent and

reach the same Cramer-Rao Bound.

Classical Unstructured LS estimator U-LSE: In the case of white-noise observation model, the unbiased

ML estimator ĥU-MLE
i is exactly the one given by the unbiased least-square (LS) solution ĥU-LSE

i given by:

ĥU-LSE
i =

[
XHX

]−1
XH yp

i (2.49)
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under the assumption of i.i.d constellation symbols {xn} as mentioned in Equation (2.21), a close form ex-

pression of the Mean Square Error of the unstructured Least Square is done:

MSE
(
ĥU-LSE
i

)
= tr

{
σ2
w.
(
XH .X

)−1
}

= σ2
w. (L+ 1)

σ2
p. (Np−L) = σ2

w. (L+ 1)
σ2
s . (Np−L) = 1

Np−L
.

L+ 1
(Es/N0) (2.50)

Sparse channels: Joint Structured LS estimator (JSS-LSE): To some extent, the discrete impulse

response of channel, hi, can be considered as sparse if some non-powerful coefficients are neglected. Starting

with this assumption, we can use some estimation methods in the literature [10][30][8] which exploit the

particular form of the channel.

In the case of the sparse channel, we can follow the work by Carbonelli and all [19]. The authors are

interested in joint estimation of non-zero positions and the corresponding attenuation coefficients of a sparse

multipath channel. For the sparse vector hi, we associate a binary position sparse vector p = [p0,p1, . . . ,pL]

which detects the non-zero positions obtained as [19]:

pl =

1 if hi ((l−L/2).Ts) 6= 0

0 else
(2.51)

Assuming L′+ 1 is the number of the considered non-zero coefficients in hi. Then,

L∑
l=0

pl = L′+ 1 where 2≤ L′+ 1≤ L+ 1 (2.52)

Referring to the pilot-observation model shown in (2.23) and taking into account the sparse nature of the

channel, a new observation model can be considered:

yp
i = X. hi+wc = X. diag(hi) .p+wc = {X. diag(p)} . hi+wc = X̃. hi+wc (2.53)

According the new pilot-observation model shown in Equation (2.53), the channel estimation depends on the

the value of the position vector p. However, in the most cases, we have no a priori information about the

position of the non-zero elements. For this kind of problem, in [19], the channel estimation is done within an

iterative process. Two steps are considered: First, an estimation of the position vector p̂ containing binary

values i.e. either 0 or 1 is done. Secondly, estimation of the sparse channel, hi is deduced. The channel

estimation algorithm is given below in Algorithm 1.

To avoid the exhaustive research to estimate the position vector p and reduce the complexity of the problem,

we can use for example the Viterbi algorithm[15]. Consequently, we can accurately identify the positions of

non-zero coefficients of the channel considered as sparse.

Assuming a perfect estimation of the position vector p, it is shown that Joint Structured LS estimator

(JSS-LSE), exploiting the sparse form of the channel, gives better performance than the classical Unstructured

LS estimator (U-LSE) in terms of mean square error (MSE):

MSE
(
ĥJSS-LSE
i

)
= tr

{
σ2
w.
(
X̃H .X̃

)−1
}

=
σ2
w.
∑L
l=0 pl

σ2
p. (Np−L) = 1

Np−L
.
L′+ 1

(Es/N0) (2.54)
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Algorithm 1 Joint Structured LS estimator (JSS-LSE)

Initialization: ĥ(0)
i = ĥU-LSE

i =
[
XHX

]−1 XH yp
i

for iter ∈ {1, ...,nIterMax} do

Estimate position vector: p̂(iter) = argmax
p

{∥∥∥yp
i −
[
X diag

(
ĥ(iter−1)
i

)]
.p
∥∥∥2
}

Update matrix X̃ = X.diag
(
p̂(iter)

)
LS Estimation of sparse channel ĥ(iter)

i =
[
X̃H .X̃

]−1
.X̃H .yp

i

end for

Joint Structured LS estimation: ĥJSS-LSE
i = ĥ(nIterMax)

i

Joint Structured LS estimator with Multipath Parametric Model (JSMP-LSE): The present

approach does not take into account any a priori information about the channel form. This approach considers

a multipath parametric (MP) model. By considering MP model, the equivalent discrete channel impulse

response, expressed in Equation (2.11), can be written in this matrix form:

hi = G. ai (2.55)

with,

G =


g (−Ts.L/2− τ0) . . . g (−Ts.L/2− τNt−1)

g (Ts.(−L/2 + 1)− τ0) . . . g (Ts.(−L/2 + 1)− τNt−1)
... . . .

...

g (Ts.L/2− τ0) . . . g (Ts.L/2− τNt−1)

 and ai =


ai,1

ai,2
...

ai,Nm

 (2.56)

Referring to the pilot-observation model shown in (2.23) and taking into account the mutipath decomposition

given in (2.55), a new observation model can be considered:

yp
i = X.hi+wc = {X. G} . ai+wc = S.ai+wc (2.57)

In [113], it is shown that under some considerations, improvements can be achieved through an iterative estima-

tion procedure if one are able to perform joint estimation of both attenuation vector ai =
[
ai,1,ai,2, . . . ,ai,Nm

]T
and delay vector τ = [τ1, τ2, . . . , τNm ]T of the discrete impulse response. These methods are based on a explicit

multipath parametric model.

Referring to [113], the observation model is given in (2.57). By using this observation, channel estimation is

reduced to an estimation of the combination (ai, τ). By taking into account joint estimation of the attenuation

vector ai and the delay propagation vector τ , an expression of Cramer-Rao Bound is done:

CRB = G CRB(ai) GH +
(

G.
[
SH .S

]−1
.SH .X.V+V

)
CRB(τ)

(
G.
[
SH .S

]−1
.SH .X.V+V

)H
(2.58)

where V = Ġ.diag(ai) with Ġ is a differential matrix having the same size as the G matrix and defined as:{
Ġ
}
l,p

= ∂

∂τp
{G}l,p = ∂

∂τp
g (l.Ts− τp) for −L/2≤ l ≤ L/2 and 1≤ p≤Nm (2.59)
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The two matrices CRB(ai) and CRB(τ) are respectively the CRB of the estimation of the attenuation vector

ai and the propagation delay vector τ given as:

CRB(ai) = σ2
w

[
SHS

]−1
(2.60)

CRB(τ) = σ2
w

[
2. <

{
VH .XH .X.V

}
−VH .XH .S.

[
SH .S

]−1
.SH .X.V

]−1
(2.61)

Based on the expression of the Cramer-Rao bound given, we can deduce that:

MSE
(
ĥJSMP-LSE
i

)
≥ tr

{
G. CRB(ai) . GH

}
=
σ2
w. tr

{[
GHG

]−1 GHG
}

σ2
p. (Np−L) = 1

Np−L
.

Nm
(Es/N0) (2.62)

2.3.4.2 FTN signaling

In FTN signaling i.e. Ts < Th, the noise variables {wc[n]} are still Gaussian, but are colored. Indeed, the

correlation matrix Λ shown in (2.43) is no longer equal to the identity matrix. Consequently, a channel

estimation using LS criterion and without taking into account the noise correlation is a highly suboptimal

channel estimation. The optimal solution is given by the ML estimator as expressed in Equation (2.47). The

ML solution suppose that the correlation matrix Λ is invertible. However, if matrix inversion is not allowed,

it is not possible to achieve optimal solution and thus considering the observation model given in Equation

(2.23) would not be the best strategy.

Note that if the spectral factorization is possible, it will be possible to apply the ML estimation as an optimal

solution. For the case of system with low values of acceleration factor ν, ML estimation is not available and this

estimation problem is still an issue. Only sub-optimal estimations are available (for example LS estimator).
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2.4 EW SC-OFDM waveform

Block based circular waveforms have been considered in the satellite context for possible hybridization with

terrestrial systems that are widely using OFDM based systems. Among the envisioned circular waveforms,

EW SC-OFDM and SC-OFDM [14], the latter being a particular case with rectangular frequency frequency

domain filtering (with circular cardinal sinus pulse shaping). The advantage of EW SC-OFDM waveform is

that can offer a better PAPR level of the transmitted signal compared to OFDM and SC-OFDM.

In this Section, we present EW SC-OFDM and we further introduce its extension to the FTN case. Indeed,

the use of FTN signaling allows the increase of the spectral efficiency. The FTN signaling sends pulse shaped

data faster than the Nyquist criterion, and consequently there are inter-symbol interferences (ISI). In order to

reduce complexity at the receiver, it is interesting to use a circular waveform. In this context, EW SC-OFDM

waveform appears suitable to mitigate ISI by a simple Frequency Domain Equalization (FDE) implemented at

the receiver. In this Section, EW SC-OFDM waveform will be studied for both Nyquist/FTN signaling. The

transmitter and the receiver structures are shown in Figure 2.3.
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Figure 2.3: Transmitter and receiver scheme for EW SC-OFDM waveform
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2.4.1 Expression of the received base-band signal

2.4.1.1 EW SC-OFDM transmitter

As for SC waveform, a sequence of Np = (1/∆)×N ≤N training symbols, denoted by x =
[
x1,x2, . . . ,xNp

]
,

will be inserted in each transmitted sub-frame in order to estimate frequency response channel. The size of

training sequence depends on a spacing factor ∆ ∈ {4;8;16;32; . . .}. The rational number 1/∆ denotes the

ratio between the size of the data sequence and the size of the training sequence. As shown in Figure 2.3, the

training sequence is used alternately with the data sequence si. Note that training symbols x1,x2, . . . ,xNp are

perfectly known at the receiver and having a variance σ2
p = σ2

s .

At the transmitter, each obtained data sequence si will be oversampled by a Fs ≥ 1 + β factor before

being circularly filtered by a RRC shaping filter he(τ) with roll-off 0 ≤ β ≤ 1 and a Nyquist bandwidth Bh.

A possible frequency implementation is considered in Figure 2.3. Indeed, over-sampling in time domain is

equivalent to have a repetition in frequency domain. Also, considering circular shape filtering is equivalent

to have a spectral shaping in the frequency domain. The ratio between the size of the second Inverse Fast

Fourier Transform (IFFT) and the size of the first Fast Fourier Transform (FFT) is equal to the over-sampling

factor Fs. Therefore, the size of the first FFT is equal to N and the size of the second IFFT is equal to

N1 = Fs×N ≥N . Respectively for training sequence, the size of the first FFT is equal to Np and the size of

the second IFFT is equal to Np
1 = Fs×Np ≥Np. N1 and Np

1 are two positive integers. Note that FFT sizes

N ,Np, Np
1 and N1 are assumed invariant during all the communication.

The expression of the transmitted signal corresponding to the i-th sub-frame is given as follows:

ei =


ei,1

ei,2
...

ei,N1

=
√
Fs×FHN1 . A. FN.


si,1

si,2
...

si,N

 (2.63)

The matrices FN and FN1 are two normalized Fourier matrices with sizes N ×N and N1×N1, respectively.

Additionally, The A matrix denotes an equivalent frequency transformation matrix and expressed as:

A = 1
Fs
. diag


He (1)
He (2)
...

He (N1)

 .
 I

′′

IN×N
I
′

 (2.64)

The complex coefficients He (1) ,He (2) , . . . ,He (N1) are the frequency responses of the RRC filter he(τ):

He(n) =
+∞∑
l=−∞

he(l.
Ts
Fs

) exp
(
−2πj.l.TsFs

.fn

)
with fn = 1

Ts/Fs
.

(
n−1
N1
− 1

2

)
for 1≤ n≤N1

(2.65)

A close expression for square of absolute value of the frequency response of the shaping filter He (n) is done:

|He(n)|2 = (Fs)2

ν
×


1, |fn| ≤ 1−β

Th

1
2

[
1 + cos

(
πTh
β

[
|fn|− 1−β

Th

])]
, 1−β

Th
< |fn| ≤ 1+β

Th

0, otherwise

(2.66)
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Figure 2.4: Numerical values of diagonal values {λn} in each frequency indexes 1≤ n≤N = 1024 in the case
of using RRC shaping filter with β = 0.20.

we can verify that we have:

1
N1

N1∑
l=0
|He(n)|2 =

+∞∑
l=−∞

∣∣∣∣he(l.TsFs
)∣∣∣∣2 = Fs (2.67)

The two matrices I
′
and I

′′
being two N1−N

2 ×N matrices containing respectively the first N1−N
2 and the last

N1−N
2 columns of the identity matrix IN×N . The resulting matrix A, having a size of N1×N .

The A matrix is a pseudo-orthogonal matrix verifying:

AH .A = AT .A∗ =


λ1 0 · · · 0
0 λ2 · · · 0
...

. . .
...

0 0 · · · λN

 (2.68)

We note that the A matrix is perfectly known at the receiver. Furthermore, numerical values for λ1,λ2, . . . ,λN

are shown in Figure 2.4 for various values of acceleration factor ν. Due the fact that we consider a normalized

transmit shaping filter, we can verify that we have:

1
N

N∑
n=1

λn = 1 (2.69)

In Nyquist signaling, the real diagonal values {λn} are equal to 1 i.e. λ1 = λ2 = . . . ,λN = 1. Whereas, in FTN

signaling, the diagonal values are no longer equal to 1. Furthermore, for ν values grater than 1/(1 +β), the

eigenvalues are non-zero. Otherwise, there are a null values.
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On other hand for the training sequence, the expression of transmitted signal is given as follows:

ep =


ep,1

ep,2
...

ep,Np
1

= 1√
Fs
×FHNp

1
.diag


He (∆)
He (2.∆)

...

He
(
Np

1 .∆
)

 .
 I

′′
p

INp×Np

I
′
p

 .

X1

X2
...

XNp

 (2.70)

The matrices FNp and FNp
1
are two normalized Fourier matrices with sizes Np×Np and Np

1 ×N
p
1 , respec-

tively. Additionally, the two matrices I
′
p and I

′′
p being two N

p
1−Np

2 ×Np matrices containing respectively the

first N
p
1−Np

2 and the last N
p
1−Np

2 columns of the identity matrix INp×Np .

Further, The symbols X1,X2, . . . ,XNp denote the frequency responses of the transmit training sequence[
x1,x2, . . . ,xNp

]T and are given as:[
X1,X2, . . . ,XNp

]T = FNp .
[
x1,x2, . . . ,xNp

]T (2.71)

By assuming an independent and identically distributed (i.i.d) training symbols, we can deduce that the power

spectrum density (PSD) of the considered training sequence is constant for all frequency elements and thus:

|Xn|2 = σ2
p = constant ; ∀ 1≤ n≤Np (iid training symbol property) (2.72)

Finally, before transmitting the obtained time domain data signal ei (respectively ep for training signal),

a Cyclic Prefix (CP) of length Tg samples is inserted at the beginning of each resulting time domain data

signal/training signal in order to cope with inter-symbol interference from the channel and to enable block

circularization.

The obtained transmitted signal will be sent over a time-invariant communication channel ha(τ).

2.4.1.2 Expression of the received signal

Remove CP & down-Sampling: After removing the cyclic prefix (CP), r(t) or rp(t) will pass a down-

sampling process with down-sampling factor equal to Fs. As a result, a sequence of N1 (Np
1 ) samples will be

generated. The received sampled sequence is denoted by ri = [ri,1, ri,2, . . . , ri,N1 ]T for receive data signal or

rpi =
[
rpi,1, r

p
i,2, . . . , r

p
i,N

p
1

]T
for receive training signal. Either ri or rpi can be expressed in this matrix forms:

ri =


ri,1

ri,2
...

ri,N1

=


r
(

[Ng + 1] .TsFs
)

r
(

[Ng + 2] .TsFs
)

...

r
(

[Ng +N1] .TsFs
)

= FHN1 ×diag


Ha (1)
Ha (2)
...

Ha (N1)

×FN1 ×


ei,1

ei,2
...

ei,N1

+


w̃1

w̃2
...

w̃N1

 (2.73)

or for the training signal,

rpi =


rpi,1
rpi,2
...

rp
i,N

p
1

=


rp
(

[Ng + 1] .TsFs
)

rp
(

[Ng + 2] .TsFs
)

...

rp
([
Ng +Np

1
]
.TsFs

)

= FHNp
1
×diag


Ha (∆)
Ha (2.∆)

...

Ha
(
Np

1 .∆
)

×FNp
1
×


ep,1

ep,2
...

ep,Np
1

+


w̃1

w̃2
...

w̃Np
1

 (2.74)
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The noise variables {w̃n} are zero-mean complex AWGN with variance σ̃2
w computed as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (2.75)

Additionally, Ha (1) ,Ha (2) , . . . ,Ha (N1) are the frequency responses the communication channel ha(τ):

Ha (n) =
+∞∑
l=−∞

ha
(
l.
Ts
Fs

)
exp

(
−2πjl.TsFs

.fn

)
=

+Lc∑
l=0

ha
(
l.
Ts
Fs

)
exp

(
−2πjl.TsFs

.fn

)
(2.76)

The positive integer Lc denotes the memory size of the discrete-time response of ha(τ) which is calculated as:

Lc =
⌈
τNm−1
Ts/Fs

⌉
(2.77)

where d(.)e stands for the integer part of (.).

Frequency domain processing: After sampling, the resulting sequences ri and r̃i will pass to the frequency

domain by using a Fast Fourier Transformation (FFT). This FFT transformation is equivalent to multiply the

obtained down-sampled sequence by the Fourier matrix FN1 for data sequence and FNp
1
for training sequence.

As a result we have a frequency sequence denoted by Ui (respectively Up
i for training sequence). Ỹi and Ỹp

i

can be written in this matrix forms:

Ỹi =


Ỹi,1

Ỹi,2
...

Ỹi,N1

= FN1 .


ri,1

ri,2
...

ri,N1

=
√
Fs×diag


Ha (1)
Ha (2)
...

Ha (N1)

 . A. FN.


si,1

si,2
...

si,N

+


w̃1

w̃2
...

w̃N1

 (2.78)

Similarly for receive training symbols, the expression of the frequency domain received signal is given as follows:

Ỹp
i =


Ỹ p
i,1
Ỹ p
i,2
...

Ỹ p
i,N

p
1

= 1√
Fs
. diag


Ha (∆)
Ha (2.∆)

...

Ha
(
Np

1 .∆
)

 .diag


He (∆)
He (2.∆)

...

He
(
Np

1 .∆
)

 .
 I

′′
p

INp×Np

I
′
p

 .

X1

X2
...

XNp

+


w̃1

w̃2
...

w̃Np
1

 (2.79)

2.4.2 Existing frequency-domain channel equalization methods

In linear model, as given in Equation (2.78), a Minimum Mean Square Error (MMSE) criterion is often used

to equalize received data sequence. The term MMSE refers more specifically to the detection in a Bayesian

parameter with a quadratic cost function J expressed as:

J = E
{
‖si−zi‖2

}
= E

{∥∥∥si−W.Ỹi

∥∥∥2
}

(2.80)

where Ỹi is a random observation vector from the channel given through the linear model (2.78):

Ỹi =
√
Fs×

diag


Ha (1)
Ha (2)
...

Ha (N1)

 . A

 . FN.


si,1

si,2
...

si,N

+


w̃1

w̃2
...

w̃N1

=
√

Fs×Ai. FN.


si,1

si,2
...

si,N

+


w̃1

w̃2
...

w̃N1

 (2.81)



2.4 - EW SC-OFDM waveform 61

The noise variables {w̃n} are zero-mean complex AWGN with variance σ̃2
w computed as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (2.82)

MMSE with a priori in the case of general channel matrix form: In [122, 124], it is shown that is

possible to enhance the performances of the MMSE linear equalizer by considering some a priori information

on the distribution of the transmitted constellation symbols si to be estimated, notably the mean symbol

vector s̄i = [s̄i,1, s̄i,2, . . . , s̄i,N ]T and the soft symbol variance v̄s (0≤ v̄s/σ2
s ≤ 1). Thereupon, solving this kind

of problem amounts to solving a linear system with minimization of the cost function.

Wopt
i = argmin

Wi

{J}= argmin
Wi

{
E
{∥∥∥si−Wi.Ỹi

∥∥∥2
}}

(2.83)

The mean symbol vector s̄i and soft symbol variance v̄s are computed from a given a priori information

vector denoted by Lina (ci) which contains a number of N × log2(M) bit Log-Likelihood Ratio values:

Lina (ci) =
[
Lina (ci,1) ,Lina (ci,2) , . . . ,Lina

(
ci,log2(M)×N

)]
(2.84)

By assuming
[
u

(m)
1 ,u

(m)
2 , . . . ,u

(m)
log2(M)

]
is the transmit bit sequence corresponding to si,n = Cm, a soft

mapper (cf.2.5) is able to compute s̄i and v̄s in two steps:

• First, a conditional probability denoted by Pr
{
si,n = Cm|Lina (ci)

}
is derived as follows:

Pr
{
si,n = Cm|Lina (ci)

}
=

log2(M)∏
q=1

exp
(
−u(m)

q ×Lina
[
ci,q+(n−1)×log2(M)

])
1 + exp

(
−Lina

[
ci,q+(n−1)×log2(M)

]) (2.85)

• Second, The mean symbol vector s̄i and soft symbol variance v̄s are deduced as follows:

s̄i,n =
M∑
m=1

Pr
{
si,n = Cm|Lina (ci)

}
×Cm

v̄s = 1
N

N∑
n=1

[
M∑
m=1

Pr
{
si,n = Cm|Lina (ci)

}
×|Cm− s̄i,n|2

]
(2.86)

Note that v̄s values are taken between 0 and σ2
s i.e. 0≤ v̄s ≤ σ2

s . In the case of zero a priori, we have v̄s = σ2
s .

However, in perfect a priori case, we have v̄s = 0.

In linear model (2.81), the noise variable {w̃n} are zero-mean complex AWGN with variance σ̃2
w = Fs×σ2

w.

Furthermore, the constellation symbols {si,n} are assumed i.id with variance equal to σ2
s . After a linear

SOFT 

MAPPER 

sυ

i
s

A priori 

 information 

  N Mlog
2



)(cL
i

in

a

Mean Symbol Vector 

N

Soft Symbol Variance 

Figure 2.5: Considered Soft Mapper scheme



62 Chapter 2 - Single-carrier communications over frequency selective channels

resolution of the equation (2.83) taking into account a priori information i.e. s̄i and v̄s, the MMSE with

a priori can still been computed using the same steps as in [124]. We denote zi = [zi,1,zi,2, . . . ,zi,N ]T as

the output MMSE equalization vector which is a soft estimate of si = [si,1,si,2, . . . ,si,N ]T and is obtained by

considering MMSE criterion and resolving the equation (2.83) using the following linear equation:

zi = Wopt
i .Ỹi = FHN .Σ−1.AH

i .

(
1√
Fs
. Ỹi−Ai.FN.s̄i

)
+µi = FHN .Σ−1.

(
Yi− Ȳi

)
+µi (2.87)

where Yi = 1√
Fs
. AH

i .Ỹi is the output frequency domain observation after being filtered by a receive matched

filter. Furthermore, The three quantities Σ−1, µi and Ȳi denote the three MMSE equalization parameters to

be computed for a given a priori information (v̄s, s̄i) and they are expressed as:

Σ−1 ∆= 1
1 + [1− (v̄s/σ2

s)] . %i
.
[(
v̄s/σ

2
s

)
. AH

i .Ai+
(
σ2
w/σ

2
s

)
. IN×N

]−1
(2.88)

Ȳi
∆= AH

i .Ai.FN.s̄i (2.89)

µi
∆= %i

1 + [1− (v̄s/σ2
s)] . %i

. s̄i = αi. s̄i (2.90)

By taking into account an a priori information, the values of the two real positive scalars, %i and αi, depend

on the given symbol variance values v̄s as follows:

%i
∆= 1
N
. tr
{[(

v̄s/σ
2
s

)
. AH

i .Ai+
(
σ2
w/σ

2
s

)
. IN×N

]−1
.AH

i .Ai

}
and αi

∆= %i
1 + [1− (v̄s/σ2

s)] . %i
(2.91)

In general form of channel matrix, the implementation of MMSE with a priori equalization would require an

online inversion of Σ having a size of N ×N in each transmitted sub-frame. This is clearly impractical for

large N . However, in the case of circular channel matrix, the matrix inversion is no longer a problem. Indeed,

in our case, we can show that the matrix AH
i .Ai is a N ×N diagonal matrix and Hi,1,Hi,2, . . . ,Hi,N are its

real diagonal values:

AH
i .Ai = AHdiag


|Ha (1)|2

|Ha (2)|2
...

|Ha (N1)|2

 . A = diag


Hi,1
Hi,2
...

Hi,N

 (2.92)

As a favorable result, the channel equalization is simplified to a channel inversion operation on each sub-carrier:

Σ−1 = σ2
s

1 + [1− (v̄s/σ2
s)] . %i

.diag


1

v̄s. Hi,1+σ2
w

1
v̄s. Hi,2+σ2

w

...
1

v̄s. Hi,N+σ2
w

 with %i = 1
N

N∑
n=1

Hi,n
(v̄s/σ2

s) . Hi,n+ (σ2
w/σ

2
s) (2.93)

Thus, the complexity of the receiver is significantly reduced and matrix inversion is no longer a problem.

Moreover, the expression of Ȳi and µi can be reduced to:

Ȳi = diag


Hi,1
Hi,2
...

Hi,N

 .FN.


s̄i,1

s̄i,2
...

s̄i,N

 and µi = αi.


s̄i,1

s̄i,2
...

s̄i,N

 (2.94)
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Referring to [70], it is shown that z̃i is a biased estimation of si and its expression can be approximated to:

zi =


zi,1

zi,2
...

zi,N

= FHN .Σ−1.
(
Yi− Ȳi

)
+µi ≈ αi




si,1

si,2
...

si,N

+ 1
√
γi


wi,1

wi,2
...

wi,N


 (2.95)

where w = [w1,w2, . . . ,wN ]T is a zero-mean complex AWGN noise vector and symbols {wn} having a variance

equal to σ2
w. Additionally, the positive scalar γi denotes the MMSE equalization gain and is referred to the

reduced signal-to-noise ratio (SNR). The expression of γi is given as the following:

γi =
(
σ2
w/σ

2
s

)
.

αi
1−αi

=
(
σ2
w/σ

2
s

)
.

%i
1− (v̄s/σ2

s) . %i
(2.96)

Referring to the the previous expression (2.96), we can deduce that the value of γi depends on the shape of the

channel frequency response and also on the value of the a priori information and notably the symbol variance

v̄s. Indeed, we can show that γi values are inversely proportional to v̄s values and channel selectivity level.

Assuming that the channel frequency response still invariant for all sub-frame duration, for all v̄s between

0 and σ2
s , γi values are delimited between two finite extreme values γmin

i and γmax
i . γmin

i denotes the lower

bound of γi values and is obtained in the case of zero a priori (v̄s = σ2
s). However, γmax

i denotes the upper

bound of γi values and is obtained on the case of perfect a priori (v̄s = 0):

0< γmin
i︸︷︷︸

zero a priori

≤ γi ≤ γmax
i︸ ︷︷ ︸

perfect a priori

(2.97)

Note that in the case of circular channel matrix form, by using Equation (2.96), a close expression of the

MMSE equalization gain, γi, is given by:

γi =
(
σ2
w/σ

2
s

)
. %i

1− (v̄s/σ2
s) . %i

=



(
1
N

N∑
n=1

1
Hi,n+ (σ2

w/σ
2
s)

)−1

−
(
σ2
w/σ

2
s

)
= γmin

i for v̄s = σ2
s (zero a priori)

(
σ2
s/v̄s

)
.


(

1
N

N∑
n=1

1
(v̄s/σ2

s) .Hi,n+ (σ2
w/σ

2
s)

)−1

−
(
σ2
w/σ

2
s

) for 0< v̄s < σ2
s

1
N

N∑
n=1

Hi,n = γmax
i ≈ 1 for v̄s = 0 (Perfect a priori)

(2.98)

Besides, owing to the Gaussian model given in Equation (2.95) and for the sake of simplicity, we introduce

an equivalent reduced output equalized sequence denoted by s̃i = [s̃i,1, s̃i,2, . . . , s̃i,N ]T and can be written as a

function of the output equalized sequence zi. The introduced equalized sequence s̃i is expressed as:

s̃i =


s̃i,1

s̃i,2
...

s̃i,N

=
√
γi
α2
i

zi =
√
γi
α2
i


zi,1

zi,2
...

zi,N

=√γi


si,1

si,2
...

si,N

+


wi,1

wi,2
...

wi,N

 (2.99)
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Figure 2.6: Gaussian approximation of MMSE estimated symbols

Given the additive noise is «uncorrelated», each MMSE estimated symbol s̃i,n can be independently modeled

by an equivalent scheme shown in Figure 2.6.

Finally, by using (2.87) and given that observation samples {Yi,n} represent a sufficient statistic (matched

filtering), we can consider a simplified MMSE equalization structure that taking at a starting point the samples

{Yi,n} as shown in Figure 2.7. At the output of MMSE equalization, an extrinsic LLR vector is generated.

The considered extrinsic LLR vector contains N × log2(M) bit LLR values and is denoted by Loute (ci) =[
Loute (ci,1) ,Loute (ci,2) , . . . ,Loute

(
ci,log2(M)×N

)]
. At the bit position p = q+ (n− 1)× log2 (M) with 1 ≤ q ≤

log2 (M), the expression of Loute

(
ci,q+(n−1)×log2(M)

)
is given as:

Loute

[
ci,q+(n−1)×log2(M)

]
= Louta

(
ci,q+(n−1)×log2(M)

)
−Lina

(
ci,q+(n−1)×log2(M)

)
(2.100)

where Lina
(
ci,q+(n−1)×log2(M)

)
is the a priori information vector given in Equation (2.84) and

Louta

[
ci,q+(n−1)×log2(M)

]
is the a posteriori information of the coded bit ci,q+(n−1)×log2(M) which is derived

by using the following expression:

Louta

[
ci,q+(n−1)×log2(M)

]
= log


∑
m∈U0

q

Pr
(
si,n = Cm|Lina (ci)

)
Pr(s̃i,n|si,n = Cm)

∑
m∈U1

q

Pr
(
si,n = Cm|Lina (ci)

)
Pr(s̃i,n|si,n = Cm)

 (2.101)
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MOD Dmin σ2
s D2

min/(2.σ2
s) Nv

M-PSK 2× sin( πM ) 1 2× sin2( πM ) 2

M-QAM 2 2× (M −1)/3 3/(M −1) 4×
(√

M −1
)
/
√
M

Table 2.1: Numerical values of Nv and Dmin for each considered linear modulation.

The two sets of the constellation indexes U0
q and U1

q correspond to have respectively 0 and 1 entries at the

q-th index position of constellation bits and verifying,

U0
q ∪U1

q = {1,2, . . . ,M} ; U0
q ∩U1

q =� (2.102)

Referring to (2.99), the conditional probability Pr(s̃i,n|si,n = Cm) is given by the following expression:

Pr(s̃i,n|si,n = Cm) = 1
π.σ2

w

exp
(
−
∣∣s̃i,n−√γi Cm∣∣2

σ2
w

)

2.4.2.1 The uncoded case:

In the uncoded case, we did not consider a priori information i.e γi = γmin
i . In general case, γmin

i is a complex

random variable depending on the instantaneous channel response i.e the channel matrix Ai. In this case, the

theoretical average Symbol Error Rate (SER) can be determinated as follows:

Average SER =
∫

SER
(
γmin
i

)
PDF

(
γmin
i

)
dγmin
i (2.103)

with

SER
(
γmin
i

)
= Nv×Q

√γmin
i .D2

min
2 σ2

w

= Nv×Q

√γmin
i .

(
D2
min

2.σ2
s

)
.Es/N0


= Nv×Q

√γmin
i .

(
D2
min

2.σ2
s

)
.Rc. log2 (M) .Eb/N0

 (2.104)

where Q(x) stands for the Q-function. Dmin is defined as the minimum distance between two arbitrary

constellation points and Nv is the mean number of possible neighbors constellation points having a distance

equal to Dmin. Table 2.1 shows some values taken by Nv and Dmin in linear modulation.

By considering Gray mapping [50], it is shown that we have only one erroneous bit in each erroneous

mapping constellation symbol. Thus, the theoretical average Bit Error Rate can be expressed as:

Average BER∼=
1

log2 (M) ×Average SER (2.105)

2.4.2.2 The coded case: using turbo-equalization

In coded case, after MMSE equalization process, a soft channel decoding structure is added in series to

decode received data bits. In order to improve performance system, MMSE equalization and channel de-

coding will be operated in iterative process to maximize the reliability of transmitted bits. As as result, a
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turbo equalization is performed. For each iteration, the MMSE equalizer will generate an extrinsic bit in-

formation denoted by Lout,1e (ci) =
[
Lout,1e (ci,1) ,Lout,1e (ci,2) , . . . ,Lout,1e

(
ci,log2(M)×N

)]T corresponding to each

symbol assigned by the channel. Then this extrinsic information will be sent to LDPC/convolutional de-

coder, which does not require the calculation of an observation, not an estimate of the noise variance on

this observation. At the output of decoding, another extrinsic bit information denoted by Lout,2e (ci) =[
Lout,2e (ci,1) ,Lout,2e (ci,2) , . . . ,Lout,2e

(
ci,log2(M)×N

)]T will be generated. The latter will be used in the next

iteration as a priori information for Bayesian MMSE equalization. The iterative receiver diagram is shown in

Figure 2.8.

2.4.3 Existing frequency-domain channel estimation methods

In order to equalize received data sequence, we need to estimate the frequency response of the baseband

channel. Indeed, in the case of using EW SC-OFDM waveform, it is assumed that frequency channel response

vector Ha is fully known at the receiver. In order to have a realistic system performance, it is essential to take

into consideration an accurate estimation of the frequency channel vector Ha at the receiver. To do it, we will

investigate some existing channel estimation algorithms suitable for EW SC-OFDM waveform.

Until today, it is common to use pilot-based channel estimation algorithms, including LS (Least Squares),

Minimum Mean Square Error (MMSE), and channel estimation based on transformation domain, etc. [52]

proposed a symbol decision algorithm for fast time-varying channel estimation, but its accuracy is not good

enough; [130] presented a combination channel estimation algorithm that has good performance when SNR

is between 7∼15dB, but it decreases when SNR takes other values; [56, 104] made a research on LS, MMSE

and decision feedback algorithm,the simulation results show that MMSE has a better performance; R-LS

(Regularization-LS) algorithm and M-MMSE(Mismatch-MMSE) algorithm are respectively proposed in [3, 54],

the feasibility of the theoretical analysis is verified by simulation results.

Besides, for time-slotted mobile communication systems, [92] presented reduced-rank LS (rr-LS) channel

estimation algorithm. It has been shown that reduced rank methods allow to improve the estimate accuracy
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by reducing the set of unknown parameters (rank reduction) [92] [55].

2.5 Conclusion

In this chapter, we presented two waveforms; Single carrier and Extended Weighted Single Carrier Orthogonal

Frequency-Division Multiplexing EW SC-OFDM which are suitable to satellite context. For both SC and EW

SC-OFDM, a system model is described considering a generalized form of the propagation channel. In order

to mitigate ISI introduced by the channel, we presented various equalization methods which are classified

according to the channel form (sparse, two-taps, symmetric, etc.) or also according to the type of signaling

(FTN/Nyquist) and also according to the shape of the waveform (circular/non-circular). In a first time, for

equalization algorithms, we supposed that channel coefficients are perfectly known at the receiver. Later,

an overview of existing channel estimation methods is given. Channel estimation methods are also classified

according to the type of waveform (Time-domain or Frequency-domain), according to the channel form and

also according to the type of signaling.

For channel equalization methods, we are interested in BCJR-based symbol detection for both Nyquist

and FTN signaling. In Nyquist signaling, Forney′s model can give an optimal MAP-based symbol detection

for which sparse structure can be exploited. However, for FTN signaling, the noise correlation is a problem.

It makes MAP-based symbol detection, according to the Forney′s model, a sub-optimal detection. If the

channel is symmetric, one may resort to the Ungerboeck′s model to have an optimal detection.

For channel estimation methods, there are two main classes: Time-domain and frequency-domain channel

estimation methods. In Nyquist signaling, there are no noise correlation. In this case, LS estimators are

equivalent to ML estimators and can achieve the lower Cramer-Rao Bound (CRB). However, in FTN signaling

the noise becomes correlated and it is a serious problem for time-domain channel estimation methods. Indeed,

in some cases for time-domain channel estimation methods, if the covariance matrix of the additive noise is

not invertible, an optimal solution is not possible and this case remains an open problem.
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3.1 Introduction

In Chapter 1, we studied different possible UAV/aircraft links that can be considered in aeronautical communi-

cations. Mainly, there are three possible links; two satellite links which are the forward link and the return link

and one terrestrial link which is the mission link. Because of the presence of satellite link, we considered two

low PAPR linear waveforms : classical Single-Carrier (SC) waveform and Extended Weighted Single-Carrier

Orthogonal Frequency-Division Multiplexing (EW SC-OFDM) waveform. These two waveforms have been

studied in Chapter 2 with a generalized form of the propagation channel. Knowing the explicit expression

of the satellite-to-aircraft (S2A) propagation channel, this chapter aims to study the viability of these two

waveforms for the forward link. Moreover, thanks to the particular form of S2A channel, it is possible to

propose new tailored solutions for both channel estimation and channel equalization tasks.

3.2 Classical Single-Carrier (SC) waveform

In this Section, we are interested in classical SC waveform. Based on the expression of received symbols

(data symbols and training symbols) initially given in Equations (2.22) and (2.23), this section aims to give

the corresponding system model in the case of aeronautical channel and especially for the forward link. We

recall that the expression of the satellite-to-aircraft (S2A) channel is initially done in Equation (1.22). By

introducing the particular form of S2A channel, it may be possible to propose new efficient and appropriate

solutions. Especially, for channel estimation and channel equalization.

3.2.1 Expression of impulse response of the satellite-to-aircraft (S2A) channel

In Chapter 2, we studied the system model for both SC and EW SC-OFDM waveforms for a general form of

the propagation channel ha(t,τ). For the forward link, it has been shown in Chapter 1 that the S2A channel

(propagation channel) has a particular form. This channel contains only three main paths with two delays

τ0 = 0 and τ2. Its expression is initially given in (1.22) as:

ha(t,τ) =
Nm−1∑
n=0

an(t). δ(τ − τn) = (ALOS + a1(t)) . δ(τ) + a2(t). δ(τ − τ2) (3.1)

Note that we consider a normalized aeronautical channel response:

|ALOS|2 +E
{
|a1(t)|2

}
+E

{
|a2(t)|2

}
= |ALOS|2 +P1 +P2 = 1 (3.2)

where ALOS is a constant scalar given by the line of sight (LOS) path which is present most of the time and

P1 and P2 are the powers of others paths verifying:P1 = E
{
|a1(t)|2

}
= 10−1.42. |ALOS|2

P2 = E
{
|a2(t)|2

}
= (1 +C/M)−1

(3.3)
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The A2S channel is characterized by a C/M factor with depends on the UAV/aircraft position (elevation angle

ε). Its expression is initially introduced in Equation (1.24) as:

C/M [dB] = 10. log10

(
|ALOS|2 +P1

P2

)
(3.4)

Table 3.1 shows some numerical values of C/M in decibels as a function of the UAV/aircraft position.

ε 5◦ 20◦ 25◦ 35◦ 55◦

UAV/aircraft height 10 (km) 10 (km) 10 (km) 10 (km) 10 (km)
Ground surface Ice water Wet Ground Medium dry ground Very dry ground Dry Ground
Location Groenland Royaume-Uni France Senegal South-africa
C/M [dB] 6 15 20 27 40

Table 3.1: C/M as a function of ε

If the channel varies over time and if one knows its coherence time, one can then define the frames so that the

channel can be assumed to be stationary on each. In the following, we assume a frame-based communication

and we suppose that frame duration does not exceed the coherence time, Tc, of the propagation channel. The

expression of the A2S channel becomes:

ha(t,τ)≈ ha(τ) = (ALOS +ai,1) δ(τ) +ai,2 δ(τ − τ2) (3.5)

By applying central limit theorem, the complex variables ai,1 and ai,2 are two independent zero-mean complex

Gaussian variables with variances P1 and P2, respectively.

3.2.2 System model

For the system model, we consider a frame based transmission. Moreover, we assume that each frame contains

a number of Nf sub-frames and each sub-frame contains a number of N modulated data symbols. Furthermore,

we assume that the digital communication system uses linear M-ary modulation. Furthermore, we consider a

Root Raised Cosine (RRC) shaping filter he(τ) as a transmit shaping filter with known parameters such as β,

the roll-off factor, and the Nyquist bandwidth Bh. The considered Nyquist bandwidth is expressed as follows:

Bh = 1 +β

Th
(3.6)

where Th is the Nyquist symbol duration and is a fixed value depending on the considered frequency plan

and on the reserved bandwidth. For instance, in AMS(R)S L-band, a bandwidth of 300 kHz is considered. It

means a Nyquist symbol duration Th = 6.6µs. Also, we note that roll-off factors are defined by the existing

standards. For example for DVB-S2/S2x standard we have β ∈ {0.35,0.25,0.2,0.15,0.10,0.05}, whereas, for

ANTARES CS standard we have β = 0.2. The transmitter/receiver scheme is illustrated in Figure 3.1.

At the transmitter, bit sequence ui is encoded on to N symbols by using a M-ary Bit Interleaved Coded

Modulation (BICM) scheme as shown in Figure 2.1. As a result, a sequence of N data modulated symbols
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Figure 3.1: GES transmitter and UAV/Aircraft receiver using SC waveform for the forward link

is generated denoted by si = [si,1,si,2, . . . ,si,N ]. The symbols {si,n} are drawn from a discrete alphabet

χ = {C1,C2, . . . ,CM}. The obtained data modulated symbols have a variance equal to σ2
s and have a symbol

duration Ts = ν.Th. In order to improve the spectral efficiency, we assume using Nyquist/FTN signaling

characterized by an acceleration factor denoted by ν and expressed as follows:

0< ν = Ts
Th
≤ 1 (3.7)
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The values of ν are taking between 0 and 1 (0 < ν ≤ 1). Note that, in the case where ν = 1, we can assume

Nyquist communication. For the other cases i.e. ν < 1, Faster-than-Nyquist (FTN) communication is consid-

ered.

On other hand, another sequence of Np ≤N i.i.d training symbols which is denoted by x =
[
x1,x2, . . . ,xNp

]
is

inserted in each transmitted sub-frame and will be used to estimate the channel response. Note that training

symbols x1,x2, . . . ,xNp are fully known at the receiver and have the same variance as data modulated symbols

i.e. σ2
p = σ2

s .

At the receiver, two signals are detected: a received data signal and a received training signal. The received

data signal will be processed to detect transmit data modulated sequence si. Whereas, the received train-

ing signal is used to estimate the channel response. For SC waveform, we associate received data sequence

yi = [yi,1,yi,2, . . . ,yi,N ]T to received data signal and received training sequence yp
i =

[
ypi,1,y

p
i,2, . . . ,y

p
i,Np−L

]T
to received training signal. Referring to Equations (2.22) and (2.23), the expression of received data symbols

{yi,n} and received training symbols
{
ypi,n

}
are given by:

yi,n =
+L/2∑
l=−L/2

hi (l.Ts) si,n−l+wc[n] for 1≤ n≤N (3.8)

and,

yp
i = X.hi+wc (3.9)

with hi(τ) denotes the continuous equivalent baseband channel expressed in (2.11) as:

hi(τ) =
Nm−1∑
n=0

ai,n. g(τ − τn) = (ALOS +ai,1) g(τ) +ai,2 g(τ − τ2) (3.10)

where g(τ) is a Raised Cosine (RC) filter verifying:

g(0) = 1 and g(l.Th) = 0 ∀ l ∈ l ∈ Z∗ (3.11)

An example of continuous/discrete channel impulse response response hi(τ) is given in Figure 3.2 for ν = 1

(Nyquist case) and also in Figure 3.3 for ν = 0.7 (FTN case).

The channel vector hi = [hi (−L/2.Ts) ,hi ((−L/2 + 1).Ts) , . . . ,hi (L/2.Ts)]T denotes the discrete-time equiv-

alent baseband channel to be estimated and equalized later. The positive odd integer L specifies the memory

of the system and is the smallest value such that hi (l.Ts) = 0, |l|> L/2.

The resulting additive noise vector wc = (wc[1],wc[2], . . . ,wc[Np−L]) is a zero-mean Gaussian noise vector

verifying:

E{wc[n].w∗c [n+ l]}= N0. Rs. g(l.Ts) = σ2
w. g(l.Ts) (3.12)

with σ2
w = N0. Rs is the noise variance. Note that, in Nyquist signaling i.e. Ts = Th the additive noise vector

wc becomes white.

Finally, The matrix X corresponding to the received training sequence is initially defined in (2.20) and is a

Toeplitz matrix containing transmit training symbols {xn} and having a size of (Np−L)× (L+ 1). Due the
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Figure 3.2: CIR in Nyquist signaling (ν = 1)
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Figure 3.3: CIR in FTN signaling (ν = 0.7)

fact that we consider i.i.d training sequence, it is shown in Equation (2.21) that matrix X satisfies the following

expression:

XHX≈ (Np−L) . σ2
p. IL+1×L+1 (3.13)

with IL+1×L+1 being the identity matrix with size (L+ 1)× (L+ 1).
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3.2.3 Reduced-complexity MAP-based time-domain channel equalization:

The equalization of the received signal is an important task for a signal receiver, especially when the propaga-

tion channel is disrupted by the presence of multiple paths. For instance, in high-bit-rate data transmissions,

the transceiver encounters an equivalent base-band channel with large delay-spreads. Then the communication

system is subject to severe inter-symbol interference (ISI) impairment which, in principle, could be well com-

pensated by resorting to equalizers based on minimum mean-square-error (MMSE) criterion or Bayesian MAP

criterion to detect transmit constellation symbols. The MAP equalizer (or a maximum likelihood sequence

estimator, MLSE) still provides improved performance over a MMSE equalizer. However, the computational

complexity of the MAP-based equalization grows exponentially with the channel memory length, so that con-

siderable efforts have been undertaken to develop reduced-Complexity versions of MAP equalizers suitable for

the application on transmission channels with large delay-spreads [73][33][47].

In this Section, we investigate a sub-optimal but efficient equalization method proposed for the forward link.

The proposed equalization method is shown to be very efficient while significantly decreasing the complex-

ity compared to a Full-complexity MAP receiver that does not exploit the particular form of the equivalent

baseband channel.

3.2.3.1 All proposed equalization structure:

The present contribution aims to overcome the drawbacks of the equalization methods that are known from

the prior state of the art by proposing an equalization method suited for channels with Exponential-Decay

PDPs, shown in Figure 3.4, and more specially for sparse channels with equally spaced coefficients as given

in Figure 3.5. The main idea proposed in [95, 100] is to design an architecture combining the benefits of a

decision feedback equalizer (DFE) with a maximum-a-posteriori (MAP) equalizer (or a maximum likelihood

sequence estimator, MLSE) which performs equalization in a time-forward or time-reversed manner based

on the particular form of the baseband channel to provide an equalization device with significantly lower

complexity than a full-state MAP device, but which still provides improved performance over a conventional

DFE.

The proposed equalization architecture includes two block DFE-like structures; a forward block and a backward

block (see Figures 3.4). The forward block forms tentative symbol decisions with a MAP criterion considering

a mismatched truncated channel response. Whereas, the backward block is used thereafter to reduce the

channel response to the desired truncated channel used in the first structure. The signal is then processed

through a finite number of «self-iterations». We denote Ns-i, the number of considered «self-iterations». For

each «self-iteration» process we have two equalization steps:

• a first equalization step, given by the forward block, for so called mismatched processing: equalizing each

block of N received symbols using a Maximum A posteriori (MAP) equalization algorithm.

• a second step given by the backward structure consists of removing instances of interference that are

linked to paths other than powerful paths. To do so, we generate an estimate of the interference term
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resulting from the interference on equalized symbols, of all paths of the transmission channel except

selected powerful paths and then subtracting interference term from the received sequence of N symbols.

The first equalization step and the second equalization step are both executed iteratively.
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Figure 3.4: Equalization Structure (I): Proposed reduced complexity MAP-based channel equalization structure
with interference cancellation for channels with exponential-decay PDPs.
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3.2.3.2 Aeronautical channel in Nyquist signaling: Proposed Parallel-trellis MAP-based chan-
nel equalization structure (Equalization Structure (II))

In this Section we are interested in a special class of ISI channels: sparse channels with equally spaced powerful

coefficients. These channels present some number of powerful coefficients and other secondary coefficients.

Moreover, the powerful coefficients are equally spaced. Moreover, the powerful coefficients are equally spaced.

This type of channels has interested several studies [83, 87, 91]. The main advantage of this type of channels

is that it allow us to consider parallel processing [15, 72, 82, 88].

Note that sparse channel equalization has still been considered in several works [15, 15, 71, 82], exploiting

the sparsity mainly using parallel trellis based detection algorithm such as Viterbi or MAP algorithms. For

equalization of zero padded sparse channels, the parallel MAP receiver is shown to be optimal [72, 82, 87]. For

more general sparse channels, interference cancellation has been taken into account by introducing inter-trellis

interference mitigation between parallel trellises, but at the expense of additional complexity due to the need

for proper scheduling [71, 88].

In this context, we propose an enhanced channel equalization structure taking into account the sparsity form

of the channel in order decrease the computational complexity at the receiver. In general form of sparse

channels with equally spaced powerful coefficients, the proposed equalization structure is presented in Figure

3.5. For this contribution, the interference mitigation is completely revised to enable an easy and efficient

implementation.

Proposed Parallel-trellis MAP-based channel equalization structure In Nyquist case (Ts = Th),

Figure 3.2 shows that the equivalent baseband channel has two powerful coefficients and other secondary paths

and thus we can consider that the channel is sparse. Moreover, since we only have two powerful coefficients,

it is straightforward to deduce that the considered channel is sparse with equally spaced coefficients.

At the receiver, the observation model is given by the following expression:

yi,n =
+L/2∑
l=−L/2

hi (l.Ts) si,n−l+wn =
L/2∑
l∈I

hi (l.Ts) si,n−l︸ ︷︷ ︸
Powerful component

+
L/2∑

l=−L/2
l/∈I

hi (l.Ts) si,n−l

︸ ︷︷ ︸
low powered component: Ii,n

+wn

= hi (0) si,n+hi (Ntr.Ts) si,n−Ntr +Ii,n+wn for 1≤ n≤N (3.14)

where hi (0) and hi (Ntr.Ts) are the two powerful coefficients I = {0,Ntr} is the set of their indexes. The

positive integer Ntr denoted the spacing factor. Based on geometrical considerations, the value of Ntr is given

by:

Ntr =
⌈
τ2
Ts

⌉
=
⌈

2.Ha.sinε
3.108.Th

⌉
(3.15)

Referring to (3.14), the equivalent baseband channel can be well represented by a «strong» sparse channel

component plus some low power interference residual terms. The memory of the sparse channel is equal to

Ntr. In order to reduce the memory channel to one, a serial-to-parallel processing is considered. As a result,
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a number of Ntr streams of the received signal is obtained as follows:
y(1)
i

y(2)
i
...

y(Ntr)
i

=


yi,1 yi,1+Ntr . . . yi,1+(Q−1).Ntr
yi,2 yi,2+Ntr . . . yi,2+(Q−1).Ntr
...

...
. . .

...

yi,Ntr yi,2.Ntr . . . yi,N

=


y

(1)
i,1 y

(1)
i,2 . . . y

(1)
i,Q

y
(2)
i,1 y

(2)
i,2 . . . y

(2)
i,Q

...
...

. . .
...

y
(Ntr)
i,1 y

(Ntr)
i,2 . . . y

(Ntr)
i,Q

 (3.16)

Here, N = Ntr×Q. For 1≤ ntr ≤Ntr, the parallel observed sequence y(ntr)
i =

[
y

(ntr)
i,1 ,y

(ntr)
i,2 , . . . ,y

(ntr)
i,Q

]
can be

considered as the result of convolution with a one memory channel plus plus some low powered interference

residual terms:

y
(ntr)
i,n = hi (0) s(ntr)

i,n +hi (Ntr.Ts) s(ntr)
i,n−1 +w

(ntr)
n︸ ︷︷ ︸

Mismatched observation Model

+ I(ntr)
i,n︸ ︷︷ ︸

ISI Term

= z
(ntr)
i,n +I(ntr)

i,n +w
(ntr)
n for 1≤ n≤Q

(3.17)

with z(ntr)
i,n = hi (0) s(ntr)

i,n +hi (Ntr.Ts) s(ntr)
i,n−1 is the output mismatched channel model considering that the

secondary coefficients are zero and s(ntr)
i,n = si,ntr+(n−1)×Ntr . The additional term I(ntr)

i,n denotes the ISI term

observed in each received parallel signal and can be written in this matrix form:
I(1)
i,1 I(1)

i,2 . . . I(1)
i,Q

I(2)
i,1 I(2)

i,2 . . . I(2)
i,Q

...
...

. . .
...

I(Ntr)
i,1 I(Ntr)

i,2 . . . I(Ntr)
i,Q

=


Ii,1 Ii,1+Ntr . . . Ii,1+(Q−1).Ntr
Ii,2 Ii,2+Ntr . . . Ii,2+(Q−1).Ntr
...

...
. . .

...

Ii,Ntr Ii,2.Ntr . . . Ii,N

=


I(1)
i

I(2)
i
...

I(Ntr)
i

 (3.18)

Based on this model, a simple but efficient equalization structure is derived. The proposed equalization

structure is presented in Figure 3.5. The proposed equalization architecture includes two DFE-like structures;

a forward block and a backward block. The forward block contains a number Ntr parallel trellises. Each

parallel trellis forms tentative symbol decisions with a MAP criterion considering a mismatch observation

model expressed as y(ntr)
i,n = z

(ntr)
i,n +w

(ntr)
n . Concerning backward block, it is designed to be matched to zero

padded sparse channel (i.e. Ii,n = 0 ∀ 1≤ n≤N). The backward block iteratively generates an estimation

of residual interference sequence [Ii,1, Ii,2, . . . , Ii,N ] based on hard/soft outputs from parallel MAP equalizers.

By using (3.18), for 1 ≤ ntr ≤ Ntr, an estimation of the additional ISI sequence I(ntr)
i denoted by Î(ntr)

i , is

deduced as:

Î(ntr)
i =

[̂
I
(ntr)
i,1 , Î

(ntr)
i,2 , . . . , Î

(ntr)
i,Q

]
=
[̂
Ii,ntr , Îi,ntr+Ntr , . . . , Îi,ntr+(Q−1).Ntr

]
(3.19)

The backward block will operate in iterative process and the resulting equalized signal is given through a

finite number of «self-iterations». For each «self-iteration», three main steps are considered. In the first

step, the signal to be equalized is passed by the upper block composed of independent parallel Maximum A

Posteriori (MAP) equalizers, which considers the incoming block symbols as the result of convolution with

a one memory channel. Thus, we intentionally consider a mismatched decoding by neglecting the effect of

the residual interference. This is motivated by the power distribution properties of the considered channels.

At the second step, the second block (Feed-back) estimates and generates the interference term taking into

consideration a decision of outgoing symbols of the first block. After generating the remaining interference,
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it is canceled from the incoming signal before feeding to the parallel equalizers. In the third step, the signal

with reduced residual interference will be detected using the parallel MAP equalizers. The detection and

interference cancellation steps are iteratively processed. The three steps are detailed as:

• Interference cancellation step: This steps consists to iteratively mitigate the residual interference. Given

an estimation of ISI term,
[̂
Ii,1, Îi,2, . . . , Îi,N

]
, an estimated interference matrix

[
Î(1)
i , Î(2)

i , . . . , Î(Ntr)
i

]T
is

constructed by using (3.19) (serial-to-parallel processing). Then, the obtained estimated interference

matrix is removed from the parallel received signal
[
y(1)
i ,y(2)

i , . . . ,y(Ntr)
i

]T
as the following:


ỹ(1)
i

ỹ(2)
i
...

ỹ(Ntr)
i

=


y(1)
i

y(2)
i
...

y(Ntr)
i

−


Î(1)
i

Î(2)
i
...

Î(Ntr)
i

 (3.20)

The main objective of this step is enhance the signal-to-noise ratio (SNR) at the input of the forward

block. Indeed, assuming 0 ≤ v̄s ≤ σ2
s is the soft variance of the estimated symbols, the expression of

obtained SNR ratio in decibels after interference cancellation step is given by the following expression:

SNRmin ≤ SNR = 10log10

(
σ2
s .
∑
l∈I
|hi (l.Ts)|2

)
−10log10

(
Var

{
I(ntr)
i,n − Î

(ntr)
i,n

}
+σ2

w

)
≤ SNRmax

Here, it is clear that SNR ratio values are taken between two extreme values SNRmin and SNRmax.

SNRmax corresponds to have Var
{
I(ntr)
i,n − Î

(ntr)
i,n

}
= 0 which is the case with perfect interference cancella-

tion ( i.e. I(ntr)
i,n = Î

(ntr)
i,n ). Whereas, SNRmin corresponds to have Var

{
I(ntr)
i,n − Î

(ntr)
i,n

}
=σ2

s .

L/2∑
l=−L/2
l/∈I

|hi (l.Ts)|2

which is the case without considering interference cancellation step (i.e. Î
(ntr)
i,n = 0).

• Mismatch parallel trellis-based equalization step (forward block): This steps corresponds to the parallel

MAP-based detection. To do it, the considered observation model is expressed as:


ỹ(1)
i

ỹ(2)
i
...

ỹ(Ntr)
i

=


z

(1)
i,1 z

(1)
i,2 . . . z

(1)
i,Q

z
(2)
i,1 z

(2)
i,2 . . . z

(2)
i,Q

...
...

. . .
...

z
(Ntr)
i,1 z

(Ntr)
i,2 . . . z

(Ntr)
i,Q

+




I(1)
i

I(2)
i
...

I(Ntr)
i

−


Î(1)
i

Î(2)
i
...

Î(Ntr)
i


+


w(1)

w(2)

...

w(Ntr)

 (3.21)

Based on this observation model, a BCJR algorithm is performed in each parallel trellis. The considered

branch metric, µi,n is expressed as follows:

µi,n =
∣∣∣ỹ(ntr)
i,n − [hi (0) . Cm+hi (Ntr.Ts) . Cm′ ]

∣∣∣2 (3.22)

The α-values and β-values denote the state-probabilities. Their expressions are initially given in (2.31)
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and are recursively determinated by using the following expressions:

αn (m) =
M∑

m′=1
αn−1

(
m′
)
.
∑
x∈χ

γn
(
m′,m,x

)
=

M∑
m′=1

αn−1
(
m′
)
. γn

(
m′,m,Cm

)
(3.23)

βn (m) =
M∑

m′=1
βn+1

(
m′
)
.
∑
x∈χ

γn
(
m,m′,x

)
=

M∑
m′=1

βn+1
(
m′
)
. γn

(
m′,m,Cm

)
(3.24)

where γn (m′,m,x) is the transition probability initially defined in (2.28). Furthermore, By assuming

that the interference term I(ntr)
i,n − Î

(ntr)
i,n in (3.21), varies according a centered Gaussian distribution with

variance equal to κ, a final expression of the transition probability is given by:

γn
(
m′,m,x

)
=


γn(m′,m,Cm) = Pr

(
s
(ntr)
i,n = Cm|Lina (ci)

)
. 1
π (σ2

w+κ) . exp
(
− µi,n
σ2
w+κ

)
if x= Cm

0 if x 6= Cm.
(3.25)

The BCJR algorithm takes in input an a priori information vector of log2(M)×N bit LLRs, Lina (ci) =[
Lina (ci,1) ,Lina (ci,2) , . . . ,Lina

(
ci,log2(M)×N

)]T to calculate an a priori probability of the transmit data

symbols {si,n} 1 ≤ n ≤ N . By assuming
[
u

(m)
1 ,u

(m)
2 , . . . ,u

(m)
log2(M)

]
is the transmit bit sequence corre-

sponding to si,n = Cm, the a priori symbol probability is calculated as:

Pr
(
si,n = Cm|Lina (ci)

)
=

log2(M)∏
q=1

exp
(
−u(m)

q ×Lina
(
ci,q+(n−1)×log2(M)

))
1 + exp

(
−Lina

(
ci,q+(n−1)×log2(M)

)) (3.26)

In (3.25), Pr
(
s
(ntr)
i,n = Cm|Lina (ci)

)
denotes the a priori probability and is calculated as:

Pr
(
s
(ntr)
i,n = Cm|Lina (ci)

)
= Pr

(
si,ntr+(n−1)×Ntr = Cm|Lina (ci)

)
(3.27)

In each parallel trellis, the BCJR algorithm operates on a trellis. Here, the considered channel is a one-

memory channel. For this particular case, it is shown in (2.35) that the calculation of the a posteriori

symbol probability is reduced to a simple multiplication of α-values and β-values or also, more simply,

an addition of α-values and β-values when we consider log-BCJR algorithm:

Pr
(
s
(ntr)
i,n = Cm, ỹ(ntr)

i

)
= αn (m) .βn (m) (3.28)

At the output of each parallel MAP-based detection, an a postoriori bit LLR vector, denoted by[
LLR(ntr)

1 ,LLR(ntr)
2 , . . . ,LLR(ntr)

log2(M)×Q

]
, is generated. Each LLR bit component is calculated as fol-

lows:

LLR(ntr)
k+(q−1)×log2(M) = log



∑
m∈U0

k

Pr
(
s
(ntr)
i,q = Cm, ỹ(ntr)

i

)
∑
m∈U1

k

Pr
(
s
(ntr)
i,q = Cm, ỹ(ntr)

i

)
 (3.29)

The two sets of the constellation indexes U0
k and U1

k correspond to have respectively 0 and 1 entries at

the k-th index position of constellation bits and verifying,

U0
k ∪U1

k = {1,2, . . . ,M} ; U0
k ∩U1

k =� (3.30)
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By considering all parallel MAP-based detectors, an a postoriori LLR bit matrix, APP, is obtained as

follows:

APP =


LLR(1)

1 LLR(1)
2 . . . LLR(1)

log2(M)×Q

LLR(2)
i,1 LLR(2)

2 . . . LLR(2)
log2(M)×Q

...
...

. . .
...

LLR(Ntr)
1 LLR(Ntr)

2 . . . LLR(Ntr)
log2(M)×Q

 (3.31)

Finally, by applying a parallel-to-serial process, a total a postoriori bit LLR vector is constructed. This

a posteriori information is denoted Louta (ci) and is written as:

Louta (ci) =
[
Louta (ci,1) ,Louta (ci,2) , . . . ,Louta

(
ci,log2(M)×N

)]T (3.32)

• Update interference sequence step (backward block): This step consists to generate an updated estimation

of residual interference sequence denoted by
[̂
Ii,1, Îi,2, . . . , Îi,N

]
. This estimation will be associated to an

error soft variance κ calculated from Louta (ci).

Given Louta (ci), a soft mapper (see Figures 3.4 and 3.5) is able to compute an a posteriori probability

of the transmit data symbols {si,n} 1≤ n≤N by using the following expression:

Pr(si,n = Cm,yi) =
log2(M)∏
q=1

exp
(
−u(m)

q ×Louta

(
ci,q+(n−1)×log2(M)

))
1 + exp

(
−Louta

(
ci,q+(n−1)×log2(M)

)) (3.33)

At the output of soft mapping, a mean symbol vector s̄i = [s̄i,1, s̄i,2, . . . , s̄i,N ] and a soft symbol variance

v̄s are derived as follows:

s̄i,n =
M∑
m=1

Pr(si,n = Cm,yi)×Cm

v̄s = 1
N

N∑
n=1

[
M∑
m=1

Pr(si,n = Cm,yi)×|Cm− s̄i,n|2
]

(3.34)

The soft symbol variance v̄s is re-injected into the forward for updating transition probabilities. Whereas,

the mean symbol vector s̄i is re-used by the backward block to estimate an interference sequence of

N symbols (block-based interference estimation),
[̂
Ii,1, Îi,2, . . . , Îi,N

]
. Each interference element Îi,n is

calculated as follows:

Îi,n =
L/2∑

l=−L/2
l/∈I

hi (l.Ts) s̄i,n−l for 1≤ n≤N (3.35)

In each «self-iterations», the estimate interference is removed from received data sequence. Thus, the

variance of the residual interference is updated. Under assumption of zero-mean interference term, the

new value of residual interference variance is calculated as:

κ= Var
{
I(ntr)
i,n − Î

(ntr)
i,n

}
= Var

{
Ii,n− Îi,n

}
= E

{∣∣∣Ii,n− Îi,n
∣∣∣2}= v̄s.

L/2∑
l=−L/2
l/∈I

|hi (l.Ts)|2 (3.36)
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Finally, at the end of Ns-i «self-iterations», the equalization structure generates an extrinsic LLR vector

Loute (ci) calculated as:

Loute (ci) = Louta (ci)−Lina (ci) (3.37)

To conclude, by Considering this proposed channel equalization structure, we can verify that the corresponding

computational complexity is significantly reduced. Indeed, comparing to the classical full-state MAP-based

equalization, the overall complexity is reduced from O
(
|χ|L

)
to O

(
Ns-i×Ntr×|χ|L2

)
, where L2 + 1 is the

number of powerful coefficients. In aeronautical channel case, there are only two powerful coefficients or also

L2 = 1. So, the computational complexity for the aeronautical channel is given by:

Complexity =O (Ns-i×Ntr×|χ|)�O
(
|χ|L

)
(3.38)

As a result, one can remark that the complexity of equalization becomes linear with the modulation order M .

Thus, it possible to set up a digital communication systems employing high-order modulation schemes.

Finally, we note that it is common to use parallel trellis based detection algorithms for sparse channels with

equally spaced coefficients. The main contribution of the proposed structure is that it can offer a reduced

hardware complexity for easy implementation. Indeed, for the proposed structure the parallel MAP detectors

not only use the same trellis but also operate independently of each other. Which is not the case for other

proposed structures [71, 88].

3.2.3.3 Aeronautical channel in FTN signaling: Proposed reduced complexity MAP-based
channel equalization structure (Equalization Structure (I))

For the FTN signaling, the equivalent baseband channel is no longer sparse and is its shape is presented in

Figure 3.3. As can can see, the ISI channels presents some powerful centered coefficients and others low-powered

coefficients. For this kind of channels, no parallel processing is possible and the proposed structure, «Structure

II», becomes non suitable to equalize this channel. In addition, the main weakness of these channels is that they

have a large memory length and taking into account a complete MAP equalization is a serious problem in terms

of computational complexity. In order to perform an efficient channel equalization process with a reasonable

computational complexity, a new sub-optimal but efficient equalization structure is proposed to equalize this

type of channels. The proposed structure uses a trellis-based MAP detection and is previously presented in

Figure 3.4. For this structure, we can consider two possible models: Forney′s model and Ungerboeck′s model.

Forney′s model: We recall that Forney′s model is referred to a white-noise model. In FTN signaling i.e.

Ts <Th, the noise variables {wc[n]} are still Gaussian, but are colored (See Equation (3.12)). Therefore,

a MAP-based symbol detection considering as a starting point the samples {yi,n}, given in Equation

(3.8), without taking into account the noise correlation, is a highly suboptimal detection. If spectral

factorization is allowed, one can resort to the Forney′s model by applying a whitening filter. Then,

in order to reduce the complexity at the receiver, we propose to use the proposed equalization struc-

ture, presented in Figure 3.4, to reduce the computational complexity at the receiver. Otherwise, if
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spectral factorization is not possible, the Forney′s model is not available and one can resort to the

Ungerboeck′s model applied to the proposed equalization structure.

Ungerboeck′s model: The observation model as given in (3.8) can not be used directly for Ungerboeck′s model.

To overcome this problem, it is essential to consider another observation model with a symmetric channel.

This new considered observation model is given as:

ỹi,n =
∑
k

h∗a ((k−n).Ts) yi,k ≈
+L∑
l=−L

h̃i (l.Ts) si,n−l+ w̃c[n] for 1≤ n≤N (3.39)

where w̃c[n] =
∑
k

h∗a ((k−n).Ts) wc[k] is an additive Gaussian noise and h̃i (τ) is a continuous-time

symmetric channel expressed as:

h̃i (τ) = hi (τ)∗h∗a(−τ) = {(ALOS +ai,1) g(τ) +ai,2 g(τ − τ2)}∗
{(

ALOS +a∗i,1
)
δ(τ) +a∗i,2 δ(τ + τ2)

}
=
(
|ALOS +ai,1|2 + |ai,2|2

)
g(τ) +ALOS

{
a∗i,1 ai,2 g(τ − τ2) +ai,1 a

∗
i,2 g(τ + τ2)

}
(3.40)

An example of channel impulse response of the new considered symmetric channel is shown in Figure

3.6.
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Figure 3.6: Symmetric CIR in FTN signaling (ν = 0.7)

The new observation model, given in Equation (3.39), represents a sufficient statistic and can thus be

used for an optimal detection [125]. In this case, the branch metric, µi,n, is derived as the following:

µi,n =−2. <
{
s∗i,n.

(
ỹi,n−

L∑
l=1

h̃i (l.Ts) si,n−l

)}
+ h̃i (0) . |si,n|2 (3.41)

The new considered symmetric channel expressed in (3.40) and shown in Figure 3.6, having an Exponential-

Decay PDPs. Thus, one may resort to the proposed equalization structure presented in Figure 3.4. In
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this case, the branch metric, given in (3.41), becomes:

µi,n =−2. <
{
s∗i,n.

[(
ỹi,n− Îi,n

)
−

L1∑
l=1

h̃i (l.Ts) si,n−l

]}
+ h̃i (0) . |si,n|2 (3.42)

where Îi =
[̂
Ii,1, Îi,2, . . . , Îi,N

]T
, is the obtained interference in each «self-iteration». Each interference

element Îi,n is calculated as follows:

Îi,n =
∑
|l|>L1

h̃i (l.Ts) s̄i,n−l for 1≤ n≤N (3.43)

In each «self-iteration», the estimate interference is removed from received data sequence. Thus, the

variance of the residual interference is updated. Under assumption of zero-mean interference term, the

new value of residual interference variance is calculated as:

κ= Var
{
Ii,n− Îi,n

}
= E

{∣∣∣Ii,n− Îi,n
∣∣∣2}= v̄s.

∑
|l|>L1

∣∣∣h̃i (l.Ts)∣∣∣2 (3.44)

Furthermore, we assume that residual interference term varies according to zero-mean Gaussian distri-

bution with variance equal to κ. The variance κ and the branch metric µi,n are used to calculate the

transition probability for the BCJR algorithm implemented in the forward block. Note that in particular

case when the memory length is equal to 1 i.e. L1 = 1, the expression of the transition probability is

given in (3.25).

It is important to note that Forney′s model can be also considered for the new observation model, shown in

(3.39), when spectral factorization is allowed.

Proposed reduced-complexity MAP-based qualization structure: Structure (I) For the proposed

equalization structure (I) presented in Figure 3.4, we are interested in a special class of ISI channels: ISI

channels with exponential-decay PDPs. For this kind of channels, we give a sufficient condition that insures

that the impulse response of a channel is of exponential-decay power delay profile (PDP). Assuming an ISI

channel with memory length L, the condition is that the power spectral density of the L1 + 1 paths with

indexes ∈ I = {−L1/2;−L1/2 + 1; . . . ;L1/2−1;L1/2} be larger than the other L−L1 subsequent paths where

L1 ≤ L is a positive integer. Establishing a lower bound to the first path energy, this condition is more likely

to be met if transmitter and receiver are in line-of-sight. As a particular case, for low values of L1, the channel

is a assumed be a minimum-phase channel [20].

Based on the same principle as presented for the equalization structure (II), the proposed equalized (I) exploits

the particular form of the ISI channel in order to reduce the computational complexity of the receiver. Based

on the particular form of the ISI channel, we propose « Structure (I) » to be suitable for ISI channels with

exponential-decay PDPs or also for non-sparse ISI channels. This structure contains two block DFE-like

structures: a forward block and backward block. The forward block is a detection block and considers only the

central powerful channel coefficients. Whereas the backward block consists of removing instances of interference

that are linked to others neglected non-central paths. The proposed structure is presented in Figure 3.4.
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In this structure, the residual interference term is iteratively mitigated by considering block-based interference

estimation based on hard/soft outputs from forward block. For forward block, a MAP-based equalization is

considered. This block is matched to channels presenting only L1 + 1 paths (memory length of L1) and is

mainly associated to a mismatch process.

The proposed equalization structure is able to reduce the overall complexity compared to the full-state BCJR

equalization. The computational complexity is assumed to be:

Complexity =O
(
Ns-i×|χ|L1

)
�O

(
|χ|L

)
(3.45)

Furthermore, the proposed equalization structure can achieve a good trade-off between computational com-

plexity and simplicity of design.

3.2.4 Symbol detection: simulation results

In this section we study the performance of transmit symbol detection for the uncoded case. For the forward

link, the aeronautical channel is characterized by a C/M factor almost taking a values between 5 dB and 40

dB. We recall that C/M values are also proportional to ε values.

For the simulation results, we consider QPSK (Quadrature Phase-Shift Keying) and 8-PSK (Phase-Shift

Keying) modulations. At transmitter, the considered shaping filter is RRC with β = 0.20. At the UAV/aircraft

receiver, we assume a perfect channel estimation.

For SC waveform, we proposed two equalization structures (I) and (II). The first one is suitable to sparse

channels which is the case in Nyquist signaling. However, the second structure is designed for non-sparse

channels and it is used for the FTN case. In order to reduce the complexity of the receiver, we consider

a memory length of 1 for the two equalization structures and thus we can deduce that the computational

complexity is heavily reduced. The two proposed equalization structure contains two blocks: a forward block

and a backward block. The forward block forms tentative symbol decisions with a MAP criterion considering

a mismatch truncated channel response. Whereas, the backward block is used thereafter to reduce the channel

response to the desired truncated channel used in the forward block.

For simulation results, we study system performance in terms of BER (Bit Error Rate) for QPSK and 8-PSK

modulations in Nyquist and FTN signaling.

For the uncoded case, we assume using MAP-based equalization with zero a priori

i.e. Pr
(
si,n = Cm|Lina (ci)

)
= 1/M . After a few number of «self-iterations», the estimated transmit symbol is

determinated as the most likely symbol as follows:

x̂i,n = argmax
Cm∈χ

Pr(si,n = Cm,yi) 1≤ n≤N (3.46)

Scenario with high values of C/M: In this scenario we assume that C/M values taking a values grater

than 20 dB which correspond to ε≥ 25◦ and thus we can verify that we have Ntr ≥ 4. For this range of C/M

values, it is assumed that the channel is not very selective. This particular case is studied for the worst case

corresponding to C/M=20 dB. We note that all simulations results still valid for C/M≥ 20 dB.
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• Case of Nyquist signaling In Nyquist signaling, it is shown that the equivalent baseband channel has a

sparse form. This particular form is exploited to reduce the complexity of the receiver when considering

MAP-based symbol detection. The considered equalization structure is «Structure (II)». In this struc-

ture, the forward block contains a finite number of independent and parallel trellis. It is shown in (3.15)

that the number of considered trellis, Ntr, is proportional to the delay τ2 and the elevation angle ε as:

Ntr =
⌈
τ2
Ts

⌉
=
⌈

2.Ha.sinε
3.108.Th

⌉
(3.47)

By considering «Structure (II)», uncoded BER performance considering BPSK and 8-PSK modulations

are presented in Figure 3.7. For solid curves, we assume a simple parallel MAP equalizer i.e we only

consider the forward block. The dashed curves represent the case where residual interference is perfectly

removed by the backward block (perfect feedback case). It can be seen that we are achieving the perfect

feedback case for QPSK modulation. The same kind of results are observed for 8-PSK modulation. For

lower modulation order, such as QPSK and 8-PSK, these results are expected because of the low power

of the residual interference term. In fact, in High C/M values, the residual interference can be neglected.

As a consequence, in order to have a low-complexity system it would be better to use an equalizer without

a feedback block. The residual interference being low-powered, it does not have a visible effect on the

performance of the uncoded QPSK and 8-PSK modulation. It is important to note that this result is

not valid for higher order modulations such as 16-APSK and 32-APSK modulations.

Equalization structure = Structure II
Forward block: channel memory = 1
Number of independent parallel trellis = 4
Without considering backward block

BER with Ricean fading distribution

Figure 3.7: Scenario with high ratio C/M: Uncoded BER performances vs. Eb/N0 in dB with using the
proposed equalization structure (II) for QPSK/8-PSK modulation in Nyquist signaling. The considered C/M
value is equal to 20 dB and Rc = 1/2.
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• Case of FTN signaling

Scenario with low values of C/M: The scenario is characterized by low values of elevation angle between

6◦ and 12◦ which corresponds also to low values of C/M taken between 5 dB and 10 dB. In this range, the

S2A channel is supposed to be very selective.

• Case of Nyquist signaling:

Figure 3.8: Scenario with low ratio C/M: Uncoded BER performances vs. Eb/N0 in dB with using the
proposed equalization structure (II) for 8-PSK modulation in Nyquist signaling. The considered C/M value is
equal to 5 dB and Rc = 1/2.

In Figure 3.8, we present the performance in terms of BER for an uncoded 8-PSK modulation. Perfor-

mance shown by the blue curve represents the unequalized case. For the red curves, we assume a simple

parallel MAP equalizer (mismatched decoder). As we can see, all simulation results are lower bounded

by the case with Rice fading distribution shown in black curve.

For the equalized case (shown in red curves), we present the effect of the number of «self-iterations»

on the BER performances. To do it, we consider three numbers of «self-iterations» : Ns-i = 0 (without

backward bloc), Ns-i = 5 and Ns-i = 10. As a result, It can be seen that uncoded BER performances

increase with the number of «self-iterations». The higher the number of «self-iterations», the better are

the uncoded BER performance. Indeed, the add of a feedback block allows us to iteratively mitigate

the effects of residual interference after a finite number of «self-iterations» and thus enhance system
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performances. However, This performance gain is done at the expense of additional complexity at the

receiver.

To conclude, for low values of C/M ratio, the residual interference term can not be neglected and thus

it is essential add a feedback block to iteratively mitigate the effects of residual interference after a

finite number of «self-iterations». Referring to simulation results, considering only a number of 5 «self-

iterations» appears sufficient to achieve a good trade-off between performance and complexity. Note that

for the case of an QPSK modulation, the same kinds of results are observed.

• Case of FTN signaling: In FTN signaling, the equivalent baseband channel is no longer sparse. That’s

why another equalization structure is designed to equalize receive signals. The considered equalization

structure is «Structure (I)».

Equalization structure = Structure I
Forward block : channel memory = 1
Using Ungerboeck's model

Figure 3.9: Scenario with high ratio C/M: Uncoded BER performances vs. Eb/N0 in dB with using the
proposed equalization structure (I) for 8-PSK modulation in FTN signaling. The considered C/M is equal to
15 dB and Rc = 1/2.

As for «Structure (II)», the proposed equalization structure contains a forward block and a backward

block. In order to reduce the computational complexity of the forward block, we consider a channel

memory of 1. Furthermore, we assume a trellis-based detection using Ungerboeck model.

In Figure 3.9, we present the performance in terms of BER for an uncoded 8-PSK modulation. As we

can see, despite the high values of C/M and the low modulation order, the residual interference term can

not be neglected in the case of FTN signaling. Indeed, without considering backward block, simulations

results show that BER performances are heavily decreased compared to the case with perfect feedback

(dashed curve).

In order to enhance BER performance, a backward block is considered to mitigate the effects of residual

interference in few «self-iterations». In the same Figure 3.9, we present the effect of the number of
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«self-iterations» on the BER performances. For simulation results, we consider two numbers of «self-

iterations» : 5 and 10. As a result, It can be seen that uncoded BER performances decrease with

the number of «self-iterations». The higher the number of «self-iterations», the better are the uncoded

BER performance. However, This performance gain is done at the expense of additional complexity

at the receiver. Considering only a number of 5 «self-iterations», can achieve a good trade-off between

performance and complexity.

3.2.5 Proposed Position based time-domain channel estimation:

In this Section, we investigate on some efficient channel estimation methods for discrete equivalent baseband

channel. The proposed methods exploit both the particular form of the channel impulse response and a priori

knowledge of some parameters (mainly delays) that can be inferred from geometrical considerations based

on geolocation. The first estimation method is based on a parametric multipath channel model while the

second tries to exploit the relative sparsity of the channel impulse response. In both cases, this reduces the

number of variables to be estimated and provides better performance compared to a direct classical least-

square estimation of the discrete equivalent channel impulse response.

In wireless communication systems, the estimation of the channel impulse response is necessary for the coherent

demodulation. For this, it is common to introduce training sequences in the transmitted signal[114][28]. In own

case, we consider pilot-aided channel estimation methods. For SC waveform, the considered pilot-observation

model is given in (3.9). Whereas, for EW SC-OFDM, the corresponding pilot-observation model is given by

(3.70). When estimating directly the equivalent discrete baseband channel impulse response, the use of the

maximum likelihood (ML) criterion leads to an optimal solution. However, this estimation process can be

very complex due to the memory channel which is generally high. Fortunately, if the observation model is a

white-noise model, using simple Least-square criterion is sufficient to avoid high complexity ML-based channel

estimation without loss of performance.

3.2.5.1 UAV/aircraft position assumption

Taking into account the geometrical properties of the scene, it is possible to estimate τ2 if some a priori

information on the position of the aircraft is available, which can be achieved by using some geolocation

techniques. An estimate of τ2 can be calculated from the knowledge of the elevation angle ε between the

UAV/aircraft and a GEO satellite. Indeed, refer to Equation (1.20), an expression of the delay τ2 is:

τ2 = 2.Ha.sinε
3.108 (3.48)

By using GPS measurements [68], the value of the elevation angle ε can be calculated from geolocation data

or GPS coordinates such as the longitude, the latitude and the altitude. Let (Ψa,ϕa,Ha) and (Ψs,ϕs,Hs) are

the latitude, the longitude and the altitude of an UAV/aircraft and a GEO satellite, respectively. According

to the geometry of satellite and aircraft and referring to (1.25), the elevation angle ε between them can be
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expressed as:

ε= arctan
{
$− Re+Ha

Re+Hs√
1−$2

}
with $ = cos(Ψa)cos(Ψs)cos(ϕs−ϕa) + sin(Ψa)sin(Ψs) (3.49)

where Re = 6371 km being the radius of the earth. The GEO satellite coordinates (Ψs,ϕs,Hs) can be assumed

well known at the UAV receiver. Given an accurate estimation of UAV/aircraft coordinates (Ψa,ϕa,Ha) with

a position error less than 15 m, we assume that the value of the elevation angle ε is perfectly known at the

receiver.

3.2.5.2 Case of Nyquist signaling

In Nyquist signaling, the additive noise is Gaussian and white and thus the pilot-observation model given in

(3.9) is a white-Gaussian model. In the presence of white-Gaussian noise (AWGN), ML estimation becomes

equivalent to the least square criterion (LS) [28] and reaches the Cramer-Rao bound (CRB)[8]. Under some

considerations, improvements can be achieved if one are able to perform joint estimation of both attenuations

and delays of the continuous impulse response which is generally practically achieved through an iterative

estimation procedure [113]. These methods are based on a explicit multipath parametric model. However, in

some transmission systems, such as aeronautical communication systems, some parameters for the continuous

channel can be determined in a very accurate manner, such as the delays of the different paths, based on some

geometrical considerations from geolocation techniques[119]. This extra a priori allows us to further reduce

the unknown of our system and leads to more efficient multipath parametric based estimation methods. Only

the attenuation coefficients of the multipath channel will be estimated. This has to be compared with the

classical estimation of all taps of the discrete equivalent channel as usually done. Other features could be

exploited such as the sparsity of the channel [19].

As shown in Figure 3.10, the impulse response of the equivalent channel presents some powerful coefficients

and the others are negligible. The impulse channel response can be considered as «sparse». The estimation

method proposed in [19] can be considered. In [19] a position vector is considered and will be estimated through

an iterative process. Taking in account the perfect knowledge of the delay τ2, the position vector is fully known

at the receiver and thus the channel estimation can be significantly improved. However, the method proposed

by [19] imposes a channel model in which the secondary paths are of zero power. Unfortunately, this is not the

case for the aeronautical channel i.e. the secondary paths are negligible but not zero. Because of this mismatch

model, the choice of sparse channel estimation method, is not the best strategy. Therefore, in this section, we

are interested in channel estimation methods based on an explicit multipath parametric (MP) model, which

presents a better strategy.

By applying parametric multipath model, we propose simple but efficient channel estimation methods that

benefit from a known position of the UAV/aircraft receiver. The proposed methods exploit both the particular

form of the channel impulse response and a priori knowledge of some parameters (mainly delays) that can

be inferred from geometrical considerations based on geolocalization. The first estimation method is based on

a parametric multipath channel model while the second method tries to exploit the relative sparsity of the
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Figure 3.10: CIR in Nyquist signaling (ν = 1)

channel impulse response. In both cases, this reduces the number of variables to be estimated and provides

better performance compared to a direct classical least-square estimation of the discrete equivalent channel

impulse response.

By considering mutipath parametric (MP) model as given in Section 2.3.4.1, the channel impulse response

can be written in this matrix form:

hi = G. ai (3.50)

with,

G =


g (−Ts.L/2) g (−Ts.L/2− τ2)

g (Ts.(−L/2 + 1)) g (Ts.(−L/2 + 1)− τ2)
...

...

g (Ts.L/2) g (Ts.L/2− τ2)

 and ai =
[
ALOS +ai,1

ai,2

]
(3.51)

Without a priori knowledge of the delay τ2, such estimation method, based on a explicit multipath para-

metric model, should be able to perform joint estimation of both attenuation vector ai and delay vector

τ = [τ0, τ2]T through an iterative estimation procedure [113]. If it is possible to set up this joint estimation,
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the MSE for the structured mutipath LS estimator (SMP-LSE) is lower bounded by (see Equation (2.58)):

MSE
(
ĥSMP-LSE
i

)
≥ tr{CRB}= tr

{
G CRB(ai) GH

}
+

tr
{(

G.
[
SH .S

]−1
.SH .X.V+V

)
CRB(τ)

(
G.
[
SH .S

]−1
.SH .X.V+V

)H}
(3.52)

where CRB(ai) and CRB(τ) are respectively the Cramer-Rao Bound of the attenuation vector ai and the

delay vector τ . The matrices S = X. G and V = Ġ.diag(ai) are initially defined in Equation (2.58). The

matrix Ġ is a differential matrix having the same size as the G matrix (see Equation (2.59)).

Referring to Equation (3.52), it is clearly shown that channel estimation is highly penalized when the de-

lay vector τ is non-perfectly estimated. However, in perfect knowledge of the delay vector τ = [τ0, τ2]T i.e.

CRB(τ) = 0, channel estimation can be significantly improved and a new lower bound can be achieved:

MSE
(
ĥSMP-LSE
i

)
≥ tr

{
G CRB(ai) GH

}
(3.53)

Fortunately, in the case of aeronautical communication, the delay vector can be perfectly estimated thanks

to geometrical considerations. Indeed, given an accurate estimation of UAV/aircraft coordinates (Ψa,ϕa,Ha),

the delay τ2 is fully known at the receiver by substituting (3.49) in (3.48). Additionally, all delays are measured

relative to the first detectable signal at the receiver at τ0 = 0.

Thanks to the perfect knowledge of the delay vector, one can reach the lower Cramer-Rao bound without

the need for considering joint estimation. Only a simple LS estimation is enough. Indeed, by knowing the

delays τ0 and τ2, to estimate the channel impulse response is equivalent to estimate the attenuation vector ai.

Given the noise is AWGN, considering LS estimation is equivalent to considering optimal ML estimation. In

this case, an estimate of the discrete equivalent baseband channel can be done in two steps as follows [96, 101]:

Step 1: LS estimation of attenuation vector: âLSi =
(
SH . S

)−1
. SH . yp

i with S = X. G

Step 2: Channel reconstruction using multipath parametric (MP) model: ĥSMP-LSE
i = G âi

by considering this channel estimation method, one can reach the Cramer-Rao bound expressed in Equation

(3.53):

MSE
(
ĥSMP-LSE
i

)
= tr

{
G CRB(ai) GH

}
=
σ2
w. tr

{[
GHG

]−1 GHG
}

σ2
p. (Np−L) = 1

Np−L
.

2
(Es/N0) (3.54)

Compared to the classical unstructured LS estimator (U-LSE), the proposed structured multipath LS estimator

(SMP-LSE) can offer a significant gain in terms of MSE. Indeed, the obtained MSE for the unstructured LS

estimator is initially derived in Equation (2.50):

MSE
(
ĥU-LSE
i

)
= tr

{
σ2
w.
(
XH .X

)−1
}

= σ2
w. (L+ 1)

σ2
p. (Np−L) = σ2

w. (L+ 1)
σ2
s . (Np−L) = 1

Np−L
.

L+ 1
(Es/N0) (3.55)

By comparing the two MSE equations given in (3.54) and (3.55), the obtained gain is calculated as the

following:

Gain [dB] = 10. log10

 MSE
(
ĥU-LSE
i

)
MSE

(
ĥSMP-LSE
i

)
= 10. log10

(
L+ 1

2

)
(3.56)
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Assuming a memory length L= 21, one can obtain a gain of 11 dB.

For different values of Es/N0, table 3.2 gives some values of MSE for both unstructured and structured LS

estimation methods.

ε= 10◦ ε= 30◦ ε= 50◦ ε= 70◦
Memory length L 20 21 22 22

Number pilot symbols Np 24 24 24 24
Classical unstructured LS estimator Es/N0=5 dB 1.6602 2.319 3.6366 3.6366
MSE

(
ĥU-LSE
i

)
Es/N0=10 dB 0.5250 0.7333 1.15 1.15
Es/N0=15 dB 0.1660 0.2319 0.3637 0.3637

Proposed structured multipath LS Es/N0=5 dB 0.1581 0.1581 0.1581 0.1581
estimator (SMP-LSE) exploiting a priori Es/N0=10 dB 0.05 0.05 0.05 0.05
UAV/aircraft position MSE

(
ĥSMP-LSE
i

)
Es/N0=15 dB 0.0158 0.0158 0.0158 0.0158

Table 3.2: Simulation parameters & simulation results of proposed channel estimation method in the case of
Nyquist signaling for SC waveform

3.2.5.3 Case of Faster-than-Nyquist (FTN) signaling

In the case of FTN signaling, the equivalent baseband channel seems to be a selective channel presenting many

non-negligible "taps". For instance, in the case of β = 0.25 and ν = 0.7, Figure 3.11 presents an example of the

obtained equivalent baseband channel.

For FTN signaling using the pilot-observation model (3.9), the additive noise is still Gaussian but colored.

The considered correlation matrix is noted Λ and expressed in (2.43) as:

Λ =



g(0) g(Ts) g(2.Ts) . . . . . . g([Np−L].Ts)

g(Ts) g(0) g(Ts)
. . .

...

g(2.Ts) g(Ts)
. . .

. . .
. . .

...
...

. . .
. . .

. . . g(Ts) g(2.Ts)
...

. . . g(Ts) g(0) g(Ts)
g([Np−L].Ts) . . . . . . g(2.Ts) g(Ts) g(0)


(3.57)

In this case LS estimation method is a sub-optimal solution. That’s why, we consider ML-based channel

estimation methods. Again, considering mutipath parametric (MP) model, it is possible to enhance channel

estimation performance. Indeed, with assuming a perfect estimation of the delay τ2, we improve the estimate

accuracy by reducing the set of unknown parameters. In fact, instead of estimating all channel coefficients, it

is sufficient to estimate only the attenuation vector ai.

Assuming that the correlation matrix Λ is invertible and considering the MP model given in (3.50), an

estimation of the attenuation vector, ai, according to ML criterion is given as follows:

âML
i =

(
SH .Λ−1.S

)−1
.SH .Λ−1.yp

i (3.58)
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Figure 3.11: CIR in Fast-Than-Nyquist (FTN) signaling (ν = 0.7)

Then, an estimate of the channel impulse response hi can be deduced by using MP model (channel recon-

struction):

ĥSMP-MLE
i = G âML

i (3.59)

Thus, an estimate of the discrete equivalent baseband channel can be done in two steps as follows:Step 1: ML estimation of attenuation vector: âML
i =

(
SH .Λ−1.S

)−1
.SH .Λ−1.yp

i with S = X. G

Step 2: Channel reconstruction using multipath parametric (MP) model: ĥSMP-LSE
i = G. âML

i

by considering this channel estimation method, one can reach its corresponding Cramer-Rao bound as follows:

MSE
(
ĥSMP-MLE
i

)
= tr{CRB}= tr

{
G. CRB(ai) . GH

}
(3.60)

with CRB(ai) denotes the Cramer-Rao bound of the attenuation vector estimation at it is expressed as:

CRB(ai) = σ2
w.
(
SH .Λ−1.S

)−1
= σ2

w.
(
GH . XH . Λ−1. X. G

)−1
(3.61)
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By substituting (3.60) in (3.61), the expression of the MSE is done as

MSE
(
ĥSMP-MLE
i

)
= σ2

w. tr
{(

GH . XH .Λ−1.X.G
)−1

. GH . G
}

(3.62)

Compared to the classical unstructured ML estimator (U-MLE), we can verify that the proposed structured

multipath ML estimator (SMP-MLE) can offer a significant gain in terms of MSE. The obtained MSE for the

unstructured ML estimator is initially derived in Equation (2.48):

MSE
(
ĥU-MLE
i

)
= σ2

w. tr
{(

XH .Λ−1.X
)−1

}
(3.63)

Figure 3.12 shows that proposed U-MLE channel estimation method reaches the lower Cramer-Rao bound

(CRB). Moreover, it is shown that for each value of ν, a new CRB is obtained. Also, we can see that MSE

performance increase with ν values. For instance, compared to the classical unstructured ML estimation, we

can have a gain of 14 dB for ν = 1 and a gain of 10 dB for ν = 0.4 for the same simulation parameters.

0 2 4 6 8 10 12 14 16 18 20 22
Es/N0(dB)

10-3

10-2

10-1

100

M
S
E

MSE: U-LSE
CRB (U-LSE)
MSE: SMP-LSE
CRB (SMP-LSE)

ν ∈ {1; 0.7; 0.4}

ν = 1: Gain ≈ 14 dB

ν = 0.4: Gain ≈ 10 dB

Increasing ν

ν ∈ {1; 0.7; 0.4}

Figure 3.12: MSE and Cramer-Rao bound for proposed channel estimation method compared to the classical
unstructured LS estimation method. Np = 52 and L= 27
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3.3 EW SC-OFDM waveform

In this Section, we are interested in EW SC-OFDM waveform. Based on the expression of received symbols

(data symbols and training symbols) initially given in Equations (2.78) and (2.79), this section aims to give

the corresponding system model in the case of aeronautical channel and especially for the forward link. The

objective of this Section is to study the system performances with considering frequency-domain channel

estimation and channel equalization methods.

3.3.1 Expression of frequency response of the satellite-to-aircraft (S2A) channel

By assuming a frame-based communication and supposing that frame duration does not exceed the coherence

time, Tc, of the propagation channel. The expression of the A2S channel is given in (3.5) as:

ha(t,τ)≈ ha(τ) = (ALOS +ai,1) δ(τ) +ai,2 δ(τ − τ2) (3.64)

The frequency response of S2A channel in each frequency indexes 1≤ n≤N1 is given by:

Ha (n) = (ALOS +ai,1) +ai,2. exp(−2πjfnτ̄2) for 1≤ n≤N1 (3.65)

where fn is the n-th frequency element and τ̄2 = Lc× (Ts/Fs). The positive integer Lc denotes the memory

size of the discrete-time response of ha(τ) which is calculated as:

Lc =
⌈

τ2
Ts/Fs

⌉
where d(.)e stands for the integer part of (.). (3.66)

Note that we consider zero-centered frequency elements {fn}. Each one is expressed as:

fn = 1
Ts/Fs

.

(
n−1
N1
− 1

2

)
for 1≤ n≤N1 (3.67)

with Fs ≥ 1+β denotes the considered over-sampling factor and N1 =N×Fs is the total number of frequency

elements.

By considering the expression of the frequency response of the S2A channel given in (3.65), a close expression

for square of absolute value of each frequency response Ha (n) can be deduced as:

|Ha (n)|2 =
(
|ALOS +ai,1|2 + |ai,2|2

)
+ 2. ALOS. <

{
a∗i,1. ai,2. exp(2πjfnτ̄2)

}
(3.68)

we recall that ALOS is a constant value and the complex variables ai,1 and ai,2 are two independent zero-mean

complex Gaussian variables with variances P1 and P2, respectively.

3.3.2 System model

As for SC waveform, a sequence of Np = (1/∆)×N ≤N training symbols, denoted by x =
[
x1,x2, . . . ,xNp

]
,

will be inserted in each transmitted sub-frame in order to estimate frequency response channel. The size of

training sequence depends on a spacing factor ∆ ∈ {4;8;16;32; . . .}. The rational number 1/∆ denotes the

ratio between the size of the data sequence and the size of the training sequence. As shown in Figure 2.3, the
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training sequence is used alternately with the data sequence si. Note that training symbols x1,x2, . . . ,xNp are

perfectly known at the receiver and having a variance σ2
p = σ2

s .

At the transmitter, each obtained data sequence si will be oversampled by a Fs ≥ 1 + β factor before

being circularly filtered by a RRC shaping filter he(τ) with roll-off 0 ≤ β ≤ 1 and a Nyquist bandwidth Bh.

A possible frequency implementation is considered in Figure 3.13. Indeed, over-sampling in time domain is

equivalent to have a repetition in frequency domain. Also, considering circular shape filtering is equivalent

to have a spectral shaping in the frequency domain. The ratio between the size of the second Inverse Fast

Fourier Transform (IFFT) and the size of the first Fast Fourier Transform (FFT) is equal to the over-sampling

factor Fs. Therefore, the size of the first FFT is equal to N and the size of the second IFFT is equal to

N1 = Fs×N ≥N . Respectively for training sequence, the size of the first FFT is equal to Np and the size of

the second IFFT is equal to Np
1 = Fs×Np ≥Np. N1 and Np

1 are two positive integers. Note that FFT sizes

N ,Np, Np
1 and N1 are assumed invariant during all the communication.

Similarity to SC waveform, for EW SC-OFDM waveform the received data signal and the received train-

ing signal are detected at the reception. The received data signal will be processed to detect transmit data

modulated sequence si. Whereas, the received training signal is used to estimate the channel response. The fre-

quency received data sequence corresponding to received data signal is denoted by Ỹi =
[
Ỹi,1, Ỹi,2, . . . , Ỹi,N1

]T
.

Whereas, the frequency received training sequence corresponding to the received training signal is denoted by

Ỹp
i =

[
Ỹ p
i,1, Ỹ

p
i,2, . . . , Ỹ

p
i,N

p
1

]T
. Refer to Equations (2.78) and (2.79), the expression of received data symbols{

Ỹi,n

}
and received training symbols

{
Ỹ p
i,n

}
are given by:

Ỹi =


Ỹi,1
Ỹi,2
...

Ỹi,N1

=
√
Fs×diag


Ha (1)
Ha (2)
...

Ha (N1)

 . A. FN.


si,1
si,2
...

si,N

+


w̃1
w̃2
...

w̃N1

 (3.69)

and,

Ỹp
i =


Ỹ p
i,1
Ỹ p
i,2
...

Ỹ p
i,N

p
1

= 1√
Fs
. diag


Ha (∆)
Ha (2.∆)

...

Ha
(
Np

1 .∆
)

 .diag


He (∆)
He (2.∆)

...

He
(
Np

1 .∆
)

 .
 I

′′
p

INp×Np

I
′
p

 .

X1
X2
...

XNp

+


w̃1
w̃2
...

w̃Np
1

 (3.70)

The noise variables {w̃n} are zero-mean complex AWGN with variance σ̃2
w computed as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (3.71)

3.3.3 Classical MMSE-based frequency-domain channel equalization

In linear observation model given in Equation (3.69), the noise variables {w̃n} are Gaussian and white. Fur-

thermore, the constellation symbols {si,n} are assumed i.i.d with variance equal to σ2
s . By applying a lin-

ear MMSE equalization a priori [122], we can obtain a biased estimation of the transmitted data sequence



98 Chapter 3 - Forward link: Channel estimation & Channel equalization


Channel

Encoder 

M-ary 

Modulation

v   K Mlog
2

 N

+ 

pN

Pilots  

Frequency Domain 

Channel Estimation 

Receive Data Symbols 

Receive Pilot Symbols 

Input Data bits Coded Data bits 

Sampling  

ss F/T

Estimated Frequency Response Channel  

( S2A Channel ) 

AWGN channel 

τ)(t,h aS2A Channel:    

  N Mlog
2

   N Mlog
2



Transmitter: Ground Earth Station (GES) 

Receiver: UAV/Aircraft 

b(t)

i
c

Data Bit Sequence 

+ 

AWGN  

noise 

CP 

FFT 

Up-Sampling 

1 Fs 
Circular  

Filtering 

RRC Filter 

ADD 

 CP 

FFT 

R
E
P

E
T

IT
IO

N
 

SP
EC

TR
A

L 
SH

A
P

IN
G

 

IFFT 

NFN s1


N
1

N
1

NN

pN pN

ps

p

1
NFN 

p

1
N

p

1
N

1
N

p

1
N

1
N

p

1
N

N

pN

1
N

p

1
N

Frequency 

Filtering & 

Conbining 

Channel

Decoder 

 
i

(1)

e cL


1

 
i

(2)

e cL


Estimated Data bits 

  N Mlog
2



  K Mlog
2



  N Mlog
2

  N Mlog
2



IFFT 
 

FDE 
 

FFT 

S
T
A

C
K

IN
G

 1
N

2
N

N

S
T
A

C
K

IN
G

 

p

1
N

p

2
N

SOFT 

DEMAPPER 

Frequency 

Filtering p

2
N

2
N

NN

SISO MMSE EQUALIZER 

Satellite Transponder 

K/NRc 

Figure 3.13: GES transmitter and UAV/Aircraft receiver using EW SC-OFDM waveform for the forward
link

si = [si,1,si,2, . . . ,si,N ]T . We denote zi = [zi,1,zi,2, . . . ,zi,N ]T as the output MMSE equalization vector which

is expressed as:

zi = FHN .Σ−1.AH
i .

(
1√
Fs
. Ỹi−Ai.FN.s̄i

)
+µi = FHN .Σ−1.

(
Yi− Ȳi

)
+µi (3.72)

where Yi is the output frequency domain observation after being filtered by a receive matched filter:

Yi = 1√
Fs
. AH

i .Ỹi (3.73)
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Furthermore, The three quantities Σ−1, µi and Ȳi denote the three MMSE equalization parameters to be

computed for a given a priori information (v̄s, s̄i) and they are expressed as:

Σ−1 ∆= 1
1 + [1− (v̄s/σ2

s)] . %i
.
[(
v̄s/σ

2
s

)
. AH

i .Ai+
(
σ2
w/σ

2
s

)
. IN×N

]−1
(3.74)

Ȳi
∆= AH

i .Ai.FN.s̄i (3.75)

µi
∆= %i

1 + [1− (v̄s/σ2
s)] . %i

. s̄i = αi. s̄i (3.76)

By taking into account an a priori information, the values of the two real positive scalars, %i and αi, depend

on the given symbol variance values v̄s as follows:

%i
∆= 1
N
. tr
{[(

v̄s/σ
2
s

)
. AH

i .Ai+
(
σ2
w/σ

2
s

)
. IN×N

]−1
.AH

i .Ai

}
and αi

∆= %i
1 + [1− (v̄s/σ2

s)] . %i
(3.77)

Besides, we can show that the matrix AH
i .Ai is a N ×N diagonal matrix and Hi,1,Hi,2, . . . ,Hi,N are its real

diagonal values. By using the explicit expression of the square of absolute value of each frequency response

Ha (n) given in (3.68), an explicit expression of the diagonal matrix AH
i .Ai is given:

AH
i .Ai = diag


Hi,1
Hi,2
...

Hi,N

=
(
|ALOS +ai,1|2 + |ai,2|2

)
. diag


λ1
λ2
...

λN

+ 2. ALOS. <

a
∗
i,1. ai,2. diag


Φ1
Φ2
...

ΦN


 (3.78)

the diagonal values Φ1,Φ2, . . . ,ΦN are also invariant for all received sub-frames. They only depend on the

chosen shaping filter he(τ), the acceleration factor 0 < ν ≤ 1 and also on the delay τ2 given by the S2A

channel. These diagonal values can be obtained as follows:

diag


Φ1
Φ2
...

ΦN

= 1
(Fs)2 .

 I
′′

IN×N
I
′


H

.diag


|He (1)|2 .exp(−2πjf1τ̄2)
|He (2)|2 .exp(−2πjf2τ̄2)

...

|He (N1)|2 .exp(−2πjfN1 τ̄2)

 .
 I

′′

IN×N
I
′

 (3.79)

Thus, by considering Equation (3.78), one can deduce the following expression:

Hi,n =
(
|ALOS +ai,1|2 + |ai,2|2

)
. λn+ 2. ALOS. <

{
a∗i,1. ai,2. Φn

}
(3.80)

The values of frequency responses {Hi,n} vary in each received sub-frame. The mean values of each frequency

responses Hi,n is calculated as:

E{Hi,n}= λn. E
{
|ALOS +ai,1|2 + |ai,2|2

}
= λn.

(
A2
LOS +P1 +P2

)
= λn (3.81)

Numerical values for diagonal frequency responses Hi,1,Hi,2, . . . ,Hi,N are shown in Figure 3.14 for various

values of the acceleration factor ν.

Given the fact that AH
i .Ai is a diagonal matrix, the expression of %i in (3.77), and Σ−1 in (3.76) can be

reduced to:

%i = 1
N

N∑
n=1

Hi,n
(v̄s/σ2

s) . Hi,n+ (σ2
w/σ

2
s) and Σ−1 = σ2

s

1 + [1− (v̄s/σ2
s)] . %i

.diag


1

v̄s. Hi,1+σ2
w

1
v̄s. Hi,2+σ2

w

...
1

v̄s. Hi,N+σ2
w

 (3.82)
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Figure 3.14: Numerical values of diagonal values {Hi,n} in each frequency indexes 1≤ n≤N = 1024 in the
case of using RRC shaping filter with β = 0.20. ALOS = 0.9767 ; ai,1 = 0.1904. ejπ/4 and ai,2 = 0.0994. ejπ/4

Thus, the complexity of the receiver is significantly reduced and matrix inversion is no longer a problem. As

a consequence, it is possible to consider Frequency Domain Equalization (FDE) based on MMSE criterion as

shown in Figure 3.15.

Referring to [70], it is shown that the output MMSE equalized vector, s̃i, is a biased estimation of si and its

expression can be reduced to:

s̃i =
√
γi
α2
i

zi ≈
√
γi si+w (3.83)

where w = [w1,w2, . . . ,wN ]T is a zero-mean complex AWGN noise vector and symbols {wn} have a variance

equal to σ2
w. The positive scalar γi denotes the MMSE equalization gain and its expression is initially given

in (2.98) as:

γi =



(
1
N

N∑
n=1

1
Hi,n+ (σ2

w/σ
2
s)

)−1

−
(
σ2
w/σ

2
s

)
= γmin

i for v̄s = σ2
s (zero a priori)

(
σ2
s/v̄s

)
.


(

1
N

N∑
n=1

1
(v̄s/σ2

s) .Hi,n+ (σ2
w/σ

2
s)

)−1

−
(
σ2
w/σ

2
s

) for 0< v̄s < σ2
s

1
N

N∑
n=1

Hi,n = γmax
i for v̄s = 0 (Perfect a priori)

(3.84)

In Figure 3.15, an extrinsic LLR vector of size N× log2(M), Loute (ci), is generated and calculated as follows:

Loute (ci) = Louta (ci)−Lina (ci) (3.85)

where Louta (ci) is an a posteriori LLR vector and its expression is initially given in Equation (2.101).
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Figure 3.15: The considered Linear MMSE equalizer using a priori information.

3.3.4 Symbol detection: simulation results

In this section we study the performance of transmit symbol detection for the uncoded and the coded cases.

According to the value of C/M ratio, uncoded and coded BER performances are plotted. For the simulation

results, we consider QPSK (Quadrature Phase-Shift Keying) and 8-PSK (Phase-Shift Keying) modulations.

At transmitter, the considered shaping filter is RRC with β = 0.20. At the UAV/aircraft receiver, we assume

a perfect channel estimation.

3.3.4.1 The uncoded case

For the uncoded case, we assume using MMSE equalization with zero a priori i.e. γi = γmin
i . The estimated

transmit symbol is determinated as the most likely symbol as follows:

x̂i,n = argmin
Cm∈χ

∣∣∣∣s̃i,n−√γmin
i . Cm

∣∣∣∣2 1≤ n≤N (3.86)

By using the expression of γmin
i , given in Equation (3.84), and by taking into account the expression the

channel frequency responses {Hi,n}, given in Equation (3.80), a close expression of γmin
i is done as follows:

γmin
i =

(
1
N

N∑
n=1

1
Hi,n+ (σ2

w/σ
2
s)

)−1

−
(
σ2
w/σ

2
s

)
(3.87)

=

 1
N

N∑
n=1

1(
|ALOS +ai,1|2 + |ai,2|2

)
. λn+ 2. ALOS. <

{
a∗i,1. ai,2. Φn

}
+ (σ2

w/σ
2
s)

−1

−
(
σ2
w/σ

2
s

)
By considering Gray mapping [50], it is shown that we have only one erroneous bit in each erroneous

mapping constellation symbol. Thus, the theoretical average Bit Error Rate can be expressed as:

BER∼=
Nv

log2 (M) ×
∫
Q

√γmin
i .

√(
D2
min

2.σ2
s

)
.Rc. log2 (M) .Eb/N0

 PDF
(√

γmin
i

)
d
√
γmin
i (3.88)

where PDF
(√

γmin
i

)
denotes the the probability density function of square root values of variables γmin

i . The

minimum distance, Dmin, and the mean number of possible neighbors constellation points Nv are initially

defined in Table 2.1.
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Scenario with high value of C/M

• Nyquist signaling: In Nyquist signaling we have λ1 = λ2 = . . . ,λN = 1. As a result, we can verify that

we have: √
γmin
i ≈ |ALOS +ai,1| (3.89)

Given the complex fading coefficient ai,1 varying according to zero-mean Gaussian distribution with

variance equal to P1 = 101.42.A2
LOS, we can deduce that

√
γmin
i values varie according to a Rician

distribution with a high Rice factor of approximately 14.2 dB. The probability density function is:

PDF
(√

γmin
i

)
=

√
γmin
i

P1
exp

(
−
(
γmin
i +A2

LOS
)

2P1

)
I0

ALOS

√
γmin
i

P1

 (3.90)

where I0(x) is the modified Bessel function of the first kind with order zero.

As expected, simulation results, given in Fig. 3.16, confirm the analytical expression of BER given in

Equation (3.88). Indeed, we can see that simulated uncoded BER (solid curves) and theoretical uncoded

BER (dashed curves) are almost identical for both QPSK (Quadrature Phase-Shift Keying) and 8-PSK

(Phase-Shift Keying) modulations. As a consequence, uncoded BER performances are given according

to a Ricean distribution of channel fading. This result is only valid for the Nyquist case and in high

C/M values i.e C/M≥ 20 dB.

0 2 4 6 8 10 12 14 16 18 20 22

Eb/N0(dB)

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

U
n
co
d
ed

B
E
R

QPSK, ν = 1, Simulation (Monte-Carlo Method)

QPSK, ν = 1, Theoretical (Rice distribution)

Lower Bound, AWGN channel, QPSK, ν = 1

8-PSK, ν = 1, Simulation (Monte-Carlo Method)

8-PSK, ν = 1, Theoretical (Rice distribution)

Lower Bound, AWGN channel, 8-PSK, ν = 1

Figure 3.16: Scenario with high ratio C/M: Uncoded BER performances vs. Eb/N0 in dB with MMSE
equalization using the proposed equalization structure (I) for QPSK and 8-PSK modulation in Nyquist signaling.
The considered C/M value is equal to 20 dB and Rc = 1/2.
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Furthermore, simulation results show a performance degradation compared to the AWGN case where the

S2A channel is assumed AWGN when considering Nyquist signaling. The considered loss of performance

is expected because of the presence of fading S2A channel. This loss is about 2 dB for both QPSK and

8-PSK modulations.

• FTN signaling: For FTN signaling, we still neglect the contribution of fading coefficients ai,2. However,

{λn} values are different from 1. Thus, we can not consider Equation (3.89) and the probability density

function is no longer a Ricean one. In order to extend the study for different values of ν, Figure 3.17

shows the performances in terms of uncoded BER of 8-PSK modulation. Again, as we can see, simulation

results confirm the analytical expression of the uncoded BER given in Equation (3.88). Indeed, we can

see that simulated uncoded BER (solid curves) and theoretical uncoded BER (dashed curves) are almost

identical for different values of ν.

We notice that the uncoded BER performances decrease with the use of FTN signaling. This result

is expected. Indeed, by considering FTN signaling, the frequency channel becomes more selective and

MMSE equalization becomes not able to mitigate inter-symbol-interference (ISI). This effect is more

impacting for low values of ν. For instance, for ν = 0.90, we have a small degradation of BER performance

compared to the Nyquist case. However, for ν = 0.80, the performance degradation is very significant.

Despite the degradation of the BER performance compared to Nyquist signaling shown in Figure 3.17,
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Figure 3.17: Scenario with high ratio C/M: Uncoded BER performances vs. Eb/N0 in dB with MMSE equal-
ization using the proposed equalization structure (I) for 8-PSK modulation in FTN signaling. The considered
C/M value is equal to 20 dB and Rc = 1/2.
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using FTN signaling has a great interest in terms of spectral efficiency. Indeed, for low values of accel-

eration factor ν, the achievable spectral efficiency can reach high values. Its expression can be given as:

η = Throughput
Bandwidth = Rc log2 (M) Rs

Bh
= Rc log2 (M)

Ts Bh
= Rc log2 (M)

(Ts/Th) (1 +β) = Rc log2 (M)
ν (1 +β) (3.91)

The spectral efficiency percentage gain corresponding to the use of FTN signaling compared to the

Nyquist case, is expressed as the following:

Gain [%] = ηFTN−ηNyquist

ηNyquist
×100 =

(
1
ν
−1
)
×100 (3.92)

Assuming a ν value of 0.8, one can obtain a gain of 25% in terms of spectral efficiency compared to the

Nyquist case.

Scenario with low values of C/M The scenario is characterized by low values of elevation angle between

6◦ and 12◦ which corresponds also to low values of C/M taken between 5 dB and 10 dB. In this range, the

S2A channel is supposed to be very selective. This particular case will be studied for SC and EW SC-OFDM

waveforms.
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Figure 3.18: Scenario with low ratio C/M: Uncoded BER performances vs. Eb/N0 in dB with using
MMSE/MAP equalization for 8-PSK modulation in Nyquist signaling. The considered C/M is equal to 5
dB and Rc = 1/2.

In FTN signaling, we have a simple degradation of performance and the same kinds of results can be

obtained. However, in Nyquist signaling, there are some differences compared to the case with high C/M
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values. First, there are a performance degradation compared to the case where the channel fading is assumed

varying according to a Rice distribution. This result is valid for both SC and EW SC-OFDM waveforms.

Second, we can observe that MAP and MMSE equalization have no longer the same performance. Another

major difference can be observed when we equalize SC signals: the use of the forward block without considering

backward block becomes not sufficient to achieve the perfect feedback case. Indeed, because of the increased

power of ground reflected path, the power of the residual interference is no longer negligible.

As we can see in Figure 3.18, the uncoded performance are lower bounded by the case with Rice fading

distribution. Furthermore, Simulation results show that the MAP equalizer provides improved performance

over a MMSE equalizer. For the proposed MAP-based equalization structure, « Structure (II) », it is clear that

the case without considering backward block provides a loss of performance compared to the case with perfect

interference cancellation (perfect feedback). By adding a backward block, we can iteratively mitigate the effects

of residual interference at the end of a finite number of «self-iterations». In the same Figure 3.18, simulation

results show that uncoded BER performance increases with the number of considered «self-iterations».

3.3.4.2 The coded case: using Turbo-equalization

In this Chapter, we considered Soft-Input Soft-Output (SISO) MMSE/MAP equalizers using an a priori infor-

mation of transmitted bits. In the uncoded case, this a priori input is not taken into account for equalization

step. In order to improve symbol detection, it is highly recommended to benefit from this a priori infor-

mation especially in the FTN case. As a solution, one may resort to the turbo-equalization approach. For

turbo-equalization, an equalizer and an associated channel decoding will be operated in iterative process to

maximize the reliability of transmitted bits at the input of the equalizer. In this case, choosing the right

channel code is a determinant step.

EXIT Chart analysis: In order to predict system’s convergence, we adopt EXIT CHARTs analysis. EXIT

CHARTs represent the exchange of extrinsic information between the considered MAP equalizer structure and

the associated channel decoder. For such iterative process, the convergence threshold can be determined as

the lowest Eb/N0 for which there is no intersection point between the equalizer and decoder curves.

In Figure 3.19, EXIT CHARTs of MAP/MMSE equalizer are provided for 8-PSK modulation. EXIT CHARTs

of the associated Soft-Input Soft-Output (SISO) convolutional decoder is also plotted. For FTN signaling

(ν < 1), we consider MMSE equalization using a priori for EW SC-OFDM signals. Whereas, for SC signals,

the proposed equalization structure, «Structure I», is considered as reduced complexity MAP equalizer. For

both MMSE and MAP equalization, the EXIT CHART diagram presents an increasing curve. As a result,

by considering turbo-equalization, one can obtain a gain compared to the case when we only consider serial

channel equalization and channel decoding. In fact, in the general case, the obtained gain increases with the

slop of the EXIT curve.

Besides, for turbo-equalization, we notice that the number of considered « Turbo-iterations » depends on the

shape of the obtained EXIT CHART curves at the output of both the equalizer and the corresponding channel
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Figure 3.19: EXIT CHARTs of MMSE/MAP equalizer for 8-PSK modulation at Eb/N0 = 5 dB in
Nyquist/FTN signaling. A fixed S2A channel is considered: ALOS = 0.9358; ai,1 = 0.1825. ejπ/4; ai,2 =
0.3015. ejπ/4. C/M= 10 dB and β = 0.20

decoder. For instance, for 8-PSK modulation with ν = 0.7, by considering a convolutional code [7 5]8, we need

more turbo iterations for MMSE equalization than MAP equalization to have the same performance. Also, we

note that EXIT CHART curves allow us to select the right channel code an avoid other ones for a considered

operation point. Indeed, EXIT curves show that, for 8-PSK modulation with ν = 0.7, a convolutional code

having a rate of 2/3 is not the right channel coder that will be chosen to decode properly data symbols at

Eb/N0 = 5 dB. However, a convolutional code, with a rate 1/2 or 1/3, can be selected as an associated channel

decoder for a turbo-equalization process.

Coded BER performances: Simulation performances in term of coded BER are given in Figures 3.20 for

8-PSK modulation and for ν = 0.7. For the two simulations, we consider a convolutional decoder CC (7,5)8

with rate equal to 1/2. The blue curves present the MMSE-based receiver. Whereas, the red curves present

the MAP-based receiver. In FTN signaling, simulation results, presented in Figure 3.20, show that coded

BER performance considering turbo-equalization are considerably better than the ones without considering
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Turbo-Equalization Gain

Turbo-Equalization Gain

Figure 3.20: Coded BER performances vs. Eb/N0 in dB using (7,5) convolutional code for 8-PSK modulation
in FTN signaling for MMSE equalization. The number of considered « Turbo-iterations » is equal to 10. A
fixed S2A channel is considered: ALOS = 0.9358; ai,1 = 0.1825. ejπ/4; ai,2 = 0.3015. ejπ/4. C/M= 10 and
β = 0.20

turbo-equalization process. This performance improvement is expected when we observe the increasing EXIT

CHART curve for both MAP/MMSE equalizers as shown in Figure 3.19.

For the case without considering turbo-equalization process, simulation results show that the MAP equalizer

still provides improved performance over a MMSE equalizer. However, when we consider turbo-equalization

process, coded BER performances for both MMSE and MAP equalization are almost identical are reach the

matched filter bound (the Nyquist case). This result is very interesting. It means that we can increase spectral

efficiency values without loss of performance compared to the Nyquist case. In this case, the gain in percentage

of spectral efficiency is about 42,85% compared to the Nyquist case. In conclusion, for the FTN case, one

need using iterative equalization to improve system performance.

3.4 Conclusion

In this chapter, SC and EW SC-OFDM waveforms are considered for the forward link. It has been show

that the satellite-to-aircraft (S2A) channel model contains only two paths. As a consequence, the equivalent

baseband channel has a particular form. This particular form is exploited to propose new adequate solutions

for both channel estimation and channel equalization tasks.
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For channel estimation task, we proposed some efficient channel estimation exploiting both the particular

form of the channel impulse response and a priori knowledge of the delay τ2. Indeed, it has been shown

that the delay τ2 can be determined by geometrical considerations. Thanks to this a priori knowledge, the

proposed channels estimation methods can provide better performances. In fact, with considering this a priori

knowledge, it is possible to reduce the number of variables to be estimated and thus we can obtain better

performances compared to the existing channel estimation algorithms that do not exploit this knowledge.

For channel equalization task, a MAP-based equalization is considered to detect transmit data symbols

for SC signals. However, it is shown that the computational complexity of MAP equalizers is exponentially

increased with the memory length of the baseband channel. Given the presented baseband channel presenting

a long memory length, it is essential to design a new reduced-complexity equalization method. Consequently,

we have investigated an efficient implementation of channel equalization and two equalization structures are

proposed: « Structure (I) » and « Structure (II) » .The first one, « Structure (I) », is suitable for non-

sparse channels while the second one, « Structure (II) », is designed for sparse channels with equally spaced

coefficients.

• Nyquist signaling: In Nyquist signaling, the discrete equivalent channel can be decomposed in a strong

sparse channel component with additional low power interference residual terms. Based on this model, «

Structure (II) » implements some independent parallel MAP equalizers with proper iterative interference

cancellation. The proposed scheme is able to reduce the complexity of the receiver and it is shown than

it can exhibit interesting performance.

• FTN signaling: In FTN signaling, the baseband channel is no longer sparse. In order to equalize received

SC signals with reasonable complexity, « Structure (I) » appears suitable for this kind of channels. As

for « Structure (II) », « Structure (I) » contains two blocks: a forward block a backward block. The

forward block forms tentative symbol decisions with a MAP criterion considering a mismatch truncated

channel response. Whereas, the backward block is used thereafter to reduce the channel response to

the desired truncated channel used in the forward block. The system performance are lower-bounded

by the case with perfect interference cancellation (perfect feedback). Given that proposed scheme uses

Ungerboeck model with symmetric channel for the forward block, the case with perfect feedback would

be optimal for detecting transmit symbols.

On other hand, for EW SC-OFDM waveform, a low complexity MMSE equalization is considered to detect

transmit data symbols in FTN/Nyquist signaling. As a result, a linear model is obtained and analytical

performances are derived. Simulation results show that the SC waveform using a MAP equalizer still provides

improved performance over EW SC-OFDM using a MMSE equalizer.

For simulation results, we considered the uncoded case for different ranges of C/M values. Two scenarios

are distinguished: scenario with high C/M values and scenario with low C/M values. For the first one, it

is shown that uncoded BER performance, in Nyquist signaling, can be approximated to the case with Rice

fading distribution. Whereas, for the second scenario, uncoded performances are lower bounded by the same
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case with Rice fading distribution.

In order to enhance data symbol detection, we consider turbo-equalization process. Consequently, Coded

BER performance are compared for both SC and EW SC-OFDM waveform using MAP and MMSE equaliza-

tion, respectively. As a result, The proposed MAP equalization structure still provides improved performance

over a MMSE equalizer.

Finally, it has been shown that using FTN signaling can increase the spectral efficiency of transmit-

ter/receiver system for some values of ν. For these considered ν values, MAP equalization provides a good

trade-off between spectral efficiency gain and performance degradation, compared to MMSE equalization.
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4.1 Introduction

In the previous chapter we investigate the issue of mitigating the inter-symbol interference (ISI) resulting from

using Faster-than-Nyquist signaling in the presence of frequency selective satellite-to-aircraft channel. In this

chapter, we are interested to the return link i.e. the uplink between the UAV/aircraft as a transmitter and the

ground earth station (GES) as a receiver. This link will be established via a GEO satellite and the considered

prorogation channel is assumed AWGN.

For the return link, we are interested in two waveform candidates: SC and EW SC-OFDM waveforms.

SC is a practical waveform for channels which are not very selective and allows us to consider optimal MAP-

based detection at the receiver. Whereas EW SC-OFDM waveform is an interesting linear waveform offering

a flexible generation of transmitted signals given by a simple frequency domain implementation as well as a

low complexity MMSE-based detection at the receiver. For the return link, the two waveforms, SC and EW

SC-OFDM, are studied for both FTN/Nyquist signaling. the aim is to evaluate spectral efficiency improvement

in the case of FTN signaling. In this context, some new receivers are proposed.

4.2 Classical Single-Carrier (SC) waveform

In this Section, we are interested in classical SC waveform. Based on the expression of received symbols initially

given in Equations (4.3), this section aims to give the corresponding system model in the case of aeronautical

channel and especially for return link. It is shown in Equation (1.31) that the aircraft-to-satellite (A2S) is

assumed be an AWGN channel:

ha(t,τ) = ha(τ) = δ(τ) (4.1)

The considered transmitter/receiver scheme is illustrated in Figure 4.1.

4.2.1 System model

For system model, we consider a frame based transmission. Moreover, we assume that each frame contains a

number of Nf sub-frames and each sub-frame contains a number of N modulated data symbols. Furthermore,

we assume that the digital communication system uses linear M-ary modulation. In addition, we consider a

Root Raised Cosine (RRC) shaping filter he(τ) as a transmit shaping filter with known parameters such as β,

the roll-off factor, and the Nyquist bandwidth Bh. The considered Nyquist bandwidth is expressed as follows:

Bh = 1 +β

Th
(4.2)

At the transmitter, bit sequence ui is encoded into N symbols by using a M-ary Bit Interleaved Coded

Modulation (BICM) scheme as shown in Figure 2.1. As a result, a sequence of N data modulated symbols

is generated denoted by si = [si,1,si,2, . . . ,si,N ]. The symbols {si,n}are drawn from a discrete alphabet χ =

{C1,C2, . . . ,CM}. The obtained data modulated symbols have a variance equal to σ2
s and have a symbol duration

Ts = ν.Th. In order to improve the spectral efficiency, we assume using Nyquist/FTN signaling characterized
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Figure 4.1: UAV/Aircraft transmitter and GES receiver using SC waveform for the return link

by an acceleration factor Ts
Th taking a values between 0 and 1. At the receiver, the expression of received data

symbols {yi,n} are given by:

yi,n =
+L∑
l=−L

g (l.Ts) si,n−l+wc[n] for 1≤ n≤N (4.3)

where g(t) is the equivalent base-band filter defined as:

g(t) = he(t)∗hr(t) where hr(t) = h∗e(−t) (4.4)
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(c) ν = 0.6
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Figure 4.2: CIR for various values of acceleration factor ν. The considered roll-off is equal to 0.20 (β = 0.20)

we can verify that each coefficient g (l.Ts) can verify:

g(0) = 1 and g(l.Th) = 0 ∀ l ∈ l ∈ Z∗ (4.5)

Thus, in Nyquist signaling the equivalent baseband channel is reduced to an AWGN channel. Whereas, in

FTN signaling the channel is presented as a multipath channel with a memory length L. The channel vector

g = [g (−L/2.Ts) ,g ((−L/2 + 1).Ts) , . . . ,g (L/2.Ts)]T denotes the discrete-time equivalent baseband channel.

The positive peer integer L specifies the memory of the system and is the smallest value such that g (l.Ts) = 0,

|l| > L/2. An example of the discrete channel impulse response response is given in Figure 3.2 for ν = 1

(Nyquist case) and also in Figure 4.2 for different values of ν. The noise variables {wc[n]} vary according to

a complex zero-mean Gaussian distribution and verifying:

E{wc[n].w∗c [n+ l]}= N0. Rs. g(l.Ts) = σ2
w. g(l.Ts) (4.6)

with σ2
w = N0. Rs is the noise variance. Note that, in Nyquist signaling i.e. Ts = Th , the noise variables

{wc[n]} are white.

4.2.2 Data symbol detection in Nyquist signaling:

In Nyquist signaling (Ts = Th), we do not need to consider channel equalization. Indeed, by using the

expression of the received signal given in (4.3) and also by considering considering the property of the equivalent
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RC filter g(t) given in (4.5), we can deduce the expression of the received samples can be reduced to:

yi,n = si,n+wn for 1≤ n≤N (4.7)

The variable {wn} are Gaussian and white.

The Nyquist case will be the reference case since we are interested in spectral efficiency improvement in the

return channel.

4.2.2.1 The uncoded case

For the uncoded case, the estimated transmit symbol is determinated as the most likely symbol as follows:

ŝi,n = argmin
Cm∈χ

{
|yi,n−Cm|2

}
(4.8)

The theoretical Symbol Error Rate (SER) can be determinated as follows:

SER = Nv×Q

√(D2
min

2.σ2
s

)
.Rc. log2 (M) .Eb/N0

 (4.9)

withQ(x) represents the Q-function. The minimum distance, Dmin, and the mean number of possible neighbors

constellation points Nv are initially defined in Table 2.1.

By considering Gray mapping [50], it is shown that we have only one erroneous bit in each erroneous mapping

constellation symbol. Thus, the Bit Error Rate can be expressed as:

BER∼=
1

log2 (M) ×SER = Nv
log2 (M) ×Q

√(D2
min

2.σ2
s

)
.Rc. log2 (M) .Eb/N0

 (4.10)
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Figure 4.3: Uncoded BER performance for Nyquist signaling.
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β = 0.20
50 LDPC iterations (ARJA Codes)

Modulation τ Rate Eb/N0[dB] @ BER=10−6 (Eb/N0)min[dB] η[bit/s/Hz]

QPSK 1

2/7 1.1 -1.1 0.4762
2/5 1.95 -0.6 0.6667
4/7 2.7 0.5 0.9524
8/11 3.6 1.4 1.2121

16-QAM 1 8/11 6.8 4.75 2.4243

Table 4.1: Achievable spectral efficiency and Eb/N0 values corresponding to BER equal to 10−6 in Nyquist
signaling case for both SC and EW SC-OFDM waveform.

As expected, in Figure 4.3, we can see that simulation results shown in solid curves confirm the analytical

expression given in (4.10) and shown in dashed curves.

4.2.2.2 The coded case

For the coded case, we only consider a channel decoding. In Figure 4.4, we consider a coded QPSK and 16-QAM

modulations using ARJA (Accumulate Repeat Jagged Accumulate) protograph based low-density parity-check

(LDPC) codes of rates Rc ∈ {2/7,2/5,4/7,8/11} with information length K = 2048 bits. Based on simulation

results in the coded case, one can deduct the following Table 4.1 which summarizes the corresponding spectral

efficiency values η:

η = Rc×
log2 (M)
ν× (1 +β) (4.11)

Considering β = 0.20, Table 4.1 summarizes the spectral efficiency η for BER = 10−6. Note that for the

coded case, we don’t consider an optimized LDPC coding. Indeed, with considering high performance optimized
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Figure 4.4: Coded BER performance for Nyquist signaling.
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LDPC code, it is shown that we can even obtain smaller values of Eb/N0 which are closer to (Eb/N0)min.

4.2.3 Data symbol detection in FTN signaling:

4.2.3.1 MAP-based symbol detection

For FTN signaling, the baseband channel is a symmetric channel with a memory length 2×L and the additive

noise is still Gaussian but colored. Since the channel is symmetric, one can resort to the Ungerboeck′s model.

Indeed, referring to Ungerboeck′s model, the samples {yi,n} represent a sufficient statistic and can thus be em-

ployed for an optimal detection [125]. The considered branch metric for the full complexity Ungerboeck′s model

is derived as the following:

µi,n =−2 <
{
s∗i,n.

(
yi,n−

L∑
l=1

g (l.Ts) si,n−l

)}
+g (0) . |si,n|2 (4.12)

For channel equalization task, a MAP-based equalization is considered to detect transmit data symbols for

SC signals. However, it is shown that the computational complexity of MAP equalizers is exponentially

increased with the memory length of the baseband channel. Since the presented baseband channel presenting

a long memory length L, it is essential to design new reduced-complexity equalization structure. As shown in

Figure 4.2, the baseband channel has an Exponential-Decay PDPs. On other hand, in Chapter 3, a modified

equalization structure is proposed to equalize these types of channels. The considered equalization structure

is denoted « Structure (I) » and is presented in (4.5).

This equalization is suitable for channels with Exponential-Decay PDPs. As a result, it is possible to apply

this structure for own case. We recall that « Structure (I) » contains two blocks: a forward block a backward

block. The forward block forms tentative symbol decisions with a MAP criterion considering a mismatch

truncated channel response with memory length L1 ≤ L in order to reduce the computational complexity of

the receiver. Whereas, the backward block is used thereafter to reduce the channel response to the desired

truncated channel used in the forward block. The system performance are lower-bounded by the case with
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Figure 4.5: The proposed equalization structure « Structure (I) ». For the forward block, Ungerboeck model
is considered and the memory length is equal to 1.
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perfect interference cancellation (perfect feedback).

By considering the proposed equalization structure, « Structure (I) », the new branch metric is expressed as:

µi,n =−2 <
{
s∗i,n.

[(
yi,n− Îi,n

)
−

L1∑
l=1

g (l.Ts) si,n−l

]}
+g (0) . |si,n|2 (4.13)

where Îi =
[̂
Ii,1, Îi,2, . . . , Îi,N

]T
, is the obtained interference in each «self-iterations». Each interference element

Îi,n is calculated as follows:

Îi,n =
∑
|l|>L1

g (l.Ts) s̄i,n−l for 1≤ n≤N (4.14)

In each «self-iterations», the estimate interference is removed from received data sequence. Thus, the variance

of the residual interference is updated. Under assumption of zero-mean interference term, the new value of

residual interference variance is calculated as:

κ= Var
{
Ii,n− Îi,n

}
= E

{∣∣∣Ii,n− Îi,n
∣∣∣2}= v̄s.

∑
|l|>L1

|g (l.Ts)|2 (4.15)

For simplification reasons, we assume that residual interference term varies according to zero-mean Gaussian

distribution with variance equal to κ. The variance κ and the branch metric µi,n are used to calculate the

transition probability for the BCJR algorithm implemented in the forward block. Additionally, we notice that

the proposed structure will use Ungerboeck model for the forward block (see Equation (4.18)) . As a result,

one can deduce that the case with perfect feedback (Ii,n− Îi,n) provides an optimal detection of transmit

symbols.

In Equations (4.14) and (4.15), s̄i = [s̄i,1, s̄i,2, . . . , s̄i,N ] and v̄s are respectively the mean symbol vector and

the soft symbol variance which are calculated as follows:

s̄i,n =
M∑
m=1

Pr(si,n = Cm,yi)×Cm

v̄s = 1
N

N∑
n=1

[
M∑
m=1

Pr(si,n = Cm,yi)×|Cm− s̄i,n|2
]

(4.16)

with Pr(si,n = Cm,yi) is the the a posteriori symbol probability obtained at the output of MAP detection.

In particular case when the memory length is equal to 1 i.e. L1 = 1, the expression of the transition probability

is given as:

γn
(
m′,m,x

)
=

γn(m′,m,Cm) 6= 0 if x= Cm

0 if x 6= Cm.
(4.17)

with,

γn(m′,m,Cm) = Pr
(
si,n = Cm|Lina (ci)

)
.

1
π (σ2

w+κ) . e
−

µi,n

σ2
w+κ (4.18)

By considering BCJR algorithm for the forward block, the a posteriori symbol probability is reduced to a

simple multiplication of α-values and β-values:

Pr(si,n = Cm,yi) = αn (m) .βn (m) (4.19)
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The α-values and β-values are recursively computed by using the following expressions:

αn (m) =
M∑

m′=1
αn−1

(
m′
)
. γn

(
m′,m,Cm

)
(4.20)

βn (m) =
M∑

m′=1
βn+1

(
m′
)
. γn

(
m′,m,Cm

)
(4.21)

The BCJR algorithm takes in input an a priori information vector of log2(M)×N bit LLRs, Lina (ci) =[
Lina (ci,1) ,Lina (ci,2) , . . . ,Lina

(
ci,log2(M)×N

)]T to calculate an a priori probability of the transmit data symbols

{si,n} 1≤ n≤N . By assuming
[
u

(m)
1 ,u

(m)
2 , . . . ,u

(m)
log2(M)

]
is the transmit bit sequence corresponding to si,n =

Cm, the a priori symbol probability is calculated as:

Pr
(
si,n = Cm|Lina (ci)

)
=

log2(M)∏
q=1

exp
(
−u(m)

q ×Lina
(
ci,q+(n−1)×log2(M)

))
1 + exp

(
−Lina

(
ci,q+(n−1)×log2(M)

)) (4.22)

Strengths: By considering the proposed one-state equalization structure, we can significantly reduce the

computational complexity. Indeed, with the considered modified structure, the complexity is linear with the

modulation order M . Moreover, the considered modification allows us to apply MAP equalization for the case

of linear modulations with high modulation order i.e 64-QAM and 256-QAM.

Weaknesses: The proposed assumes a mismatched channel model. It means that the symbol detection is

based on the first iteration of the equalization process i.e. if the equalizer can not detect transmit symbols

in the first iterations, then it was necessary to do more «self-iterations». In addition, if the channel is very

selective, the equalizer may not be able to converge.



120 Chapter 4 - The return link

4.2.3.2 The uncoded case

For the uncoded case, we assume using MAP-based equalization with zero a priori

i.e. Pr
(
si,n = Cm|Lina (ci)

)
= 1/M . After a few number of «self-iterations», the estimated transmit symbol is

determinated as the most likely symbol as follows:

x̂i,n = argmax
Cm∈χ

Pr(si,n = Cm,yi) 1≤ n≤N (4.23)

Since it difficult to derive theoretical performances, uncoded system performances will be studied on the basis

of simulation results. As results, Figures 4.6, 4.7 and 4.8 show some uncoded BER performances for FTN

signaling. For the two simulations results, the considered shaping filter is RRC with β = 0.20.

In Figure 4.6, performance in terms of uncoded Bit Error Rate (BER) in the case of 8-PSK modulation is

plotted. The considered acceleration factor is equal to 0.8 (ν = 0.8). Moreover, three values of number of

«self-iterations» are considered: 1, 5 and 10.

Simulations results show that system performance increases with the number of considering «self-iterations».

The higher «self-iterations» are, the better the system performances are. Again, simulation results show that

it is necessary to consider «self-iterations». Indeed, we can see that without considering self-iteration (blue

curve), the equalizer is not able to remove the interference term.

Figure 4.7 performs the uncoded BER for 8-PSKmodulation in FTN signaling for various values of acceleration

factor ν: 0.6,0.7,0.8 and 0.9. The considered number of «self-iterations» is equal to 5.

As expected, simulations results show that system uncoded BER performance decrease with use of FTN

signaling. Indeed by considering FTN signaling, an additional inter-symbol interference (ISI) will appear. The

lower the acceleration factor ν is, the higher ISI power is. Considering different linear modulation types, Figure

4.8 give simulation results for uncoded BER performances for QPSK, 8-PSK, 32-QAM and 64-QAM in FTN
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Figure 4.6: Uncoded BER performances vs. Eb/N0 for 8-PSK modulation in Faster-Than-Nyquist case using
one-sate Ungerboeck model for various number of self-iterations
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signaling. The considered The considered number of «self-iterations» is equal to 5.
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4.2.3.3 EXIT CHART Analysis:

In Figure 4.9, we give the EXtrinsic Information Transfer (EXIT) charts for the proposed MMSE equalizer

for ν = {1;0.8;0.6} for a Signal to Noise Ratio Eb/N0 = 5 dB. The Nyquist case (ν = 1) is presented in dashed

curve.

In perfect a priori, we observe the same kind of results as given by the MMSE equalization for the EW SC-

OFDM system. Indeed, all extrinsic information values, for both QPSK and 16-QAM modulation, converge

to a single value which is the extrinsic information value given by the Nyquist case.

Compared to MMSE equalization, the main difference for the proposed MAP equalization structure is the

obtained extrinsic information value in a priori. In fact, compared to EXIT chart’s curves given in Figure

4.21, simulation results in Figure 4.9 show an improved extrinsic information values in zero a priori and this

for only 5 «self-iterations».
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Figure 4.9: EXIT CHARTs of the proposed MAP equalization structure « Structure (I) » for QPSK and 16-
QAM modulations at Eb/N0 = 5 dB in Nyquist/FTN signaling with β = 0.20. The considered memory length
for the forward block is equal to 1.

4.2.3.4 The coded case: using turbo-equalization

In coded case, after MAP equalization process, an associated soft channel decoding structure is added in

series to decode received data bits. In order to improve performance system, MAP equalization structure and

associated channel decoding will be operated in iterative process to maximize the reliability of transmitted

bits. As as result, a turbo equalization is considered.
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Figure 4.10: Considered iterative equalization structure.

For each iteration, in order to remove interference term, the proposed equalization structure realizes a few

number of self-iterations. At the output of equalization, a first intrinsic information LLR sequence will be

generated. Then this LLR sequence will be sent to LDPC/convolutional decoder. At the output of decoding,

a second extrinsic information LLR sequence will be generated. This obtained LLR sequence will be sent to

MAP equalization structure for the next iteration.

The iterative receiver diagrams for one-state Ungerboeck model are shown in Figure 4.10.

Coded BER performance: Simulation performance in term of coded BER are given in Figures 4.11

and 4.12 for both QPSK and 16-QAM modulations, respectively. For the simulation, we consider ARJA

(Accumulate Repeat Jagged Accumulate) protograph based low-density parity-check (LDPC) codes of rates

Rc ∈ {2/7;2/5;4/7;8/11} with information length K = 2048 bits. For one-state MAP equalization, the number

of number of «self-iterations» is equal to 5. Furthermore, the number of turbo-iterations is equal to 50.

In the case of using QPSK (Quaternary Phase Shift Keying) modulation, Figure 4.11 performs the coded

BER for different values of acceleration factor ν: ν ∈ {1;0.8;0.6}. For each chosen value ν, four code rates are

considered i.e. Rc ∈ {2/7;2/5;4/7;8/11}. The Nyquist case (ν = 1) is shown in dashed curves.

In the case of using 16-QAM (Quadrature Amplitude Modulation) modulation, Figure 4.12 performs the coded

BER for different values of acceleration factor ν: ν ∈ {1;0.95;0.9;0.85;0.8;0.75}. The considered code rate is

equal to 8/11 (Rc = 8/11). Similarly to the QPSK case, the Nyquist case is shown in dashed curve.

As expected, simulations results show that system uncoded BER performance decrease with use of FTN

signaling. Additionally, we can see that with the use use of turbo-equalization, we can reach the Nyquist case

for both (QPSK,0.8) and (16-QAM,0.95).
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Figure 4.11: Coded BER performances vs. Eb/N0 in dB Coded BER performances vs. Eb/N0 of system
using One-state MAP equalization with Ungerboeck model for QPSK modulation.
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Figure 4.12: Coded BER performances vs. Eb/N0 in dB Coded BER performances vs. Eb/N0 of system
using One-state MAP equalization with Ungerboeck model for 16-QAM modulation.

Spectral efficiency: Despite the degradation of the BER performance compared to Nyquist signaling shown

in Figure 4.11 and Figure 4.12, FTN signaling is of great interest in terms of spectral efficiency. Furthermore,

the proposed one-state equalizer offers the possibility of communicating with low values of ν. This makes it

possible to achieve a maximum spectral efficiency twice as high as that using Nyquist signaling (τ = 1).
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Figure 4.13: Achievable spectral efficiency of system using MAP equalization with Ungerboeck model for
QPSK case.
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Figure 4.14: Achievable spectral efficiency of system using MAP equalization with Ungerboeck model for
16-QAM case.

Figures 4.13 and 4.14 show the achievable spectral efficiency. We define the achievable spectral efficiency

for such system as the maximum spectral efficiency for which the decoding error probability is taken equal to

10−6. In the QPSK, we consider foor code rates Rc = {2/7;2/5;4/7;8/11} and fir each considered code rate, we

consider three acceleration factor values ν = {1;0.8;0.6}. On other hand, in the case of 16-QAM modulation,

we consider one code rate Rc = 8/11 and five acceleration factor values ν = {1;0.95;0.9;0.85;0.8;0.75}. In all

cases, ARJA codes is used and the number of turbo-iterations is fixed to 50. For the two Figures 4.13 and

4.14, the dashed curves present the theoretical achievable spectral efficiency and are used to determinate the
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β = 0.20
50 LDPC iterations (ARJA Codes)

Modulation τ Rate Eb/N0[dB] @ BER=10−6 (Eb/N0)min[dB] η[bit/s/Hz]

QPSK

1

2/7 1.1 -1.1 0.4762
2/5 1.95 -0.6 0.6667
4/7 2.7 0.5 0.9524
8/11 3.6 1.4 1.2121

0.8

2/7 1.205 -0.8 0.5953
2/5 2.075 -0.05 0.8333
4/7 2.865 0.67 1.1905
8/11 3.795 1.6 1.5152

0.6

2/7 1.585 -0.42 0.7937
2/5 2.525 0.43 1.1111
4/7 3.67 1.47 1.5873
8/11 8.415 2.55 2.0202

16-QAM

1 8/11 6.8 4.75 2.4243
0.95 8/11 6.865 4.815 2.5518
0.90 8/11 6.99 4.94 2.6936
0.85 8/11 7.14 5.09 2.8521
0.80 8/11 7.39 5.34 3.0303
0.75 8/11 10.67 5.8 2.6936

Table 4.2: Achievable spectral efficiency and Eb/N0 values corresponding to BER equal to 10−6 in FTN
signaling case corresponding to one-state MAP equalization (SC waveform).

minimum possible Eb/N0 denoted by (Eb/N0)min.

For FTN signaling, the spectral efficiency increases compared to the Nyquist signaling case. For instance, in

Figure 4.13, the spectral efficiency increases from η = 0.6667 bit/s/Hz at Eb/N0 = 1.95 dB for the combination

(QPSK ; ν = 1 ; 2/5) to η = 0.8333 bit/s/Hz at Eb/N0 = 2.075 dB for the combination (QPSK ; ν = 0.8 ;

2/5). Similarly in the case of 16-QAM modulation shown in Figure 4.14, the spectral efficiency increases from

η = 2.4243 bit/s/Hz at Eb/N0 = 6.8 dB for the combination (16-QAM ; ν = 1 ; 8/11) to η = 3.0303 bit/s/Hz

at Eb/N0 = 7.39 dB for the combination (16-QAM ; ν = 0.8 ; 8/11).

Based on simulation results in the coded case, one can deduct the following Table 4.2 which summarizes the

spectral efficiency η at BER = 10−6 for β = 0.20. Finally, we note that the achievable spectral efficiency can

be improved by optimizing the considered LDPC code and choosing the most efficient configuration in each

case.
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4.3 EW SC-OFDM waveform

In this Section, EW SC-OFDM waveform will be studied for both Nyquist/FTN signaling and for the return

link. Based on the expression of received symbols given in Equations (4.24), this section aims to give the

corresponding system model in the case of aeronautical channel and especially for return link. For the return

link the aeronautical channel is assumed AWGN. The UAV/aircraft transmitter and the receiver structures

are shown in Figure 4.15.

4.3.1 System model

For system model, we consider a frame based transmission. Moreover, we assume that each frame contains a

number of Nf sub-frames and each sub-frame contains a number of N modulated data symbols. Furthermore,

we assume that the digital communication system uses linear M-ary modulation.

At the transmitter, each obtained data sequence si will be oversampled by a Fs ≥ 1 +β factor before being

circularly filtered by a RRC shaping filter he(τ) with roll-off 0≤ β≤ 1 and a Nyquist bandwidth Bh. A possible

frequency implementation is considered in Figure 3.13. Indeed, over-sampling in time domain is equivalent to

have a repetition in frequency domain. Also, considering circular shape filtering is equivalent to have a spectral

shaping in the frequency domain. The ratio between the size of the second Inverse Fast Fourier Transform

(IFFT) and the size of the first Fast Fourier Transform (FFT) is equal to the over-sampling factor Fs ≥ 1+β.

Therefore, the size of the first FFT is equal to N and the size of the second IFFT is equal to N1 = Fs×N ≥N .

N1 is a positive integers. Note that FFT sizes N and N1 are assumed invariant during all the communication.

At the receiver, the expression of the received frequency domain data sequence Ỹi =
[
Ỹi,1, Ỹi,2, . . . , Ỹi,N1

]T
is

given by:

Ỹi =


Ỹi,1
Ỹi,2
...

Ỹi,N1

=
√
Fs×A. FN.


si,1
si,2
...

si,N

+


w̃1
w̃2
...

w̃N1

 (4.24)

The noise variables {w̃n} are zero-mean complex AWGN with variance σ̃2
w computed as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (4.25)

The A is initially introduced in (2.68) and is perfectly known at the receiver. Also, we recall that the A matrix

is a pseudo-orthogonal matrix verifying:

AH .A = AT .A∗ =


λ1 0 · · · 0
0 λ2 · · · 0
...

. . .
...

0 0 · · · λN

 (4.26)

In Nyquist signaling, the real diagonal values {λn} are equal to 1 i.e. λ1 = λ2 = . . . ,λN = 1. Whereas, in FTN

signaling, the diagonal values are no longer equal to 1. Due the fact that we consider a normalized transmit
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Figure 4.15: UAV/Aircraft transmitter and GES receiver using EW SC-OFDM waveform for the return link

shaping filter, we can verify that we have:

1
N

N∑
n=1

λn = 1 (4.27)

numerical values for λ1,λ2, . . . ,λN are shown in Figure 4.16 for various values of acceleration factor ν.
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4.3.2 Data symbol detection in Nyquist signaling:

In Nyquist signaling (Ts = Th), we do not need to consider channel equalization. Indeed, applying a matched

filtering to the received frequency symbols Ỹi is sufficient to obtain an optimal detection at the receiver:

yi = 1√
Fs
. FHN . AH .Ỹi =


si,1
si,2
...

si,N

+


wc1
wc2
...

wcN

 (4.28)

In general case, the noise vector wc = [wc1,wc2, . . . ,wcN ]T is a centered colored Gaussian noise with a covariance

matrix calculated as follows:

E
{

wc.wH
c

}
= σ2

w. diag


λ1
λ2
...

λN

 (4.29)

Due to the fact that the diagonal values {λn} are equal to 1 in Nyquist signaling, we can deduce that the

additive noise is AWGN and and the expression of the detected samples can be reduced to:

yi,n = si,n+wn for 1≤ n≤N (4.30)

where the noise variables {wn} are Gaussian, white and having a variance equal to σ2
w.

Finally, by using (4.30), we can deduce that in the presence of AWGN channel and by using Nyquist signaling,

system performances for both SC and EW SC-OFDM are equivalent, which is trivial.
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4.3.3 Data symbol detection in FTN signaling:

In linear observation model given in Equation (4.24), the noise variables {w̃n} are Gaussian and white. Fur-

thermore, the constellation symbols {si,n} are assumed i.i.d with variance equal to σ2
s . By applying a lin-

ear MMSE equalization a priori [122], we can obtain a biased estimation of the transmitted data sequence

si = [si,1,si,2, . . . ,si,N ]T . We denote zi = [zi,1,zi,2, . . . ,zi,N ]T as the output MMSE equalization vector which

is expressed as:

zi = FHN .Σ−1.AH .

(
1√
Fs
. Ỹi−A.FN.s̄i

)
+µi = FHN .Σ−1.

(
Yi− Ȳi

)
+µi (4.31)

where Yi is the output frequency domain observation after being filtered by a receive matched filter:

Yi = 1√
Fs
. AH .Ỹi (4.32)

Furthermore, The three quantities Σ−1, µi and Ȳi denote the three MMSE equalization parameters to be

computed for a given a priori information (v̄s, s̄i) and they are expressed as:

Σ−1 ∆= 1
1 + [1− (v̄s/σ2

s)] . % .
[(
v̄s/σ

2
s

)
. AH

i .Ai+
(
σ2
w/σ

2
s

)
. IN×N

]−1
(4.33)

Ȳi
∆= AH

i .Ai.FN.s̄i (4.34)

µi
∆= %

1 + [1− (v̄s/σ2
s)] . % . s̄i = αi. s̄i (4.35)

By taking into account an a priori information, the values of the two real positive scalars, % and αi, depend

on the given symbol variance values v̄s as follows:

%
∆= 1
N
. tr
{[(

v̄s/σ
2
s

)
. AH

i .Ai+
(
σ2
w/σ

2
s

)
. IN×N

]−1
.AH

i .Ai

}
and α

∆= %

1 + [1− (v̄s/σ2
s)] . % (4.36)

Besides, it is previously shown in (4.26), that the matrix AH .A is a N×N diagonal matrix and λ1,λ2, . . . ,λN

are its real diagonal values:

AH .A = diag


λ1
λ2
...

λN

 (4.37)
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Given the fact that AH .A is a diagonal matrix, the expression of % in (4.36), and Σ−1 in (4.35) can be reduced

to:

%= 1
N

N∑
n=1

λn
(v̄s/σ2

s) . λn+ (σ2
w/σ

2
s) and Σ−1 = σ2

s

1 + [1− (v̄s/σ2
s)] . % .diag


1

v̄s. λ1+σ2
w

1
v̄s. λ2+σ2

w
...
1

v̄s. λn+σ2
w

 (4.38)

Thus, the complexity of the receiver is significantly reduced and matrix inversion is no longer a problem. As

a consequence, it is possible to consider Frequency Domain Equalization (FDE) based on MMSE criterion as

shown in Figure 4.17.

Referring to [70], it is shown that the output MMSE equalized vector, s̃i, is a biased estimation of si and

its expression can be reduced to:

s̃i =
√

γ

α2 zi ≈
√
γ si+w (4.39)

where w = [w1,w2, . . . ,wN ]T is a zero-mean complex AWGN noise vector and symbols {wn} having a variance

equal to σ2
w. The positive scalar γ denotes the MMSE equalization gain and its expression is initially given in
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Figure 4.18: Numerical values of γ as function of a priori information for Es/N0 = 5 dB.



132 Chapter 4 - The return link

(2.98) as:

γ =



(
1
N

N∑
n=1

1
λn+ (σ2

w/σ
2
s)

)−1

−
(
σ2
w/σ

2
s

)
= γmin for v̄s = σ2

s (zero a priori)

(
σ2
s/v̄s

)
.


(

1
N

N∑
n=1

1
(v̄s/σ2

s) .λn+ (σ2
w/σ

2
s)

)−1

−
(
σ2
w/σ

2
s

) for 0< v̄s < σ2
s

1
N

N∑
n=1

λn = 1 = γmax for v̄s = 0 (Perfect a priori)

(4.40)

Some Numerical values of γ as function of a priori information for Es/N0 = 5 dB are given in Figure 4.18.

In Figure 4.17, an extrinsic LLR vector of size N × log2(M), Loute (ci), is generated and calculated as follows:

Loute (ci) = Louta (ci)−Lina (ci) (4.41)

where Louta (ci) is an a posteriori LLR vector and its expression is initially given in Equation (2.101).

4.3.3.1 The uncoded case

For the uncoded case, we assume using MMSE equalization with zero a priori i.e. γ = γmin. The estimated

transmit symbol is determinated as the most likely symbol as follows:

x̂i,n = argmin
Cm∈χ

∣∣∣s̃i,n−√γmin. Cm
∣∣∣2 1≤ n≤N (4.42)

By considering Gray mapping [50], it is shown that we have only one erroneous bit in each erroneous mapping

constellation symbol. Thus, the theoretical average Bit Error Rate can be expressed as:

BER∼=
Nv

log2 (M) ×Q

√γmin.

(
D2
min

2.σ2
s

)
.Rc. log2 (M) .Eb/N0

 (4.43)

As expected, in Figure 4.19, we can see that simulation results in the case of 8-PSK (Phase-Shift Keying

) modulation shown in solid curves confirm the analytical expression given in (4.43) and shown in dashed

curves. By considering different linear modulation types, Figure 4.20 give simulation results for uncoded BER

performances for QPSK, 8-PSK and 16-QAM in FTN signaling. As expected, simulations results show that

system uncoded BER performance decrease with use of FTN signaling. Indeed by considering FTN signaling,

the frequency channel becomes selective. The more the acceleration factor ν is low, the more the channel

selectivity is high.
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Figure 4.19: Uncoded BER performance in the case of 8-PSK modulation of system using EW-SC-OFDM
waveform as function of acceleration factor ν. The shaping filter is RRC with β = 0.20.
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4.3.3.2 EXIT CHART Analysis:

In Figure 4.21, we give the EXtrinsic Information Transfer (EXIT) charts for the proposed MMSE equalizer

for ν = {1;0.8;0.6} for a Signal to Noise Ratio Eb/N0 = 5 dB. The Nyquist case (ν = 1) is presented in dashed

curve.

As we can observe, in perfect a priori, all extrinsic information values, for both QPSK and 16-QAM modula-

tion, converge to a single value which is the extrinsic information value given by the Nyquist case. This result

is expected. Indeed, by using Gaussian approximation, it is shown in Equation (4.39) that the expression of

the equalized sequence is reduced to:

s̃i =√γ. si+w (4.44)

The elements of the noise vector w are additive white Gaussian noise (AWGN) and independent and identically

distributed (i.i.d) with the variance equal to σ2
w.

Furthermore, in the case of perfect a priori, it is shown in Equation (4.40) that we have:

γ = γmax = 1
N

N∑
n=1

λn = 1 for all values of ν ∈]0,1]. (4.45)

Thus, by using (4.44) and (4.45), we can deduce that in the case of perfect a priori, the system performances

are equivalent to the Nyquist case.

Besides, in the case of zero a priori, it is shown in Equation (4.40) that we have:

γ = γmin =
(

1
N

N∑
n=1

1
λn+ (σ2

w/σ
2
s)

)−1

−
(
σ2
w/σ

2
s

)
≤ 1 (4.46)
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Some Numerical values of γmin for Es/N0 = 5 dB are given in Figure 4.18. Given the fact that γ ≤ 1, we can

deduce a system performance degradation compared to the Nyquist case. This behavior is corroborated by

the uncoded Bit Error Rate curves given in Figures (4.19) and (4.20).

4.3.3.3 The coded case: using turbo-equalization

In coded case, after MMSE equalization process, a soft channel decoding structure is added in series to decode

received data bits. In order to improve performance system, MMSE equalization and channel decoding will be

operated in iterative process to maximize the reliability of transmitted bits. As as result, turbo equalization

is performed.

For each iteration, the MMSE equalizer will generate an extrinsic bit information denoted by Lout,1e (ci) =

MMSE Equalizer 
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Figure 4.22: Considered iterative equalization structure.

[
Lout,1e (ci,1) ,Lout,1e (ci,2) , . . . ,Lout,1e

(
ci,log2(M)×N

)]T corresponding to each symbol assigned by the channel.

Then this extrinsic information will be sent to LDPC/convolutional decoder, which does not require the calcu-

lation of an observation, not an estimate of the noise variance on this observation. At the output of decoding,

another extrinsic bit information denoted by Lout,2e (ci) =
[
Lout,2e (ci,1) ,Lout,2e (ci,2) , . . . ,Lout,2e

(
ci,log2(M)×N

)]T
will be generated. The latter will be used in the next iteration as a priori information for Bayesian MMSE

equalization. The iterative receiver diagram is shown in Figure 4.22.
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Coded BER performance: Simulation performance in term of coded BER are given in Figures 4.23

and 4.24 for both QPSK and 16-QAM modulations, respectively. For the simulation, we consider ARJA

(Accumulate Repeat Jagged Accumulate) protograph based low-density parity-check (LDPC) codes of rates

Rc ∈ {2/7;2/5;4/7;8/11} with information lengthK = 2048 bits. The number of turbo-iterations is equal to 50.
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Figure 4.23: Coded BER performances vs. Eb/N0 in dB of system using Bayesian MMSE equalization for
QPSK modulation.
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Figure 4.24: Coded BER performances vs. Eb/N0 of system using Bayesian MMSE equalization for 16-QAM
modulation.
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In the case of using QPSK (Quaternary Phase Shift Keying) modulation, Figure 4.23 performs the coded

BER for different values of acceleration factor ν: ν ∈ {1;0.8;0.6}. For each chosen value ν, for code rates are

considered i.e. Rc ∈ {2/7;2/5;4/7;8/11}. The Nyquist case (ν = 1) is shown in dashed curves.

In the case of using 16-QAM (Quadrature Amplitude Modulation) modulation, Figure 4.24 performs the coded

BER for different values of acceleration factor ν: ν ∈ {1;0.95;0.9;0.85;0.8}. The considered code rate is equal

to 8/11 (Rc = 8/11). Similarly to the QPSK case, the Nyquist case is shown in dashed curve.

As expected, simulations results show that system coded BER performance decrease with use of FTN signaling.

Additionally, simulation results show that with the use use of turbo-equalization, we can reach the Nyquist

case for both combinations (QPSK ; 0.8) and (16-QAM ; 0.95).

Spectral efficiency: Despite the degradation of the BER performance compared to Nyquist signaling shown

in Figure 4.23 and Figure 4.24, FTN signaling is of great interest in terms of spectral efficiency. Furthermore,

the proposed one-state equalizer offers the possibility of communicating with low values of ν. This makes it

possible to achieve a maximum spectral efficiency twice as high as that using Nyquist signaling (τ = 1).

The considered spectral efficiency denoted by η and calculated as follows:

η = Rc×
log2 (M)
ν× (1 +β) (4.47)

As mentioned in (4.47), the spectral efficiency inversely proportional to the acceleration factor ν.

Figures 4.25 and 4.26 show the achievable spectral efficiency. We define the achievable spectral efficiency

for such system as the maximum spectral efficiency for which the decoding error probability is taken equal to

10−6. In the QPSK, we consider four code rates Rc = {2/7;2/5;4/7;8/11} and fir each considered code rate, we

consider three acceleration factor values ν = {1;0.8;0.6}. On other hand, in the case of 16-QAM modulation,
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Figure 4.25: Achievable spectral efficiency of system using Bayesian MMSE equalization for QPSK modula-
tion.
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Figure 4.26: Achievable spectral efficiency of system using Bayesian MMSE equalization for 16-QAM mod-
ulation.

we consider one code rate Rc = 8/11 and five acceleration factor values ν = {1;0.95;0.9;0.85;0.8;0.75}. In all

cases, ARJA codes is used and the number of turbo-iterations is fixed to 50. For the two Figures 4.25 and

4.26, the dashed curves present the theoretical achievable spectral efficiency and are used to determinate the

minimum possible Eb/N0 denoted by (Eb/N0)min.

For FTN signaling, the spectral efficiency increases compared to the Nyquist signaling case. For instance, in

Figure 4.25 , the spectral efficiency increases from η= 0.6667 bit/s/Hz at Eb/N0 = 1.95 dB for the combination

(QPSK ; ν = 1 ; 2/5) to η = 0.8333 bit/s/Hz at Eb/N0 = 2.185 dB for the combination (QPSK ; ν = 0.8 ;

2/5). Similarly in the case of 16-QAM modulation shown in Figure 4.26, the spectral efficiency increases from

η = 2.4243 bit/s/Hz at Eb/N0 = 6.8 dB for the combination (16-QAM ; ν = 1 ; 8/11) to η = 3.0303 bit/s/Hz

at Eb/N0 = 11.165 dB for the combination (16-QAM ; ν = 0.8 ; 8/11).

Based on simulation results in the coded case, one can deduct the following Table 4.3 which summarizes the

spectral efficiency η at BER = 10−6 for β = 0.20. Finally, we note that the achievable spectral efficiency can

be improved by optimizing the considered LDPC code and choosing the most efficient configuration in each

case.
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β = 0.20
50 LDPC iterations (ARJA Codes)

Modulation τ Rate Eb/N0[dB] @ BER=10−6 (Eb/N0)min[dB] η[bit/s/Hz]

QPSK

1

2/7 1.1 -1.1 0.4762
2/5 1.95 -0.6 0.6667
4/7 2.7 0.5 0.9524
8/11 3.6 1.4 1.2121

0.8

2/7 1.24 -0.765 0.5953
2/5 2.185 0.06 0.8333
4/7 3.19 1 1.1905
8/11 4.505 2.35 1.5152

0.6

2/7 1.85 -0.3 0.7937
2/5 2.833 0.738 1.1111
4/7 5.165 2.2 1.5873
8/11 10.976 4.48 2.0202

16-QAM

1 8/11 6.8 4.75 2.4243
0.95 8/11 6.89 4.85 2.5518
0.90 8/11 7.16 5.11 2.6936
0.85 8/11 8.26 6 2.8521
0.80 8/11 11.165 7.2 3.0303

Table 4.3: Achievable spectral efficiency and Eb/N0 values corresponding to BER equal to 10−6 in FTN
signaling case corresponding to MMSE equalization (EW SC-OFDM waveform).

4.4 Comparison of system performance: SC waveform vs EW SC-
OFDM waveform

In this Section, we will compare system performance for both SC and EW SC-OFDM waveforms.

In Nyquist signaling, it has been shown that system performances for both SC and EW SC-OFDM are

equivalent and are shown in Table 4.1 in Section 4.2.2.

In FTN signaling case, for the SC waveform, we have investigated low complexity MAP equalizer. However, for

EW SC-OFDM waveform, Bayesian frequency domain MMSE equalized is considered. System performances

corresponding to MAP equalization are shown in Table 4.2 in Section 4.2.3. Concerning MMSE equalization,

system performances are shown in Table 4.3 in Section 4.3.3.

By combining all result, Table 4.4 summarizes system performance for all considered case.
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β = 0.20
50 LDPC iterations (ARJA Codes)

MOD τ Rate Eb/N0[dB] @ BER=10−6 (Eb/N0)min[dB] η[bit/s/Hz]
SC EW SC-OFDM SC EW SC-OFDM

QPSK

1

2/7 1.1 1.1 -1.1 -1.1 0.4762
2/5 1.95 1.95 -0.6 -0.6 0.6667
4/7 2.7 2.7 0.5 0.5 0.9524
8/11 3.6 3.6 1.4 1.4 1.2121

0.8

2/7 1.205 1.24 -0.8 -0.765 0.5953
2/5 2.075 2.185 -0.05 0.06 0.8333
4/7 2.865 3.19 0.67 1 1.1905
8/11 3.795 4.505 1.6 2.35 1.5152

0.6

2/7 1.585 1.85 -0.42 -0.3 0.7937
2/5 2.525 2.833 0.43 0.738 1.1111
4/7 3.67 5.165 1.47 2.2 1.5873
8/11 8.415 10.976 2.55 4.48 2.0202

16-QAM

1 8/11 6.8 6.8 4.75 4.75 2.4243
0.95 8/11 6.865 6.89 4.815 4.85 2.5518
0.90 8/11 6.99 7.16 4.94 5.11 2.6936
0.85 8/11 7.14 8.26 5.09 6 2.8521
0.80 8/11 7.39 11.165 5.34 7.2 3.0303
0.75 8/11 10.67 - 5.8 - 3.2323

Table 4.4: Comparison of the achievable spectral efficiency and Eb/N0 values corresponding to BER equal to
10−6 in Nyquist/FTN signaling case for both SC and EW SC-OFDM waveforms.

4.5 Conclusion

In this chapter, we are interested in the Return link. In order to compare system performance for different

waveform, we have investigated two possible waveform: Single Carrier (SC) waveform and the Extended

Weighted Single Carrier Orthogonal Frequency Division Multiplexing (EW SC-OFDM) waveforms. These two

waveforms are studied in two contexts: Nyquist and Faster-Than-Nyquist (FTN) signaling.

In Nyquist signaling, it has been shown that system performances for both SC and EW SC-OFDM are

equivalent which is trivial. However, in FTN signaling case, There are an additive ISI term and therefore we

need to design a reduced complexity equalizer. To do it, we have investigated reduced complexity equalizers

for both SC and EW SC-OFDM waveforms. EW SC-OFDM offers an interesting low complexity frequency

domain equalization abilities and thus low complexity Bayesian Minimum Mean Square Error (MMSE) equal-

ization is considered. For SC waveform, an optimum detection scheme is given by considering Maximum A

Posteriori (MAP) criterion, but it has been shown that the computational complexity of MAP equalizers ex-

ponentially increases with the memory of the equivalent base-band channel. To cope with this problem, we

have investigated an efficient reduced-state implementation of MAP equalization.

Finally, performance system for SC and EW SC-OFDM waveform, using respectively MAP and MMSE

equalization, are compared. As a result, The proposed reduced-state MAP equalization structure for SC

waveform give a better performance compared the one using MMSE equalization for EW SC-OFDM waveform

especially at high spectral efficiencies.
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5.1 SM vs SIMO techniques

Nowadays, several studies are launched for the design of highly reliable and cost-effective communications

systems that introduce Unmanned Aerial Vehicle (UAV), this paves the way for UAV networks to play an

important role in a lot of applications. Indeed, thanks to UAVs, many complex mission will be feasible, such

as the collection of information in areas humans cannot reach, either because of safety issues (like working

within a radioactive cloud), or other issues related to human beings (like working over enemy places) [18] [41].

The mission link required a very large amount of data (live video, images etc.), this link requires a high bit

rate. In some environments [79], UAVs can fly in a rich multipath environments (NLOS). In this case, it

is interesting to take advantage of using Multi-Input-Multi-Output (MIMO) techniques, since it exploit the

decorrelation of received signals to improve symbol detection at the receiver. Since UAV architecture envisages

the implantation of two antennas placed at wings. So, it is straightforwardly recommended to use these two

antennas in order to increase diversity gain.

However, the use of these two antennas can affect UAV/aircraft endurance. In fact, doubling the number

of active antennas means reducing half of endurance time. In order to reduce the energy consumption at the

transmitter, one may resort to the use of the Single-Input Multiple-Output (SIMO) system. For the SIMO

system, only one transmit antenna is considered. The SIMO solution presents a trade-off between reducing

energy consumption and increasing diversity gain given by the use of the second transmit antenna. This solution

is the most envisaged until the appearance of a new technique called spatial modulation (SM). SM allows us

to benefit from the diversity offered by the two antennas without affecting endurance. This new modulation

technique SM selects active transmit antenna in an alternative manner and thus it makes possible to increase

the diversity gain at the reception. Since transmit active antenna is selected in an alternative manner, from

a budgetary point of view, this is equivalent to having a permanent single transmit active antenna. So, in

terms of energy consumption, this is equivalent to the SIMO case. Consequently, the SM system can achieve

a good trade-off between energy consumption and diversity gain compared to the SIMO system. Moreover,

SM technique uses antenna position as a source of information and a part of the information bits are carried

by a selection of the active antennas. As a result, SM technique allows us to increase the spectral efficiency

compared to SIMO technique. For the same modulation orderM , the considered spectral efficiency percentage

gain is expressed as:

Gain [%] = ηSM−ηSIMO

ηSIMO ×100 = log2 (Nt)
log2 (M) ×100 (5.1)

where Nt is the number of considered transmit antennas.

This spectral efficiency gain is done at the expense of performance degradation given by the presence of

estimation errors of active transmit antennas at rthe receiver. In SM system, BER performance heavily

depends on the active transmit antennas selection and enhancing active transmit antennas is challenging

task. Indeed, sometimes a poor selection of active transmit antennas can cause an entire erroneous sub-frame.

If it possible to perfectly estimate the considered active transmit antennas, the BER performance can be

considerably improved and one can obtain a BER performance gain compared to the SIMO system. The
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considered gain in decibels can be expressed as:

BER Gain [dB] = 10 log10

(
BERSIMO

BERSM

)
= 10 log10

(
1 + log2 (Nt)

log2 (M)

)
(5.2)

In this case, SM system presents an improved performances compared to the SIMO system in terms of spectral

efficiency and also in terms of BER performances. Therefore, it is interesting to investigate new modified SM

structures that enhance active antenna selection.

On other hand, for both SM and SIMO systems, the use of the maximum likelihood (ML) criterion at

the reception leads to an optimal solution. For the transmitter, Orthogonal Frequency Division Multiplexing

(OFDM) is considered [106][85][86]. However, high peak to average power ratio (PAPR) at the OFDM trans-

mitter caused by the Inverse Fast Fourier Transform (IFFT) operation implemented in each transmit antenna

which makes the design of High Power Amplifier (HPA) a challenging task. In this context, a design of a new

modified reduced PAPR SM/SIMO structure is required.

Besides, a lot of recent researches give a great interest to the communication channel between UAVs and

the Ground Control Station (GCS) as it has a great effect on the performance of system [127] [116] . In

this context, this chapter starts to give an analyze of the performance of SM/SIMO system, taking into

account the different effects introduced real-world channels is studied. In fact, a simplified model of spatially

correlated Ricean MIMO channels is given and a three dimensional channel model is derived. Based on the

considered space diversity model, it is shown in [86] that when the distance in wavelengths separating two

adjacent transmit antennas, de, and the distance in wavelengths separating two adjacent receive antennas, dr,

are both sufficiently large than 1
2 i.e. de > 1

2 and dr > 1
2 , we can assume that the signals relative to multipath

component become spatially uncorrelated. In this case, the system performance heavily depends on the Rice

factor KLOS given by the observed air-to-ground (A2G) channel and consequently, it is important to study the

use cases of spatial modulation in relation to the nature of the environment (non Line-of-Sight/Line-of-Sight)

below the flying UAV/aircraft. According to the characteristics of the actual communications environment

of UAV/aircraft, we study the performance analysis of the classical CP-aided OFDM-SM-ML and CP-aided

OFDM-SIMO-ML systems over spatially correlated Ricean MIMO channels for different values of KLOS.
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5.2 Expression of Air-to-ground MIMO channel

Assuming a number of Nt transmit antennas at emission and a number of Nr receive antennas at the receiver,

the Single-Input Single-Output (SISO) A2G channel between the transmit antenna 1 ≤ nt ≤ Nt element and

the receive antenna 1≤ nr ≤Nr element is noted h(nr,nt)
a (t,τ) and previously expressed in (1.45) as:

h(nr,nt)
a (t,τ) =

√
KLOS

1 +KLOS
δ(τ) + 1√

1 +KLOS
h̃

(nr,nt)
a (t,τ) (5.3)

In MIMO communication, we define a space correlated MIMO channel matrix having this form:

Hi,n =


H(1,1)
i,n H(1,2)

i,n . . . H(1,Nt)
i,n

H(2,1)
i,n H(2,2)

i,n . . . H(2,Nt)
i,n

...
...

. . .
...

H(Nr,1)
i,n H(Nr,2)

i,n . . . H(Nr,Nt)
i,n

=

√
KLOS

1 +KLOS
+ 1√

1 +KLOS
×R

1
2
H,Rx .H̃n. R

1
2
H,Tx (5.4)

The channel matrix H̃n is a stochastic full-rank Nr×Nt matrix with complex Gaussian elements:

H̃n =


H̃

(1,1)
i,n H̃

(1,2)
i,n . . . H̃

(1,Nt)
i,n

H̃
(2,1)
i,n H̃

(2,2)
i,n . . . H̃

(2,Nt)
i,n

...
...

. . .
...

H̃
(Nr,1)
i,n H̃

(Nr,2)
i,n . . . H̃

(Nr,Nt)
i,n

 with H̃
(nr,nt)
i,n =

+∞∑
l=−∞

h̃
(nr,nt)
a (l) e−2πj lnN (5.5)

Each element of the matrix H̃
(nr,nt)
i,n represents the frequency response at the frequency index n of the impulse

response h̃(nr,nt)
a (t,τ) between the transmit antenna nt element and the receive antenna nr element. Fur-

thermore, the frequency responses
{
H̃

(nr,nt)
i,n

}
are assumed decorrelated and varying according a zero-mean

normalized Gaussian distribution to verify:

E
{
H̃

(nr,nt)
i,n

}
= 0 E

{∣∣∣∣H̃(nr,nt)
i,n

∣∣∣∣2
}

= 1 and E
{

H̃H
n .H̃n

}
= Nr×


1 0 · · · 0
0 1 · · · 0
...

. . .
...

0 0 · · · 1

 (5.6)

The space correlation matrices RH,Tx and RH,Rx are calculated as a function of the distance between the

receiving and transmitting elements [126]. A short description follows assuming that the RH,Tx, RH,Rx

matrices have the form:

RH,Tx =



1 rT r2
T . . . rNt−1

T

rT 1 rT . . .
...

r2
T rT 1 . . . r2

T
...

. . .
. . .

. . . rT
rNt−1
T . . . r2

T rT 1


; RH,Rx =



1 rR r2
R . . . rNr−1

R

rR 1 rR . . .
...

r2
R rR 1 . . . r2

R
...

. . .
. . .

. . . rR
rNr−1
R . . . r2

R rR 1


(5.7)

where rT and rR are the fading correlation between two adjacent transmit antenna elements and receive

antenna elements respectively. The expressions rT and rR are approximated by [126]:

rT = exp(−23.Λe.d2
e) and rR = exp(−23.Λr.d2

r) (5.8)
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de and dr are respectively the distance in wavelengths between two adjacent transmit antenna elements and

receive antenna elements. For each antenna element, the angular spread for the transmitted signals is noted

0≤ Λe ≤ 1, respectively 0≤ Λr ≤ 1 for the arriving signals at the receiver [34, 126].

5.3 Communication system assumptions

For the propagation MIMO channel, we assume that the distance in wavelengths separating two adjacent

transmit antenna elements, de, and two adjacent receive antenna elements, dr, is sufficiently large than 1
2 i.e.

de >
1
2 and dr > 1

2 . As a result, by considering Equation (5.8), the signals relative to multipath component

become spatially uncorrelated. In this case, we can deduce that both the transmit and the receive correlation

matrices RH,Tx and RH,Rx can be approximated to the identity matrix and the expanded expression of the

spatially uncorrelated Ricean channel matrix Hi,n, given in Equation (5.4), can be reduced to:

Hi,n =

√
KLOS

1 +KLOS
+ 1√

1 +KLOS
× H̃n =

[
h(1)
i,n,h

(2)
i,n, . . . ,h

(Nt)
i,n

]
(5.9)

with H̃n is a stochastic Nr×Nt matrix with uncorrelated normalized complex Gaussian elements and verifying

(5.6). In the following, we assume that channel matrix H̃n is fully known at the receiver. The value of the

KLOS factor depends on the nature of environment. In fact, for rich environment (Urban, Mountainous etc.),

the KLOS factor takes low values. Whereas, for open environment (Flat desert, Rural etc.), the KLOS factor

takes high values. Also, we note that the value of the KLOS factor is proportional to the UAV altitude. The

higher the UAV altitude, the higher KLOS is. The maximum value of the KLOS factor is 15 dB for UAV

altitude of 30 Km.

5.4 Classical CP-aided OFDM-SM system vs classical CP-aided
OFDM-SIMO system

5.4.1 Classical CP-aided OFDM-SM system

Orthogonal frequency division multiplexing (OFDM) is also a well-known communication technique which has

already been included in many wireless standards such as 802.11n [29], digital video broadcasting (DVB) and

long term evolution (LTE) due to its high spectrum efficiency and robustness against frequency-selective chan-

nels. The combination of OFDM and MIMO appears as an competitive alternative for the next generation

mobile communications [5]. The attempt to introduce SM to OFDM systems is made by [63, 85, 86, 106]

and is termed as CP-aided OFDM-SM, which exhibits enhanced error performance as compared with classical

MIMO-OFDM schemes. Furthermore, CP-aided OFDM-SM conveys additional information by active antenna

indices of subcarriers, and thus achieves enhanced data rate and robustness against inter-antenna interference

within subcarriers. However, this comes at the expense of an increase in hardware complexity, where the num-

ber of radio frequency (RF) chains is equal to the number of transmit antennas. Moreover, the implementation

of an Inverse Fast Fourier Transform (IFFT) operation in each transmit antenna causes a high peak to average
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Figure 5.1: Uncoded transmitter for the classical CP-aided OFDM-SM structure.

power ratio (PAPR) which makes the design of High Power Amplifier (HPA) a challenging task [63].

For the CP-aided OFDM-SM receiver, different detection techniques are possible, including linear frequency-

domain equalization (FDE) detection techniques such as zero forcing (ZF), minimum mean square error

(MMSE) and maximum ratio combining (MRC) as a sub-optimal but reduced complexity solutions. The

optimal solution is given by the maximum likelihood (ML) detector.

5.4.1.1 Transmitter SM structure

We consider a multiple input-multiple output (MIMO) communication system with Nt transmit antennas and

Nr receive antennas. The transmitter of the classical CP-aided OFDM-SM is given in Figure 5.1.

We consider MIMO communication system with Nt transmit antennas and Nr receive antennas. Let us

consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO channel.

Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation order M .

The considered M-ary constellation symbols are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M.Nt) bits, where N

is a non-zero positive integer which denotes the number of modulated symbols in each transmit sub-frame.

Data splitting and frequency domain processing: For each transmit sub-frame 1≤ i≤Nf , the trans-

mitter starts to split the bit sequence ui into two bit blocks uai and udi verifying ui = [uai ,udi ]. The first bit

block uai contains N × log2(Nt) bits and it is designed to select the active transmit antennas. The second bit

block udi contains N × log2(M) bits and it is designed to transmit constellation symbols. The two blocks will

be processed as follows:

• The first bit block ua being mapped to generate a select antenna vector mi = [mi,1,mi,2, . . . ,mi,N ]T

containing the transmit antenna index mi,n ∈ {1, . . . ,Nt} for each symbol duration Ts.

• The second bit block udi will be modulated into aM -ary constellation to provide a sequence of N symbols

denoted by si = [si,1,si,2, . . . ,si,N ]T where si,n = Cq ∈ χ and E{si,n}= σ2
s = 1

M

M∑
q=1
|Cq|2 = Es×Rs with
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Rs = 1/Ts is the considered symbol rate and Es is the symbol energy.

Space allocation in the frequency domain: By using the resulting transmit antenna index sequence

mi = [mi,1,mi,2, . . . ,mi,N ]T and also the resulting modulated sequence si = [si,1,si,2, . . . ,si,N ]T , a simple

antenna coding is used: For each couple (si,n,mi,n) we associate a column vector xi,n obtained as follows:

xi,n =


x

(1)
i,n

x
(2)
i,n
...

x
(Nt)
i,n

= [ 0, . . . ,0︸ ︷︷ ︸
(mi,n−1)

,si,n, 0, . . . ,0︸ ︷︷ ︸
Nt−mi,n

]T = [ 0, . . . ,0︸ ︷︷ ︸
(mi,n−1)

,Cq, 0, . . . ,0︸ ︷︷ ︸
Nt−mi,n

]T (5.10)

∀ 1≤ n≤N and ∀ 1≤ i≤Nf

Time domain processing: The resulting matrix [xi,1,xi,2, . . . ,xi,N ] is transformed to the time domain by

using an Inverse Fast Fourier Transform (IFFT) operation. Using the Fourier matrix FN of size N ×N , the

resulting matrix Ei =
[
e(1)
i ,e(2)

i , . . . ,e(Nt)
i

]T
is obtained as follows:

Ei =


e(1)
i

e(2)
i
...

e(Nt)
i

=


e
(1)
i,1 e

(1)
i,2 . . . e

(1)
i,N

e
(2)
i,1 e

(2)
i,2 . . . e

(2)
i,N

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N

=


x

(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N

x
(2)
i,1 x

(2)
i,2 . . . x

(2)
i,N

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N

 .FHN (5.11)

In the following, we assume a normalized Fourier matrix FN verifying FN .FHN = FHN .FN = IN×N with IN×N
is the identity matrix with size N ×N .

Add Cyclic Prefix: For all transmit antennas, a Cyclic Prefix (CP) block matrix of size Nt×Ng is inserted

at the beginning of each resulting matrix Ei in order to cope with inter-symbol interference from the channel

and maintain sub-carriers orthogonality.

5.4.1.2 Receiver SM structure

At the receiver Nr receive antennas is considered. After sampling and removing CP, the resulting time-domain

received symbol matrix, associated with frame 1≤ i≤Nf , can be written as:

Ri =


r(1)
i

r(2)
i
...

r(Nr)
i

=


r

(1)
i,1 r

(1)
i,2 . . . r

(1)
i,N

r
(2)
i,1 r

(2)
i,2 . . . r

(2)
i,N

...
... . . .

...

r
(Nr)
i,1 r

(Nr)
i,2 . . . r

(Nr)
i,N

 (5.12)

Thanks to the add of a circular prefix at the transmitter, the MIMO channel has a circular form. Thus, the

time-domain received sample sequence for each receive antenna 1≤ nr ≤Nr can be given as follows:

r(nr)
i =


r

(nr)
i,1
r

(nr)
i,2
...

r
(nr)
i,N


T

=
Nt∑
nt=1

e(nt)
i .


FN.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N

 .FHN


+


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.13)
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where the resulting noise vector is w(nr) =
[
w

(nr)
1 ,w

(nr)
2 , . . . ,w

(nr)
N

]T
is a centered complex AWGN noise with

two-sided spectral density equal to N0 and the noise variable
{
w

(nr)
n

}
having a variance σ2

w calculated as:

σ2
w = N0×Rs with Rs = 1/Ts (5.14)

By using the expanded matrix form of the expression of the transmitted vector e(nt)
i given in Equation (5.11),

the Equation (5.13) can be re-written as the following:

r(nr)
i =


r

(nr)
i,1
r

(nr)
i,2
...

r
(nr)
i,N


T

=
Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N


T

.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N

 .FHN +


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.15)

For each receive antenna 1≤ nr ≤Nr, the receiver starts to transform the resulting received sequence r(nr)
i to

the frequency domain by using a Fast Fourier Transform (FFT) operation as follows:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
(nr)
i,N


T

= r(nr)
i .FN =

Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N


T

.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N

+


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.16)

The previous expression of the received frequency domain symbols, can be also re-written in the following form

given in each frequency index 1≤ n≤N as follows:

yi,n =


y

(1)
i,n

y
(2)
i,n
...

y
(Nr)
i,n

=


H(1,1)
i,n H(1,2)

i,n . . . H(1,Nt)
i,n

H(2,1)
i,n H(2,2)

i,n . . . H(2,Nt)
i,n

...
...

. . .
...

H(Nr,1)
i,n H(Nr,2)

i,n . . . H(Nr,Nt)
i,n

 .

x

(1)
i,n

x
(2)
i,n
...

x
(Nt)
i,n

+


w

(1)
n

w
(2)
n

...

w
(Nr)
n

= Hi,n.xi,n+wn = si,n h(mi,n)
i,n +wn

(5.17)

Optimal detector: ML-based receiver Let us assume that the transmitted signals are equally likely. As

in [64], the optimal detector based on ML criterion is given as:

[m̂, q̂] = argmax
m∈{1,2,...,Nt}
q∈{1,2,...,M}

Pr(yi,n|Hi,n,xi,n) with Pr(yi,n|Hi,n,xi,n)∝ exp

−
∥∥∥yi,n−Cq h(m)

i,n

∥∥∥2

σ2
w

 (5.18)

where the conditional probability density function (pdf) is represented by Pr(yi,n|Hi,n,xi,n). Antenna indexes

and constellation data symbols are recovered by the joint detection as given in Equation (5.18):

m̂i,n = m̂ and ŝi,n = Cq̂ ∀ 1≤ n≤N (5.19)

The computational complexity of the SM–ML receiver in Equation (5.18) is evaluated in [129] and is equal to:

Complexity =O (8×Nr× (Nt×M)×N) (5.20)
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Figure 5.2: Uncoded receiver based on MRC detection for the classical CP-aided OFDM-SM structure.

The complexity is computed as the number of real multiplicative operations (×,÷) needed. As as the ML

detector searches through the whole transmit and receive search spaces. Note, evaluating the Euclidean

distance
∥∥∥yi,n−Cq h(m)

i,n

∥∥∥2
which is considered as the sum of Nr absolute squared complex subtractions∥∥∥y(nr)

i,n −Cq H(nr,nt)
i,n

∥∥∥2
and the latter requires 2 complex multiplications, where each complex multiplication

requires 4 real multiplications. As a result, each Euclidean distance
∥∥∥yi,n−Cq h(m)

i,n

∥∥∥2
requires a number of

8×Nr real multiplications.

Sub-optimal MRC-based receiver For the MRC detection, the considered receiver is presented in Figure

5.2. The Maximum Ratio Combining (MRC) detector [75] is a sub-optimal linear detector used to detect the

active transmit antenna indexes and the transmitted constellation symbols. After MRC decoding, a resulting

output vector zi,n is obtained which is expressed as:

zi,n =


z

(1)
i,n

z
(2)
i,n
...

z
(Nt)
i,n

=



∥∥∥h(1)
i,n

∥∥∥2
0 · · · 0

0
∥∥∥h(2)

i,n

∥∥∥2
· · · 0

...
. . .

...

0 0 · · ·
∥∥∥h(Nt)

i,n

∥∥∥2



−1

.HH
i,n.yi,n for 1≤ n≤N (5.21)

The output vector zi,n is an estimation of the transmitted SM vector xi,n. Furthermore, the output vector

zi,n is used to estimate the active transmit antenna indexes. Indeed, in the presence of AWGN noise and

spatial correlation, the antenna indexes should be estimated prior to detection of the transmitted constellation

symbols. By finding the maximum value of the obtained vector elements,
{∥∥∥h(nt)

i,n

∥∥∥ z(nt)
i,n

}
, an estimation of

the antenna index is obtained as the following:

m̂i,n = argmax
nt∈{1,2,...,Nt}

{∥∥∥h(nt)
i,n

∥∥∥2 ∣∣∣z(nt)
i,n

∣∣∣2} 1≤ n≤N (5.22)

In particular case when we consider a normalized channel matrix
∥∥∥h(nt)

i,n

∥∥∥= 1 for 1≤ nt ≤Nt as given in [86],

the expression of output MRC is reduced to:

zi,n = HH
i,n.yi,n for 1≤ n≤N (5.23)
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Figure 5.3: Uncoded receiver based on MMSE detection for the classical CP-aided OFDM-SM structure.

and the active antenna detection is reduced to find the the maximum value of the zi,n elements.

Then, for data symbol detection, we can demodulate the transmitted constellation symbols si,n by quantizing

the corresponding maximum value z(m̂i,n)
i,n as in [86]:

ŝi,n = argmin
Cq∈χ

∣∣∣∣z̃(m̂i,n)
i,n −Cq

∣∣∣∣2 1≤ n≤N (5.24)

Finally, at this stage of the study, what can be said is that the MRC detector can offer a simple detection and

compared to the MMSE-based of the ZF-based detector, the channel equalization is simplified to a channel

inversion operation on each sub-carrier.

Sub-optimal MMSE-based detection For the MMSE detection, the considered receiver is presented

in Figure 5.3. By using Minimum Mean Square Error (MMSE) criterion, a sub-optimal detection can be

considered to detect the active transmit antenna indexes and the transmitted constellation symbols. The

MMSE detector can be expressed as:

zi,n =


z

(1)
i,n

z
(2)
i,n
...

z
(Nt)
i,n

= Wi,n.yi,n =
[
HH
i,n.Hi,n+ σ2

w

(σ2
s/Nt)

× INt×Nt

]−1
.HH

i,n.yi,n for 1≤ n≤N (5.25)

As for the MRC detector, the MMSE detector follows two steps. First, an estimation of the active antenna

index is given by finding the maximum value of the output vector zi,n. Second, the vector element having the

maximum value will demodulated to detect the transmitted constellation symbol. The two steps are expressed

as the following:
Step 1: Estimate antenna indexes: m̂i,n = argmax

nt∈{1,2,...,Nt}

∣∣∣z(nt)
i,n

∣∣∣2 1≤ n≤N

Step 2: Estimate constellation symbols: ŝi,n = argmin
Cq∈χ

∣∣∣∣z̃(m̂i,n)
i,n −Cq

∣∣∣∣2 1≤ n≤N

Finally, at this stage of the study, what can be said is that the MMSE detector allows us to consider SISO

channel decoder. Furthermore, MMSE-based decoder can offer a simple detection with reasonable compu-

tational complexity compared to the optimal ML-based detector. The complexity of the MMSE detector is
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evaluated in [128] and is equal to:

Complexity =O
(
Nr×N2

t ×N
)

+O
(
N3
t ×N

)
(5.26)

5.4.2 Classical CP-aided OFDM-SIMO system

5.4.2.1 Transmitter SIMO structure

We consider a number of Nt of transmit antennas. Only a single transmit antenna, having a antenna index

m0 ∈ {1, . . . ,Nt}, is activated during all transmitted sub-frames. The transmitter of the classical CP-aided

OFDM-SIMO is given in Figure 5.4.

Let us consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO

channel. Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation

order M . Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M) bits.

The considered M-ary constellation symbols are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

The input bit block udi will be modulated into a M -ary constellation to provide a sequence of N constellation

symbols denoted by si = [si,1,si,2, . . . ,si,N ]T where si,n = Cq ∈ χ

Space allocation in the frequency domain: Assuming m0 is the index of the selected active transmit

antenna, the obtained constellation sequence si will be transmitted via the m0 transmit antenna. As a result,

we have: 

x
(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N

...
... . . .

...

x
(m0)
i,1 x

(m0)
i,2 . . . x

(m0)
i,N

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N


=



0 0 . . . 0
...

... . . .
...

si,1 si,2 . . . si,N
...

... . . .
...

0 0 . . . 0


(5.27)

Time domain processing: The resulting matrix [xi,1,xi,2, . . . ,xi,N ] is transformed to the time domain by

using an Inverse Fast Fourier Transform (IFFT) operation. Using the Fourier matrix FN of size N ×N , the

resulting matrix Ei =
[
e(1)
i ,e(2)

i , . . . ,e(Nt)
i

]T
is obtained as follows:

Ei =


e(1)
i

e(2)
i
...

e(Nt)
i

=


e
(1)
i,1 e

(1)
i,2 . . . e

(1)
i,N

e
(2)
i,1 e

(2)
i,2 . . . e

(2)
i,N

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N

=


x

(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N

x
(2)
i,1 x

(2)
i,2 . . . x

(2)
i,N

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N

 .FHN (5.28)

Add Cyclic Prefix: For all transmit antennas, a Cyclic Prefix (CP) block matrix of size Nt×Ng is inserted

at the beginning of each resulting matrix Ei in order to cope with inter-symbol interference from the channel

and maintain sub-carriers orthogonality.
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Figure 5.4: Uncoded transmitter for the classical CP-aided OFDM-SIMO structure.

5.4.2.2 Receiver SIMO structure

At the receiver a number of Nr receive antennas are considered. Thanks to the add of a circular prefix at the

transmitter, the MIMO channel has a circular form. Thus, the time-domain received sample sequence for each

receive antenna 1≤ nr ≤Nr can be given as follows:

r(nr)
i =


r

(nr)
i,1
r

(nr)
i,2
...

r
(nr)
i,N


T

=
Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N


T

.


FN.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N

 .FHN


+


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

=


si,1
si,2
...

si,N


T

.diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N

 .FHN +


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.29)

Optimal detector: ML-based receiver and MRC-based receiver For the ML-based and the MRC

based detection, the receiver starts to transform the received signal to the frequency domain by using by using

a Fast Fourier Transform (FFT) operation. As a result, the obtained frequency-domain received sequence can

be expressed as:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
(nr)
i,N


T

= r(nr)
i .FN =


si,1
si,2
...

si,N


T

.diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N

+


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.30)
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On other hand, the previous expression of the received frequency domain symbols, can be also re-written in

the following form given in each frequency index 1≤ n≤N as follows:

yi,n =


y

(1)
i,n

y
(2)
i,n
...

y
(Nr)
i,n

= si,n


H(1,m0)
i,n

H(2,m0)
i,n
...

H(Nr,m0)
i,n

+


w

(1)
n

w
(2)
n

...

w
(Nr)
n

= si,n h(m0)
i,n +wn (5.31)

1. ML-based receiver: Let us assume that the transmitted signals are equally likely, the optimal detector

based on ML is given as:

ŝML
i,n = argmin

Cq∈χ

∥∥∥yi,n−Cq h(m0)
i,n

∥∥∥2
= argmin
Cq∈χ


∥∥∥h(m0)

i,n

∥∥∥2

|Cq|2−2<

C∗q
[
h(m0)
i,n

]H
.yi,n∥∥∥h(m0)

i,n

∥∥∥2





= argmin
Cq∈χ

|Cq|2−2<

C∗q
[
h(m0)
i,n

]H
.yi,n∥∥∥h(m0)

i,n

∥∥∥2


 1≤ n≤N

(5.32)

2. MRC-based receiver: The MRC receiver is presented in Figure 5.5. In SIMO system MRC-based de-

tector is equivalent to ML-based-based detector. At the output of MRC decoding, a vector zi,n =[
z

(1)
i,n ,z

(2)
i,n , . . . ,z

(Nt)
i,n

]T
where each vector component z(nt)

i,n is expressed as:

z
(nt)
i,n =

[
h(nt)
i,n

]H
.yi,n∥∥∥h(nt)

i,n

∥∥∥2 (5.33)

Then, by knowing the index of the active transmit antenna, m0, the receiver selects the received symbols

corresponding to the m0-th transmit antenna as follows:

[zi,1,zi,2, . . . ,zi,N ]T =
[
z

(m0)
i,1 ,z

(m0)
i,2 , . . . ,z

(m0)
i,N

]T
(5.34)

Finally, we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding

maximum value as:

ŝMRC
i,n = argmin

Cq∈χ
|zi,n−Cq|2 = argmin

Cq∈χ

{
|Cq|2−2<

{
C∗q zi,n

}}

= argmin
Cq∈χ

|Cq|2−2<

C∗q
[
h(m0)
i,n

]H
.yi,n∥∥∥h(m0)

i,n

∥∥∥2


= ŝML

i,n 1≤ n≤N

(5.35)

Sub-optimal MMSE-based detection The MMSE receiver is a sub-optimal receiver for which the detec-

tion is done in two steps as shown in Figure 5.6.



154 Chapter 5 - Spatial Modulation vs SIMO techniques: State-of-the-art

tN( )

CP

…
..
..
. 

CP

CP

CP

(1) 

(2) 

DEMOD 

Estimated  

Constellation Bits 

  N Mlog
2

N

z

tN  N

DATA 

SELECTION 

Active Antennas indexes 

0 0 0 0
, , , , m m m m

N

N

rN( )

 FFT 

FFT 

 FFT 

 FFT 

…
..
..
. 

(1) 

(2) 

N

N

N

N

N

N

N

N

rN( )

(1) 

(2) 

M
R

C
  
D

E
T

E
C

T
IO

N
 

N

N

N

…
..
..
. 

Figure 5.5: Uncoded receiver based on MRC detection for the classical CP-aided OFDM-SIMO structure.

• Frequency-domain transform and averaging: At first, the receiver calculates the average value of the

frequency transform of the Nr received signals:

yi =


yi,1
yi,2
...

yi,N


T

= 1
Nr

Nr∑
nr=1

r(nr)
i .FN =


si,1
si,2
...

si,N


T

.


1
Nr

Nr∑
nr=1

diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N




+


1
Nr

Nr∑
nr=1


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T


=


si,1
si,2
...

si,N


T

.diag


H(m0)
i,1

H(m0)
i,2
...

H(m0)
i,N

+


wi,1
wi,2
...

wi,N


T

=


si,1
si,2
...

si,N


T

.Hi,m0 +wi (5.36)

As a result, an equivalent baseband channel Hi,m0 is identified. Moreover, the variance of noise elements

of the resulting zero-mean AWGN noise vector wi is reduced by the number of the receive antennas:

E
{
|wi,n|2

}
= σ2

w

Nr
∀ 1≤ n≤N (5.37)

• Linear Frequency-domain MMSE equalization: For the second step, the receiver applies a reduced com-

plexity linear MMSE equalization in order to generate a biased estimation of the transmitted constellation

sequence, si = [si,1,si,2, . . . ,si,N ]T , denoted by zi and calculated as follows:

zi =


zi,1
zi,2
...

zi,N


T

= yi.Wi,m0 ≈ α
(m0)




si,1
si,2
...

si,N


T

+ 1√
γ(m0)


wi,1
wi,2
...

wi,N


T (5.38)

where Wi,m0 = HH
i,m0

.
[
Hi,m0 .HH

i,m0
+ σ2

w
Nr.σ2

s

]−1
is a diagonal equalization matrix. The two positive
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Figure 5.6: Uncoded receiver based on MMSE detection for the classical CP-aided OFDM-SIMO structure.

scalars α(m0) and γ(m0) are defined as:

α(m0) = 1
N
. tr{Hi,m0 .Wi,m0}= 1

N

N∑
n=1

∣∣∣H(m0)
i,n

∣∣∣2∣∣∣H(m0)
i,n

∣∣∣2 + σ2
w

Nr.σ2
s

and γ(m0) = σ2
w

Nr.σ2
s

(
α(m0)

1−α(m0)

)
(5.39)

Finally, we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maxi-

mum value as:

ŝMMSE
i,n = argmin

Cq∈χ

∣∣∣zi,n−α(m0) Cq
∣∣∣2 (5.40)

5.4.3 Uncoded BER performances for CP-aided OFDM-SM/CP-aided OFDM-
SIMO system

Let us consider a MIMO system with a number of 2 of transmit antennas (Nt = 2) and a number of 4 of receive

antennas (Nr = 4). Moreover, two configuration are considered: SM and SIMO configuration. Further, we

consider a OFDM waveform at the transmitter.

Assuming that the Rice factor KLOS of the Ricean MIMO channel is perfectly known, a simulation of the

uncoded BER performance is done in Figure 5.7 for both the SM and the SIMO configurations. For simulation

results, we assume a linear 16-QAM modulation (Quadrature Amplitude Modulation) and a number of two

transmit transmit for the SM configuration. Whereas, for SIMO configuration, we assume a linear 32-QAM

modulation and only one transmit antenna is selected to convey the transmitted constellation symbols. Con-

sequently, the SM and the SIMO system offer the same system efficiency of 5 bit/s/channel use (bpcu).

At the receiver, a ML-based, a MRC-based and a MMSE-based detections are considered for SM and SIMO

configurations. The considered signal-to-noise ratio (SNR) is equal to 14 dB (Es/N0 = 14 dB).

As we can see in Figure 5.7, the uncoded BER performance for the CP-aided OFDM-SM system is shown
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Figure 5.7: Uncoded BER performance for the classical OFDM-SM / OFDM-SIMO structure as a function
of the Rice factor KLOS and for different detection techniques at the receiver.

in solid curve. Whereas, the uncoded BER performance for the CP-aided OFDM-SIMO system is plotted

in dashed curve. For ML-based, MRC-based and MMSE-based detections, simulation results are plotted in

black, red and blue curves, respectively.

In Figure 5.7, simulation results show that for low values of KLOS, the uncoded BER performances for OFDM-

SM system are better that those for the SC-SIMO system. However, for high values of KLOS, OFDM-SIMO

system can offer a good uncoded BER performances which are better than OFDM-SM system. Indeed, from

KLOS ≥ 5 dB (for the ML receiver), the OFDM-SM system suffer from a BER degradation and it no longer

offers a better uncoded BER performance than those for OFDM-SIMO system. This is due the fact that

the diversity gain is inversely proportional to KLOS factor. On the contrary, for high values of KLOS, the

equivalent baseband channel, for the SC-SIMO system, presents a low selectivity and thus the uncoded BER

performances are improved. In order to ensure good performances in terms of uncoded BER for all values

of KLOS factor, OFDM-SM and OFDM-SIMO systems could be operated in an alternate manner. Referring

to the simulation results given in Figure 5.7, three values of KLOS can be distinguished: 3, 3.1 and 5 dB

for MMSE-based, MRC-based and ML-based detection, respectively. In fact, simulation results show that

for MMSE-based receiver, it is better to consider OFDM-SM for KLOS ≤ 3 dB. However, for KLOS ≥ 3 dB,

it is preferable to consider OFDM-SIMO system. The same kind of results is obtained for MRC-based and

ML-based receiver for KLOS = 3.1 dB and KLOS = 5 dB, respectively.
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Considering an adaptive configuration based on KLOS values, we can obtain an enhanced uncoded BER per-

formance as given in Figure 5.8.

As we can observe in Figure 5.8, for Es/N0 = 14 dB, the uncoded BER values are lower that 10−2 for all values

of KLOS factor between −15 and 15 dB.

5.5 Classical CP-aided SC-SM system vs Classical CP-aided SC-
SIMO system

5.5.1 Classical CP-aided SC-SM system

By combining SM technique with single-carrier (SC) transmission systems, CP-aided SC-SM systems can

overcome the shortcoming of high peak to average power ratio (PAPR) for the CP-aided OFDM-SM systems.

Indeed, owing to its inherent SC structure, the transmit signals of CP-aided SC-SM have attractive peak

power characteristics. On other hand, since CP-aided SC-SM uses the same concept as CP-aided OFDM-SM

of using the transmit antenna number as an additional source of information, the benefit of the increased

bit rate is maintained, while a high MIMO diversity gain can be achieved. Moreover, thanks to the use of

SC waveform instead to OFDM, CP-aided SC-SM systems presented a reduced hardware complexity and the

number of radio frequency (RF) chains can be reduced to one. However, the non-use of shaping filter at the

transmitter for the classical CP-aided SC-SM structure makes the design of spectrally efficient transmitter

a challenging task. Indeed, the transmitted signals have a non-finite power density function (psd) and the
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Figure 5.9: Uncoded transmitter for the classical CP-aided SC-SM structure.

spectral occupancy is not well tailored.

For the CP-aided SC-SM receiver, different detection techniques are possible, including linear frequency-

domain equalization (FDE) detection techniques such as zero forcing (ZF) and minimum mean square error

(MMSE), a hybrid time-frequency decision feedback equalizer (DFE) detection [66] and maximum likelihood

(ML) detection employing QR decomposition and M algorithm (QRM-MLD) [58].

5.5.1.1 Transmitter SM structure

We consider a multiple input-multiple output (MIMO) communication system with Nt transmit antennas and

Nr receive antennas. The transmitter of the classical CP-aided SC-SM is given in Figure 5.9.

Let us consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO

channel. Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation

orderM . The considered M-ary constellation symbols are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M.Nt) bits, where N

is a non-zero positive integer which denotes the number of modulated symbols in each transmit sub-frame.

Data splitting and frequency domain processing: For each transmit sub-frame 1≤ i≤Nf , the trans-

mitter starts to split the bit sequence ui into two bit blocks uai and udi verifying ui = [uai ,udi ]. The first bit

block uai contains N × log2(Nt) bits and it is designed to select the active transmit antennas. The second bit

block udi contains N × log2(M) bits and it is designed to transmit constellation symbols. The two blocks will

be processed as follows:

• The first bit block udi being mapped to generate a select antenna vector mi = [mi,1,mi,2, . . . ,mi,N ]T

containing transmit antenna indexes mi,n ∈ {1, . . . ,Nt}. Note that only one transmit antenna index is

selected in each symbol duration Ts = Th.

• The second bit block udi will be modulated using a M -ary constellation to provide a sequence of N

symbols denoted by si = [si,1,si,2, . . . ,si,N ]T . The considered M-ary constellation symbols are drawn
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from a discrete alphabet χ= {C1,C2, . . . ,CM}.

Space allocation in the time domain: By using the resulting transmit antenna index sequence mi =

[mi,1,mi,2, . . . ,mi,N ]T and also the resulting modulated sequence si = [si,1,si,2, . . . ,si,N ]T , a simple antenna

coding is used: For each combination (si,n,mi,n) we associate a column vector xi,n obtained as follows:

xi,n =


x

(1)
i,n

x
(2)
i,n
...

x
(Nt)
i,n

= [ 0, . . . ,0︸ ︷︷ ︸
(mi,n−1)

,si,n, 0, . . . ,0︸ ︷︷ ︸
Nt−mi,n

]T ∀ 1≤ n≤N and ∀ 1≤ i≤Nf (5.41)

For each transmitted sub-frame, a resulting matrix Ei =
[
e(1)
i ,e(2)

i , . . . ,e(Nt)
i

]T
is obtained, which represents

the transmitted symbols over all transmit antennas:

Ei =


e(1)
i

e(2)
i
...

e(Nt)
i

=


e
(1)
i,1 e

(1)
i,2 . . . e

(1)
i,N

e
(2)
i,1 e

(2)
i,2 . . . e

(2)
i,N

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N

=


x

(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N

x
(2)
i,1 x

(2)
i,2 . . . x

(2)
i,N

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N

 (5.42)

Add Cyclic Prefix: Before transmitting, a Cyclic Prefix (CP) block matrix of size Nt×Ng is inserted at

the beginning of each resulting matrix Ei in order to cope with inter-symbol interference from the MIMO

channel and maintain sub-carriers orthogonality.

5.5.1.2 Receiver SM structure

At the receiver Nr receive antennas is considered. After sampling and removing CP, the resulting time-domain

received symbol matrix can be written as:

Ri =


r(1)
i

r(2)
i
...

r(Nr)
i

=


r

(1)
i,1 r

(1)
i,2 . . . r

(1)
i,N

r
(2)
i,1 r

(2)
i,2 . . . r

(2)
i,N

...
... . . .

...

r
(Nr)
i,1 r

(Nr)
i,2 . . . r

(Nr)
i,N

 (5.43)

Thanks to the add of a circular prefix at the transmitter, the MIMO channel has a circular form. Thus, the

time-domain received sample sequence for each receive antenna 1≤ nr ≤Nr can be given as follows:

r(nr)
i =


r

(nr)
i,1
r

(nr)
i,2
...

r
(nr)
i,N


T

=
Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N


T

.


FN.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N

 .FHN


+


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.44)

the resulting noise vector is w(nr) =
[
w

(nr)
1 ,w

(nr)
2 , . . . ,w

(nr)
N

]T
is a centered complex AWGN noise with two-

sided spectral density equal to N0 and the noise variable
{
w

(nr)
n

}
having a variance σ2

w calculated as:

σ2
w = N0×Rs with Rs = 1/Ts (5.45)
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Figure 5.10: Uncoded receiver based on MMSE detection for the classical CP-aided SC-SM structure.

Optimal detector: ML-based receiver In [118], an optimal ML detector was proposed for CP-aided

SC-SM schemes, which carries out an exhaustive search for finding the global optimum in the entire transmit

signal space. This detector jointly detects the entire transmission frame to retrieve the original transmitted

bit block ui = [uai ,udi ] containing N × log2 (M ×Nt) bits. The complexity of the ML detector is evaluated in

[128] as:

Complexity =O
(

(M ×Nt)N
)

(5.46)

The advantages of the ML detector over the ZF and the MMSE detectors were evaluated for the CP-aided

SC-SM schemes. However, as both the transmission rate and N increase, the complexity of the ML detector

becomes excessive.

Sub-optimal detector: MMSE-based detection For the MMSE detection, the considered receiver is

presented in Figure 5.10. At the receiver, the selection of the active transmit antennas and the detection of

the transmit constellation symbols follow the following steps:

• Frequency domain processing: For each receive antenna 1 ≤ nr ≤ Nr, the receiver starts to transform

the resulting received sequence r(nr)
i to the frequency domain by using a Fast Fourier Transform (FFT)

operation as follows:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
(nr)
i,N


T

= r(nr)
i .FN =

Nt∑
nt=1


x̃

(nt)
i,1
x̃

(nt)
i,2
...

x̃
(nt)
i,N


T

.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N

+


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T

(5.47)

with the data vector
[
x̃

(nt)
i,1 , x̃

(nt)
i,2 , . . . , x̃

(nt)
i,N

]
denotes the frequency version of the transmitted vector[

x
(nt)
i,1 ,x

(nt)
i,2 , . . . ,x

(nt)
i,N

]
for 1≤ nt ≤Nt:[

x̃
(nt)
i,1 , x̃

(nt)
i,2 , . . . , x̃

(nt)
i,N

]
=
[
x

(nt)
i,1 ,x

(nt)
i,2 , . . . ,x

(nt)
i,N

]
.FN (5.48)

In Equation (5.47), the expression of the received frequency domain symbols can be also re-written in
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the following form given in each frequency index 1≤ n≤N as follows:

yi,n =


y

(1)
i,n

y
(2)
i,n
...

y
(Nr)
i,n

=


H(1,1)
i,n H(1,2)

i,n . . . H(1,Nt)
i,n

H(2,1)
i,n H(2,2)

i,n . . . H(2,Nt)
i,n

...
...

. . .
...

H(Nr,1)
i,n H(Nr,2)

i,n . . . H(Nr,Nt)
i,n

 .

x̃

(1)
i,n

x̃
(2)
i,n
...

x̃
(Nt)
i,n

+


w

(1)
n

w
(2)
n

...

w
(Nr)
n

= Hi,n.x̃i,n+wn (5.49)

• Linear MMSE equalization in the Space-frequency domain:Typically in literature [98, 117], a linear MMSE

channel equalization is considered in the frequency domain to detect the transmitted SM symbols. By

applying Linear MMSE equalization, The filter linearly combines the received samples to form an esti-

mation of the frequency response of transmitted symbols as follows:

z̃i,n =


z̃

(1)
i,n

z̃
(2)
i,n
...

z̃
(Nt)
i,n

= Wi,n.yi,n =
[
HH
i,n.Hi,n+ σ2

w

(σ2
s/Nt)

× INt×Nt

]−1
.HH

i,n.yi,n for 1≤ n≤N

(5.50)

• Time-domain transform: The resulting sequence corresponding to the estimated sequence transmitted

through the nt antenna element is denoted by z̃(nt)
i =

[
z̃

(nt)
i,1 , z̃

(nt)
i,2 , . . . , z̃

(nt)
i,N

]
and contains N equalized

frequency symbols. For 1≤ nt ≤Nt, the equalized sequence z̃(nt)
i will be transformed to the time domain

by Inverse Fast Fourier Transform (IFFT):

[zi,1,zi,2, . . . ,zi,N ] =


z

(1)
i,1 z

(1)
i,2 . . . z

(1)
i,N

z
(2)
i,1 z

(2)
i,2 . . . z

(2)
i,N

...
... . . .

...

z
(Nt)
i,1 z

(Nt)
i,2 . . . z

(Nt)
i,N

= [z̃i,1, z̃i,2, . . . , z̃i,N ] .FHN (5.51)

The equalized vector zi,n is an estimation of the transmitted SM vector xi,n and it is used to detect the active

transmit antenna indexes and the transmitted constellation symbols. To do it, the receiver sequentially follows

two steps: first, an estimation of the active antenna index is given by finding the maximum value of the output

vector zi,n. Second, the vector element having the maximum value will demodulated to detect the transmitted

constellation symbol. The two steps are expressed as the following:
Step 1: Estimate antenna indexes: m̂i,n = argmax

nt∈{1,2,...,Nt}

∣∣∣z(nt)
i,n

∣∣∣2 1≤ n≤N

Step 2: Estimate constellation symbols: ŝi,n = argmin
Cq∈χ

∣∣∣∣z̃(m̂i,n)
i,n −Cq

∣∣∣∣2 1≤ n≤N

Finally, at this stage of the study, what can be said is that the MMSE detector allows us to consider SISO

channel decoder. Further, MMSE-based decoder can offer a simple detection with reasonable computational

complexity compared to the optimal ML-based detector. The complexity of the MMSE detector is evaluated

in [128] and is equal to:

Complexity =O
(
Nr×N2

t ×N
)

+O
(
N3
t ×N

)
+O

(
Nt×N2)+O

(
N2
t ×N ×M

)
(5.52)
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5.5.2 Classical CP-aided SC-SIMO system

5.5.2.1 Transmitter SIMO structure

We consider a number of Nt of transmit antennas. Only a single transmit antenna, having a antenna index

m0 ∈ {1, . . . ,Nt}, is activated during all transmitted sub-frames. The transmitter of the classical CP-aided

SC-SIMO is given in Figure 5.11.

Let us consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO

channel. Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation

order M . Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M) bits.

The considered M-ary constellation symbols are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

The input bit block udi will be modulated into a M -ary constellation to provide a sequence of N constellation

symbols denoted by si = [si,1,si,2, . . . ,si,N ]T where si,n = Cq ∈ χ

Space allocation in the frequency domain: Assuming m0 is the index of the selected active transmit

antenna, the obtained constellation sequence si will be transmitted via the m0 transmit antenna. As a result,

we have:

Ei =



e
(1)
i,1 e

(1)
i,2 . . . e

(1)
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...
... . . .

...

e
(m0)
i,1 e

(m0)
i,2 . . . e
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i,N

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N


=



x
(1)
i,1 x

(1)
i,2 . . . x
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...
... . . .

...

x
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i,1 x
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i,2 . . . x

(m0)
i,N

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N


=



0 0 . . . 0
...

... . . .
...

si,1 si,2 . . . si,N
...

... . . .
...

0 0 . . . 0


(5.53)

Add Cyclic Prefix: For all transmit antennas, a Cyclic Prefix (CP) block matrix of size Nt×Ng is inserted

at the beginning of each resulting matrix Ei in order to cope with inter-symbol interference from the channel

and maintain sub-carriers orthogonality.

5.5.2.2 Receiver SIMO structure

At the receiver a number of Nr receive antennas are considered.

Thanks to the add of a circular prefix at the transmitter, the MIMO channel has a circular form. Thus, the

time-domain received sample sequence for each receive antenna 1≤ nr ≤Nr can be given as follows:

r(nr)
i =


r

(nr)
i,1
r

(nr)
i,2
...

r
(nr)
i,N


T

=
Nt∑
nt=1


x

(nt)
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x
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i,2
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x
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i,N


T

.
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FN.diag
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w
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=
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...

si,N


T
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FN.diag
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+
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w
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(5.54)
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Figure 5.11: Uncoded transmitter for the classical CP-aided SC-SIMO structure.

the resulting noise vector w(nr) =
[
w

(nr)
1 ,w

(nr)
2 , . . . ,w

(nr)
N

]T
is a centered complex AWGN noise with two-sided

spectral density equal to N0 and the noise variable
{
w

(nr)
n

}
having a variance σ2

w calculated as:

σ2
w = N0×Rs with Rs = 1/Ts (5.55)

For each receive antenna 1≤ nr ≤Nr, the receiver starts to transform the resulting received sequence r(nr)
i to

the frequency domain by using a Fast Fourier Transform (FFT) operation as follows:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
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
T
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w
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(5.56)

where Si = [Si,1,Si,2, . . . ,Si,N ] is the frequency response of the transmitted data symbol sequence. By using

Equation (6.31), the expression of Si is done:
Si,1
Si,2
...

Si,N


T

=


si,1
si,2
...

si,N


T

.FN (5.57)

On other hand, the expression of the received frequency domain symbols, can be also re-written in the following

form given in each frequency index 1≤ n≤N as follows:

yi,n =


y

(1)
i,n

y
(2)
i,n
...

y
(Nr)
i,n

= Si,n


H(1,m0)
i,n

H(2,m0)
i,n
...

H(Nr,m0)
i,n

+


w

(1)
n

w
(2)
n

...

w
(Nr)
n

= Si,n h(m0)
i,n +wn (5.58)
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Figure 5.12: Uncoded receiver based on MRC detection for the classical CP-aided SC-SIMO structure.

Sub-optimal MRC-based receiver The Maximum Ratio Combining (MRC) detector is a sub-optimal

linear detector and is presented in Figure 5.12. After MRC decoding, a resulting output vector zi,n =[
z

(1)
i,n ,z

(2)
i,n , . . . ,z

(m0)
i,n , . . . ,z

(Nt)
i,n

]T
is obtained for 1 ≤ n ≤ N . Then, by knowing that the index of the active

transmit antenna is equal to m0, the receiver selects the symbols corresponding to the m0 transmit antenna.

As a result, a sequence of N symbols, denoted by zi =
[
z

(m0)
i,1 ,z

(m0)
i,2 , . . . ,z

(m0)
i,N

]
, is obtained. Each element

z
(m0)
i,n is expressed as:

z
(m0)
i,n =

[
h(m0)
i,n

]H
.yi,n∥∥∥h(m0)

i,n

∥∥∥2 = Si,n +

[
h(m0)
i,n

]H
.wn∥∥∥h(m0)

i,n

∥∥∥2 for 1≤ n≤N (5.59)

After selecting data symbols, the selected frequency domain sequence must pass through a spectral filter

matched to the transmit filter, in order to maximize the useful received power in the Nyquist bandwidth.

Then, the obtained filtered sequence will be transformed to the time-domain by using an IFFT operation in

order to recover the transmitted constellation symbols:
s̃i,1
s̃i,2
...

s̃i,N

= FHN .


z

(m0)
i,1
z

(m0)
i,2
...

z
(m0)
i,N

 (5.60)

Then we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maximum

value as:

ŝi,n = argmin
Cq∈χ

|s̃i,n−Cq|2 1≤ n≤N (5.61)

Sub-optimal MMSE-based detection The MMSE receiver is a sub-optimal receiver at the detection is

done in three steps as shown in Figure 5.13.

• Frequency-domain transform and averaging: At first, the receiver calculates the average value of the
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frequency transform of the Nr received signal:

yi =


yi,1
yi,2
...

yi,N


T

= 1
Nr

Nr∑
nr=1

r(nr)
i .FN =


si,1
si,2
...

si,N


T

.FN.


1
Nr

Nr∑
nr=1

diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N




+


1
Nr

Nr∑
nr=1


w

(nr)
1

w
(nr)
2
...

w
(nr)
N


T


=


si,1
si,2
...

si,N


T

.FN.diag


H(m0)
i,1

H(m0)
i,2
...

H(m0)
i,N

+


wi,1
wi,2
...

wi,N


T

=


si,1
si,2
...

si,N


T

.FN.Hi,m0 +wi (5.62)

As a result, an equivalent baseband channel Hi,m0 is identified. Moreover, the variance of noise elements

of the resulting zero-mean AWGN noise vector wi is reduced by the number of the receive antennas:

E
{
|wi,n|2

}
= σ2

w

Nr
∀ 1≤ n≤N (5.63)

• Linear Frequency-domain MMSE equalization: For the second step, the receiver applies a reduced com-

plexity frequency domain linear MMSE equalization in order to generate a biased estimation of the

frequency response of the transmitted constellation sequence. As a result, we obtain frequency domain

vector denoted by z̃i and expressed as:

z̃i =


z̃i,1
z̃i,2
...

z̃i,N


T

= yi.Wi,m0 ≈ α
(m0)




si,1
si,2
...

si,N


T

.FN + 1√
γ(m0)


wi,1
wi,2
...

wi,N


T (5.64)

where Wi,m0 = HH
i,m0

.
[
Hi,m0 .HH

i,m0
+ σ2

w
Nr.σ2

s

]−1
is a diagonal equalization matrix. The two positive

scalars α(m0) and γ(m0) are initially defined in Equation (5.39).

• Time-domain transform: For the third step, the output MMSE equalized vector z̃i will be transformed

to the time domain to generate a biased estimation of the transmitted constellation sequence, si =

[si,1,si,2, . . . ,si,N ]T , as the following:

zi =


zi,1
zi,2
...

zi,N


T

=


z̃i,1
z̃i,2
...

z̃i,N


T

.FHN = α(m0)




si,1
si,2
...

si,N


T

+ 1√
γ(m0)


wi,1
wi,2
...

wi,N


T (5.65)

Finally, we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maxi-

mum value as:

ŝMMSE
i,n = argmin

Cq∈χ

∣∣∣zi,n−α(m0) Cq
∣∣∣2 (5.66)
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Figure 5.13: Uncoded receiver based on MMSE detection for the classical CP-aided SC-SIMO structure.

5.5.3 Uncoded BER performances for CP-aided SC-SM/SC-SIMO system

Let us consider a MIMO system with a number of 2 of transmit antennas (Nt = 2) and a number of 4 of receive

antennas (Nr = 4). Moreover, two configuration are considered: SM and SIMO configuration. Further, we

consider a SC waveform at the transmitter.

Assuming that the Rice factor KLOS of the Ricean MIMO channel is perfectly known, a simulation of the

uncoded BER performance is done in Figure 5.14 for both the SM and the SIMO configuration. For simulation

results, we assume a linear 16-QAM modulation (Quadrature Amplitude Modulation) and a number of two

transmit for SM configuration. Whereas, for SIMO configuration, we assume a linear 32-QAM modulation

and only one transmit antenna is selected to convey the transmitted constellation symbols. Consequently, the

SM and the SIMO system offer the same bit rate of 5 bpcu.

For the sake of simplicity, at the receiver, we consider a MMSE-based detection for both SM and SIMO

configurations. The considered signal-to-noise ratio (SNR) is equal to 14 dB (Es/N0 = 14 dB).

As we can see in Figure 5.14, the uncoded BER performances for the CP-aided SC-SM system are shown

in solid curve. Whereas, the uncoded BER performances for the CP-aided SC-SIMO system are plotted in

dashed curve.

In Figure 5.14, simulation results show that for low values of KLOS, the uncoded BER performances for SC-SM

system are better that those for the SC-SIMO system. However, for high values of KLOS, SC-SIMO system can

offer a good uncoded BER performances which are better than the SC-SM system. Indeed, from KLOS ≥ 3 dB,

the SC-SM system suffer from a BER degradation and it no longer offers a better uncoded BER performance

than those for SC-SIMO system. This is due the fact that the diversity gain is inversely proportional to the

KLOS factor. On the contrary, for high values of KLOS, the equivalent baseband channel, for the SC-SIMO

system, presents a low selectivity and thus the uncoded BER performances are improved. In order to ensure

good performances in terms of uncoded BER for all values of KLOS factor, SC-SM and SC-SIMO systems could

be operated in an alternate manner. Indeed, for KLOS ≤ 3 dB, SC-SM is considered. Whereas, for KLOS ≥ 3
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dB, it preferable to use SC-SIMO system. Referring to the simulation results given in Figure 5.14, we can
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obtain an enhanced uncoded BER performance given in Figure 5.15.

As we can observe in Figure 5.15, for Es/N0 = 14 dB, the uncoded BER values are lower that 10−2 for all

values of KLOS factor between −15 and 15 dB.

To conclude, SM technique is usefull for low KLOS factor (Rayleigh fading context or Ricean fading with

small KLOS factor). Whereas, SIMO technique is a good solution for high KLOS factor (LOS communication

context).

5.6 PAPR level Comparison between CP-aided SC-SM/SC-SIMO
and CP-aided OFDM-SM/OFDM-SIMO systems

Based on the transmit signal model, the corresponding complementary cumulative distribution functions

(CCDFs) of the PAPR of both CP-aided SC-SM and CP-aided OFDM-SM systems are shown in Figure

5.16. Given that the nature of transmitted signal is similar for all transmit antenna elements, we only give

the CCDF result of the PAPR for the signal vector transmitted over one of the Nt transmit antenna elements.

The CCDF explicitly shows the probability of having a PAPR, which is higher than a certain PAPR threshold

of PAPR0, namely that we have Pr(PAPR≥ PAPR0).

As observed in Figure 5.16, in the absence of pulse shaping, the PAPR of the classical CP-aided SC-SM

scheme is about 6.5 dB lower than that of the classical SC-OFDM scheme at a CCDF of 10−3. As a further

metric, the PAPR of the transmitted CP-aided SC-SM signals only has a 1% probability of being above 4.2

dB.
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5.7 Conclusion

In this Chapter we look at some existing multi-antenna system communications such as: SM and SIMO

techniques. Moreover, in order to ensure a simple frequency domain equalization at the receiver, we are

considered a CP-aided communication. For this, we presented two classical CP-aided uncoded SM/SIMO

systems: CP-aided OFDM-SM/OFDM-SIMO and CP-aided SC-SM/SC-SIMO systems.

CP-aided OFDM-SM/OFDM-SIMO is an interesting MIMO system which can offer a good spectral occupancy

at the transmitter and allows us to consider an optimal ML-based detection at the receiver with a reasonable

computational complexity. However, the use of OFDM technique at the transmitter makes the design of High

Power Amplifier (HPA) a challenging task.

On other hand, CP-aided SC-SM/SC-SIMO is an interesting system is also an interesting MIMO system offering

a good PAPR level at the transmitter and allow us to consider a sub-optimal but reduced complexity MMSE-

based/MRC-based detection. However, in the absence of pulse shaping at the transmitter, the transmitted

signals may occupy a bandwidth larger than the reserved bandwidth.

Besides, considering a spatially uncorrelated Ricean MIMO channel matrix, SM system performances are

compared to those for SIMO system for different values of Rice factor, KLOS. As a result, SM technique can

realize a considerable gain compared to the SIMO technique for low values of KLOS. In fact, for low values

of KLOS SM provides a better performance in terms of BER. However, for high values of KLOS, it is shown

that BER/SER performances for the SM system are subject to severe degradations and thus it is preferable to

consider the SIMO configuration. This result is expected given the poor diversity gain of the MIMO channel

matrix in high KLOS values. This result is confirmed for CP-aided OFDM-SM/OFDM-SIMO and CP-aided

SC-SM/SC-SIMO systems.

In aeronautical communication context, the mission link required a very large amount of data (live video,

images etc.), this link requires a high date rate. As a solution, it is interesting to take advantage of using

MIMO techniques in order to exploit the diversity gain or the increase of the data rate. However, it essential

to design a new SM/SIMO transmitter structure that can reach a better trade-off between PAPR level and

spectral occupancy to have a low PAPR level at the transmitter and a better power efficiency to ensure a good

UAV endurance.
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6.1 Introduction

In Chapter 5, two SM systems are introduced: classical CP-aided OFDM-SM system and classical CP-aided

SC-SM system. The two classical SM schemes are suitable for two possible configurations: SM configuration

and SIMO configuration. In SIMO configuration, the index of the active antenna takes all time the same

value and this value is perfectly known at the receiver. However, in SM configuration, the index of the active

antenna takes new value at each symbol duration, which makes it possible to convey extra information and

increase the bit rate by the base two logarithm of the number of transmit antennas, compared to the SIMO

configuration. In Chapter 5, the two classical SM systems are applied in aeronautical communication context.

In the presence of Ricean MIMO channel with low values of Rice factor KLOS, SM appears as an interesting

modulation technique and gives better performance than SIMO technique. Or the contrary, for high values of

KLOS factor, the channel presents a poor diversity gain at the reception and the SIMO technique is a better

solution.

Despite the fact that classical CP-aided OFDM-SM transmitter offers a good spectral occupancy, the use

of OFDM modulation causes a high PAPR level and this makes the design of High Power Amplifier (HPA)

a challenging task. On the contrary, classical CP-aided SC-SM transmitter, in the absence of pulse shaping,

offers a low PAPR level at the expense of large bandwidth excess. In order to achieve a good trade-off between

PAPR level and spectral occupancy, this chapter proposes two modified SM structures as illustrated in Figure

6.1: the first one is named « code-aided spectrally shaped DFT-Precoded OFDM-SM » and is referred to the

CP-aided OFDM-SM system. Whereas, the second one is named « code-aided EW SC-OFDM-SM » and is

Proposed modified SM structures 

Modified CP-aided OFDM-SM structure named  

« code-aided Spectrally shaped DFT-precoded OFDM-SM » 

Modified CP-aided SC-SM structure named  

« code-aided EW SC-OFDM-SM » 

Proposed modified SIMO structure 

Modified CP-aided SC-SIMO structure named  

« EW SC-OFDM-SIMO » 

All Proposed modified SM/SIMO structures 

Figure 6.1: All proposed modified structures: a modified CP-aided OFDM-SM structure and a modified CP-
aided SC-SM structure for SM configuration and a common modified CP-aided SC-SIMO structure for the
SIMO configuration.
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Figure 6.2: Uncoded transmitter for the proposed code-aided spectrally shaped DFT-Precoded OFDM-SM
structure
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Figure 6.3: Uncoded transmitter for the proposed code-aided EW SC-OFDM-SM structure

referred to the CP-aided SC-SM system. The two proposed modified SM structures are presented in Figures

6.2 and 6.3, respectively. The proposed « code-aided spectrally shaped SC-OFDM structure » aims to reduce

the PAPR level compared to the classical OFDM-SM structure. This done by adding a DFT operation just

before selecting active transmit antennas, hence the name « DFT-precoded ». Moreover, in order to enhance

active antenna selection at reception, the proposed structure uses a spectral root raised cosine (RRC) filtering

with a roll-off factor β. The RRC filter extends the bandwidth by an excess bandwidth factor of 1 +β. This

bandwidth expansion is exploited to associate a high performance error correcting code with rate Rc = 1/(1+β)

for the antenna bits. The associated code allows us to protect antenna bits and thus enhances active antenna

selection at the reception.

Besides, for the proposed « code-aided EW SC-OFDM-SM » structure, the main objective is to reduce the
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Figure 6.4: Uncoded transmitter for the proposed EW SC-OFDM-SIMO structure

spectral occupancy compared to the classical CP-aided SC-SM structure while maintaining the single-RF

benefits of the SC-SM transmitter. This done by adding a pulse shaping filter at the transmitter. Moreover,

in order to adopt a simple low complexity frequency domain equalization, we consider a EW SC-OFDM using

a circular RRC pulse shaping at the transmitter.

Furthermore, we note that the two proposed modified SM structures allow us to choose between two possible

configurations: SM configuration (Figures 6.2 and 6.3) and SIMO configuration (Figure 6.4). The SIMO

configuration is done by choosing all time the same transmit antenna index denoted by m0 ∈ {1, . . . ,Nt} i.e.

mi,n = m0∀1 ≤ n ≤ N1 and 1 ≤ i ≤ Nf , where Nt, N1 and Nf denote the number of transmit antennas, the

sub-frame size and the number of sub-frames, respectively.

Finally, according the value of the KLOS factor, this chapter discusses the favorable KLOS value range for

using the SM configuration and that for switching to SIMO configuration.

6.2 Expression of the Ricean MIMO channel for the mission link

For the mission link, refer to (5.9), the expression of the Ricean MIMO channel is expressed as:

Hi,n =

√
KLOS

1 +KLOS
+ 1√

1 +KLOS
× H̃n =

[
h(1)
i,n,h

(2)
i,n, . . . ,h

(Nt)
i,n

]
(6.1)

with H̃n is a stochastic Nr×Nt matrix with uncorrelated normalized complex Gaussian elements and verifying

(5.6). In the following, we assume that channel matrix H̃n is fully known at the receiver. The value of the

KLOS factor depends on the nature of environment. In fact, for rich environment (Urban, Mountainous etc.),
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the KLOS factor takes low values. Whereas, for open environment (Flat desert, Rural etc.), the KLOS factor

takes high values. Also, we note that the value of the KLOS factor is proportional to the UAV altitude. The

higher the UAV altitude, the higher the KLOS is. The maximum value of the KLOS factor is 15 dB for UAV

altitude of 30 Km.

6.3 Proposed modified SM/SIMO structures

In this Section, we are interested in a modified CP-aided OFDM-SM and SC-SM systems. For CP-aided

OFDM-SM system, the aims is to reduce the PAPR level of the transmitted signals and ensure a good

selection of active transmit antennas. Whereas, for the CP-aided SC-SM systems, the objective is to propose

a new modified CP-aided SC-SM structures using a shaping filter at the transmitter in order to ensure a good

spectrum occupancy.

Considering OFDM in OFDM-SM systems has attracted substantial interests because it offers a powerful and

practical means to mitigate the effects of ISI in high-throughput MIMO transmissions [48]. However, the DFT

operation based modulation at the transmitter disperses each sub-carrier’s modulated signal across the entire

DFT-block and hence erodes the single-RF benefits of SM-MIMO [121], whilst simultaneously resulting in a

high PAPR.

By contrast, SC-SM is capable of retaining all the benefits of SM, whilst exhibiting a lower PAPR than

its OFDM-based counterpart [102, 121, 131]. As a result, the performance of SM is less affected by the

transmitter’s power amplifier non-linearities. However, the absence of pulse shaping for the classical CP-aided

SC-SM structure makes the transmitted signals not practical. Indeed, with the non design of pulse shaping

the PSD of the transmitted occupies a large bandwidth.

6.3.1 Proposed modified CP-aided OFDM-SM structure with reduced PAPR
level

In order to reduce the PAPR level, we propose a new non linear pre-coding OFDM-SM structure, named

« code-aided spectrally shaped DFT-Precoded OFDM-SM » and presented in Figure 6.2. In the proposed

scheme only one precoding FFT block is considered (instead of one per antenna) and SM mapping is done in

the frequency domain. This enables a PAPR level reduction at the transmitter.

In SM, a good active antenna detection is required and it is often mentioned that poor detection has a

detrimental effect on the system performance [103]. In order to enhance active antenna selection at the

receiver, we propose to associate an error correcting code to protect the antenna bits. In fact, thanks to the

use of spectral root raised cosine (RRC) shaping with roll-off β, we can associate a high performance channel

coder with rate Rc = 1
1+β for the antenna bits. Indeed, the association of channel coding is done at the expense

of a bandwidth expansion of 1 +β. Nevertheless, this extra redundancy can be exploited by enabling the use

of redundancy on the bit antenna selection stream. As a result, we can reduce the active antenna detection

error and even, we can reach the perfect active antenna selection case. Of course, all bits can be previously
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coded by an error correcting code in a coded context. In this Section, we point out the fact that we consider an

uncoded structure: the proposed code here is part of the modulated scheme that can be seen as a code-aided

DFT-precoded OFDM-SM scheme and we focus on the performance of the uncoded structure.

Compared to the classical CP-aided OFDM-SM structure, the proposed structure operates at an oversampled

rate Fs = 1+β, so that the bandwidth is expanded by a factor of 1+β. In the structure proposed in [117] and

[100] an expansion of the bandwidth is also considered but it can not be used to increase the system bit rate.

Indeed, structure proposed in [117] and [100] has a bit rate which is the same as that of OFDM-SM system.

The main idea is to design a structure that provides a bandwidth extension just before the selection of

active antennas. In that case, the structure is able to increase the system bit rate by a factor equal to

1+(Fs−1)× log2(Nt)
log2(Nt)+log2(M) compared to the OFDM-SM system, where Nt represents the number of transmit

and the number of receive antennas. However a better strategy can be used. Indeed, the bandwidth expansion

can be exploited in order to improve the detection of active antennas, which is a limiting factor, while keeping

the same information bit rate as that of the OFDM-SM system. This is done by adding a high rate error

correcting code (with rate equal to 1
1+β ) for the antenna selection bits, allowing to improve the detection of

active antennas, while the information bit rate remains the same as that of OFDM-SM system.

6.3.1.1 Transmitter structure

For the transmitter structure shown in Figure 6.2, we assume a number of Nt transmit antennas. Let us

consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO channel.

Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation order M .

The considered M-ary constellation are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M.Nt) bits, where N

is a non-zero positive integer which denotes the number of modulated symbols in each transmit sub-frame. For

each transmit sub-frame 1≤ i≤Nf , the transmitter starts to split the bit sequence ui into two bit blocks uai
and udi verifying ui = [uai ,udi ]. The first bit block uai contains N× log2(Nt) bits and it is designed to select the

active transmit antennas. The second bit block udi contains N × log2(M) bits and it is designed to transmit

constellation symbols. The two blocks will be processed as follows:

• The first antenna bit block ua =
[
uai,1,u

a
i,1, . . . ,u

a
i,N×log2(Nt)

]T
will be passed to an error correcting

code with a Rate Rac = 1/(1 + β) to generate a coded bit sequence with size (1 + β)×N × log2(Nt)

which denoted by cai =
[
cai,1, c

a
i,1, . . . , c

a
i,N1×log2(Nt)

]
. Then, cai will be mapped to give a sequence of N1

selected transmit antenna indexes, mi = [mi,1,mi,2, . . . ,mi,N1 ]T . Each transmit antenna index is noted

mi,n ∈ {1, . . . ,Nt}.

• The second bit block udi will be modulated into aM -ary constellation to provide a sequence of N symbols

denoted by si = [si,1,si,2, . . . ,si,N ]T where si,n = Cq ∈ χ. The N obtained symbols will be oversampled

by an oversampling factor, Fs = 1+β. As a result, a number of N1 = (1 +β)×N symbols are obtained.

Then, the N1 obtained symbols being circularly shaped by a RRC shaping filter, he(τ), before being
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transformed to the frequency domain by using a FFT operation. As a result, the obtained spectrally

shaped frequency domain sequence can be can be written in this matrix form:
ti,1
ti,2
...

ti,N1

=
√
Fs×A.FN.


si,1
si,2
...

si,N

 (6.2)

with A denotes an equivalent frequency transformation matrix and expressed as:

A = 1
Fs
. diag


He (1)
He (2)
...

He (N1)

 .
 I

′′

IN×N
I
′

 (6.3)

The complex coefficients He (1) ,He (2) , . . . ,He (N1) are the frequency responses of the RRC filter he(τ):

He(n) =
+∞∑
l=−∞

he(l.
Ts
Fs

) exp
(
−2πj.l.TsFs

.fn

)
with fn = Fs

Ts
.

(
n−1
N1
− 1

2

)
for 1≤ n≤N1 (6.4)

Since Fs = 1 +β, the frequency responses {He (n)} are assumed non-zero and verifying:

1
N1

N1∑
l=0
|He(n)|2 =

+∞∑
l=−∞

∣∣∣∣he(l.TsFs
)∣∣∣∣2 = Fs = 1 +β (6.5)

The two matrices I
′
and I

′′
being two N1−N

2 ×N matrices containing respectively the first N1−N
2 and

the last N1−N
2 columns of the identity matrix IN×N . The resulting matrix A, having a size of N1×N .

Considering Nyquist signaling, the A matrix is a pseudo-orthogonal matrix verifying:

AH .A = AT .A∗ =


λ1 0 · · · 0
0 λ2 · · · 0
...

. . .
...

0 0 · · · λN

=


1 0 · · · 0
0 1 · · · 0
...

. . .
...

0 0 · · · 1

= IN×N (6.6)

We note that the A matrix is perfectly known at the receiver.

By using the resulting transmit antenna index sequence mi = [mi,1,mi,2, . . . ,mi,N1 ]T and also the resulting

frequency filtered sequence ti = [ti,1, ti,2, . . . , ti,N1 ]T , a spatial allocation in the frequency domain is considered

by using a simple antenna coding: For each combination (ti,n,mi,n) we associate a column vector xi,n obtained

as follows:

xi,n =


x

(1)
i,n

x
(2)
i,n
...

x
(Nt)
i,n

= [ 0, . . . ,0︸ ︷︷ ︸
(mi,n−1)

, ti,n, 0, . . . ,0︸ ︷︷ ︸
Nt−mi,n

]T ∀ 1≤ n≤N1 and ∀ 1≤ i≤Nf (6.7)

Then, the resulting matrix [xi,1,xi,2, . . . ,xi,N1 ] is transformed to the time domain by using an Inverse Fast

Fourier Transform (IFFT) operation. Using the Fourier matrix FN1 of size N1×N1, the resulting matrix
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Ei =
[
e(1)
i ,e(2)

i , . . . ,e(Nt)
i

]T
is obtained as follows:

Ei =


e(1)
i

e(2)
i
...

e(Nt)
i

=


e
(1)
i,1 e

(1)
i,2 . . . e

(1)
i,N1

e
(2)
i,1 e

(2)
i,2 . . . e

(2)
i,N1

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N1

=


x

(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N1

x
(2)
i,1 x

(2)
i,2 . . . x

(2)
i,N1

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N1

 .FHN1 (6.8)

In the following, we assume a normalized Fourier matrix FN1 verifying FN1 .FHN1
= FHN1

.FN1 = IN1×N1 with

IN1×N1 is the identity matrix with size N1×N1.

Finally, a Cyclic Prefix (CP) of size Nt×Ng is inserted at the beginning of each resulting matrix Ei in order

to cope with inter-symbol interference from the A2G channel and maintain sub-carriers orthogonality.

6.3.1.2 Receiver structure

At the receiver Nr receive antennas are considered. In each receive antenna 1 ≤ nr ≤ Nr, after sampling and

removing CP, the resulting symbols are transformed to the frequency domain by using a Fast Fourier Transform

(FFT) operation. The resulting received sequence can be expressed as:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
(nr)
i,N1


T

= r(nr)
i .FN1 =

Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N1


T

.diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N1

+


w̃

(nr)
1

w̃
(nr)
2
...

w̃
(nr)
N1


T

(6.9)

the resulting noise vector w̃(nr) =
[
w̃

(nr)
1 , w̃

(nr)
2 , . . . , w̃

(nr)
N1

]T
is a centered complex AWGN noise with two-sided

spectral density equal to N0 and the noise variable
{
w̃

(nr)
n

}
having a variance σ̃2

w calculated as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (6.10)

For the receiver, we consider two sub-optimal detectors: MRC-based detector and MMSE-based detector. The

code-aided MRC receiver is presented in Figure 6.5. Whereas, the code-aided MMSE receiver is shown in

Figure 6.6. Given the expression of the received signal, the a posteriori log-likelihood ratio (LLR) vector for

the transmitted coded antenna bit sequence cai can be derived for all bit positions p. Indeed, for the p-th bit

position verifying p= q+(n−1)× log2(Nt) with 1≤ q ≤ log2(Nt), the corresponding a posteriori LLR can be

expressed as:

• MRC receiver : At the output of MRC detection, a Nt ×N1 matrix is generated and is denoted by

z = [zi,1,zi,2, . . . ,zi,N1 ]. This output equalized matrix is used to detect the N1 transmitted constellation

symbols.

Furthermore, in order to give a soft detection of the active transmit antennas, the receiver can take as a

starting point the received vector yi,n =
[
y

(1)
i,n ,y

(2)
i,n , . . . ,y

(Nr)
i,n

]T
to calculate the a posteriori log-likelihood

ratio (LLR) vector of the transmitted coded antenna bit sequence cai . The resulting LLR vector having

a size of log2(Nt)×N1 a posteriori bit LLRs. At the p-th bit position verifying p= q+(n−1)× log2(Nt)
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Figure 6.5: Uncoded receiver based on MRC detection for the proposed code-aided spectrally shaped DFT-
Precoded OFDM-SM structure.
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Figure 6.6: Uncoded receiver based on MMSE detection for the proposed code-aided spectrally shaped DFT-
Precoded OFDM-SM structure.

with 1≤ q ≤ log2(Nt), the considered a posteriori LLR is expressed as:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
 (6.11)

The two sets of the transmit antenna indexes U0
q and U1

q correspond to have respectively 0 and 1 entries

at the q-th index position of antenna bits and verifying,

U0
q ∪U1

q = {1,2, . . . ,Nt} ; U0
q ∩U1

q =� (6.12)

In addition, Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
denotes the conditional probability and its expression is

detailed in Section 6.4.1.2.

• MMSE receiver : Similarly to the CP-aided OFDM-SM receiver, at the output of MMSE detection, a

Nt×N1 matrix is generated and is denoted by z = [zi,1,zi,2, . . . ,zi,N1 ]. This output equalized matrix is

used to detect the N1 transmitted constellation symbols.

Similarly to the MRC receiver, the receiver can take as a starting point the received vector yi,n =
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[
y

(1)
i,n ,y

(2)
i,n , . . . ,y

(Nr)
i,n

]T
to calculate the a posteriori log-likelihood ratio (LLR) vector of the transmitted

coded antenna bit sequence cai . As a result, a LLR vector is generated for all bit positions 1 ≤ p ≤

log2(Nt)×N1. At the p-th bit position verifying p = q+ (n− 1)× log2(Nt) with 1 ≤ q ≤ log2(Nt), the

a posteriori LLR is expressed as:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
 (6.13)

As another possible strategy, the receiver can take as a starting point the output MMSE vector zi,n =[
z

(1)
i,n ,z

(2)
i,n , . . . ,z

(Nt)
i,n

]T
to compute the a posteriori log-likelihood ratio (LLR) vector. In this case, the

expression of the a posteriori LLR at the p-th bit position becomes:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
 (6.14)

For the two conditional probability, Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
and Pr

(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
,

two close expressions are detailed in in Section 6.4.1.3.

In order to improve the antenna bit detection, we consider a high performance low-density parity check (LDPC)

code using belief propagation (BP) decoding and having a code rate Rc = 1
1+β with β is roll-off factor of the

transmit RRC shaping filter. For instance for β = 0.375, the considered code rate is Rc = 8/11.

After feeding the obtained LLRs to the BP decoder, an a posteriori LLR vector of length log2(Nt)×N1 is

generated. The p-th element of the latter generated vector is denoted LLRldpc
{
cai,p

}
for 1≤ p≤ log2(Nt)×N1.

Then a hard decision of the coded block is deduced by the sign of the LLR vector generated by the LDPC

decoder as follows:

ĉai,q+(n−1)×log2(Nt) =

0, if LLRldpc
{
cai,q+(n−1)×log2(Nt)

}
> 0.

1, else.
(6.15)

1≤ q ≤ log2(Nt) and 1≤ n≤N1

Given an estimation of bit values of the coded antenna bit block, an estimation of the active antennas is

deduced as:

m̂i,n =
log2(Nt)∑
q=1

2q−1. ĉai,q+(n−1)×log2(Nt) ; 1≤ n≤N1 (6.16)

After estimating the active transmit antennas for each transmitted sub-frame 1≤ i≤Nf , an estimated antenna

index sequence is generated, m̂i = [m̂i,1, m̂i,2, . . . , m̂i,N1 ]T . This index sequence will be used to select the
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transmitted symbols as follows: 
t̃i,1
t̃i,2
...

t̃i,N1

=


z
(m̂i,1)
i,1

z
(m̂i,2)
i,2
...

z
(m̂i,N1)
i,N1

 (6.17)

After selecting data symbols, the selected frequency domain sequence must pass through a spectral filter

matched to the transmit filter, in order to maximize the useful received power in the Nyquist bandwidth.

Then, the obtained filtered sequence will be transformed to the time-domain by using an IFFT operation in

order to recover the transmitted constellation symbols:
s̃i,1
s̃i,2
...

s̃i,N

= 1√
Fs
×FHN . AH .


t̃i,1
t̃i,2
...

t̃i,N1

 (6.18)

Then we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maximum

value s̃i,n as:

ŝi,n =


argmin
Cq∈χ

|s̃i,n−Cq|2 1≤ n≤N MRC-based detector

argmin
Cq∈χ

|s̃i,n−αi,n Cq|2 1≤ n≤N MMSE-based detector
(6.19)

where αi,n denotes the resulting bias after considering MMSE equalization and its expression will be later

detailed in (6.56).

6.3.2 Proposed modified CP-aided SC-SM structure with circular pulse shaping

The absence of pulse shaping for the classical CP-aided SC-SM structure makes the transmitted signals are

not practical. Indeed, with the non design of pulse shaping at the transmitter, we observe an out-of-band

transmitted signals. Therefore, in order to maintain the single-RF benefits of the SC-SM transmitter, it is

essential to design a new modified SC-SM transmitter structure using a pulse shaping. Indeed, with the use

of pulse shaping, we can have a good spectrum occupancy. However, it is shown in [128] that using a shaping

filter causes an increasing PAPR. Therefore, designing the right waveform with ensuring a reasonable PAPR

is a challenging task. This kind of problem has interested several studies [97, 98, 117, 128]. Recently, a

detailed overview of the SM in Single Carrier modulations has been given in [128], addressing the issue of

PAPR level and studying the effect of pulse shaping to reduce it compared to OFDM-SM systems. In [117],

a modification of SM, named LPSM (Low PAPR SM), has been proposed to decrease the PAPR. It relies on

a pre-coding scheme based on Fast Fourier Transforms (FFT) added on each transmit antenna to consider

SC-OFDM waveform. Of course, the complexity increases with the number of considered antennas. In order

to further reduce the PAPR with a reasonable increased complexity, in [98], we propose a modified CP-aided

SC-SM structure using EW SC-OFDM waveform with considering circular RRC pulse shaping just before SM

mapping. the proposed SM structure is presented Figure 6.3 and is named « code-aided EW SC-OFDM-SM
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».

In the proposed scheme only one EW SC-OFDM waveform is implemented (instead of one per antenna) and

is done before selecting active transmit antennas. This enables a low hardware complexity at the transmitter

while still allowing PAPR reduction. Furthermore, since EW SC-OFDM operates with an over-sampling factor

Fs ≥ 1 +β, this modified structure offers the ability to associate a high performance error correcting code of

rate Rc = 1/Fs and thus it is possible to enhance active antenna selection at the receiver and reach the perfect

active antenna selection case. For the proposed structure, we point out the fact that we consider an uncoded

structure: the proposed code here is part of the modulated scheme that can be seen as a code-aided EW

SC-OFDM-SM scheme and we focus on the performance of the uncoded structure.

6.3.2.1 Transmitter structure

For the transmitter structure shown in Figure 6.3, we assume a number of Nt transmit antennas. Let us

consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO channel.

Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation order M .

The considered M-ary constellation are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M.Nt) bits, where N

is a non-zero positive integer which denotes the number of modulated symbols in each transmit sub-frame. For

each transmit sub-frame 1≤ i≤Nf , the transmitter starts to split the bit sequence ui into two bit blocks uai
and udi verifying ui = [uai ,udi ]. The first bit block uai contains N× log2(Nt) bits and it is designed to select the

active transmit antennas. The second bit block udi contains N × log2(M) bits and it is designed to transmit

constellation symbols. The two blocks will be processed as follows:

• The first antenna bit block ua =
[
uai,1,u

a
i,1, . . . ,u

a
i,N×log2(Nt)

]T
will be passed to an error correcting code

with a Rate Rac = 1/Fs to generate a coded bit sequence with size Fs×N × log2(Nt) which denoted by

cai =
[
cai,1, c

a
i,1, . . . , c

a
i,N1×log2(Nt)

]
. Then, cai will be mapped to give a sequence of N1 selected transmit

antenna indexes, mi = [mi,1,mi,2, . . . ,mi,N1 ]T . Each transmit antenna index is noted mi,n ∈ {1, . . . ,Nt}.

• The second bit block udi will be modulated into aM -ary constellation to provide a sequence of N symbols

denoted by si = [si,1,si,2, . . . ,si,N ]T where si,n = Cq ∈ χ. The N obtained symbols will be oversampled

by an oversampling factor, Fs ≥ 1 +β. As a result, a number of N1 = Fs×N symbols are obtained.

Then, the N1 obtained symbols being circularly shaped by a RRC shaping filter, he(τ), before being

transformed to the frequency domain by using a FFT operation. As a result, the obtained spectrally

shaped frequency domain sequence can be can be written in this matrix form:


ti,1
ti,2
...

ti,N1

=
√
Fs×FHN1 . A. FN.


si,1
si,2
...

si,N

 (6.20)
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By using the resulting transmit antenna index sequence mi = [mi,1,mi,2, . . . ,mi,N1 ]T and also the resulting

frequency filtered sequence ti = [ti,1, ti,2, . . . , ti,N1 ]T , a spatial allocation in the frequency domain is considered

by using a simple antenna coding: For each combination (ti,n,mi,n) we associate a column vector xi,n obtained

as follows:

xi,n =


x

(1)
i,n

x
(2)
i,n
...

x
(Nt)
i,n

= [ 0, . . . ,0︸ ︷︷ ︸
(mi,n−1)

, ti,n, 0, . . . ,0︸ ︷︷ ︸
Nt−mi,n

]T ∀ 1≤ n≤N1 and ∀ 1≤ i≤Nf (6.21)

Then, the resulting matrix [xi,1,xi,2, . . . ,xi,N1 ] is transformed to the time domain by using an Inverse Fast

Fourier Transform (IFFT) operation. Using the Fourier matrix FN1 of size N1×N1, the resulting matrix

Ei =
[
e(1)
i ,e(2)

i , . . . ,e(Nt)
i

]T
is obtained as follows:

Ei =


e(1)
i

e(2)
i
...

e(Nt)
i

=


e
(1)
i,1 e

(1)
i,2 . . . e

(1)
i,N1

e
(2)
i,1 e

(2)
i,2 . . . e

(2)
i,N1

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N1

=


x

(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N1

x
(2)
i,1 x

(2)
i,2 . . . x

(2)
i,N1

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N1

 (6.22)

Finally, a Cyclic Prefix (CP) of size Nt×Ng is inserted at the beginning of each resulting matrix Ei in order

to cope with inter-symbol interference from the A2G channel and maintain sub-carriers orthogonality.

6.3.2.2 Receiver structure

At the receiver Nr receive antennas are considered. In each receive antenna 1 ≤ nr ≤ Nr, after sampling and

removing CP, the resulting symbols are transformed to the frequency domain by using a Fast Fourier Transform

(FFT) operation. The resulting received sequence can be expressed as:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
(nr)
i,N1


T

= r(nr)
i .FN1 =

Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N1


T

.FN1 .diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N1

+


w̃

(nr)
1

w̃
(nr)
2
...

w̃
(nr)
N1


T

(6.23)

The resulting noise vector w̃(nr) =
[
w̃

(nr)
1 , w̃

(nr)
2 , . . . , w̃

(nr)
N1

]T
is a centered complex AWGN noise with two-sided

spectral density equal to N0 and the noise variable
{
w̃

(nr)
n

}
having a variance σ̃2

w calculated as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (6.24)

For the receiver, we consider a sub-optimal MMSE-based detector and the code-aided MMSE receiver is shown

in Figure 6.7. At the output of MMSE detection, a Nt×N1 matrix is generated, z = [zi,1,zi,2, . . . ,zi,N1 ].

This output equalized matrix is used for both the active transmit antenna detection and the transmitted

constellation symbol detection. Assuming zi,n =
[
z

(1)
i,n ,z

(2)
i,n , . . . ,z

(Nt)
i,n

]T
, the a posteriori log-likelihood ratio

(LLR) vector for the transmitted coded antenna bit sequence cai can be derived for all bit positions p. Indeed,
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Figure 6.7: Uncoded receiver based on MMSE detection for the proposed code-aided EW SC-OFDM-SM
structure.

for the p-th bit position verifying p= q+(n−1)× log2(Nt) with 1≤ q≤ log2(Nt), the corresponding a posteriori

LLR can be expressed as:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
zn|mi,n = nt, ti,n = t̂i,n,Hi

)
 (6.25)

where Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi

)
denotes the conditional probability when we take as a starting point

the output vector zi,n. The expression of the conditional probability is detailed in Section 6.4.2.2.

In order to improve the antenna bit detection, we consider a high performance low-density parity check (LDPC)

code using belief propagation (BP) decoding and having a code rate Rc = 1/Fs with Fs≥ 1+β is the considered

oversampling factor.

After feeding the obtained LLRs to the BP decoder, an a posteriori LLR vector of length log2(Nt)×N1 is

generated. The p-th element of the latter generated vector is denoted LLRldpc
{
cai,p

}
for 1≤ p≤ log2(Nt)×N1.

Then a hard decision of the coded block is deduced by the sign of the LLR vector generated by the LDPC

decoder as follows:

ĉai,q+(n−1)×log2(Nt) =

0, if LLRldpc
{
cai,q+(n−1)×log2(Nt)

}
> 0.

1, else.
(6.26)

1≤ q ≤ log2(Nt) and 1≤ n≤N1

Given an estimation of bit values of the coded antenna bit block, an estimation of the active antennas is

deduced as:

m̂i,n =
log2(Nt)∑
q=1

2q−1. ĉai,q+(n−1)×log2(Nt) ; 1≤ n≤N1 (6.27)

After estimating the active transmit antennas for each transmitted sub-frame 1≤ i≤Nf , an estimated antenna

index sequence is generated, m̂i = [m̂i,1, m̂i,2, . . . , m̂i,N1 ]T . This index sequence will be used to select the
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transmitted symbols as follows: 
t̃i,1
t̃i,2
...

t̃i,N1

=


z
(m̂i,1)
i,1

z
(m̂i,2)
i,2
...

z
(m̂i,N1)
i,N1

 (6.28)

After selecting data symbols, the selected frequency domain sequence must pass through a spectral filter

matched to the transmit filter, in order to maximize the useful received power in the Nyquist bandwidth.

Then, the obtained filtered sequence will be transformed to the time-domain by using an IFFT operation in

order to recover the transmitted constellation symbols:


s̃i,1
s̃i,2
...

s̃i,N

= 1√
Fs
×FHN . AH . FN1 .


t̃i,1
t̃i,2
...

t̃i,N1

 (6.29)

Then we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maximum

value s̃i,n as:

ŝi,n = argmin
Cq∈χ

|s̃i,n−Cq|2 1≤ n≤N (6.30)

where αi denotes the resulting bias after considering MMSE equalization and its expression will be later

detailed in (6.75).

6.3.3 Proposed modified CP-aided SC-SIMO structure with circular pulse shap-
ing

6.3.3.1 Transmitter SIMO structure

We consider a number of Nt of transmit antennas. Only a single transmit antenna, having a antenna index

m0 ∈ {1, . . . ,Nt}, is activated during all transmitted sub-frames. The transmitter of the classical CP-aided

OFDM-SIMO is given in Figure 6.4.

Let us consider a sequence of independent random bits to be transmitted over a uncorrelated Ricean MIMO

channel. Furthermore, we consider a frame based transmission with a symbol period Ts and a modulation

order M . Each frame contains a number of Nf sub-frames. The size of each sub-frame is N × log2(M) bits.

The considered M-ary constellation are drawn from a discrete alphabet χ= {C1,C2, . . . ,CM}.

The input bit block udi will be modulated into a M -ary constellation to provide a sequence of N constellation

symbols denoted by si = [si,1,si,2, . . . ,si,N ]T where si,n = Cq ∈ χ. The N obtained symbols will be oversampled

by an oversampling factor, Fs ≥ 1+β. As a result, a number of N1 = Fs×N symbols are obtained. Then, the

N1 obtained symbols being circularly shaped by a RRC shaping filter, he(τ), before being transformed to the

frequency domain by using a FFT operation. As a result, the obtained spectrally shaped frequency domain



186 Chapter 6 - Mission link : Spatial Modulation technique

sequence can be can be written in this matrix form:


ti,1
ti,2
...

ti,N1

=
√

Fs×FHN1 . A. FN.


si,1
si,2
...

si,N

 (6.31)

Space allocation in the frequency domain: Assuming m0 is the index of the selected active transmit

antenna, the obtained constellation sequence si will be transmitted via the m0 transmit antenna. As a result,

we have:

Ei =



e
(1)
i,1 e

(1)
i,2 . . . e

(1)
i,N1

...
... . . .

...

e
(m0)
i,1 e

(m0)
i,2 . . . e

(m0)
i,N1

...
... . . .

...

e
(Nt)
i,1 e

(Nt)
i,2 . . . e

(Nt)
i,N1


=



x
(1)
i,1 x

(1)
i,2 . . . x

(1)
i,N1

...
... . . .

...

x
(m0)
i,1 x

(m0)
i,2 . . . x

(m0)
i,N1

...
... . . .

...

x
(Nt)
i,1 x

(Nt)
i,2 . . . x

(Nt)
i,N1


=



0 0 . . . 0
...

... . . .
...

ti,1 ti,2 . . . ti,N1
...

... . . .
...

0 0 . . . 0


(6.32)

Add Cyclic Prefix: In each transmit antenna, a Cyclic Prefix (CP) of size Nt×Ng is inserted at the

beginning of each resulting matrix Ei in order to cope with inter-symbol interference from the channel and

maintain sub-carriers orthogonality.

6.3.3.2 Receiver SM structure

For the receiver, we consider a sub-optimal MMSE-based detector and the MMSE receiver is shown in Figure

6.9. At the receiver a number of Nr receive antennas are considered.

Thanks to the add of a circular prefix at the transmitter, the A2G channel has a circular form. Thus, the

time-domain received sample sequence for each receive antenna 1≤ nr ≤Nr can be given as follows:

r(nr)
i =


r

(nr)
i,1
r

(nr)
i,2
...

r
(nr)
i,N1


T

=
Nt∑
nt=1


x

(nt)
i,1
x

(nt)
i,2
...

x
(nt)
i,N1


T

.


FN1 .diag


H(nr,nt)
i,1

H(nr,nt)
i,2
...

H(nr,nt)
i,N1

 .FHN1


+


w̃

(nr)
1

w̃
(nr)
2
...

w̃
(nr)
N1


T

=


ti,1
ti,2
...

ti,N1


T

.


FN1 .diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N1

 .FHN1


+


w̃

(nr)
1

w̃
(nr)
2
...

w̃
(nr)
N1


T

(6.33)

the resulting noise vector w̃(nr) =
[
w̃

(nr)
1 , w̃

(nr)
2 , . . . , w̃

(nr)
N1

]T
is a centered complex AWGN noise with twosided

spectral density equal to N0 and the noise variable
{
w̃

(nr)
n

}
having a variance σ̃2

w calculated as:

σ̃2
w = N0×Fs×Rs = Fs×σ2

w with σ2
w = N0×Rs (6.34)



6.3 - Proposed modified SM/SIMO structures 187

tN( )

(1) 

(2) 

z
DATA 

SELECTION 

Active Antennas indexes 

0 0 0 0
, , , , m m m m

M
R

C
  
D

E
T

E
C

T
IO

N
 

…
..
..
. 

DEMOD 

Estimated  

Constellation Bits 

  N Mlog
2

N

IFFT 

N

1
N

CP

…
..
..
. 

CP

CP

CP
rN( )

 FFT 

FFT 

 FFT 

 FFT 

…
..
..
. 

(1) 

(2) 

rN( )

(1) 

(2) 

1
N

1
N

1
N

1
N

1
N

1
N

1
N

1
N

1
N

1
N

1
N

t 1
N  N

1
N

FREQUENCY 

COMBINING 

1
N

Figure 6.8: Uncoded receiver based on MRC detection for the proposed EW SC-OFDM-SIMO.

For each receive antenna 1≤ nr ≤Nr, the receiver starts to transform the resulting received sequence r(nr)
i to

the frequency domain by using a Fast Fourier Transform (FFT) operation as follows:

y(nr)
i =


y

(nr)
i,1
y

(nr)
i,2
...

y
(nr)
i,N1


T

= r(nr)
i .FN1 =


Ti,1
Ti,2
...

Ti,N1


T

.diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N1

+


w̃

(nr)
1

w̃
(nr)
2
...

w̃
(nr)
N1


T

(6.35)

where Ti = [Ti,1,Ti,2, . . . ,Ti,N1 ] is the frequency response of the transmitted data symbol sequence . By using

Equation (6.31), the expression of Ti is done:
Ti,1
Ti,2
...

Ti,N1


T

=


ti,1
ti,2
...

ti,N1


T

.FN1 =
√
Fs×


si,1
si,2
...

si,N1


T

.FN. A (6.36)

On other hand, the expression of the received frequency domain symbols, can be also re-written in the following

form given in each frequency index 1≤ n≤N1 as follows:

yi,n =


y

(1)
i,n

y
(2)
i,n
...

y
(Nr)
i,n

= Ti,n


H(1,m0)
i,n

H(2,m0)
i,n
...

H(Nr,m0)
i,n

+


w̃

(1)
n

w̃
(2)
n

...

w̃
(Nr)
n

= Ti,n h(m0)
i,n + w̃n (6.37)

Optimal detector: MRC-based receiver The Maximum Ratio Combining (MRC) detector is a sub-

optimal linear detector and is presented in Figure 6.8. After MRC decoding, a resulting output vector zi,n =[
z

(1)
i,n ,z

(2)
i,n , . . . ,z

(m0)
i,n , . . . ,z

(Nt)
i,n

]T
is obtained for 1 ≤ n ≤ N1. Then, by knowing that the index of the active

transmit antenna is equal to m0, the receiver selects the symbols corresponding to the m0 transmit antenna.

As a result, a sequence of N1symbols, denoted by zi =
[
z

(m0)
i,1 ,z

(m0)
i,2 , . . . ,z

(m0)
i,N1

]
, is obtained. Each element
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Figure 6.9: Uncoded receiver based on MMSE detection for the proposed EW SC-OFDM-SIMO structure.

z
(m0)
i,n is expressed as:

z
(m0)
i,n =

[
h(m0)
i,n

]H
.yi,n∥∥∥h(m0)

i,n

∥∥∥2 = Ti,n +

[
h(m0)
i,n

]H
.w̃n∥∥∥h(m0)

i,n

∥∥∥2 for 1≤ n≤N1 (6.38)

After selecting data symbols, the selected frequency domain sequence must pass through a spectral filter

matched to the transmit filter, in order to maximize the useful received power in the Nyquist bandwidth.

Then, the obtained filtered sequence will be transformed to the time-domain by using an IFFT operation in

order to recover the transmitted constellation symbols:


s̃i,1
s̃i,2
...

s̃i,N

= 1√
Fs
×FHN . AH .


z

(m0)
i,1
z

(m0)
i,2
...

z
(m0)
i,N1

 (6.39)

Then we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maximum

value s̃i,n as:

ŝi,n = argmin
Cq∈χ

|s̃i,n−Cq|2 1≤ n≤N (6.40)

Sub-optimal detector: MMSE-based receiver The MMSE-based receiver is a sub-optimal receiver and

is presented in Figure 6.9. For the MMSE-based receiver, the received sequence is obtained by computing

the average received sequence over the Nr receive antenna, y(nr)
i . As a result, an average frequency received

sequence N1 samples is obtained and denoted by Ỹi. Moreover, by using (6.35) and (6.36), the expression of
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the obtained received frequency-domain sequence is expressed as:

ỸT
i = 1

Nr

Nr∑
nr=1

y(nr)
i =

√
Fs×


si,1
si,2
...

si,N1


T

.FN. A.


1
Nr

Nr∑
nr=1

diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N1




+


1
Nr

Nr∑
nr=1


w̃

(nr)
1

w̃
(nr)
2
...

w̃
(nr)
N1


T

=
√

Fs×


si,1
si,2
...

si,N1


T

.FN. Ai,m0 +


w̃1
w̃2
...

w̃N1


T

(6.41)

the resulting additive noise vector w̃ = [w̃1, w̃2, . . . , w̃N1 ] is a centered complex AWGN noise and the noise

variable {wn} are decorrelated and having a variance equal to Fs × σ2
w/Nr. On other hand, the N ×N1

matrix, Ai,m0 , is an equivalent frequency domain transformation matrix expressed as:

Ai,m0 = A.


1
Nr

Nr∑
nr=1

diag


H(nr,m0)
i,1

H(nr,m0)
i,2
...

H(nr,m0)
i,N1




verifying AH

i,m0 .Ai,m0 = diag


H̄(m0)
i,1

H̄(m0)
i,2
...

H̄(m0)
i,N

 (6.42)

Given the additive noise is AWGN, by applying a MMSE criterion in order to generate a biased estimation

of the frequency response of the transmitted constellation sequence, a reduced complexity frequency domain

equalization is considered. As a result, a time-domain vector denoted by zi is obtained and expressed as:

zi =


zi,1
zi,2
...

zi,N

= FHN .
{[(

Fs×AH
i,m0 .Ai,m0

)
+ Fs σ2

w

Nr σ2
s

× IN×N
]−1

.
(√

Fs×AH
i,m0

)}
. Ỹi

= FHN .
{[(

AH
i,m0 .Ai,m0

)
+ σ2

w

Nr σ2
s

× IN×N
]−1

.

(
1√
Fs
×AH

i,m0

)}
. Ỹi

= FHN .Σ−1.Yi (6.43)

where Σ−1 is a diagonal equalization matrix and Yi is an output filtered vector:

Σ−1 =
[(

AH
i,m0 .Ai,m0

)
+ σ2

w

Nr σ2
s

× IN×N
]−1

and Yi = 1√
Fs
×AH

i,m0 . Ỹi (6.44)

By considering a Gaussian approximation, the output MMSE vector, zi, can be re-written as:

zi =


zi,1
zi,2
...

zi,N

= FHN .Σ−1.Yi ≈ α(m0)
i




si,1
si,2
...

si,N

+ 1√
γ

(m0)
i


wi,1
wi,2
...

wi,N


 (6.45)

the additive noise vector w = [w1,w2, . . . ,wN ]T is a centered complex AWGN noise and the noise variable {wn}

having a variance equal to σ2
w/Nr. Furthermore, the two positive scalars αm0 and γm0 are defined as:

α
(m0)
i = 1

N

N∑
n=1

H̄(m0)
i,n

H̄(m0)
i,n + σ2

w
Nr.σ2

s

and γ
(m0)
i = σ2

w

Nr.σ2
s

(
α

(m0)
i

1−α(m0)
i

)
(6.46)
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Finally, we can demodulate the transmitted constellation symbols si,n by quantizing the corresponding maxi-

mum value s̃i,n as:

ŝi,n = argmin
Cq∈χ

∣∣∣zi,n−α(m0)
i Cq

∣∣∣2 (6.47)

6.4 Proposed soft antenna selection for the proposed modified SM
structures

In [57], it is reported the performance of SM combined with soft detection of active transmit antenna indexes.

The soft decision is quite desirable to apply powerful forward error correction (FEC) such as Turbo or low

density parity check (LDPC) codes for the SM system in order to enhance active antenna selection. In order to

have enhanced performance for antenna selection at the receiver, we need to derive a new soft output detector

for the transmit antenna indexes, enabling the use of efficient Soft-Input Soft-Output (SISO) channel decoder.

6.4.1 Soft antenna selection for the code-aided spectrally shaped DFT-Precoded
OFDM-SM structure

Given the expression of the received signal, the a posteriori log-likelihood ratio (LLR) vector for the trans-

mitted coded antenna bit sequence cai can be derived for all bit positions p. Indeed, for the p-th bit position

verifying p= q+(n−1)× log2(Nt) with 1≤ q≤ log2(Nt), the corresponding a posteriori LLR can be expressed

as:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
 (6.48)

The two sets of the transmit antenna indexes U0
q and U1

q correspond to have respectively 0 and 1 entries at

the q-th index position of antenna bits and verifying,

U0
q ∪U1

q = {1,2, . . . ,Nt} ; U0
q ∩U1

q =� (6.49)

In addition, Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
denotes the conditional probability.

On other hand, for MMSE-based detection and by considering a Gaussian approximation for the received

output MMSE vector zi,nexpressed in (6.55), another expression of the a posteriori LLR vector can be derived

as:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
 (6.50)

where Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
denotes the conditional probability when we consider as a starting

point the output MMSE vector zi,n.
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6.4.1.1 Expression of the received signal

In the proposed modified CP-aided OFDM-SM system, the expression of the received frequency-domain se-

quence is written in this matrix form:

yi,n =


y

(1)
i,n

y
(2)
i,n
...

y
(Nr)
i,n

= Hi,n xi,n+


w̃

(1)
n

w̃
(2)
n

...

w̃
(Nr)
n

= ti,n Hi,n. p(mi,n) + w̃n = ti,n h(mi,n)
i,n + w̃n (6.51)

with p(mi,n) = [ 0, . . . ,0︸ ︷︷ ︸
(mi,n−1)

,1, 0, . . . ,0︸ ︷︷ ︸
Nt−mi,n

]T is a position vector and w̃n is a noise vector and its elements are additive

white Gaussian noise (AWGN) and independent and identically distributed (i.i.d) with a variance σ̃2
w =Fs×σ2

w.

Furthermore, the complex symbols {ti,n} are the transmitted data symbols and are defined in (6.2) for the

proposed « code-aided spectrally shaped DFT-Precoded OFDM-SM structure ».

MRC-based detector In SM, Maximum Ratio Combining (MRC) is a sub-optimal linear detector used to

detect both the active transmit antenna indexes and the transmitted constellation symbols. At the output of

MRC decoding, an output vector, zi,n, is generated for 1≤ n≤N1 and is expressed as:

zi,n =


z

(1)
i,n

z
(2)
i,n
...

z
(Nt)
i,n

=



∥∥∥h(1)
i,n

∥∥∥2
0 · · · 0

0
∥∥∥h(2)

i,n

∥∥∥2
· · · 0

...
. . .

...

0 0 · · ·
∥∥∥h(Nt)

i,n

∥∥∥2



−1

.HH
i,n.yi,n for 1≤ n≤N (6.52)

The output vector, zi,n, is an unbiased estimation of the transmitted SM vector xi,n and,

z
(nt)
i,n =

[
h(nt)
i,n

]H
.yi,n∥∥∥h(nt)

i,n

∥∥∥2 =

[
h(nt)
i,n

]H
.h(mi,n)
i,n∥∥∥h(nt)

i,n

∥∥∥2 ti,n +

[
h(nt)
i,n

]H
.w̃n∥∥∥h(nt)

i,n

∥∥∥2 for 1≤ nt ≤Nt (6.53)

MMSE-based detector By using Minimum Mean Square Error (MMSE) criterion, a sub-optimal detection

can be considered to detect both the active transmit antenna indexes and the transmitted constellation symbols.

At the output of MMSE equalization, an output vector, zi,n, is generated for 1≤ n≤N1 and is expressed as:

zi,n =


z

(1)
i,n

z
(2)
i,n
...

z
(Nt)
i,n

= Wi,n.yi,n with Wi,n =
[
HH
i,n.Hi,n+ σ̃2

w

(σ2
s/Nt)

× INt×Nt

]−1
.HH

i,n (6.54)

The output vector zi,n is a biased estimation of the transmitted SM vector xi,n. Indeed, we can assume that

we have:

zi,n ≈ αi,n xi,n+ αi,n√
γi,n

w̃n = αi,n ti,n p(mi,n) + αi,n√
γi,n

w̃n for 1≤ n≤N1 (6.55)
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where αi,n and γi,n are two positive scalars defined as:

αi,n
∆= 1

Nt
. tr{Wi,n.Hi,n} and γi,n = σ̃2

w

(σ2
s/Nt)

αi,n
1−αi,n

∈]0,1] (6.56)

6.4.1.2 Expression of the conditional probability for the MRC-based detector

To generate an output a posteriori log-likelihood ratio (LLR), the soft detector starts to derive an expression

of the corresponding conditional probability Pr(yi,n|mi,n = nt,Hi,n). Given the additive noise w̃n in Equation

(6.51) is AWGN, the conditional probability is expressed as:

Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∝ exp

−
∥∥∥yi,n− t̂i,n.h(nt)

i,n

∥∥∥2

σ̃2
w

 (6.57)

where t̂i,n is an estimation of the transmitted symbol ti,n.

6.4.1.3 Expression of the conditional probability for the MMSE-based detector

As mentioned for the MRC detector, given the expression of the received signal, the a posteriori log-likelihood

ratio (LLR) vector for the transmitted coded antenna bit sequence uai can be derived for all bit positions p.

Indeed, for the p-th bit position verifying p = q+ (n−1)× log2(Nt) with 1≤ q ≤ log2(Nt), the corresponding

a posteriori LLR is expressed as given in (6.48) with Pr(yi,n|mi,n = nt,Hi,n) is the conditional probability:

Pr
(
yi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∝ exp

−
∥∥∥yi,n− t̂i,n.h(nt)

i,n

∥∥∥2

σ̃2
w

 (6.58)

On other hand, by considering as a starting point the output MMSE vector zi,n expressed in (6.55), another

expression of the conditional probability Pr(zi,n|mi,n = nt,Hi,n) can be derived as:

Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi,n

)
∝ exp

−
∥∥∥zi,n−αi,n t̂i,n.p(nt)

∥∥∥2(
α2
i,n/γi,n

)
× σ̃2

w


= exp

−‖zi,n‖2−
∣∣∣z(nt)
i,n

∣∣∣2 +
∣∣∣z(nt)
i,n −αi,n t̂i,n

∣∣∣2(
α2
i,n/γi,n

)
× σ̃2

w

∝ exp

+

∣∣∣z(nt)
i,n

∣∣∣2− ∣∣∣z(nt)
i,n −αi,n t̂i,n

∣∣∣2(
α2
i,n/γi,n

)
× σ̃2

w

 (6.59)

6.4.1.4 Proposed self-iterative soft detector

Classically in CP-aided OFDM-SM system, the transmitted data symbols {ti,n} are drawn from a finite known

alphabet χ. In this case, no estimation of {ti,n} is required. Indeed, it is sufficient to marginalize the symbols

{ti,n} into χ and thus the expression of the optimal soft detector can be derived as:

Pr(yi,n|mi,n = nt,Hi,n)∝
∑
x∈χ

Pr(ti,n = x) exp

−
∥∥∥yi,n−x.h(nt)

i,n

∥∥∥2

σ̃2
w

 (6.60)
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Or also for MMSE-based detector, the optimal soft detector is expressed as:

Pr(zi,n|mi,n = nt,Hi,n)∝
∑
x∈χ

Pr(ti,n = x) exp

+

∣∣∣z(nt)
i,n

∣∣∣2− ∣∣∣z(nt)
i,n −αi,n x

∣∣∣2(
α2
i,n/γi,n

)
× σ̃2

w

 (6.61)

Unfortunately, for the proposed modified CP-aided OFDM-SM structure, the transmitted data symbols {ti,n}

are no longer drawn from a finite known alphabet χ. As a consequence, it is highly recommended to give

an accurate unbiased estimation of the transmitted data symbol sequence [ti,1, ti,2, . . . , ti,N1 ]T . To do it,

we propose a sub-optimal self-iterative soft detector. In the proposed soft detector, an estimation of the

transmitted data symbol sequence,
[
t̂i,1, t̂i,2, . . . , t̂i,N1

]T , is given after a number of NbrSelfIter self-iterations.

The proposed self-iterated block processing is presented in Figure 6.10. and the different steps of the proposed

sub-optimal self-iterative soft detector are detailed in Algorithm 2.

Finally, we note that the performance of the proposed sub-optimal soft detector is lower bounded by the case
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Figure 6.10: The proposed self-iterated block processing

with a perfect estimation of the transmitted data symbol sequence.

6.4.1.5 Expression of the soft detector in the first iteration

Given an estimation of the transmitted data symbols
{
t̂i,n
}
, a sub-optimal soft detector for active antenna

selection is given in Equation (6.57) for MRC-based detector and in (6.59) for MMSE-based detector. In order

to obtain an accurate unbiased estimation of {ti,n}, an iterative process is proposed in Section 6.4.1.4. At the

initialization step, an initialized value of
{
t̂i,n
}
, denoted by

{
t̂
(0)
i,n

}
, is required. This Section aims to give an

explicit expression of t̂(0)
i,n for MRC-based and MMSE-based detectors.

MRC detector : After MRC detection, an expanded expression of the received symbols is done in Equation

(6.53). It is shown that the output MRC vector, zi,n, is an unbiased estimation of the transmitted SM vector

xi,n. Thus, the output MRC symbols can be taken as an estimation of the transmitted data symbols as follows:
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t̂
(0)
i,n = z

(nt)
i,n =

[
h(nt)
i,n

]H
.yi,n∥∥∥h(nt)

i,n

∥∥∥2 (6.62)

As a result, a new expression of the conditional probability is derived as:

Pr
(
yi,n|mi,n = nt, ti,n = t̂

(0)
i,n,Hi,n

)
∝ exp

−
∥∥∥yi,n−z(nt)

i,n .h(nt)
i,n

∥∥∥2

σ̃2
w

= exp

−‖yi,n‖2−
∥∥∥h(nt)

i,n

∥∥∥2 ∣∣∣z(nt)
i,n

∣∣∣2
σ̃2
w


∝ exp

+

∥∥∥h(nt)
i,n

∥∥∥2 ∣∣∣z(nt)
i,n

∣∣∣2
σ̃2
w

 (6.63)

At the first self-iteration, we notice that this soft detector is equivalent to the classical MRC-based hard

detector initially defined in (5.22) and expressed as:

m̂i,n = argmax
nt∈{1,2,...,Nt}

{∥∥∥h(nt)
i,n

∥∥∥2 ∣∣∣z(nt)
i,n

∣∣∣2} (6.64)

MMSE detector : After MMSE detection, an expanded expression of the received symbols is done in

Equation (6.55). It is shown that the output MMSE vector, zi,n, is a biased estimation of the transmitted

SM vector xi,n. For each output MMSE symbol z(nt)
i,n the corresponding bias is equal to αi,n. Therefore, the

symbols
{

1
αi,n

z
(nt)
i,n

}
can be considered as an unbiased estimation of the transmitted data symbols {ti,n} as

follows:

t̂
(0)
i,n = 1

αi,n
z

(nt)
i,n (6.65)

By considering as a starting point the received output MMSE vector zi,n, the expression of the conditional

probability can be expressed as:

Pr
(
zi,n|mi,n = nt, ti,n = t̂

(0)
i,n,Hi,n

)
∝ exp

+

∣∣∣z(nt)
i,n

∣∣∣2− ∣∣∣z(nt)
i,n −αi,n

(
1

αi,n
z

(nt)
i,n

)∣∣∣2(
α2
i,n/γi,n

)
× σ̃2

w


= exp

+

∣∣∣z(nt)
i,n

∣∣∣2(
α2
i,n/γi,n

)
× σ̃2

w

 (6.66)

At the first self-iteration, we notice that this soft soft detector is equivalent to the classical MMSE-based hard

detector initially defined in (5.26) and expressed as:

m̂i,n = argmax
nt∈{1,2,...,Nt}

∣∣∣z(nt)
i,n

∣∣∣2 (6.67)

6.4.2 Soft antenna selection for the code-aided EW SC-OFDM-SM structure

Given the expression of the received signal, the a posteriori log-likelihood ratio (LLR) vector for the trans-

mitted coded antenna bit sequence cai can be derived for all bit positions p. Indeed, for the p-th bit position
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Algorithm 2 self-iterative soft detector for active antenna selection for the code-aided spectrally shaped
DFT-precoded OFDM-SM structure

Initialization:
[
t̂i,1, t̂i,2, . . . , t̂i,N1

]T =
[
t̂
(0)
i,1 , t̂

(0)
i,2 , . . . , t̂

(0)
i,N1

]T
for iter ∈ {0, ...,NbrSelfIter} do
(1) Given t̂i,n, we can derive an expression of the conditional probability: MRC (6.57), MMSE (6.59).
(2) Applying SISO channel decoding :⇒ generate bit LLRs, LLRldpc

{
cai,q+(n−1)×log2(Nt)

}
.

(3) Give an estimation of the active antenna index sequence as in (6.16) :⇒
[
m̂

(iter)
i,1 , m̂

(iter)
i,2 , . . . , m̂

(iter)
i,N1

]T
.

(4) Select an estimation sequence of the transmitted data sequence as given in (6.17).
(5) Generate an estimation of the transmitted constellation sequence as given in (6.18).

(6) Quantize the obtained estimated constellation sequence as in (6.19) :⇒
[
ŝ
(iter)
i,1 , ŝ

(iter)
i,2 , . . . , ŝ

(iter)
i,N

]T
.

(7) Update the values of t̂i,n by using the following expression:

[
t̂i,1, t̂i,2, . . . , t̂i,N1

]T =
[
t̂
(iter)
i,1 , t̂

(iter)
i,2 , . . . , t̂

(iter)
i,N1

]T
=
√
Fs×A. FN.

[
ŝ
(iter)
i,1 , ŝ

(iter)
i,2 , . . . , ŝ

(iter)
i,N

]T
(6.68)

end for

After a number of NbrSelfIter self-iterations we have:
[m̂i,1, m̂i,2, . . . , m̂i,N ]T =

[
m̂

(NbrSelfIter)
i,1 , m̂

(NbrSelfIter)
i,2 , . . . , m̂

(NbrSelfIter)
i,N

]T
[ŝi,1, ŝi,2, . . . , ŝi,N ]T =

[
ŝ
(NbrSelfIter)
i,1 , ŝ

(NbrSelfIter)
i,2 , . . . , ŝ

(NbrSelfIter)
i,N

]T (6.69)
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verifying p= q+(n−1)× log2(Nt) with 1≤ q≤ log2(Nt), the corresponding a posteriori LLR can be expressed

as:

LLR
{
cai,q+(n−1)×log2(Nt)

}
= log


∑

nt∈U0
q

Pr(mi,n = nt)Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi

)
∑

nt∈U1
q

Pr(mi,n = nt)Pr
(
zn|mi,n = nt, ti,n = t̂i,n,Hi

)
 (6.70)

where, Hi = [Hi,1,Hi,2, . . . ,Hi,N1 ]

6.4.2.1 Expression of the received signal

For SC-SM system, a suboptimal but simple linear MMSE frequency domain equalization (FDE) is typically

used to detect both the active transmit antenna indexes and the transmitted constellation symbols. At the

output of MMSE detection, a Nt×N1 matrix is generated and is denoted by z = [zi,1,zi,2, . . . ,zi,N1 ] and

expressed as:

[zi,1,zi,2, . . . ,zi,N1 ] = [z̃i,1, z̃i,2, . . . , z̃i,N1 ] .FHN1 with z̃i,n = Wi,n.yi,n for 1≤ n≤N1 (6.71)

By applying Linear MMSE equalization, The filter linearly combines the received samples to form an estimation

of the frequency response of transmitted symbols to obtain z̃i,n = Wi,n.yi,n. Moreover, by considering a

Gaussian approximation of the obtained MMSE equalized vector, we can assume that we have z̃i,n≈αi,n x̃i,n+
αi,n√
γn

w̃n, where αi,n and γi,n are previously defined in Equation (6.56). Consequently, by grouping together

all obtained MMSE equalized vectors z̃i,1, z̃i,2, . . . , z̃i,N , we can obtain the following matrix form:

[z̃i,1, z̃i,2, . . . , z̃i,N ] = [x̃i,1, x̃i,2, . . . , x̃i,N ] .diag


αi,1
αi,2
...

αi,N1

+ [wi,1,wi,2, . . . ,wi,N ] .diag


αi,1/

√
γi,1

αi,2/
√
γi,2

...

αi,N1/
√
γi,N1

 (6.72)

where [x̃i,1, x̃i,2, . . . , x̃i,N ] = [xi,1,xi,2, . . . ,xi,N ] .FN is the frequency domain representation of the transmitted

time-domain SM symbols.

In order, to detect the transmitted time-domain SM symbols, a simple time-domain transformation is consid-

ered. As a result, the expression of the received time-domain SM symbols can be written in this matrix form:

[zi,1,zi,2, . . . ,zi,N ] = [z̃i,1, z̃i,2, . . . , z̃i,N ] .FHN (6.73)

Again, by using a Gaussian approximation of the obtained received vectors, zi,n, we can show that we have

this approximation:

zi,n = αi xi,n+ αi√
γi

w̃n = αi ti,n p(mi,n) + αi√
γi

w̃n for 1≤ n≤N1 (6.74)

where αi and γi are two positive scalars which are expressed as the following:

αi = 1
N1

N1∑
n=1

αi,n and γi = σ̃2
w

(σ2
s/Nt)

αi
1−αi

∈]0,1] (6.75)

Furthermore, the complex symbols {ti,n} are the transmitted data symbols and are defined in (6.20) for the

proposed « code-aided EW SC-OFDM-SM structure ».
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6.4.2.2 Expression of the conditional probability for the MMSE-based detector

By considering as a starting point the output MMSE vector zi,n expressed in (6.74), another expression of the

conditional probability Pr(zi,n|mi,n = nt,Hi,n) can be derived as:

Pr
(
zi,n|mi,n = nt, ti,n = t̂i,n,Hi

)
∝ exp

+

∣∣∣z(nt)
i,n

∣∣∣2− ∣∣∣z(nt)
i,n −αi t̂i,n

∣∣∣2(
α2
i /γi

)
× σ̃2

w

 (6.76)

6.4.2.3 Proposed self-iterative soft detector

For the proposed modified CP-aided SC-SM structure, the transmitted data symbols {ti,n} are not drawn from

a finite known alphabet χ. Therefore, for the same reasons as given in Section 6.4.1.4, we propose another

sub-optimal self-iterative soft detector in order to give an accurate unbiased estimation of the transmitted

data symbol sequence [ti,1, ti,2, . . . , ti,N1 ]T and thus improve the active antenna selection at the receiver. The

proposed sub-optimal self-iterative soft detector follows the same steps as given in Section 6.4.1.4. The different

steps are illustrated in Algorithm 3.

6.4.2.4 Expression of the soft detector in the first iteration

Given an estimation of the transmitted data symbols
{
t̂i,n
}
, a sub-optimal soft detector for active antenna

selection is given in Equation (6.59) for MMSE-based detector. In order to obtain an accurate unbiased

estimation of {ti,n}, an iterative process is proposed in Section 6.4.2.3. At the initialization step, an initialized

value of
{
t̂i,n
}
, denoted by

{
t̂
(0)
i,n

}
, is required. This Section aims to give an explicit expression of t̂(0)

i,n for the

MMSE-based detector.

After MMSE detection, an expanded expression of the received symbols is done in Equation (6.74). It is

shown that the output MMSE vector, zi,n, is a biased estimation of the transmitted SM vector xi,n. For the

received MMSE symbol sequence, the corresponding bias is equal to αi. Therefore, the symbols
{

1
αi

z
(nt)
i,n

}
can be considered as an unbiased estimation of the transmitted data symbols {ti,n} as follows:

t̂
(0)
i,n = 1

αi
z

(nt)
i,n (6.77)

By considering as a starting point the received vector zi,n, the expression of the conditional probability shown

in Equation (6.76) becomes:

Pr
(
zi,n|mi,n = nt, ti,n = t̂

(0)
i,n,Hi

)
∝ exp

+

∣∣∣z(nt)
i,n

∣∣∣2− ∣∣∣z(nt)
i,n −αi

(
1
αi

z
(nt)
i,n

)∣∣∣2(
α2
i /γi

)
× σ̃2

w


= exp

+

∣∣∣z(nt)
i,n

∣∣∣2(
α2
i /γi

)
× σ̃2

w

 (6.78)

At the first self-iteration, we notice that this soft soft detector is equivalent to the classical MMSE-based hard

detector initially defined in (5.52) and expressed as:

m̂i,n = argmax
nt∈{1,2,...,Nt}

∣∣∣z(nt)
i,n

∣∣∣2 (6.79)
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Algorithm 3 Proposed self-iterative soft detector for the code-aided EW SC-OFDM-SM structure

Initialization:
[
t̂i,1, t̂i,2, . . . , t̂i,N1

]T =
[
t̂
(0)
i,1 , t̂

(0)
i,2 , . . . , t̂

(0)
i,N1

]T
for iter ∈ {0, ...,NbrSelfIter} do
(1) Given t̂i,n, we can derive an expression of the conditional probability: MMSE (6.76).
(2) Applying SISO channel decoding :⇒ generate bit LLRs, LLRldpc

{
cai,q+(n−1)×log2(Nt)

}
.

(3) Give an estimation of the active antenna index sequence as in (6.27) :⇒
[
m̂

(iter)
i,1 , m̂

(iter)
i,2 , . . . , m̂

(iter)
i,N1

]T
.

(4) Select an estimation sequence of the transmitted data sequence as given in (6.28).
(5) Generate an estimation of the transmitted constellation sequence as given in (6.29).

(6) Quantize the obtained estimated constellation sequence as in (6.30) :⇒
[
ŝ
(iter)
i,1 , ŝ

(iter)
i,2 , . . . , ŝ

(iter)
i,N

]T
.

(7) Update the values of t̂i,n by using the following expression:

[
t̂i,1, t̂i,2, . . . , t̂i,N1

]T =
[
t̂
(iter)
i,1 , t̂

(iter)
i,2 , . . . , t̂

(iter)
i,N1

]T
=
√
Fs×FHN1 . A. FN.

[
ŝ
(iter)
i,1 , ŝ

(iter)
i,2 , . . . , ŝ

(iter)
i,N

]T
(6.80)

end for

After a number of NbrSelfIter self-iterations we have:
[m̂i,1, m̂i,2, . . . , m̂i,N ]T =

[
m̂

(NbrSelfIter)
i,1 , m̂

(NbrSelfIter)
i,2 , . . . , m̂

(NbrSelfIter)
i,N

]T
[ŝi,1, ŝi,2, . . . , ŝi,N ]T =

[
ŝ
(NbrSelfIter)
i,1 , ŝ

(NbrSelfIter)
i,2 , . . . , ŝ

(NbrSelfIter)
i,N

]T (6.81)

6.5 System performance analysis

6.5.1 Proposed modified CP-aided OFDM-SM/OFDM-SIMO structure

6.5.1.1 PAPR level

In order to compare the different SM systems in terms of PAPR level, we simulate the measured PAPR level of

the transmitted signal at the output of all transmit antennas elements for the proposed code-aided spectrally

shaped DFT-precoded OFDM-SM structure. The simulated PAPR level is compared to that for classical

OFDM-SM structure. For both the classical and the proposed structure, we assume of bit rate of 5 bpcu.

Based on the transmit signal model, the corresponding complementary cumulative distribution functions

(CCDFs) of the PAPR level of both the proposed and the claccical OFDM-SM systems are shown in Fig-

ure 6.11. Given that the nature of transmitted signal is similar for all transmit antenna elements, we only

give the CCDF result of the PAPR for the signal vector transmitted over one of the Nt transmit antenna

elements. The CCDF explicitly shows the probability of having a PAPR, which is higher than a certain PAPR

threshold of PAPR0, namely that we have Pr(PAPR≥ PAPR0). As expected and observed in Figure 6.11,

in the presence of DFT operation in each transmit antenna, the PAPR level of the classical OFDM system

takes high values and this makes the design of High Power Amplifier (HPA) is a challenging task. In order to

reduce the PAPR level, the use of a DFT-precoding block before selecting the active transmit antennas can
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Figure 6.11: PAPR level of the proposed spectrally shaped DFT-precoded OFDM-SM compared to the classical
OFDM-SM structure at the output of each transmit antenna element

be considered as a straightforward solution. Indeed, for all values of roll-off factor, β, for proposed code-aided

spectrally shaped DFT-precoded OFDM-SM structure can offer a reduced PAPR level. Moreover, it clearly

shown that for the proposed modified OFDM-SM structure, the PAPR level decreases with the value of β.

Finally, we notice that, in the absence of pulse shaping, the classical SC-SM system still offer the lower PAPR

level at the expense of the presence of out-of-band transmit signals.

6.5.1.2 Uncoded BER performances over Ricean MIMO channel

Assuming a number of 2 of transmit antennas (Nt = 2) and a number of 4 of receive antennas (Nr = 4), the

simulation of uncoded Bit Error Rate (BER) for the proposed modified OFDM-SM/OFDM-SIMO system over

a 2× 4 Ricean channel matrix is given in Figure 6.12 for different values of KLOS values. For MMSE-based

detection, the uncoded BER performances are shown in blue curves. Whereas, for MRC-based detection, the

uncoded BER performances are shown in red curves. For SM system, the case with perfect active transmit

antenna selection is shown with dashed curves. For all simulation performances, we assume a linear 16-QAM

modulation (Quadrature Amplitude Modulation) for SM system and linear 32-QAM modulation for SIMO

system. As a result, for both SM and SIMO systems, the considered bit rate is equal to 5 bpcu.

The main objective is to determinate which is the possible (transmitter structure ∈ {SM,SIMO}, receiver

detector ∈ {MMSE,MRC}) combination that can offer the better performances in terms of uncoded BER for

all values of KLOS between −15 dB and 15 dB. As we can see in Figure 6.12, until the value of 6 dB of KLOS

factor, the combination considering code-aided sprectrally shaped DFT-precoded OFDM-SM as a transmitter
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Figure 6.12: Uncoded BER performance for the proposed spectrally shaped DFT-precoded OFDM-SM/ EW
SC-OFDM-SIMO structure as a function of the Rice factor KLOS and for different detection techniques at the
receiver.
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structure and using MRC-based detection at the receiver and taking into account a number of 5 self-iterations

for active antenna selection, can offer the better performances in terms of uncoded BER. Whereas, from the

value of of 6 dB of KLOS factor, the SIMO configuration using MRC-based detection at the receiver is the

better one. This better combination is selected and separately shown in Figure 6.13.

In order to compare the better combination for both the proposed modified CP-aided OFDM-SM/SIMO and

the classical CP-aided SC-SM/SIMO structures in terms of uncoded BER, Figure 6.13 shows the simulation

results for the two better combinations. As we can observe in Figure 6.13, the proposed SM/SIMO structure

can offer a better performances in terms of uncoded BER for all values of KLOS factor between −15 dB and

15 dB. Indeed, thanks to the add of a code-aided block, the uncoded BER for the proposed SM structure can

operate with a perfect antenna selection at the receiver and reach a value of 10−5 for −15 dB≤KLOS ≤ 3 dB.

This is not the case for the classical OFDM-SM-ML structure and that’s why there are low values of uncoded

BER for the proposed code-aided spectrally shaped DFT-precoded OFDM-SM structure.

Besides, from the value of of 6 dB of KLOS factor, there are a considerable uncoded BER degradation for

the proposed SM structure and it is shown that is preferable to using the SIMO configuration using MRC-

based detection. In this case, the uncoded BER performances for both classical OFDM-SIMO and proposed

OFDM-SIMO structures are almost identical.

6.5.1.3 Case of Rayleigh MIMO channels: comparison of uncoded BER performances

By considering Rayleigh fading MIMO channels (KLOS = −∞), we evaluate the impact of antenna selection

error on system performances in terms of uncoded BER for the two best combinations for the proposed

spectrally shaped DFT-precoded OFDM-SM system and the classical OFDM-SM system. To do it, we assume

a number of 2 of transmit antennas (Nt = 2) and a number of 4 of receive antennas (Nr = 4). Furthermore, we

assume a linear 16-QAM modulation. As a result, the two SM systems offer the same bit rate of 5 bpcu. For

OFDM-SM system a ML receiver is considered. Whereas, for DFT-precoded OFDM-SM system, a MRC-based

detection is considered.

Additionally, for the proposed spectrally shaped DFT-precoded OFDM-SM structure, we consider a transmit

RRC filter with a roll-off β = 0.375 which corresponds to a rate value of 8/11 for the associated error correcting

code. To protect antenna bits, we consider ARJA (Accumulate Repeat Jagged Accumulate) protograph based

low-density parity-check (LDPC) codes.

Simulation results are shown in Figure 6.14. In Figure 6.14, we point out the fact that we consider an

uncoded structure: the use of channel coding for the antenna bits is part of the modulated scheme that can

be seen as a code-aided DFT-precoded OFDM-SM scheme and we focus on the performance of the uncoded

structure. Besides, it is shown that the uncoded BER performances of the proposed spectrally shaped DFT-

precoded OFDM-SM (red and blue curves) are lower bounded by the case of perfect active antenna selection

(dashed curves). Furthermore, simulation results confirm that it important to associate high performance error

correcting to reach the perfect antenna selection case. In fact, without considering a code-aided processing, the

receiver suffers from an erroneous detection of the active antennas. That’s why it essential to exploit excess
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Figure 6.14: Uncoded BER performance for the proposed spectrally shaped DFT-precoded OFDM-SM struc-
ture compared to the classical OFDM-SM-ML structure for Rayleigh fading channels

bandwidth to associate an error correcting code in order to enhance antenna selection. Indeed, we can see that

with associating high performance error correcting, uncoded BER performances are considerably improved

and we can reach the perfect antenna selection case.

Moreover, in the same Figure 6.14, we can clearly see the advantage of considering a self-iterated process at the

receiver. Indeed, by considering a self iterated receiver, we can considerably reduce antenna selection errors

and thus reach the perfect antenna case in lower operating point compared to the case without using a self-

iterated processing at the receiver. Compared to the classical OFDM-SM system using ML-based detection,

the proposed structure can offer a better asymptotic uncoded BER performance. However, for low SNR

values, OFDM-SM-ML still offering a slightly better performances Than the proposed spectrally shaped DFT-

precoded OFDM-SM.

In conclusion, in first time, it is shown that we can enhance uncoded BER performances by associating a high

performance error correcting code. As a result, we can reach the perfect antenna selection case. Second, it is

shown that considering a self-iterated receiver leads to enhance antenna selection and thus improve the overall

system performance. Finally, for Eb/N0 values grater than 2 dB, the proposed structure can offer an uncoded

BER performance improvement compared to classical OFDM-SM-ML.



6.5 - System performance analysis 203

-20 -18 -16 -14 -12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20

Frequency (MHz)

-100
-95
-90
-85
-80
-75
-70
-65
-60
-55
-50
-45
-40
-35
-30
-25
-20
-15
-10
-5
0
5

10
15
20

P
ow

er
/F

re
q
u
en
cy

(d
B
/H

z)

Power Spectral Density

Classical OFDM-SM structure

Proposed EW SC-OFDM-SM Structure, circular RRC pulse shaping, β = 0.05

Proposed EW SC-OFDM-SM Structure, circular RRC pulse shaping, β = 0.15

Proposed EW SC-OFDM-SM Structure, circular RRC pulse shaping, β = 0.25

Proposed EW SC-OFDM-SM Structure, circular RRC pulse shaping, β = 0.375

Classical SC-SM structure without pulse shaping

Reserved Bandwidth = 20 MHz

Figure 6.15: Power Spectrum Density of the transmitted signals for both the proposed EW SC-OFDM-SM
and the classical SC-SM structures for a same reserved bandwidth of 20 MHz

6.5.2 Proposed modified CP-aided SC-SM/SC-SIMO structure

6.5.2.1 Spectral occupancy

In order to evaluate the performances in terms of spectral occupancy of the proposed EW SC-OFDM-SM/SIMO

structure, Figure 6.15 simulates the Power Spectral Density (PSD) for the proposed modified SC-SM structure

for different values of roll-off factor β ∈ {0.05,0.15,0.25,0.375}. Furthermore, simulation results are compared

to that for the classical CP-aided SC-SM structure with absence of pulse shaping.

As expected and observed in Figure 6.15, the classical CP-aided SC-SM system (shown in red curve) presents

the worst case of out-of-band transmitted signals. Indeed, in the absence of pulse shaping filter, the transmitted

signals occupy twice the reserved bandwidth. Consequently, the classical CP-aided SC-SM system is not a good

candidate for multi-user communications because of the presence of adjacent-band interference coming from the

adjacent users. In order to make a better spectral occupancy, it is straightforwardly recommended to consider

a pulse shaping at the transmitter with maintaining the single-RF benefits of the SC-SM transmitter. As a

solution, EW SC-OFDM-SM structure is proposed. Indeed, with the presence of circular RRC pulse shaping

with roll-off 0 < β < 1, the proposed EW SC-OFDM-SM structure can offer a better spectral occupancy

compared to the classical CP-aided SC-SM structure and the excess bandwidth factor becomes equal to 1+β

instead of 2. In fact, it clearly shown that for the proposed EW SC-OFDM-SM, the spectral occupancy

increases with the value of β.

Finally, we notice that the classical CP-aided OFDM-SM system still offer the best spectral occupancy at the
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Figure 6.16: Uncoded BER performance for the proposed EW SC-OFDM-SM / EW SC-OFDM-SIMO struc-
ture as a function of the Rice factor KLOS and for different detection techniques at the receiver.

expense of high PAPR level.

6.5.2.2 Uncoded BER performances over Ricean MIMO channel

Assuming a number of 2 of transmit antennas (Nt = 2) and a number of 4 of receive antennas (Nr = 4), the

simulation of uncoded Bit Error Rate (BER) for the proposed modified SC-SM/SC-SIMO system over a 2×4

Ricean channel matrix is given in Figure 6.16 for different values of KLOS values. For MMSE-based detection,

the uncoded BER performances are shown in blue curves. Whereas, for MRC-based detection, the uncoded

BER performances are shown in red curves. For all simulation performances, we assume a linear 16-QAM

modulation (Quadrature Amplitude Modulation) for SM system and linear 32-QAM modulation for SIMO

system. As a result, for both SM and SIMO systems, the considered bit rate is equal to 5 bpcu.

The main objective is to determinate which is the possible (transmitter structure ∈ {SM,SIMO}, receiver

detector ∈ {MMSE,MRC}) combination that can offer the better performances in terms of uncoded BER for

all values of KLOS between −15 dB and 15 dB. As we can see in Figure 6.16, until the value of 1 dB of

KLOS factor, the SM configuration considering code-aided EW SC-OFDM-SM as a transmitter structure and

using MMSE-based detection at the receiver with taking into account a number of 5 self-iterations for active

antenna selection, can offer the better performances in terms of uncoded BER. Whereas, from the value of of

1 dB of KLOS factor, the SIMO configuration using MRC-based detection at the receiver (red curve) is the

better SIMO configuration. This better combination is selected and separately shown in Figure 6.17.

In order to compare the better combination for both the proposed modified CP-aided SC-SM/SIMO and
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Figure 6.17: Comparison between the better combination for both the proposed modified CP-aided SC-
SM/SIMO and the classical CP-aided SC-SM/SIMO structures in terms of uncoded BER and for different
values of KLOS.

the classical CP-aided SC-SM/SIMO structures, Figure 6.17 shows the simulation results for the two better

combinations. As we can observe in Figure 6.17, the proposed SC-SM/SIMO structure can offer a better

performances in terms of uncoded BER for all values of KLOS factor between −15 dB and 15 dB. Indeed,

thanks to the add of a code-aided block, the uncoded BER for the proposed SM structure can operate with

a perfect antenna selection at the receiver and thus the uncoded BER performances are improved compared

the classical SC-SM-MMSE structure.

Besides, from the value of of 1 dB of KLOS factor, there are a considerable uncoded BER degradation for

the proposed SM structure and it is shown that is preferable to using the SIMO configuration using MRC-

based detection. In this case, the uncoded BER performances for both classical CP-aided SC-SIMO-MRC and

proposed EW SC-OFDM-SIMO-MRC structures are identical.

6.6 Conclusion

In this chapter, we are interested in the mission link and we are proposed two modified CP-aided SM systems:

« code-aided Spectrally shaped DFT-precoded OFDM-SM » and « code-aided EW SC-OFDM-SM systems ».

These two modified SM system can also operated in SIMO configuration to give a proposed modified SIMO

structure named « EW SC-OFDM-SIMO ». The proposed « code-aided Spectrally shaped DFT-precoded

OFDM-SM » structure uses a DFT-precoded block before active antenna selection in order to reduce the

PAPR level compared to the classical CP-aided OFDM-SM structure. Whereas, The proposed « code-aided
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EW SC-OFDM-SM systems » used a circular RRC pulse shaping with a roll-off 0< β < 1 at the transmitter

in order to reduce the spectral occupancy. As a result, the two proposed SM structures can reach a good

trade-off between PAPR level and spectral occupancy.

Furthermore, the two proposed SM structures operate at an oversampled rate Fs ≤ 1 +β and thus the band-

width is expanded by a factor of 1 +β. In order to protect the antenna bits, the two proposed SM structures

exploit the bandwidth expansion to associate a high performance error correcting code with a rate Rc = 1
Fs at

the transmitter. As a result, the active antenna selection is improved at the receiver and we can reach the per-

fect antenna selection case for low values of Rice factor KLOS. However, for KLOS values grater than a studied

critical value, it is shown that BER/SER performances for the SM system are subject to severe degradation

and thus it is preferable to switch to the SIMO configuration using the proposed « EW SC-OFDM-SIMO »

structure. The critical value of KLOS is studied for the the two proposed SM structures. As a result, it is

shown that for the « code-aided Spectrally shaped DFT-precoded OFDM-SM » structure, the critical value

of KLOS is equal to 6 dB instead to 5 dB for the classical CP-aided OFDM-SM system. Whereas, for the «

code-aided EW SC-OFDM-SM systems » structure, the critical value is equal to 1 dB instead of −1 dB for

the classical CP-aided SC-SM system.

To conclude, Thanks to the associated code-aided bloc, the two proposed SM structure allow us to enhance the

active selection at the receiver an thus reach improve system performances in terms of uncoded BER compared

to the classical SM structure. Moreover, the two SM structure can reach a good trade-off between PAPR level

and spectral occupancy compared to the two classical SM structures: OFDM-SM and SC-SM.
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Conclusions and perspectives

7.1 Conclusions

7.1.1 Thesis Summary

In this thesis, we were interested in the design of viable communication for UAV links. Indeed, the future UAV

communications will require an increasing throughput and with spectrum scarcity, increasing the throughput

is usually tied with the rise or the increase of Inter Symbol Interference (ISI) in the received demodulated

signals. The objective of this thesis was to suggest adequate waveforms and mitigation techniques to cope

with the aeronautical aeronautical channel interference for the three possible UAV links: the forward link, the

return link and the mission link.

First, we have studied advanced waveforms and receivers to cope with ISI for UAV communication. Second,

we have investigated Spatial Modulation (SM) technique which can offer a diversity gain at the reception and

can reach a good trade-off between energy consumption and bit rate. The SM technique is an interesting

technique, but it requires a good antenna selection at the reception. However, in the presence of wideband

Ricean MIMO channel characterized by a KLOS factor, the active antenna selection at the reception can be

heavily affected and consequently, the system performances in terms of BER are subject to severe degradation.

According to the value of KLOS between −15 dB and 15 dB, SM technique is studied and compared to SIMO

technique for the mission link.

For two satellite data links i.e. the forward link and the return link, the on-board High Power Amplifiers

(HPAs) are usually preferred to operate near or at saturation, which yields non linear interference due to the

increased envelope fluctuation of transmitted signals. In order to avoid non-linear interference and make a

more efficient use of HPAs, we are interested to low Peak-to-Average Power Ratio (PAPR) linear waveforms

such as classical Single-Carrier (SC) waveform and Extended Weighted Single Carrier Orthogonal Frequency-

Division Multiplexing (EW SC-OFDM) waveform. SC is a practical waveform for channels which are not very

selective and allows us to consider optimal MAP-based detection at the receiver. Whereas EW SC-OFDM

waveform is an interesting linear waveform offering a flexible generation of transmitted signals given by a

simple frequency domain implementation as well as a low complexity MMSE-based detection at the receiver.

For forward and return links, The two waveforms, SC and EW SC-OFDM, are studied for Nyquist and FTN

signaling. Further, in order to maintain the advantages of the low PAPR level at the transmitter and reduced

complexity detection at the receiver, EW SC-OFDM waveform is also proposed for the mission link and is

combined with SM/SIMO technique enabling also a possible hybridization with terrestrial systems.

207
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7.1.2 Thesis contribution

In this thesis, we are interested in UAV communication system and the main contributions are focused on

three main UAV links: the forward link, the return link and the mission link. We recall that the forward link

and the return link are two satellite links. Whereas, the mission link is a terrestrial link.

7.1.2.1 Main contributions for the satellite link

Proposed reduced-complexity equalization structure using trellis-based detection: Despite the en-

visaged low modulation order (QPSK and 8-PSK) for the forward link (control link), the complexity of the

optimal MAP-based equalizer at the receiver, still provides a serious problem for SC system. For SC receiver,

the MAP equalizer still provides improved performance over a MMSE equalizer. However, the computational

complexity of the MAP-based equalization grows (at least) exponentially with length of equivalent baseband

channel. For the forward link, the equivalent baseband channel presents a large memory length (L > 20) and

considering full-state MAP equalizer is no longer possible. That’s why it is necessary to propose new reduced-

complexity equalization structures in order to achieve a reasonable complexity at the receiver and maintain

the benefits of the SC waveform at the transmitter. In this context, two proposed trellis-based equalization

structures are proposed. The first one (I) is proposed for for non-sparse channels. Whereas the second one

(II) is dedicated for for sparse channels for sparse channels with equally spaced coefficients.

The two proposed equalization structures (I) and (II) exploit the particular form of the discrete-time equiv-

alent baseband channel in order to reduce the complexity at the receiver. In aeronautical communications,

it is shown that for Nyquist signaling, the resulting discrete-time equivalent baseband channel is sparse with

equally spaced coefficients and in this case, it is shown that the proposed equalization structure (II) is able to

perform efficient channel equalization with reduced computational complexity. On the other hand, for FTN

signaling, it is shown that the equivalent baseband channel is no longer sparse and having a long memory

length. In this case, the proposed equalization structure (I) appears suitable for this kind of channels. By

considering this structure, it is shown that we can reach a good trade-off between computational complexity

and system performance.

Proposed efficient channel estimation method using parametric model: In wireless communication

systems, the estimation of the channel impulse response is necessary for the coherent demodulation. For chan-

nel estimation, it is shown that the performance of the unstructured LS estimator decreases with the number

of random variables to be estimated i.e. the channel length. Since, in some cases, the aeronautical channel

presents a long memory length, it is clear that using the classical unstructured LS estimator is not sufficient

to give an accurate estimation of the baseband channel. In order to enhance channel estimation accuracy, we

proposed a simple and efficient channel estimation method based on UAV position. Indeed, by taking into

account some geometrical considerations, some channel parameters (essentially delays) can be well known at

the receiver. For instance, for the aeronautical channel, if we exactly know the UAV coordinates (latitude,

longitude, altitude), we can exactly determinate all delay values. By exploiting this a priori, it is shown that
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the proposed channel estimator is able to greatly enhance the estimation performance. Based on a parametric

model, the proposed channel estimation methods allow us to reduce the number of variables to be estimated to

only two random complex variables ai,1 and ai,2 which are the two complex fading of the aeronautical channel

for the forward link. As a result, in terms of Minimum Square Error (MSE), the obtained estimation gain

in decibels is about 10 log10 (L/2) compared to the classical unstructured LS estimator. Assuming a typical

channel length of 20 (L= 20), one can obtain a channel estimation gain of approximately 10 dB.

7.1.2.2 Main contributions for the mission link

Proposed reduced PAPR SM structure based on DFT-Precoding for OFDM Signals: a code-aided

OFDM-SM structure is proposed. The modified proposed SM structure aims to reduce the PAPR level at the

transmitter compared to the classical OFDM-SM structure. By adding a DFT-precoded block, it is shown

that we can reduce the PAPR level at the transmitter. Note that the idea of adding DFT-precoding to reduce

the PAPR level of SM system is considered in some works in the literature. The main difference is that we

propose to use a DFT-precoding block just before antenna selection and not in each transmit antenna. This

choice not only allows us a hardware complexity reduction (only one DFT-precoded bloc instead of many ones

implemented for all transmitted antenna), but also leads to a system performance improvement. Indeed, by

using DFT-precoded block with an expanded bandwidth (DFT-precoded spectrally shaped block), it is possible

to exploit excess bandwidth to improve antenna bit protection and thus enhancing system performances.

Proposed SM structure combining EW SC-OFDM waveform and SM modulation: a code-aided

SC-SM structure is proposed. The main advantage of this structure is that operates with only one Radio

Frequency (RF) chain which leads to hardware complexity reduction at the transmitter. Compared to the

classical SC-SM structure, the proposed structure uses a circular pulse shaping. This design aims to reduce

the spectral occupancy of the transmitted signals and thus enhance the spectral efficiency of the system.

Furthermore, the proposed structure combines EW SC-OFDM waveform to SM technique. The choice of EW

SC-OFDM waveform as circular waveform allows us to benefit from a reduced complexity Frequency Domain

Equalization (FDE) at the receiver. Moreover, since EW SC-OFDM operates with an oversampling factor or

also with an excess bandwidth, it is shown than we can exploit bandwidth expansion to protect antenna bits

at the transmitter and thus enhance system performances at the receiver. Also, compared to others circular

waveforms such as SC-OFDM and OFDM, EW SC-OFDM provides a reduced PAPR at the transmitter.

Besides, the considered SM structure is perfectly suitable to Faster-than-Nyquist (FTN) signaling and thus it

is possible to increase more the spectral efficiency of the system.
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7.2 Perspectives

Several perspectives can be envisaged as the opening of this work on future lines of research. We summarize

them as follows:

7.2.1 Non-Linear effect

In the satellite communication context, resorting to the linear model to evaluate the spectral efficiency im-

provement is not sufficient to assess the effectiveness of the FTN signaling. Indeed, the introduced ISI will

lead to higher envelop fluctuations. The resulting non linear distortion introduced by the payload should

be carefully analyzed in this context. Therefore, the non-linear regime should be addressed and associated

equivalent base-band models have to be considered.

7.2.2 Frequency and clock synchronization

One of the main assumptions used in this thesis was a perfect time and frequency synchronization. In reality,

there are usually residual synchronization errors, which it will be interesting to include in our system model. It

would also be interesting to derive fractional spaced equalizers and evaluate their ability to account for timing

synchronization.

7.2.3 Channel estimation for SC signals using FTN signaling

In this thesis, we have assumed that the channel response is perfectly known to the receiver. In practice,

channel response must be estimated at the receiver. Generally, the channel response is often taken with an

estimation error. For this reason, it would be interesting to evaluate the impact of this error on system

performance.

Furthermore, in this thesis we have investigated efficient channel equalization structures without taking into

consideration channel estimation constraints. Indeed, For SC signals using FTN signaling, it is shown that,

if the spectral factorization is allowed, i.e. the correlation matrix Λ is non-invertible, it will be possible to

apply the ML estimation as an optimal solution. Otherwise, optimal ML estimation is not available and this

estimation problem is still an issue. Only sub-optimal estimations are available (for example, LS estimator).

In the case of non-possible spectral factorization, one had to wonder if FTN signaling is really an interesting

strategy or no? For this issue, it would be interesting to evaluate the trade-off between spectral efficiency

improvement and system performance degradation with considering sub-optimal channel estimators.
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7.2.4 Interference term modeling for MAP equalization with successive interfer-
ence cancellation (SIC) for FTN signaling

In this thesis, we have investigated two reduced-complexity MAP-based equalization structure. For the two

proposed structures, the expression of the observation model is broken into a powerful useful part, a low-

powered interference part, and a noise part, in the form:

yi,n =
+L/2∑
l=−L/2

hl si,n−l+wn =
L/2∑
l∈I

hi (l.Ts) si,n−l︸ ︷︷ ︸
Powerful component

+
L/2∑

l=−L/2
l/∈I

hl si,n−l

︸ ︷︷ ︸
Interference term

+ wn︸︷︷︸
noise

Here, the interference term is modeled as Gaussian and having the same statistics (notably the covariance

matrix) as the additive noise wn. In Nyquist signaling, we can show that this assumption still valid. However,

for FTN signaling, it is not necessarily the case. Fortunately, if the interference term is low-powered (the

case of high value of acceleration factor ν), we can safety adopt this assumption and we can neglect this

mismatch modeling of the interference term given the fact that the latter is lower-powered and its impact on

system performance is not significant. However, if the case low values of ν, the interference term is no longer

low-powered and this mismatch modeling can impact system performances. Indeed, in this case, the decoder

is mismatched with its input signal (mismatched model) and the symbol detection is commonly referred to as

mismatch decoding. So, in order to enhance symbol detection for lower values of ν, it is highly recommended

to take into consideration this mismatch modeling when considering trellis-based equalization for the proposed

Structures (I) and (II).

7.2.5 Using FTN signaling for SM system

In this thesis, we are proposed a modified SC-SM structure named «EW SC-OFDM-SM». This structure is

operating with one RF chain and is perfectly suitable to Faster-than-Nyquist (FTN) signaling. In order to

increase more the spectral efficiency of the system, it is possible to maintain the benefits of SM modulation

and using FTN signaling at the transmitter. At the receiver, one can resort to consider turbo-equalization in

order to enhance symbol detection. Since the proposed uses a circular shaping at the transmitter, one of the

possible solutions is considering MMSE equalizer with a priori at the receiver.
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