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Abstract

Abstract

Given the unique topography of Quito, predicting climate change in this city
is challenging. This thesis focuses on the study of meteorological data, specifically
for the city of Quito. To achieve this goal, automated micro meteorological stations
(AMS) were deployed at sites of interest and data was collected on an FTP server in
the cloud using the available cellular network. The main objective of this study is
to predict environmental parameters while identifying measurement errors in order to
calibrate the stations and correct these errors.

In this thesis, we developed four different models to obtain accurate forecasts:
an ARIMA (AutoRegressive Integrated Moving Average) model, an LSTM (Long
Short-Term Memory) model, a stacked LSTM model, and a convolutional LSTM
model with uncertainty error reduction. To detect errors in the automated micro mete-
orological stations (AMS), we use time series data from two highly correlated stations
with the station under analysis to obtain a 24-hour forecast of the measured parame-
ter (temperature in our experiments). This allows us to determine if the station under
analysis is recording inaccurate measurements. To detect measurement errors, a com-
parison is iteratively performed with information from each micro station based on its
neighboring stations. The difference between the initial correlation coefficients and
those acquired at time t is calculated. If this difference exceeds a certain threshold,
the algorithm signals an error and initiates the calculation of an adjustment for this
error based on the calculated forecast for that station. Finally, we provide the sen-
sor calibration equation parameters of the station using the proposed adjustment. To
conduct this study, we applied various techniques, including correlation coefficient cal-
culations, the use of a multilayer neural network, the design of a new version of the
ADAM optimizer, and a Bayesian-based uncertainty reduction strategy.

Résumé

Selon les statistiques générées par l’Institut national des statistiques et des re-
censements de l’Équateur (INEC), l’agriculture est l’un des points forts de l’économie
équatorienne. En effet, en plus de produire la majorité des denrées alimentaires con-
sommées localement et de permettre l’exportation de produits tels que les bananes, les
brocolis et le cacao à l’international, on retrouve dans le secteur agricole de nombreux
avantages sociaux. La zone de convergence intertropicale oscille autour de l’Équateur
qui est lui-même traversé par la cordillère des Andes. Cette situation géographique
joue sur le climat et affecte l’agriculture avec l’apparition de températures basses (au-
tour de 0°C) et de températures élevées (autour de 36°C) dans des zones géographiques
très proches les unes des autres. Le premier scénario donne lieu à l’apparition de
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Résumé

gelées agricoles qui, selon la physiologie de la plante, peuvent gravement affecter
des cultures telles que la pomme de terre ou le maïs. Alors que le deuxième scé-
nario indique une augmentation du phénomène d’évapotranspiration, ce qui implique
un stress agricole sur les cultures et l’apparition de maladies telles que les tâches
rouges ou la cercosporiose noire. À ce stade, il est pertinent de mentionner que le
changement climatique frappant le monde entier affecte également l’Equateur dans les
zones urbaines. Dans toutes les régions du pays (côtes, montagnes, Amazonie), des
catastrophes naturelles telles que des glissements de terrain et des inondations arrivent
fréquemment et ce aussi en zones peuplées entrainant la perte de vies humaines et des
pertes économique de l’ordre de millions de dollars. Ainsi, une connaissance adéquate
de la variation des paramètres météorologiques permettrait, par exemple, à travers
les Systèmes d’Alerte Précoce (SAT) de prévoir des scénarios critiques permettant
d’anticiper et donc d’assurer les bonnes pratiques agricoles mais aussi la sécurité des
personnes. La collecte de données météorologiques ne peut pas être faite précisément
dans tout le pays, c’est pourquoi nous nous cantonnons dans notre étude à l’analyse de
la ville andine de Quito. La ville de Quito a une topographie unique ce qui rend diffi-
cile la prédiction des changements climatiques. Malgré certaines tentatives faites pour
modéliser le climat de la ville de façon adéquate, les résultats sont restés infructueux
et dans la plupart des cas, les équipements installés ont été extrêmement coûteux et
leur fiabilité n’a pu être montrée en raison du manque de vérification de la qualité
des données. En tenant compte de tous ces éléments, l’objectif de cette thèse est de
prédire les paramètres environnementaux, en identifiant automatiquement les erreurs
de mesure pour fournir un ajustement de la calibration des stations et ainsi améliorer la
qualité des données. Pour résoudre ce problème, des micro-stations météorologiques
automatiques (SMA) ont été installées sur les sites d’intérêt et les données ont été col-
lectées sur un serveur FTP se trouvant dans le Cloud en utilisant le réseau cellulaire
disponible.

De même, nous avons développé et analysé quatre modèles différents pour
obtenir des prédictions fiables : un modèle ARIMA (auto-régression intégrée à moyenne
mobile), un modèle LSTM (mémoire à court et long terme), un modèle LSTM empilé
et un modèle convolutif LSTM avec une réduction des erreurs d’incertitude. Pour
détecter les erreurs dans les micro-stations météorologiques automatiques, nous avons
utilisé des séries temporelles de deux stations fortement corrélées avec la station analysée
pour obtenir une prévision du paramètre mesuré (la température dans nos expériences)
pendant 24 heures. Cela nous permet de déterminer si la station analysée enregistre
des mesures erronées. Pour détecter les erreurs de mesure, une comparaison itérative
est effectuée avec les informations de chaque micro-station en fonction de ses stations
voisines. La différence entre les coefficients de corrélation initiaux et ceux acquis à
l’instant t est calculée. Si cet écart dépasse un certain seuil, l’algorithme signale une
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Résumé

erreur et lance le calcul d’ajustement de cette erreur à partir de la prévision calculée
pour cette station. Enfin, nous fournissons les paramètres de l’équation de calibra-
tion du capteur de la station en utilisant l’ajustement proposé. Pour mener à bien
cette étude, nous avons utilisé différentes techniques, dont le calcul de coefficients de
corrélation, l’utilisation d’un réseau de neurones multicouches, la conception d’une
nouvelle version de l’optimiseur ADAM et une stratégie de réduction de l’incertitude
basée sur une approche bayésienne.
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Introduction

1 Introduction

According to statistics generated in the National Institute of Statistics and Cen-
suses of Ecuador (INEC), in 2018, the agricultural sector of Ecuador represented 8%
of the Gross Domestic Product (GDP), and 95% of the food goods consumed inter-
nally in the country were generated in this sector (INEC, 2019). In addition, 29.3% of
the total population Economically Active Population (EAP) was engaged in agricul-
tural, hunting, forestry, and fishing activities in 2018. It is important to mention that
agriculture is considered a fundamental source in the generation of foreign exchange
(approximately 22 billion dollars). This is due to the export of traditional products
such as bananas, coffee, and cocoa, as well as non-traditional products such as flow-
ers, broccoli, among others. According to the National Institute of Meteorology and
Hydrology of Ecuador (INAMHI), the climatic factors that mostly affect agriculture
in Ecuador are low temperatures around 0°C and high temperatures around 36°C. The
first scenario leads to the appearance of agricultural frosts, which, depending on the
physiology of the plant (Maule, 2019), can severely affect the plant. Meanwhile, the
second scenario, involves an increase in the phenomenon of evapotranspiration, which
implies that crops suffer agricultural stress and wilting (INAMHI, 2016). Addition-
ally, climate change in the country has produced phenomena in urban areas that imply
a very high risk, especially in densely populated sectors. Landslides occur on the
coast, in the mountains, and in the eastern region because Ecuador is a mountainous
country. When the soil receives a large amount of water, it softens and breaks off to
form mudflows that rush down the slope. Taking into account the above, an adequate
knowledge of the variation of the meteorological parameters would allow, for example,
through the Early Warning Systems (EWS) to forecast critical scenarios that may af-
fect not only the correct maintenance of crops but also the safety of people. However,
it is necessary to consider that the climate analysis cannot be proposed throughout the
entire country since the work would be extremely extensive and costly. Based on the
above, we propose the analysis for the Andean city of Quito, the capital of Ecuador,
because it presents the ideal conditions to do the research. To get information about
the environment, you need instruments that can get the right meteorological informa-
tion. Instruments that meet the above requirements must be electronic so that they can
automatically measure information and how it moves through the communication net-
works that are already in place. The lack of preventive maintenance of these Automatic
Weather Stations (AWS) implies several problems, among which two stand out: the
loss of accuracy and the complete failure of the equipment. Additionally, in current
works, no emphasis is placed on the importance of the quality of the data registered
by the stations (R. Sieber & Pudmenzky, 2022). Therefore, the lack of error detection
in the measurement of the sensors would be an important inhibiting factor when mak-
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Introduction

ing a good weather forecast. However, the techniques used for error detection in data
acquisition in AWS require further examination. In the present work, an approach to
reducing the maintenance of AWS in rugged terrain through neural networks and using
the city of Quito as an experimental site is presented. The error appears by compar-
ing the actual data set of one station (called "under analysis") on a certain day against
the predicted information of two neighbours (to be sure that the station under analysis
shows errors) using previous information for that day. To ensure the similarity of the
weather conditions in the neighbourhood of stations, the neighbour’s selection follows
two stages. First, the stations within the network whose real series show the highest
correlation for air temperature compared to the Station Under Test (SUT) are isolated.
Then the stations whose predicted series show the lowest error metrics compared to the
actual series of the station under test conform to the other selections. The first step is to
choose the stations with the best correlations, keeping in mind the total amount of data
from the network of stations (75 days). Then, a weekly and daily analysis is done to
check and confirm this relationship. The analysis was done with a set of 1440 records,
since the information was collected every minute during the given time period. The
dataset was divided into 24-hour groups to apply the walk-forward validation method-
ology and was subsequently divided into groups that approximated the 70% (training
set), 15% (validation set), and 15% (test set). The second stage looks at a 24-hour air
temperature forecast for each station in the network. The process repeats during the 11
days of continuous predictions to inspect the prediction quality through an error metric
calculation between the real series (11 days) of the stations and their predictions. The
error metrics are used to figure out which stations are near the station being looked at.

1.1 Motivation

As we get closer to the equator, it gets harder to predict the weather, especially
in the Intertropical Convergence Zone (ITCZ), a low-pressure area at the equator where
trade winds from the northeast and southeast meet. The ITCZ is a significant factor
in the global climate system, and any changes in its weather patterns can significantly
alter the physical model output of any forecasting system (M. P. Byrne & Wodzicki,
2018). Furthermore, if a city located in the Andes mountain range intersects the equa-
tor, the local weather forecast may be inaccurate due to the complex topography and
weather patterns in the region.

An example of this phenomenon can be seen in the city of Quito, the capital of
Ecuador, located in the Andean Region at an elevation of 2800 meters above sea level,
which also happens to be where the equator runs through. The rough terrain of the
Andes mountain range has shaped Quito’s distinct landscape. This creates complex
weather conditions and microclimates that make it even harder to predict the weather
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Introduction

(S. Serrano & et al., 2017). The presence of geographical features such as the Panecillo
and the Guagua Pichincha Volcano also plays a crucial role in the city’s weather pat-
terns. These elevations have a big effect on Quito’s convective processes, which cause
temperature and weather changes that can be hard to predict.

To better understand and forecast the weather in cities like Quito, meteorolo-
gists must use advanced modeling techniques and sophisticated equipment to account
for the complex atmospheric conditions and topography in the region. Meteorologists
can deal with the unique weather patterns and physical features of equatorial cities by
getting better at science and coming up with new ways to do things.

1.2 State of the Art

Ground stations, Automatic Weather Stations (AWS), Geostationary Opera-
tional Environmental Satellite (GOES) imagery, and forecast models based on arti-
ficial intelligence are just a few examples of modern components that have advanced
the state-of-the-art of Weather Forecasting systems. As shown in Figure 1, the weather
forecasting process covers several stages grouped together in the Forecast Chain (Rasp
& Lerch, 2018).

Figure 1: Forecast Chain.

The blue field in the picture shows the data acquisition and processing, while
the red blocks indicate methods. The data acquisition and processing constitute the
first stage of the chain. The "Observations" block comprises the information from
Conventional Weather Stations (CWS), Automatic Weather Stations (AWS) and satel-
lite imagery, while the "Data assimilation" comprises the combination of data from
previous model forecasts to avoid errors related to a lack of information or incompat-
ibilities from indirect measurements. Then the data obtained from the stage above is
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sent to the physical model using initial conditions. The "physical model" focuses on the
formulation and analysis of a mathematical approach applied to approximate the phys-
ical processes governing the weather evolution and the atmospheric state (dynamics
and physics) in a certain place. The output called "raw output" encompasses the data
predicted from the physical model that is re-entered into the model or is adjusted or cor-
rected in the next stage. The data re-entry looks for adjustments to the model through
a feedback strategy, while the statistical post-processing block corrects the forecasted
data. The post-processing stage implements a short-term weather forecast system to
carry out the statistical forecasting process. To achieve the post-processing, there are
several alternatives, such as the use of Markov chains (Khiatani & Ghose, 2017) or
other mathematical models. However, this is where neural networks show up due to
their proven ability to obtain short-term forecasts. A Hidden Markov Mode (HMM)
is a statistical Markov model that follows the Markov chain with hidden (secret) states
criteria. A Markov chain (named after Andrei Andreyevich Markov, a Russian math-
ematician) is a prediction model that uses the probabilities of a sequence of random
variables and states to predict a new unknown state. This ability allows a HMM to
predict weather using the Markov chain property. That is, the method predicts the
probability of occurrence of a future state from the current observation state of the
system. It is for this reason that the evolution of the Markov process in the future
depends only on the present state. To use this methodology, it is necessary to make
use of historical data to train the model and compute the probability of the occurrence
of an event. It is essential to elaborate on the initial states of the Markov chain, so
abundant historical information should be available. For instance, (Khiatani & Ghose,
2017) uses weather data for a period of 21 years. The first step is to categorize the
data based on standard values. Experimentally, the model works well for short-term
weather forecasting (5 days) based on the weather pattern of the day chosen as the
forecast point. Experimentally, it was determined that the use of the Markov model
of low order is not reliable to make short-term forecasts and that as the Markov order
increases, the accuracy of the forecasts made improves.

Nevertheless, the HMC method assumes that transition probabilities don’t change
over time, which isn’t always the case in meteorology. Other approaches, such as the
non-homogeneous Markov chain (NHMC) approach, can improve the HMC approach,
but it involves the use of Bayesian nonparametric estimation to describe time-varying
transition probabilities (E. Pope & Jackson, 2020). Consequently, it is necessary to
use a modified Bayes rule that gradually forgets transitions in the distant past to up-
date the transition probabilities. The above implies that Markov chains are not only
simple to understand but can also be combined with other strategies. However, for the
formulation of the Markov chains, it is necessary to assume that the data universe is of
a homogeneous type. Considering the climate change suffered by the planet, or in the
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case of Ecuador, due to its proximity to the intertropical convergence zone, there are no
guarantees that the data are of a homogeneous type. This implies that in climatological
studies, Markov chains model heterogeneous information as if it were homogeneous.
In other words, the homogeneity of the meteorology of a place that the Markov Chains
consider does not fully reflect its reality.

On the other hand, Artificial Intelligence (AI) methods have become increas-
ingly important as ways of developing forecasting tasks. Three main approaches are
available: Machine Learning (ML), Neural Network (NN) and Deep Learning (DL).
The advantages of each one often result in debates as to which method best suits the
need for research. This section highlights how to select a methodology to better suit
research focused on weather forecasting. Machine learning is a set of algorithms that
first analyze data to find relationships and patterns. Secondly, learn from what they
have found. Thirdly, apply what they have learned from the behaviors that they have
defined. Neural networks, also known as Artificial Neural Network (ANN) are a subset
of machine learning. Thus, neural networks are a subset of algorithms used in machine
learning for modeling the data using structures called neurons. Therefore, the main
difference is that a neural network uses a collection of neurons that simulates the com-
plexity of a human’s brain to analyze the data. On the other hand, deep learning is a
subfield of machine learning and neural networks that works on multiple layers of neu-
ral networks to extract more precisely the relationships and patterns of the data. Ma-
chine learning methods will be present in many components of modern climate models
and numerical weather prediction thanks to trends in new computer clusters (Bochenek
& Ustrnul, 2022). This happens due to the rapid growth of high-speed clusters thanks
to Graphics Processing Unit (GPU) accelerators in recent years. As seen in recent
years, the field of machine learning in weather and climate science has grown rapidly
as architectures that are more sophisticated become available in modern computing
systems (M. Schultz & et al., 2021). So working with neural networks and time series
or imagery processing has become the most widely used methodology to be able to im-
plement weather forecasts because of its reliability and development facilities. Now,
considering the data acquisition stage, nowadays the use of ground-based automatic
stations to acquire environmental information is common in developing countries, al-
though their maintenance and operation are still costly. One alternative to solving this
problem consists of the use of satellite imagery. Especially for member countries of
the World Meteorological Organization (WMO), this information is freely accessible.
It represents several advantages, especially the acquisition of infrared and visible infor-
mation with good spatial resolution that is freely accessible thanks to National Oceanic
and Atmospheric Administration (NOAA) repositories. Although there are several ad-
vantages in the use of this type of information, satellite imagery implies the acquisition
of an image of Earth with a 1 km resolution taken from an altitude of 36000 km above
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the surface (O’Carroll & Leslie, 2009). The above leads to two problems: firstly,
clouds could absorb, emit, and reflect radiation, so the modification of the planetary
boundary layer limits produced by the cold pool dynamics of the clouds generates con-
vective systems that are not registered by the satellite imagery. Secondly, the size of
countries like Ecuador compared to the size of the grid means that the quality of the
image does not provide the respective advantages. Both problems lead to inaccuracies
in weather forecast systems strongly based on satellite imagery (H. Bluestein & et al,
2022). Therefore, it is necessary to work with ground information to complement the
satellite imagery information.

1.3 Context

The National Institute of Meteorology and Hydrology of Ecuador (INAMHI)
has three stations (S. Serrano & et al., 2017) in the city, while the Quito Astronomi-
cal Observatory (OAQ) and the Civil Aviation Directorate (DAC) each supervise the
other two stations (Villacis & Marrero, 2017). The WMO regional models use the in-
formation from the INAMHI and DAC stations to produce regional weather forecasts.
Importantly, the information from the above institutions was not available for this re-
search because the corresponding permissions were not currently available. However,
the information from these stations has served to verify the acquired environmental
values. As mentioned before, the rugged geography of Quito creates several microcli-
mates along the city, and bearing in mind that for the physical model, the establishment
of initial conditions is fundamental, the lack of surface information could lead to an
erroneous forecast for the city. To solve any inaccuracies in the model prediction, the
statistical post-processing uses the original data from the CWS, AWS, and satellite
imagery to adjust the output of the physical model. Statistical post-processing adjusts
the inaccuracies in the physical model by making use of a weather forecast obtained
through statistical methods. An alternative to implementing a statistical prediction pro-
cess is the use of time series and neural networks. These networks extract the features
obtained from the Times Series and compute them to implement a statistical model to
obtain a reliable prediction of the observed values. Such a non-dynamical approach
can be helpful for short-term forecasts, up to a few hours (Rasp & Lerch, 2018). This
methodology has proven to be effective, especially for obtaining reliable short-term
weather forecasts.

Considering that Ecuador has only recently started using AWS networks and
that information from CWS and satellite images is often used, combining the three
sources of information would be a better way to predict the future. Considering that
the physical model uses information from the CWS and satellite imagery to generate
weather forecasts, an interesting strategy to carry out the adjustment of the output of
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the physical model could be the use of neural networks working with the information
extracted from the AWS. The two main problems in obtaining a proper weather fore-
cast for the city of Quito depend on the rugged geography of the city and its proximity
to zero latitude. Quito encompasses a wide range of natural formations, among which
the Guagua Pichincha volcano stands out with an altitude of 4776 m.a.m.s.l. That is,
there is a difference of about two thousand meters between the volcano and the city.
The microclimates generated by the rugged geography of the city and the convective
systems on the surface produced by the altitude difference between the city and its sur-
roundings deeply affect the atmosphere’s dynamics around the city. An alternative to
this predicament is the deployment of low-cost AWS, implemented with free software,
in strategic points of the city.

Any method for forecasting requires high volumes of information to be able
to determine the particular characteristics of the information and, thus, forecast future
outcomes. To acquire enough surface information, it is necessary to transmit temper-
ature, humidity, and pressure data in real time. Low-cost single-board computers and
low-cost sensors are the building blocks of the AWS. The environmental data acquired
comes from sensors connected to the single-board computer and is fed into a neural
network to implement the weather forecast. As mentioned earlier, for the purpose of
carrying out the measurement of weather parameters in the city of Quito, the govern-
ment institutions INAMHI, OAQ, and DAC have installed five AWS along Quito each
to transmit information through the cellular network (Villacis & Marrero, 2017) that is
available online. Nevertheless, such information was not available for the realization
of this research because the corresponding permissions were not currently available.
However, the information from these stations has served to verify the acquired envi-
ronmental values.

1.4 Contribution

To install the new low-cost AWS network, the rugged geography of the city is
analyzed. Quito is a city located at 2850 m.a.m.s.l. divided in its central part by the hill
of El Panecillo (3035 m.a.m.s.l.) to the east by the hills of Puengasí (2897 m.a.m.s.l),
Guanguiltagua (2890 m.a.m.s.l) and Itchimbía (2910 m.a.m.s.l) and to the west by the
Pichincha volcano (4776 m.a.m.s.l), see Figure 2.

As shown in Figure 2, Quito’s geography complicates the generation of ac-
curate weather forecasts due to the formation of microclimates throughout the city.
Based on the above, five locations were strategically selected for the AWS installation.
The installation followed the WMO recommendations for weather station installation
in urban spaces (WMO, 2008) and the data acquisition started in February of 2020.
Once the installation of the AWS network of stations has been completed, the condi-
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Figure 2: Variations of the weather in Quito depending on the geography.

tioning and processing necessary to obtain a weather forecast begin. At this point, it’s
important to figure out how uncertain the predicted data are so that the output of the
neural network can be changed to make sure the statistical modeling works. Bayesian
modeling is a very interesting way to figure out and even change a neural network’s
uncertainty because it uses changes in the weight distribution of the network to make a
model behave in a Bayesian way. Several works written recently show how Bayesian
analysis is a good way to figure out how uncertain a model is. In (L. Cardelli & et al.,
2019) a method to obtain a reliable image recognition system is described for estimat-
ing the probabilistic robustness of a Bayesian Neural Network (BNN) with adequate
confidence limits and a priori error. The use of Bayesian modeling has aroused interest
even at "unit level" analysis (M. Vladimirova & et al., 2019) namely to characterize the
marginal prior distribution of the units in deep learning. Finally, to extrapolate large
datasets over various structures with reliable uncertainties, we can use new kinds of
Bayesian neural networks (S. Sun & et al., 2019) for instance, Functional Variational
Bayesian Neural Networks (FBNNs).

Despite the apparent advantages offered by Bayesian modeling, some authors
state that approximate Bayesian inference methods struggle to capture true posterior
probabilities (J. Yao & et al., 2019). Therefore, it is important to properly and carefully
evaluate the methods that, when working together with uncertainty reduction through
Bayesian methods, allow obtaining a better response from the neural network model
used. We did an analysis using estimator-based posterior predictive distribution fitting
(see Chapter 3) to find a way to reduce the forecast error variance. Bearing the above
in mind, we developed a methodology based on a Bayesian approach using the weight
decay rate (λ ). This strategy allowed us to reduce the uncertainty obtained from the
neural networks used. Consequently, we obtained a short-term weather forecast with
good precision for the Andean city of Quito. Taking into account that we think the
weight decay rate works with the process of reducing uncertainty, we made a version
of the well-known ADAM optimizer that we called ADAM Logger (ADAML). By
adding the weight decay rate, we can separate the weight decay from the gradient-
based update. This makes it easier to find the minimum of the learning function of the
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model. Also, a walk-forward validation is used to test the optimization on a subset of
the training set whose size changes with each iteration of the validation process. This
makes sure that the optimization will be applied to all the data sets.

So that an accurate analysis of the proposed method can be made, different error
metrics like root mean squared error (RMSE), mean squared error (MSE), mean abso-
lute error (MAE), and mean absolute percentage error (MAPE) are shown for each test
scenario. Lastly, we come up with a way to figure out how wrong the weather stations’
measurements are by using data from "neighboring" stations. There are two ways to
choose a station’s neighbors. The first is to look at the 75-day data and choose the sta-
tions that are most similar to the one being studied. The second approach consists of
obtaining the neighbors by considering the lowest error metric values between the fore-
cast series of 11 extra days for the stations and their actual values. The study reveals
that the north-central part of the Andean city of Quito experiences the most variable cli-
matic conditions of all the areas selected for monitoring. Despite this, a relationship is
established between the stations of the network that allows us to determine from infor-
mation from a neighborhood of stations whether a station presents measurement errors
and thus ensure the quality of the data. To find out if the above-mentioned method is a
good way to implement a method for auto adjustment to prevent maintenance in AWS
for the Andean city of Quito, we came up with the following goals:

• To build and install (in the Andean city of Quito) a network of micro-AWS with
open source hardware for data acquisition.

• To develop a methodology to reduce the uncertainty in a neural network.

• To develop a method for detecting errors in the weather data of an AWS using
correlation coefficients and a neural network with multiple layers.

• To develop an algorithm (a perceptron) to adjust internal sensor parameters in a
micro AWS to obtain the correct value of the weather parameter measured.

• To determine a proper distribution of the nodes bearing in mind a weather anal-
ysis (Isomaps).

1.5 Content

We divided this manuscript as follows: First, we talk about the big picture of
the different meteorological ideas and the limits of getting a good weather forecast
because of the weather conditions in the Intertropical Convergence Zone. We also
explain how weather forecasts are made, including the different steps in the chain of
forecasts and the different ways to get a weather forecast. In the first chapter, we re-
view the generalities of the neural network model and the tools utilized to verify the
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feasibility of the methodology through the analysis of error metrics and correlation.
We discuss the differences between artificial intelligence (AI) methods and the types
of neural networks. While the rest of the chapter shows up the validation strategies
adopted and the types of optimizers to provide detailed information on the state of
the art of neural networks. The second chapter is dedicated to analyzing the char-
acteristics of Quito’s weather. This section describes the geographical conditions of
the city and the strategy adopted through exploratory research to obtain short-term
weather forecasts in the mentioned sector. This part corresponds to the published arti-
cle Deep Learning to implement a Statistical Weather Forecast for the Andean City of
Quito, DOI: 10.1109/ANDESCON50619.2020.9272106, published in the IEEE AN-
DESCON 2020 International Conference held in Ecuador, and incorporates some ad-
ditional details. In the third chapter, a review is given of the Bayesian strategy used to
figure out a neural network’s uncertainty and the estimators used to change it. Next,
we talk about the theory and development of the optimizer that was used in the re-
search’s neural networks. There is both a mathematical proof of the optimizer’s con-
vergence and the experimentation that went along with it. This part corresponds to the
published articles: 1) Uncertainty Reduction in the Neural Network’s Weather Fore-
cast for the Andean City of Quito Through the Adjustment of the Posterior Predictive
Distribution Based on Estimators, DOI: 10.1007/978-3-030-62833-8_39, published
in the TICEC 2020 International Conference held in Ecuador. 2) A novel encoder-
decoder structure for time series analysis based on Bayesian uncertainty reduction,
DOI: 10.1109/LA-CCI48322.2021.9769850, published in the IEEE LACCI 2021 In-
ternational Conference held in Chile. 3) A novel ADAM approach related to decou-
pled weight decay (ADAML), DOI: 10.1109/LA-CCI48322.2021.9769816, published
in the IEEE LACCI 2021 International Conference held in Chile and incorporates some
additional details. The fourth chapter talks about the strategy for finding mistakes and
the approach for fixing them. This section shows the correlation analysis of the AWS
network stations and the proposed forecast to figure out the error in their data acqui-
sition and how to fix it.This part corresponds to the journal article: A novel approach
for detecting error measurements in a network of automatic weather stations, DOI:
10.1080/17445760.2021.2022672, published in the International Journal of Parallel,
Emergent, and Distributed Systems, Taylor & Francis, and incorporates some addi-
tional details. In the general conclusions, the best parts of the work and results of this
study are emphasized. At the end of this manuscript, a set of possible answers to the
unanswered questions is suggested.
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2 Generalities of Neural Networks & Tools

This chapter provides an overview of the history of machine learning and neu-
ral networks. The types of networks, structures, and configurations as well as their
applications based on the forecasting of meteorological parameters are presented. In
each case, the state of the art is described, including the most recent works and ex-
periments. The chapter concludes by revealing the type of validation adopted for the
investigation and the optimizers utilized to conduct the experiments. Today, neural net-
works permit the resolution of a variety of issues, including facial recognition, social
media, aerospace, defense, healthcare, signature verification and handwriting analy-
sis, stock market prediction, and environmental prediction, among others. In a few
words, the application of neural networks has revolutionized traditional mathematical
modeling and programming approaches. For neural networks to perform the afore-
mentioned tasks, their ability to perform tasks with infinite combinations based on the
analysis of data sets and time series is crucial. In terms of information forecasting,
it has been determined through experimentation that neural networks permit accurate
short-term forecasts. This is due to the ability to learn from trends, particularly in the
description of nonlinear, complex relationships present in time series. Configurations
of neural networks permit the development of statistical models that fully or partially
capture the characteristics of the time series. However, experimentation is required to
determine the optimal network configuration for producing the best approximation of
the actual data. Moreover, given that the forecast task entails the ability to predict the
future data of a time series, it is essential for any project to rely on historical data of
particular values in order to execute such a process.

2.1 History

Although it is true that in 1936 Alan Turing developed an applied version of a
computer that allowed the messages of the German Enigma decoding machine to be
decoded during World War II, the first theorists who modeled a simple neural network
using electrical circuits were Warren McCulloch and Walter Pitts in 1943 (Matich,
2001). Despite these advances, it was not until 1949 that Donald Hebb first described
learning processes (a basic element of human intelligence) from a psychological point
of view, developing a rule for how learning occurred. This concept states that learn-
ing occurs when certain changes in a neuron are activated. On the other hand, Karl
Lashley in 1950 found that information was not stored centrally in the brain but on
top of it, which implies a revolutionary concept in the study of learning and mem-
ory. In 1957, Frank Rosenblatt began the development of the perceptron. This is the
oldest neural network, whose function today focuses on pattern identification. This
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model was capable of generalizing, that is, after having learned a series of patterns,
it could recognize other similar ones even if they had not been presented to it during
the training stage. However, it had a number of limitations, for example, its inability
to solve the exclusive-OR function problem, and, in general, it was unable to classify
non-linearly separable classes. In 1960, Bernard Widroff and Marcian Hoff developed
the Adaptative Linear Elements model (Adaline). This was the first neural network ap-
plied to a real problem: adaptive filters to remove echoes on telephone lines. In 1974,
Paul Werbos developed the basic idea of the backpropagation learning algorithm. In
1977, Stephen Grossberg proposed the Adapted Resonance Theory. Which is a net-
work architecture focused on simulating brain abilities such as long- and short term
memory. In 1982, John Hopfield modeled an approach to creating machines using
bidirectional lines. While in the same year, Reilly and Cooper used the hybrid network
with multiple layers to create a neural model for category learning (Matich, 2001).
In 1986, neural networks started to work with multiple layers using the Widrow-Hoff
rule, and at the same time, David Rumelhart, a former fellow in the psychology de-
partment at Stanford, modeled the backpropagation network. The disadvantage of the
backpropagation network at the time was that it learned slowly, requiring thousands of
iterations to become efficient.

2.2 Neural Network Operation

Neural networks receive a series of input values that are used to connect neu-
rons, which are nodes. The layers formed by the network’s neurons constitute the
neural network. Each neuron in the network has a weight, a numeric value that modi-
fies the significance of the incoming input. As shown in Figure 3, the newly-obtained
values leave the neurons and continue their journey through the network.

Figure 3: Neural Network scheme.

When you get to the end of the network, you get an output, which is the predic-
tion that the network made. The more layers the network has and the more complex it
is, the more complex the functions it can perform. The network must be trained to per-
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form the desired functions for it to operate properly. The way to train a neural network
is to change the weights of its neurons so that it can get the results you want. To train
the network, a set of training data is fed into it, and the weights of the neurons change
based on the error and how much each neuron contributed to the result. This is the
origin of the backpropagation or backward propagation approach. With this method,
the network learns, achieving a model capable of obtaining very accurate results even
with data that is very different from that used during its training. It is precisely thanks
to the creation of the backpropagation algorithm that the use of GPU1 and the greater
number of data available for training that neural networks have now resurfaced and
gained prominence in various fields. Thanks to these improvements, the appearance
of deep learning has been made possible. The backpropagation algorithm is the most
common way for neural networks to learn, but because of how it works, it has some
major flaws, such as a slow learning process. To make sure that a neural network’s pre-
dictions are as accurate as possible, the weights of each neuron must be changed. The
backpropagation algorithm shows how much each neuron contributes to the overall er-
ror. The backpropagation method uses a two-step cycle of propagation and adaptation
that is based on the gradient. First, when we put a pattern into the network’s input, it
moves from the first layer through the rest of the network’s layers until it comes out
of the network’s output. The neural network then compares the output signal to the
output it wants and figures out an error signal for each output. The algorithm sends the
error outputs from the output layer back to all the neurons in the hidden layers. Each
neuron’s contribution determines how much of the total error signal is sent back. The
algorithm repeats the process layer by layer until all of the neurons in the network have
received the error signal. In this way, the neurons learn to recognize different parts of
the patterns that are fed into the network. So, the neurons in the hidden layer of the
network will respond with an active output if the new input has a pattern that looks like
a trait that the individual neurons have learned to recognize during their training.

The cost function tries to figure out how far off the estimated value is from the
real value. It is a type of function, also called in some scenarios objective Objective
Function. The cost function measures the error between the output value and the real
value in order to optimize the parameters of the neural network (Aggarwal, 2018).
It seeks to reverse the transmission of the error by constantly adjusting the weight
and the threshold in the network so that the gap between the predicted value and the
real value is reduced. Among the best-known cost functions are the root mean square
and the categorical cross-entropy. The root mean square error provides a measure of
precision and is calculated as the root mean square (RMSE) of the residuals. Residuals

1A graphics processing unit Central Processing Unit (CPU) is a processor with a large amount of
memory that allows for floating-point operations and quick graphics rendering. The main difference
between GPU and CPU is that GPUs use more transistors to implement Arithmetic Logic Unit (ALU)
tasks and less for caching and flow control compared to CPUs.
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constitute the difference between the predicted (correct) value and the actual value
obtained. Among the most notable characteristics of this approach, one can note that it
penalizes very large values, is not easily interpretable, and works very well to optimize
regressions in general (see Eq. (1) (Jurafsky & Martin, 2021)).

RMSE =
n

∑
i=1

(ŷi− yi)
2

n
(1)

Where:
ŷi : Predicted values.
yi : Dependent variable.
n : Number of observations.
On the other hand, categorical cross entropy L( θ) is a measure of precision

for categorical variables. One of the most notable characteristics of this approach is
that its differentiation and convergence are more difficult to obtain, present a univariate
scale, are symmetric and are easier to interpret, see Eq. (2) (Jurafsky & Martin, 2021).

L(θ) =−1
n

n

∑
i=1

m

∑
j=1

yi j log
(

pi j
)

(2)

Where:
yij : Observed random variable (class).
pij : Variable (class) to predict.
c: Number of classes in a multilevel classification.
n : Number of observations.
In order to assign weights in the backpropagation process, it is necessary to

calculate the gradient of the loss function. To carry out this process, the so-called
"activation functions" are used. An activation function is a function that seeks to help
a neural network learn complex patterns in data by taking the output signal from the
previous cell and converting it into the input to the next cell. Additionally, activation
functions determine how to transform the weighted sum of the inputs at the neural
network to obtain an output at the end layer of the network. Activation functions
make backpropagation possible, as gradients are present along with the error to update
weights and biases throughout the network. The most popular activation functions are
mentioned below.

Sigmoid function The sigmoid function transforms the entered values into a
scale between 0 and 1 (Aggarwal, 2018), see Figure 4(a), where high values asymptot-
ically tend to 1 and very low values asymptotically tend to 0, see Eq. (3) (Jurafsky &
Martin, 2021).

f (x) =
1

1− e−x (3)
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The sigmoid function tends to saturate and reduce the gradient; it presents a slow
convergence; it is not centered at zero; and it is bounded between 0 and 1. However, it
presents a good performance in the last layer.

Hyperbolic Tangent (Tanh) function The hyperbolic tangent function trans-
forms the entered values into a scale between -1 and 1 (Aggarwal, 2018), see Figure
4(b), where high values asymptotically tend to 1 and very low values asymptotically
tend to -1, see Eq. (4) (Jurafsky & Martin, 2021).

f (x) =
2

1+ e−2x −1 (4)

The hyperbolic tangent function behaves very similarly to the sigmoid function
since it tends to saturate and reduce the gradient of the function to zero. On the other
hand, it shows a slow convergence, nevertheless, it can be said that it is a function
centered at 0 and bounded between -1 and 1. It is a function used to decide between
two options and it performs well in recurrent neural networks (RNN).

Rectified Linear Unit (ReLU) function The ReLU function transforms the en-
tered values by nulling out negative values and leaving positive ones (Aggarwal, 2018),
see Figure 4(c), where high values asymptotically tend to 1 and very low values asymp-
totically tend to -1, see Eq. (5) (Jurafsky & Martin, 2021).

f (x) = max(0,x) =


0 for x < 0

x for x≥ 0
(5)

The ReLU function only works against positive values (Sparse Activation) and it can-
not be bound. By its nature, it is a function that causes several neurons to stop working
when detecting negative values. However, it behaves well when working with images.
Finally, it presents a good performance in convolutional neural networks (CNN).

Leaky Rectified Linear Unit function (ReLU) The Rectified Linear Unit (ReLU)
function transforms the entered values by multiplying the negative ones by a rectifying
coefficient and leaving the positive ones when the data at the neuron are entered; see
Figure 4(d) and Eq. (6) (Aggarwal, 2018).

f (x) = max(ax,x) =

a · x for x < 0

x for x≥ 0
(6)

Where:
a: Small slope with negative values to avoid the dying neuron problem. The

Leaky ReLU function has similar performance to the ReLU function. It is a function
that penalizes negative values by means of a rectifier coefficient but is not bound, works
well with images and presents a good performance in CNN.
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Softmax function The Softmax function transforms the outputs into a repre-
sentation in the form of probabilities, such that the sum of all the probabilities of the
outputs equals 1, see Figure 4(e) and Eq. (7) (Aggarwal, 2018).

σ(z) =
ezi

∑
K
j=1 ezj

for i = 1, . . . ,K (7)

Where:
zi : Elements of the input vector z = (z1, . . . ,zK) ∈ RK .

The Softmax function applies the exponential function to each element of the vector
z, normalizing them by the sum of their own exponential values. With this, the func-
tion ensures that the sum of the output vector is equal to one. We can consider it a
very differentiable function, so we can utilize it to normalize type values in multiclass
scenarios. It presents a good performance in the last layers of a network.

Figure 4: Activation functions. (a) Sigmoid function, (b) Tanh function, (c) ReLU
function, (d) Leaky ReLU function, (e) Softmax function.

The most important feature of an activation function is its ability to add non-
linearity to a neural network. However, an activation function should also accomplish
some desirable features such as being zero-centered, computationally inexpensive, dif-
ferentiable, and overcoming the Vanishing Gradient problem. The zero-centered prop-
erty consists of forcing the output of the activation function to be symmetric about
zero. That is, the gradients must not change in a particular direction. Meanwhile,
the computationally inexpensive approach should be accomplished because the acti-
vation functions are applied after every layer, namely several times (depending on the
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structure). On the other hand, the differentiable property refers to the fact that, for
the optimization approach, it is necessary to obtain the gradient of the function. Fi-
nally, the Vanishing Gradient problem refers to the multiple calculation stages for the
weights during the backward pass. The following scenario describes the Vanishing
Gradient problem (Aggarwal, 2018).

Considering a network of two layers represented as f1(x) and f2(x) the gen-
eral network will be g(x) = f2( f1(x)). Then the algorithm calculates the gradient to
retrieve the weights for the entries as g′(x) = f2(x) f ′1(x). We can replace f1(x) with
f (W1x1 + b1), where W is the weight matrix, x the input vector and b the bias vector.
Applying the chain rule, we obtain f ′1(x) = f (W1x1+b1)x1. The above shows a strong
relationship between the backpropagation process and the activation function. If the
value of the function is between 0 and 1, this reduces the value of the gradient for the
initial layers. Moreover, bearing in mind that the network could comprise several lay-
ers of neural networks, their gradients tend to disappear. Consequently, the gradients
tend to vanish and the layers affected by this calculation are not able to learn properly.
This is the so-called vanishing gradient problem.

2.3 Types of Neural Networks

In the following, we illustrate the types of neural networks that are now the
most widely recognized. In this section of the document, the typical configurations of
the networks and their related mathematical descriptions are presented.

2.3.1 Recurrent Neural Networks
We have seen networks up until this point whose activation function only func-

tions in one direction, forward, from the input layer to the output layer. According to
what has been stated above, they do not remember the prior settings. Recurrent Neural
Networks (RNN) is designed with "backward-pointing" connections in some places.
Figure 5 illustrates a form of feedback that can occur between neurons that are located
inside the same layer.

Figure 5: Neural Network scheme.
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In their most basic form, the outputs of a RNN yt−k, . . . ,yt−1,yt ,yt+1, . . . ,yt+k

are determined by the inputs xt−k, . . . ,xt−1,xt ,xt+1, . . . ,xt+k (Géron, 2017). The present
states of x and y are identified with t and the previous or next states of x and y with t˘k
or t+k respectively. In this recurring structure, at each instant "time step", the neurons
not only receive the input from the previous layer (with the h hidden layer vector), but
also their own output at the same time to generate their output. Additionally, it has to
be said that W is the weight matrix.

Given the fact that the output of a recurrent neuron at every given time instant
is a function of the input it received at earlier time instants, the discussion above sug-
gests that recurrent neurons have a certain amount of "Internal Memory" capacity. The
component of the neural network that maintains a state throughout the course of time
is referred to as a memory cell (or just a cell for short). Because of its potential for
memorizing, this form of network is ideally suited for applying machine learning tech-
niques to problems in which time series are involved (A. Alzahrani & et al., 2017).
In spite of the benefits that were discussed earlier, the performance of the recurrent
network quickly declines as the length of the input stream grows longer. This is due
to the fact that increasing the number of activation functions in the structure of the
neural network brings the gradients of the loss function closer to zero, which is known
as a vanishing gradient. This makes it more difficult to train the network, as stated by
Shuyang. Exploding gradients and vanishing gradients are two common yet signifi-
cant problems that arise with RNNs, as well as with other types of networks that have
a big number of parameters. In general, these problems arise with any sort of network
that has a lot of parameters. Exploding gradients are caused when an algorithm gives
a disproportionately high value to the weights for little to no discernible reason; as a
result, this creates a challenge for the training process. It is essential to keep in mind
that the faster a model can learn, the higher the gradient, the steeper the slope, and the
more information it can take in. Nevertheless, if there is no slope at all, the model will
stop learning.

2.3.2 Long short-term Memory (LSTM)
Adding memory blocks to the recurring structure addresses the memory issue,

enabling the learning of long-term dependencies. Long Short Term Memory (LSTM)
are an extension of recurrent neural networks that use an extension to the memory
to learn from important experiences that have happened a long time ago. An LSTM
neuron can read, write, and delete information from its memory. LSTM is a type
of RNN that combines memory stages (cells) into special structures known as gates
to store information (V. Athira & et al., 2018), see Figure 6. Three types of gates
are present in the LSTM structure: "forget" ( ft), "input" (it) and "output" (ot). The
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Figure 6: Structure of LSTM.

operation of these gates is mathematically described below (I. Kamal & et al., 2020).

Forget gate: ft = σ

(
W T

x f ·Xt +W T
h f ·ht−1 +bf

)
(8)

Input gate: it = σ
(
W T

xi ·Xt +W T
hi ·ht−1 +bi

)
(9)

Output gate: Ot = σ (Wxo ·Xt +Who ·ht−1 +bO) (10)

New Candidate: C̃t = tanh(Wxc ·Xt +Whc ·ht−1 +bC) (11)

Cell state: Ct = Ct−1⊗ ft + it⊗ C̃t (12)

Hidden state: ht = Ot⊗ tanh(Ct) (13)

Where:
Xt : Input vector.
σ : Sigmoid function.
τ : Tanh function.
b f ,bi,bC,b0 : Bias vectors for each gate and block input.
Wxi,Wxf,Wxc,Wxo : Weight matrices of each gate and block input for their

connection to the input vector Xt .
Whi,Whf,Whc,Who : Weight matrices of each gate and block input for their

connection to the previous short-term state ht−1.
C̃t : Hidden state called "candidate" which is calculated based on the infor-

mation of the current input and the previous hidden state.
C̃t : Internal memory of the unit, which is the combination of the previously

stored information, the forgetting gate, the input gate and the recently calculated hid-
den state.
With the inclusion of this type of architecture, LSTM networks can handle extensive
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temporal data dependencies, thus overcoming the gradient fading problem in RNNs.
The dimensions of the arrays (matrices) are determined considering the batch size (B),
the number of features (F) entered into the network and the number of units in an
LSTM cell (U) as follows: For Xt the dimensions will be B×F , on the other hand for
ht−1, ht and Ct−1 the dimensions are B× U , for the weights matrices Wxi, Wx f , Wxc

and Wxo the dimensions are F×U , while for the weight matrices Whi, Wh f , Whc and
Who the dimensions are U ×U . In the case of the weight matrices Wi, Wc, W f and
Wo the dimensions are F +U ×U , while for the bias vectors bi, bc, b f and bo the
dimensions are U . Finally, the dimensions for the parameters it , ft ,Ct , ht and Ot , are
B×U .

2.3.3 Gated Recurring Units (GRU)
Gated Recurring Units (GRU) is another type of recurring network that uses

memory cells to manage temporal dependencies, but in a simplified way. It synthesizes
the forget door and the input gate into a single update door and mixes the cell state and
the hidden state (I. Kamal & et al., 2020). Consequently, there are only two gates in
the GRU model: the update gate (zt) and the reset gate (rt), see Figure 7.

Figure 7: Structure of GRU.

Then, the following equations describes the mathematics related to the man-
agement of this type of structures.

Update gate vector: zt = σg ( Wzxt +Uzht−1 +bz) (14)

Reset gate vector: rt = σg ( Wrxt +Urht−1 +br) (15)

Candidate action vector: h̃t = tanh(Whxt +Uh (rt⊙ht−1)+bh) (16)

Output vector: ht = zt⊙ h̃t +(1− zt)⊙ht−1 (17)

Where:
xt : Input vector.
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Wz : Update gate Weight matrix.
Wr : Reset gate Weight matrix.
Wh : Candidate action Weight matrix.
U : Number of units at the GRU cell.
b : Bias vector.
σg : Sigmoid function.

In this case, the update gate controls the degree to which state information from the
previous time is brought into the current state and the restart gate controls how much
information from the previous state is written to the current candidate set h̃t. With this
structure, a larger value of the update gate indicates that more state information was
entered at the previous time. Bearing in mind the above, the smaller the reset gate, the
less information is written to the previous state. In comparison to LSTM, this structure
is able to carry out a "more agile" learning process as a result of its faster information
processing and, subsequently, its ability to learn new things.
To define the dimension of h0, it is necessary to consider, first, that it is a hyperparame-
ter and that its value will depend on experimentation and bibliographic review. Wzxt is
a vector of the same size as ht , since it obeys the embedding dimension. The sigmoid
operation occurs as an element-wise product and 1−zt appears as a vector subtraction,
where the unity is a vector of ones of the same size as ht . Finally, bearing in mind that
Wzxt is a matrix multiplication, the number of columns of Wz should be equal to the
dimension of xt and the number of rows of Wz should be equal to the dimension of zt .

2.3.4 Stacked LSTM Neural Networks
The original LSTM model consists of a single hidden LSTM layer and a con-

ventional forward output layer. Stacked LSTM is an extension of this model that has
multiple hidden LSTM layers where each layer contains multiple memory cells. Stack-
ing hidden layers of LSTM makes the model deeper, which makes the description of
deep learning more accurate. Since LSTMs operate on sequence data, the addition of
layers adds levels of abstraction from the input observations over time. In fact, it frag-
ments the observations over time or represents the problem on different time scales.
Because of the creation of a more complex feature representation of the input, this
approach constitutes a very useful alternative to solve a wide range of prediction prob-
lems. LSTM stacking has proven to be very useful in obtaining good weather forecasts
based on historical records (D. Kreuzer & et al., 2020). For instance, in (Zaytar &
Amrani, 2016) it is mentioned that the meteorological data collected from nine sta-
tions installed at the airports of nine cities was used to perform a 12-Hours forecast
using a multi-layer model with RNN. In this case, the error per hour was in the range
of 0.01°C to 3°C.
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2.3.5 Auto-regressive integrated moving average network (ARIMA)
Auto-Regressive Integrated Moving Average (ARIMA) model is one of the

most widely used approaches for time series forecasting. The model is defined by
modeling the expected value of a random variable at time t using its own lags and
error terms in past periods. This happens because ARIMA allows for both Auto-
Regressive (AR), differencing, and Moving Average (MA) components. The ARIMA
(p, d, q) makes reference to the order of the auto-regressive component (p), the order
of differencing (d) and the order of the moving average (MA) component. With this
structure, the most recent changes in the time series can be easily modeled (D. Kreuzer
& et al., 2020) as well as capture smoothed trends in the data (T. Dimri & Sharif, 2020;
M. Alsharif & et al., 2019). For stationary time series, the ARIMA (p, d, q) model can
be written in terms of past temperature data, residuals and prediction errors (Zhou et
al., 2020) as follows:

Yt =−
(

∆
dYt−Yt

)
+φ0 +

p

∑
i=1

φi∆
dYt−i−

q

∑
i=1

θiεt−i + εt (18)

Where:
d: Differences that are necessary to convert the original series to stationary.
φ1, . . . ,φp : Autoregressive parameters of the model.
θ1, . . . ,θq : Moving averages parameters of the model.
φ0 : Constant.
εt : Error term.
∆Yt : Yt−Yt−1

If the time series is non-stationary, we perform differencing to transform the series into
a stationary model. We express a first-order differencing as follows:

yt = xt−i− xt (19)

If yt is not stationary when d=1, then it is needed to difference using d-1 times until it
becomes stationary.
Among the main advantages of the ARIMA model is that it allows the user to choose
the models it implements. It is a reliable model and is considered easy to implement.
Even though we make extensive use of the ARIMA model for the purpose of predic-
tion, this model does have a few significant drawbacks. One of these is the fact that
the ARIMA model presupposes that input data is linear. Therefore, the ARIMA model
tends to perform well only in short-term forecasting. Because of this, it is necessary to
note that this model fails to capture the unexpected changes in the behavior patterns of
the series due precisely to its linearity. Additionally, there is no established technique
to find the parameters of each model, so the adequacy of the model is determined by
testing the parameters of the equation of each model.
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Multiple studies currently use this model for weather forecasting. For instance, in
(M. Murat & et al., 2018) it is mentioned that a 30-year record of air temperature and
precipitation in the cities of Jokioinen, Dikopshof, Lleida and Lublin were utilized to
implement a weather forecast through an ARIMA model. In this case, the error per
hour falls in the range of approximately 3.02 °C and 4.5 °C.

2.3.6 Convolutional encoder–decoder network
Convolutional Neural Networks (CNN) consist of multiple layers of convolu-

tional filters of one or more dimensions. After each layer, a function perform non-
linear causal mapping. Despite convolutional networks usually performs image pro-
cessing however these structures can perform an interesting time series analysis. The
feature extraction phase of this type of network resembles the stimulating process in
the cells of the visual cortex. In other words, it seeks to recognize from colour or
similar patterns or lines (first convolution) to identify complex composite elements.
The distinctive processing of CNNs consists of performing close data convolutions,
for example groups of pixels in an image, or information close to a value in time se-
ries, and mathematically operating them against groups of kernels (matrix of different
sizes). This phase implies the use of alternating layers of convolutional neurons and
down sampling neurons. As the data progresses through this phase, its dimensional-
ity decreases, with neurons in far layers being much less sensitive to disturbances in
the input data, but at the same time more capable to recognize complex features. In
the field of weather forecasting, we can work with a One-Dimensional (1D) Convo-
lutional Neural Network utilizing different approaches such as the arrangement called
Encoder–Decoder (Sagheer & Kotb, 2018), see Figure 8. This approach allows to the
Neural Network first, to learn the spatial correlations between the input data and sec-
ond to interpret these correlations obtaining a pattern in the output of the arrangement.
The CNNs automatically learn the representation of the features in the time series by
assigning the correspondent weights to the elements in the image or in the time series
in order to differentiate one from another. That is, the CNNs apply several convolu-
tions independently on each of the network inputs x1,x2, . . . ,xt−1 with xt ∈ Rn to learn
the interactions between the different components of xt (Y. Tao & et al., 2018). We
successfully tested the Encoder–Decoder structure for time series analysis in two test
scenarios. First using Bayesian uncertainty reduction (see section 4.2) and a novel
ADAM approach (see section 4.3) related to decoupling weight decay with ADAML
(Llugsi & et al., 2021b). Second, when we carried out a comparison between ADAM,
ADAMAX and ADAMW (see section 4.3) optimizers to implement a reliable weather
forecast based on Neural Networks for the Andean city of Quito in (Llugsi & et al.,
2021a).

In Eq. (20) we present the 1D One-Dimensional discrete convolution process.
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Figure 8: Encoder-Decoder structure.

y(n) = x(n)∗h(n) =
∞

∑
k=−∞

x(k)h(n− k) (20)

It is necessary to take into account that the name encoder-decoder refers to the fact
that a layer encodes the information in the form of a vector of fixed length. Once the
feature detection process ends, another layer decodes the data to generate a prediction
(Sagheer & Kotb, 2018), see Eqs. (21) and (22):

h(x) = f (W1x+b1) (21)

x̂ = g(W2h(x)+b2) (22)

Where:
h(x): Encoded (hidden) vector of input x.
x̂: Decoded (reconstructed) vector.
f: Encoding function.
g: Decoding function.
W1: Encoder weight matrix.
W2: Decoder weight matrix.
b1: Correction vector (Bias) of the encoder.
b2: Correction vector (Bias) of the decoder.

It is important to point out that there are additional methods for making predictions,
such as the ARIMA technique. However, it is essential to keep in mind that ARIMA
operates under the presumption that the data that is input into the model is linear. As
a consequence of this, ARIMA models are unable to perform better than LSTM in
situations in which the data change in a manner that was not anticipated, such as when
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making a weather forecast under unusual circumstances (as discussed in (Y. Tao & et
al., 2018) and in (I. Kamal & et al., 2020)).

2.4 Validation

You can estimate the error using the hold-out method when the quantity of data
for training and testing is limited. This methodology aims to reserve a certain pro-
portion of data for assessment and the remainder for training. As a recommendation,
one-third of the data should be used for testing, while the remaining two-thirds should
be used for training. There may be variations in the estimation of the error and the
training and test data using this methodology. Cross-validation is an enhancement to
the hold-out technique.

2.4.1 K-Fold Cross validation
Cross validation of k iterations (k-fold cross validation) is a widely used model

evaluation method that aims to make effective use of all data for both training and test-
ing. It allows using all available records for training and at the same time, uses many
records as separate test suites. With cross-validation, first, a fixed number of partitions
of the data is decided. Then the data is divided into the approximate number of parti-
tions desired, and each in turn is used for testing, while the rest are used for training.
Again, you can use two-thirds of the data for training and one-third for testing. The
process repeats as many times as the size of the partitions and at the end, the method-
ology uses each partition once for testing.
The cross-validation of k iterations, or k-fold cross-validation, consists of dividing the
original data into k subsets. At the time of training, the methodology uses each k-subset
as the test set for the model and the rest of the k-subsets (k−1) as the training set. The
cross-validation process will be repeated k times, and in each iteration, the method-
ology takes a different test set, with the rest of the data being the training set. At the
end of the k iterations, the average of the precision and error results obtained for each
test subset is calculated (Raschka, 2018). In k-fold cross-validation, the initial data is
randomly partitioned into k mutually exclusive subsets, D1,D2, . . .Dk each approxi-
mately the same size. Training and testing are performed k times. In general, some
authors recommend at least a 10-fold stratified cross-validation to estimate precision
due to its relatively low bias and variance (Witten & Frank, 2005). The main advan-
tage is that the process uses all the observations for both training and validation, while
the disadvantage is that K-fold does not work properly for time series data because it
ignores their temporal relationship. For instance, it is not useful to train a model with
temperature data from Wednesday and Friday to predict Thursday’s weather.
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2.4.2 Walk-Forward Validation
Adopting the classical approach of dividing the available data into training, val-

idation and testing in order to validate the model implicitly biased the data validation
towards the most recent period under analysis. This schema is not convenient if you
want to investigate in depth meteorological information, for example, for the analysis
of climate change. This happens because the environmental data are non-stationary
time series. In meteorology, this is the typical scenario for regions of the planet close
to the intertropical convergence zone. For instance, maybe the last day in Quito will
bring a good forecast for the next day, but maybe it does not. On the other hand, maybe
the first week of the month would hold some important patterns that would affect fu-
ture days, but these would be lost in the approach mentioned above. The name "Walk
Forward" refers to the use of a moving window that slowly walks through the entire
period of historical data at a preset pace. The main goal of Walk Forward is to min-
imize over-optimized parameters throughout the model optimization process. Walk
Forward Analysis does optimization on a subset of the training set that changes in size
every iteration during the process. Namely, the goal of this technique is to minimize
the curve fitting on the out-of-sample data by shifting a moving window. The train
set is expanding each time step (tWL samples) and we fixed the test set one time step
ahead (P. Ladyzynski & et al., 2013), see Eq. (23). Consequently, there are multiple
out-of-sample periods and the process looks at these results combined at the end of
every iteration (Narayanaa & Turhan, 2018).

TW =
n

∑
i

tWLi (23)

Where:
TW: Testing Window.
tWLi: Window length for test per iteration.

The main advantage is that the model is updated at each time step with new data re-
ceived. It implies that the algorithm provides a robust estimation. The main disadvan-
tage of this schema is the additional computational cost generated for all the subset
predictions. To carry out proper data analysis, we adopted a period of 24 hours.

2.5 Optimizers

As mentioned above, the goal of neural network training is to minimize the cost
function by finding the minimum points of the function. To carry out this reduction, the
training algorithm calculates the weights for the different inputs/characteristics entered
into the network. Likewise, the numerical algorithm called backpropagation discov-
ers these weights. The optimizer is in charge of generating better and better weights,
that is, weights that allow responses with low levels of error (Perin & Picek, 2021).
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The optimizer calculates the gradient of the cost function (partial derivative) for each
weight (parameter/dimension) of the network. In addition, since we want to minimize
the error, we will modify each weight in the (negative) direction of the gradient. To
speed up the convergence of the cost function towards its minimum, we multiply the
gradient vector by a factor called the Learning rate (lr). Finally, we call the set of itera-
tive methods for reducing the error function (search for a local minimum) optimization
methods based on the descending gradient and batch size selection. The batch size
consists of the number of examples that we introduce to the network in each iteration
of the training process. If the number is small, it means that the network has a small
amount of data in memory and trains faster. We have presented the theory related to
the best-known optimizers until now, but it is important to mention that to stay focused
on the research, we place emphasis on the theory related to ADAM.

2.5.1 Stochastic Gradient Descent (SGD)
The calculation of the partial derivative of the cost function with respect to each

of the weights of the network for each observation is very complicated given the num-
ber of different weights and observations. Therefore, a first optimization consists in the
introduction of a stochastic (random) behavior, (Perin & Picek, 2021). Stochastic Gra-
dient Descent (SGD) does something as simple as limiting the derivative calculation to
just one observation per batch. There are some variations based, for example, on se-
lecting several observations instead of one (mini-batch SGD). A very useful variation
is the introduction of momentum. The momentum accelerates the descent in directions
similar to the previous ones. That is, it obtains the direction where the error decreases;
see Figure 9(a). To do this, we are going to save a vector that represents the window
mean of the previous descent vectors. If the new vector is similar to the momentum
vector, we accelerate its descent. Some works present another variation, Nesterov’s
accelerated gradient optimizer. To operate this variation, we first calculate the descent,
trusting the momentum vector, and once it has descended in its direction, we compute
the new gradient from that point, see Figure 9(b).

Figure 9: SGD optimizer with (a) acceleration, (b) acceleration with Nesterov
approach.
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2.5.2 Adaptative Gradient Algorithm (ADAGRAD)
Adaptive Gradient Algorithm (AdaGrad) is a modification of stochastic gra-

dient descent. The AdaGrad algorithm introduces a variation in the training process.
Instead of considering a uniform learning rate value for all weights, use a specific fac-
tor for each of them. In other words, it uses different learning rates for the variables,
taking into account the accumulated gradient in each iteration (M. J. Uddin & et al.,
2022).

2.5.3 ADAGRAD based on a moving window of gradient updates (ADADELTA)
Adadelta is a variation of AdaGrad in which a moving window of gradient

updates is used. Instead of calculating the scaling of the learning rate of each variable
taking into account the gradient accumulated from the beginning of the execution, it is
restricted to a window of fixed size of the last n gradients (M. J. Uddin & et al., 2022).

2.5.4 Root Mean Square Propagation (RMSprop)
Root Mean Square Propagation (RMSprop) is an algorithm similar to Adadelta,

namely, it maintains a different training factor for each variable. The core idea of RM-
Sprop is to keep the moving average of the squared gradients for each weight and then
divide the gradient by the square root of the mean square (Postalcıoğlu, 2020). That is
why we called it RMSprop (root mean square). Namely, instead of keeping an accu-
mulation of the gradients, we use the window concept to consider only the most recent
gradients. Consequently, RMSprop maintains that gradient squared estimate, but in-
stead of letting that estimate continuously accumulate during training, it maintains a
moving average of it.

2.5.5 Adaptive Moment Estimation (ADAM)
One of the optimization algorithms most commonly used today is Adaptive

Moment Estimation (ADAM). This algorithm combines the benefits of AdaGrad and
RMSProp. The learning rate structure is maintained per parameter, but in addition
to calculating RMSProp, each rate is also affected by the mean gradient momentum.
We summarize the ADAM operation as follows: First, we calculate the gradient at a
certain place in the loss function to produce a vector. The magnitude of the vector is
the maximum rate of change of the function at the point of analysis. The direction of
the vector points at the maximum point of the function. Then the algorithm iteratively
takes measurements in the opposite directions of the calculated gradients to find the
lower area of the loss function, namely to implement the gradient descent operation
(Kingma & Ba, 2015), see Eq. (24) and (25):

∆ =−γ∇ (24)
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θ+= ∆ (25)

Where:
γ : Step size.
∇ : Gradient operation.
θ : Weight of a neuron-to-neuron connection in the network to be optimized.
∆ : Rate of change for θ after each iteration of the algorithm.

Secondly, to improve the process of finding the minimum of the function, the algorithm
adds the concept of momentum. This implies that in each iteration of the algorithm,
the momentum adds the direction of the previous step. To avoid any problem related
to an endless processing loop, the authors add a “decay rate” to slow the progression
of the momentum calculation until it stops (Kingma & Ba, 2015), see Eqs. (26) and
(27).

gactual = g+βgprevious (26)

∆ =−βgactual (27)

Where:
gactual: Current sum of gradients.
gprevious: Previous sum of gradients.
β : Decay rate.

To compute the decaying averages of past and past squared gradients mt and vt, the
algorithm performs the following, see Eqs. (28) and (29):

mt = β1mt−1 +(1−β1)gt (28)

vt = β2vt−1 +(1−β2)g2
t (29)

Where:
mt : First moment of gradients (mean).
vt : Second moment of gradients (uncentered variance).
β1,β2: Decay rates.

The algorithm performs the biases by computing the bias-corrected first and second
moments, as shown in Eqs. (30) and (31):

m̂t =
mt

1−β t
1

(30)

v̂t =
vt

1−β t
2

(31)
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Where:
m̂t : First moment of gradients (biased).
v̂t : Second moment of gradients (biased).

Finally, the core of the ADAM approach, the update rule, is established in Eq. (32):

θt+1 = θt−
η√

v̂t + ε
m̂t (32)

Where:
8: Model weights.
η : Learning rate.
ε : Small scalar used to prevent division by 0 (typically 10−8 ).

2.5.6 Adaptive Moment Estimation with infinite normalization (ADAMAX)
ADAMAX is an extension of the ADAM optimizer based on infinity normaliza-

tion. Reviewing the gradient calculation process for ADAM and L22, some researchers
have detected that despite their differences, we can exploit their work together. In
ADAM’s update process, vt scales the gradient inversely proportional to how it is done
in L2(vt−1 and g2

t
)
, see (1.28). In (Kingma & Ba, 2015) the authors have adopted the

process applied in L2 in ADAM, generalizing the process in the following way, see Eq.
(33):

vt = β
p
2 vt−1 +

(
1−β

p
2
)
|gt|p (33)

The authors of this approach propose the convergence to the infinite normalization for
the above in order to obtain a more stable value in the following way, see Eq. (34):

vt = β
∞
2 vt−1 +(1−β

∞
2 ) |gt|∞ (34)

Finally, in order to reach the convergence of the optimization process, the algorithm
modifies the ADAM rule by adding the square of the biased second moment of gra-
dients,

√
V̂t + ε to the equation of the second moment of gradients, vt. Thus the new

ADAMAX rule is, see Eq. (35):

θt+1 = θt−
η

vt
m̂t (35)

2In the L1 (Lasso) regularization, the complexity C is measured as the mean of the absolute value of
the model coefficients, while in the L2 (Ridge) regularization, the complexity is measured as the mean
of the square of the model coefficients. A low dense solution is sought in L1 regularization. That is, it
is desired that some of the coefficients end up having a value of 0. On the other hand, L2 causes the
coefficients to end up smaller. The reduction of the coefficients minimizes the effect of the correlation
between the input attributes and makes the model generalize better (X. ZongBen & et al., 2010).
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2.5.7 Adaptive Moment Estimation with Decoupled Decay Regularization
The Optimizer with Decoupled Decay Regularization (ADAMW) optimizer

seeks to insert a regularization based on the decay of weights in the optimization pro-
cess of neural networks. The regularization consists of adding a penalty to the loss
function to produce simpler models. This process occurs when new data is available.
The authors of the methodology propose this approach, considering that regularization
techniques such as L2 and weight decay behave adequately for standard stochastic gra-
dient descent but not for adaptive gradients like ADAM (Loshchilov & Hutter, 2019).
The weight decay approach is used to prevent the weights θt from growing too much
during their update process, this is achieved by multiplying the parameter by a decay
rate ωt, as presented in Eq. (36) (Loshchilov & Hutter, 2019).

θt+1 = ωtθt (36)

We can commonly implement weight decay by regularizing or modifying the value
of the calculated gradient. However, this process is not valid for adaptive gradient
algorithms since the regularization tends to vary. We can verify the above by ana-
lyzing the update of weights when an optimizer runs on the Loss Function ft(θ) with
and without decay of weights. In the first case, the weight is updated considering
θt+1 ← (1− λ )θt−αMt∇ft (θt), while in the second case, the calculated weight is
updated with θt+1← θt−αMt∇ft (θt). Therefore, for the optimization process, there
is no coefficient λ such that when executed without weight decay, it is equivalent to
executing the optimizer in ft(θt) with the mentioned decay.
We can implement the decoupled weight decrease technique (Loshchilov & Hutter,
2019) to solve the problem described above and generalize the gradient update process
in ADAM, see Eq. (37):

θt← θt−1−ηt

(
αm̂t√
v̂t + ε

+λθt−1

)
(37)

Taking the above into account, we can modify the ADAM optimizer to consider the
decay of weights (ADAMW) as follows, see Eqs. (38) to (42):

mt = β1mt−1 +(1−β1)gt (38)

vt = β2vt−1 +(1−β2)g2
t (39)

m̂t =
mt

1−β t
1

(40)
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v̂t =
vt

1−β t
2

(41)

θt+1 = θt−
η√

v̂t + ε
m̂t−ηωtθt (42)

Where:
mt : Update (with adjustment) of the 1st moment estimate.
vt : Update (with adjustment) of the estimate of the 2 nd moment (without

processing).
m̂t : Estimate calculated from the 1st moment, with corrected adjustment.
v̂t : Estimate calculated from the 2 nd moment (without processing) with cor-

rected adjustment.
β1 : Decay rate of the 1 st moment.
β2 : Decay rate of the 2 nd moment.
g2

t : Dot product (elementwise square) gt⊙gt .

2.6 Tools

In the following, the tools and methodology that are used for the automatic ad-
justment of the measurements of environmental parameters are broken down in detail.
Analyses are performed on the instruments that are used to estimate the performance of
a particular model and evaluate its fit. The methodology for determining the strength
of a link between two variables is dissected here. At long last, the process that can be
used to mitigate the unpredictability of a neural network model has been uncovered.

2.6.1 Error Metrics
When using a neural network for predictive modeling, we implicitly predict

a true or false numerical value. This approach is different from classification, which
involves predicting a class label. Unlike classification, we cannot use the accuracy of
classification to evaluate the predictions made by the model. Instead, we should use
error metrics specifically designed to evaluate the predictions made by the model, for
instance, to quantify the difference between the model prediction and the actual value
acquired by a sensor. We can analyze the ability or performance of a predictive model
by considering the error in its predictions. However, keeping in mind that if we are
predicting a numerical value, we do not want to know if the model predicted the ex-
act value, as this can be incredibly difficult. Instead, we want to know how close the
predictions were to the expected values. Error analysis addresses exactly this and sum-
marizes on average how close the predictions were to their expected values. The most
commonly used error metrics are mean squared error (MSE), root mean squared error
(RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE).
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It is necessary to say that in this work no confusion matrices or precision and delay
graphs were included. This decision was made because, although it is true that con-
fusion matrices are considered a tool to determine if the predictions were correct, we
do not work with classification models. To verify the correct operation of the neu-
ral networks, we verify the correct performance of the model with learning function
curves. This parameter was not included in the work because experimentally obtaining
the curves and calculating the precision of the model slowed down the simulation.

Mean Squared Error (MSE) One of the most commonly used error metrics is
the Mean Squared Error (MSE). It represents the average of the squared errors, namely
the difference between the actual value and the estimated value. It is also an important
loss function for algorithms fitted or optimized using the least-squares framework of
a regression problem. Since this metric considers the squares of the estimated and
actual values, the MSE is the second moment of the error and therefore incorporates
the variance of the estimator as the basis for calculating the error. Consequently, the
higher this value, the worse the model; see Eq. (43) (Naser & Alavi, 2021).

MSE =
1
n

n

∑
i=1

(x̂i− xi)
2 (43)

Where:
x̂i : Estimated time series.
xi : Current time series observations.
n: Non-missing data point number.
Root Mean Squared Error (RMSE) Similar to the square root of a variance,

the Root Mean Squared Error (RMSE) can be interpreted as the standard deviation
of the unexplained variance, and it possesses the advantageous property of having the
same units as the response variable. Consequently, the RMSE represents the square
root of the mean square distance between the actual and estimated values. Conse-
quently, it permits determining how concentrated the data are around the line of best fit
and, consequently, whether or not the model used to estimate a particular parameter is
functioning correctly. See Eq. (44) for the relationship between RMSE and fit (Naser
& Alavi, 2021).

RMSE =

√
1
n

n

∑
i=1

(x̂i− xi)
2 (44)

Mean Absolute Error (MAE) Mean Absolute Error (MAE) is the average of
the absolute errors resulting from a comparison of two data series. The mean absolute
error is a linear score, meaning that all individual deviations contribute equally to the
average. MAE is therefore more resistant to outliers and penalizes errors less severely
than MSE. The mean absolute error employs the same scale as the measured data;
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therefore, this error metric is a scale-dependent precision metric, see Eq. (45) (Naser
& Alavi, 2021).

MAE =
∑

n
i=1 |xi− x̂i|

n
(45)

Mean Absolute Percentage Error (MAPE) The Mean Absolute Percentage Er-
ror (MAPE) error metric expresses precision as a percentage. MAPE can therefore be
simpler to comprehend than other error metrics for measuring accuracy. It is essential
to note that even though the model appears to adequately suit the data, occasionally
we can observe high MAPE values. This is the result of the calculation of percent-
ages that scale the resulting value relative to 100. In general, values close to zero can
significantly increase the MAPE; see Eq. (46) (Naser & Alavi, 2021).

MAPE =
100
n

n

∑
i=1

∣∣∣∣xi− x̂i

xi

∣∣∣∣ (46)

2.6.2 Correlation
Correlation is a type of association between numerical variables where we eval-

uate the trend (increasing or decreasing) in the data. Two variables are associated when
one variable gives information about the other. On the contrary, when there is no as-
sociation, the increase or decrease of one variable does not say anything about the
behavior of the other variable. Among the well-known types of correlation, we can
mention the following (P. Schober & et al., 2018):

• Pearson correlation: Evaluates the linear relationship between the raw data val-
ues of two continuous variables (in a range from –1 to +1) (Sedgwick, 2012).

• Spearman correlation: Works with rank-ordered variables.

• Kendall rank correlation: Works with rank-ordered variables and presents a low
error sensitivity and a smaller asymptotic variance (AV).

• Point-Biserial correlation: We use this correlation to measure the strength and
direction of the association between one continuous variable and one dichoto-
mous variable.

When we compare two time series, the Pearson correlation is the best option because
the value is independent of whatever unit we use to measure the variables. Addition-
ally, if the sample is large, the accuracy of the estimate is likely to be higher.

rxy =
n∑xiyi−∑xi−∑yi√

n∑x2
i − (∑xi)

2
√

n∑y2
i − (∑yi)

2
(47)

Where:
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rxy : Pearson r correlation coefficient x and y.
n: Number of observations.
xi : Value of x (for ith observation).
yi : Value of y (for ith observation).

2.6.3 Dynamic Time Warping
Dynamic Time Warping (DTW) is an algorithm to measure the similarity be-

tween two temporal sequences that can vary in speed or length. The technique is useful
when one is willing to find a low distance score between signals (P. Tormene & et al.,
2008), see Figure 10. This technique is widely applied to deal with temporal variation

Figure 10: (a) Euclidean Matching, (b) Dynamic Time Warping Matching.

(speech recognition). Because the voice signal has considerable randomness. Even
if the same person sends the same sound at different times, it is impossible to have a
full length. In addition, the speed of pronunciation of the same word is also different.
Since DTW-spaces present mathematically less structure than metric spaces (Giorgino,
2009), we cannot consider DTW-distance as a metric. At the core of the technique lies
the warping curve /0(k),k = 1 . . .T .

∅(k) =
(

/0x(k), /0y(k)
)

(48)

Given ∅ we can calculate the average cumulative distortion between the X and Y
Warped time series as follows:

d∅(X,Y) =
T

∑
k=1

d
(

/0x(k), /0y(k)
)

m∅(k)
M∅

(49)

Where:
m∅(k) : Per-step weighting coefficient.
M∅ : Normalization constant of m∅(k).

Finally, the core of the DTW process is to find the optimal alignment as follows:

D(X ,Y ) = mind∅(X ,Y ) (50)
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2.6.4 Methodology
For the present study, we will work with time series and neural networks.

We will collect the numerical data through sensors to rank, measure, or categorize
it through statistical analysis. We will use all of this information to predict patterns
and relationships by reducing uncertainty through Bayesian estimators. Regarding the
calibration of the stations, it is necessary to comment that a laboratory-certified sta-
tion was built after the initial acquisition of information from the network of AWS in
the period from March to May 2020. This decision was made due to the high cost
of calibrating the stations, which was around USD 400 per station. To guarantee the
correct acquisition of information in the period mentioned above, the calibration of the
stations was carried out with a portable, certified device both during the assembly of
the stations, as well as during the periodic maintenance of the stations. Considering
that the traceability carried out was not used for the publications, we did not include
the calibration reports for the paper publications, but these reports are added in the
Appendix II section.
Since we seek to implement a predictive method, it is necessary to generate a process
that involves the use of neural networks, statistics and mathematics in order to quantify
the research problem. To carry out the above, it is necessary to structure the collection
and analysis of information, considering that the acquisition of information will be of
a meteorological nature. Therefore, it is necessary to consider the uncertainty present
in the information acquired from the automatic station network. Uncertainty always
appears to be associated with the measurement of magnitudes. Consequently, we can
say that uncertainty is a quantitative measure of the quality of the measurement re-
sult. Additionally, it allows us to compare the measurement results with other results,
references, specifications, or standards. To determine the uncertainty of the model
generated in the investigation, we will use Bayesian inference. Bayesian inference is a
type of statistical inference in which we use evidence or observations to update or infer
the probability that a hypothesis might be true. The name Bayesian comes from the
frequent use of Bayes’ theorem during the inference process. Finally, considering that
neural networks are parametric algorithms, it is essential to work with the appropriate
optimizer. An optimizer seeks to optimize parameter values to reduce the error made
by the network. Bearing in mind the above, the quantitative research methodology has
been chosen to offer generalizable conclusions about the prediction process of mete-
orological variables. This research is useful to find how much, how often, or to what
extent the variation of, for example, the temperature affects the weather of the Andean
city of Quito.
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3 Challenges of the Weather of Quito

This chapter provides a general overview of the climate that can be expected in
the city of Quito. The methodology that was supposed to be used to carry out the distri-
bution of stations in order to get environmental information is presented here. In addi-
tion to this, we describe the technique that was utilized in the implementation of the sta-
tions as well as the handling of the information that was gathered. Finally, we present
the exploratory research that was conducted in order to develop the weather forecast
models and the conclusions that were drawn from that research. This section corre-
sponds to the published article Deep Learning to Implement a Statistical Weather Fore-
cast for the Andean City of Quito, DOI: 10.1109/ANDESCON50619.2020.9272106,
published in the IEEE ANDESCON 2020 International Conference held in Ecuador
(see Appendix) and incorporates some additional details.

3.1 Quito Weather

Quito, located on two slopes of the Pichincha volcano, blends into the Andean
landscape, at an altitude of 2800 m.a.s.l. Its approximate dimensions are 50 km long in
a south-north direction and 4 km wide from east to west (Unesco, 2020). It is located at
the foot of the active volcano Guagua Pichincha and is populated with approximately
2.7 million inhabitants, thus becoming the most populous city in Ecuador (Comercio,
2020). The city is divided in its central part by the hill of El Panecillo (3035 m.a.s.l.)
and to the east by the hills of Puengasí, Guanguiltagua and Itchimbía (Unesco, 2020).
This geography makes it almost impossible to properly forecast the weather in the city
due to the creation of microclimates. This is almost the same scenario for the rest
of the cities located in the Andean region of South America. Currently, government
institutions, such as the National Institute of Meteorology and Hydrology of Ecuador
(INAMHI), acquire environmental data in the Andean city of Quito using CWS and
AWS. Since its creation in 1961, INAMHI has been responsible for the establishment,
operation and maintenance of the hydrometeorological station network of the country
(Universitario, 2020). With the purpose of carrying out a proper measurement of cli-
mate parameters, INAMHI has installed three conventional stations (WMO, 2008) in
Quito: Iñaquito, Izobamba and La Tola. These stations are expensive; kilometers apart
from each other and in consequence do not allow the acquisition of proper data for
further applications (i.e., forecast).
The deployment of these stations is done in large areas, which implies that the weather
behavior in the zone is not represented accurately (S. Serrano & et al., 2017). Mathe-
matical models running in regional offices of the World Meteorological Organization
(WMO) (J. Cullman & et al., 2019) process the meteorological data acquired. How-
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ever, it is crucial for these models to work with environmental data in real time to
implement a proper weather forecast. New approaches such as low-cost small single-
board computers configured as AWS are becoming more popular because of specific
advantages such as portability, real-time data acquisition/ transmission and internet
connectivity (Muck & Homam, 2018). Additionally, new weather forecast techniques
currently use machine learning for time series (E. Abrahamsen & et al., 2018; Zaytar &
Amrani, 2016) and satellite imagery (J. Frnda & et al., 2019; Scher & Messori, 2019).
Thus, the fast development of neural networks and deep learning paradigms combined
with the new low-cost hardware enhancements allows the creation of powerful process-
ing platforms. We can use this strategy to obtain an accurate and inexpensive weather
forecast that was unthinkable 12 years ago (G. Zhang & et al., 1998).

3.2 Distribution of the Stations

As mentioned at the beginning of this work, the country’s proximity to the
Intertropical Convergence Zone and the rugged geography of the Andean region make
weather forecasts in Ecuador difficult to obtain. The foregoing is fully exemplified in
the case of the Andean city of Quito (2,800 m.a.s.l.), since the Andes Mountain Range
crosses exactly latitude 0° (R. Llugsi & et al., 2020a), see Figure 11.

Figure 11: Geographic position of the AWS on a topographic map. Note: Node 2 was
omitted because it was utilized for operational verification only.

INAMHI has installed three meteorological stations to measure environmental
parameters in the city of Quito. Additionally, the Quito Astronomical Observatory
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(OAQ) and the Directorate of Civil Aeronautics (DAC) have also installed stations to
carry out this task (Villacis & Marrero, 2017). The three stations that INAMHI has in-
stalled in Quito are Iñaquito, Izobamba and La Tola, located at the north-central part of
the city, the southern part of the city, and the Tumbaco Valley at the south-eastern part
of Quito respectively. OAQ and DAC operate two more AWS installed in the central
part of the city and at the city airport. For this work, we did not consider the infor-
mation from these stations because there is currently no inter-institutional framework
agreement that allows this interaction. However, the information from these stations
has served, apart from a secondary standard sensor, to verify the acquired values of
temperature and humidity. It is reasonable to think that there is a high probability that
the number of stations installed by government institutions in Quito is not enough to
analyze the weather in the city. Thus, for this research, we have implemented and in-
stalled a network of five low-cost automatic stations along the Andean city of Quito,
considering the areas where there is a high probability of finding maximum weather
effects (R. Llugsi & et al., 2020a). AWS 1 is located in the southern part of the city.
In this location, there is a strong exchange of moisture by the vegetation, so a high
tendency to rain is expected. The AWS 3 and AWS 5 stations are located on the north-
east and southeast sides of Quito, exactly on the slopes of the Pichincha volcano. It is
expected that the convective process formed by the difference in temperature between
the city and the Pichincha volcano (4784 m.a.s.l.) will allow us to analyze to what
extent the climatology of the city is affected by this geographical elevation. AWS 6 is
located on the east side of the Pichincha volcano in the central part of the city, near
the elevation called El Panecillo (3000 m.a.s.l.). Station AWS 4 is located in the far-
thest part of the city, to the north of Quito. We have selected this location because it is
predominantly dry and allows us to analyze in a basic way the similarities between the
meteorology of this area and that of other sectors of the city. The AWS 4 station is lo-
cated 400m lower in altitude than the average of the other stations installed throughout
the city. This precisely confirms the unevenness of the geography of the city of Quito.
Finally, we have excluded AWS 2 from the analysis, because we installed the station
near AWS 6 for reasons of operational verification, so it does not provide relevant in-
formation for the research. The location and installation of the stations were carried
out taking into account the official recommendations generated by the United Nations
specialized agency for meteorology, the World Meteorological Organization (WMO,
2008; Oke, 2006). We selected the location with the aim of demonstrating the strong
climatic variation experienced in the city (see Table 1).
We implemented the AWS with Raspberry Pi modules, which can be considered low-

cost small single-board computers. AWS collects temperature, humidity, and pressure
information every 20 seconds. The program loaded on the Raspberry Pi averages the
information every minute as recommended by the WMO in (WMO, 2008). The pro-

42



Challenges of the Weather of Quito

Table 1: Geographical position of the AWS network.

AWS Latitude Longitude Altitude (m)

1 0◦19′34.40′′S 78◦32′59.88′′W 3014.5

3 0◦8′25.32′′S 78◦30′20.32′′W 2917.6

4 0◦0′14.42” N 78◦26′35.60′′W 2408.4

5 0◦15′34.89′′S 78°33’18.17"W 2909.9

6 0◦12′50.66′′S 78◦31′18.38′′W 2976.1

AWS Iñaquito 0◦10′42.06′′S 78◦29′15.66′′W 2792.0

AWS La Tola 0◦13′54.38′′S 78◦22′13.50′′W 2495.0

AWS Izobamba 0◦21′57.09′′S 78◦33′18.69′′W 3064.0

AWS OAQ 0◦12′52.92′′S 78◦30′9.39′′W 2822.0

AWS DAC 0◦8′43.58′′S 78◦21′12.65′′W 2414.0

gram saves the information in the internal memory of the Raspberry Pi. To work with
the data acquired by the stations, the program transmits the information stored in inter-
nal memory to an FTP server located in the cloud using the Raspberry Pi’s WIFI (Wire-
less Fidelity) card. In order to corroborate the quality of the information acquired,
we have calibrated the stations using the secondary calibration standard methodology
(that is, we reference the measurements to a sensor calibrated in a laboratory) with the
PEAKMETER MS6508 Digital Temperature and Humidity Meter. Then, we analyze
and correct the data in a stage prior to entering the neural network. The tasks carried
out in this stage were polynomial interpolation and correction of abnormal measure-
ments to ensure the length of the time series and the validity of the data acquired. It
is necessary to highlight that the stations do not have an internal battery because we
considered that we were going to connect them to safe power outlets and because of
the increase in the cost of implementing the stations. Taking the above into account,
we applied the interpolation to obtain data for, in some cases, hours due to failure of
operation due to power outages or failure in the execution of the information acqui-
sition program. In addition, the interpolation task was carried out in order to correct
abnormal meteorological values (peaks) produced at the time of storage.
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3.3 Forecast Methodology

To develop the short-term weather forecast model with neural networks, we
used the data collected by the AWS network we installed in Quito. The information
used was the one collected by the AWS in the period between March 18, 2020 and
May 18, 2020 (temperature and humidity). Bearing in mind that the temperature cor-
responds to a stationary time series, the tasks performed at this stage were: polynomial
interpolation, carried out to predict the lack of sampled points in the time series; and
detection and suppression of spikes. When analyzing the information on temperature
and humidity, we can say that it tends to be stationary since it shows "relatively" con-
stant variations. By this, we mean, for instance, the variation in temperature during the
day and at night. We present the seasonality analysis in detail in Chapter 5.
We do not apply any type of transformation to the data series, such as Fourier, to ex-
tract frequency components, since we do not seek to truncate the series and determine
a cyclic behavior in the data collected. In the same way, we did not utilize normaliza-
tion since in the initial tests carried out, there was no major difference in the learning
time of the network with or without normalization.
We apply the following conditions to carry out the simulations with the networks: 1)
The walk-forward technique for validation 2) A down sampling stage to resample the
data in 1-hour steps (instead of 1-minute steps). Sigmoid, Tangent Hyperbolic (Tanh)
and Rectified Linear Unit (ReLu) activation functions were tested and from these tests,
it was found that the ReLu function presents the best behavior of the neural network
(low error values and successful prediction). We can verify the proper performance of
this activation function in several works related to forecasting models (E. Abrahamsen
& et al., 2018; Huang & Kuo, 2018).
Next, it looks for the best way to make use of the data that AWS has collected to pro-
duce the most accurate temperature forecast. To meet this objective, we developed four
test scenarios. The first scenario (Case 1) evaluates the temperature prediction for an
AWS under analysis considering the past temperature values of the same station. In the
second scenario (Case 2), we implement the temperature prediction using the histori-
cal temperature values of all the stations in the network. The third scenario (Case 3)
seeks to implement the temperature forecast for the AWS under analysis, considering
the temperature and humidity values of the same station. Finally, in the fourth scenario
(Case 4), we sought to implement the temperature prediction for the AWS based on
the temperature and humidity values of all the stations in the network.

3.4 Experimentation

With the purpose of implementing models that are efficient and that do not ex-
cessively consume computational resources, we use a CPU device with eight cores,
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2.10 GHz core clock, and 16 GB of memory size. We use the Python programming
language in conjunction with the Keras library to create a simulation of the neural net-
works that we design. During the simulation of the models, the simulation jobs utilized
70% of the capabilities of the central processing unit (CPU) and 45% of the RAM avail-
able. We configured the following parameters for the ADAM optimization algorithm:
Learning rate = 0.001, beta_1 = 0.9, beta_2 = 0.999, epsilon = 1e-08. Additionally,
we use a data distribution of 70%, 15%, and 15% for the training, validation and test
data, respectively. We have investigated and assessed a variety of frameworks for the
purpose of putting together time series-based weather forecasts. These structures were
divided into three distinct sections:

• Stacked LSTM/GRU: Composed of two layers stacked LSTM (NN1), two layers
stacked GRU (NN2), three layers stacked LSTM (NN3) and three layers stacked
GRU (NN4).

• Encoder-Decoder LSTM/GRU: To detail the structures Encoder-Decoder LSTM
(NN5) and Encoder-Decoder GRU (NN6).

• Encoder-Decoder Convolutional LSTM/GRU: To detail the structures Encoder-
Decoder Convolutional LSTM (NN7) and Encoder-Decoder Convolutional GRU
(NN8).

Once, we have specified the simulation parameter, then, the appropriate number of
hidden units for every Network is determined. In order to do so, we have conducted
several trials considering the four scenarios described above and different models. In
Tables 2 and 3, we present the description of the Neural Networks evaluated for the
temperature forecast.

Table 2: Number of hidden units per layer (L1, L2 and L3) (I).

NN 1 / NN2

L1: 25− L2: 50, L1: 50-L2: 100, L1: 75-L2: 150, L1: 100-L2: 200,

L1: 25− L2: 25, L1: 50−L2 : 50, L1: 75−L2 : 75,L1 : 100−L2 : 100,

L1: 200−L2 : 200, L1: 300−L2 : 300,L1 : 400−L2 : 400,L1 : 500−L2 :

500, L1: 200−L2 : 100,L1 : 200−L2 : 100,L1 : 150−L2 : 75,L1 : 100

− L2: 50, L1: 50−L2 : 25.

We have computed the RMSE, MSE, MAE and MAPE to establish the ef-
ficiency of the models through the lowest error (I. Kamal & et al., 2020). It must be
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Table 3: Number of hidden units per layer (L1, L2 and L3) (II).

NN 3 / NN4
L1 & L2: # units of NN1 / NN2 that obtain the lowest MAPE value.

L3: 25,50,75,100,200,300,400,500.

NN 5 / NN6

L1: 25− L2: 50, L1: 50-L2: 100, L1: 75-L2: 150, L1: 100-L2: 200,

L1: 25− L2: 25, L1: 50−L2 : 50, L1: 75−L2 : 75,L1 : 100−L2 : 100,

L1: 200−L2 : 200, L1: 300−L2 : 300,L1 : 400−L2 : 400,L1 : 500−L2 :

500, L1: 200−L2 : 100,L1 : 200−L2 : 100,L1 : 150−L2 : 75,L1 : 100

− L2: 50, L1: 50−L2 : 25.

NN 7 / NN8 Filters: 64, Layer: 25,50,75,100,200,300,400,500.

clarified that since the walk-forward validation was applied, the error metrics were cal-
culated between the predicted and untrained test data for every step forward (namely,
hourly) in order to find which hours were easier to forecast than others. In general,
stacked LSTM/GRU with three layers were the neural networks that spent the most
time processing. This is justified by the usually high number of units utilized in each
layer of these models. We present the particularities of the trials for all the AWS of the
network with lower error results in Table 4.

3.4.1 Discussion
We obtain the best prediction accuracy with the encoder-decoder and encoder-

decoder convolutional GRU and stacked LSTM (with two layers). We can explain this
outcome for the encoder-decoder structures thanks to their better capabilities to catch
the features in the time series with a more complex structure. While for the stacked
LSTM, the LSTM’s memory capabilities play an important role in the prediction. Cu-
riously, the AWS 4 presents a higher usage of hidden units (300 units) when it works
with a convolutional stage. This is due to the location of AWS 4, which is closer to
latitude 0° and probably the convective behavior of the zone, which affects the weather
severally.
The AWS 3 was the station that shows the best prediction accuracy in the network with
the lowest error values of RMSE (0.86 °C), MSE (0.74 °C), MAE (0.75 °C) and MAPE
(5.17%). This is indeed contradictory because it is located at the base of the volcano
Pichincha. However, this shows intrinsically that there are areas near the volcano that,
despite the convective processes due to the height difference, have a stable climate.
Since the error appears to be approximately between 0.01°C and 4°C, the outcomes
presented in this work resemble the hourly error values obtained in (E. Abrahamsen
& et al., 2018; Zaytar & Amrani, 2016). Namely, we obtain similar results with the
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Table 4: Networks with best prediction accuracy (per error metric).

AWS TYPE ERROR ( ◦C ) CASE (NN) UNITS PER LAYER (UL)

1 RMSE 1.37 2 (5) UL1: 75, UL2: 150

1 MSE 1.88 2 (5) UL1: 75, UL2: 150

1 MAE 1.06 2(5) UL1: 75, UL2: 150

1 MAPE 6.11
2(7),

3(1)

Filters: 64, UL: 75,

UL1: 50, UL2: 100

3 RMSE 0.86 2(6) UL1: 25, UL2: 50

3 MSE 0.74 2(6) UL1: 25, UL2: 50

3 MAE 0.75 3(6) UL1: 150, UL2: 150

3 MAPE 5.17 1 (1) UL1: 500, UL2: 500

4 RMSE 1.45 2(6,8)
Filters: 64, UL: 300,

UL1: 50, UL2: 100

4 MSE 2.10 2(6,8)
Filters: 64, UL: 300,

UL1: 50, UL2: 100

4 MAE 1.20 2(8) Filters: 64, UL: 300

4 MAPE 5.41 2(8) Filters: 64, UL: 300

5 RMSE 1.05 2 (1) UL1: 150, UL2: 150

5 MSE 1.11 2 (1) UL1: 150, UL2: 150

5 MAE 0.92

1(2),

2(1),

2(6)

UL1: 100, UL2: 200,

UL1: 150, UL2: 150,

UL1: 25, UL2: 50

6 RMSE 2.24 1 (8) Filters: 64, UL: 50

6 MSE 5.03 1 (8) Filters: 64, UL: 50

6 MAE 1.62 1 (3) UL1: 50, UL2: 100, UL3: 50

6 MAPE 8.90 1 (3) UL1: 50, UL2: 100, UL3: 50
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application of other techniques for weather forecasting.
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4 The Bayesian approach and the Adaptive Moment
Estimation to reduce uncertainty

In this chapter, we discuss Bayesian inference as a basis for understanding
the process of calculating, adjusting uncertainty through estimators and implementing
an optimizer for the learning task of the neural network. We show how to utilize the
dropout technique to implement the calculation of the Bayesian uncertainty in any type
of neural network. To verify the effectiveness of the uncertainty approach, we propose
some test scenarios, conduct the respective experimentation, analyze the results and
generate the respective conclusions. Next, we carry out an explanation of non-convex
optimization as an introductory mechanism to introduce the weight decay approach to
perform the optimization process. We present the weight decay methodology assumed
to carry out the investigation and the respective mathematical demonstration of the con-
vergence of the optimizer. Finally, we present the experimentation carried out to verify
the operation of the optimizer, the discussion of results and the conclusions. This
section corresponds to three published articles: 1) A novel ADAM approach related
to decoupled weight decay (ADAML), DOI: 10.1109/LA-CCI48322.2021.9769816,
published in the IEEE LACCI 2021 International Conference held in Chile and incor-
porates some additional details. 2) Uncertainty Reduction in the Neural Network’s
Weather Forecast for the Andean City of Quito through the Adjustment of the Pos-
terior Predictive Distribution Based on Estimators, DOI: 10.1007/978-3-030-62833-
8_39, published in the TICEC 2020 International Conference held in Ecuador. 3) A
novel encoder-decoder structure for time series analysis based on Bayesian uncertainty
reduction, DOI: 10.1109/LA-CCI48322.2021.9769850, published in the IEEE LACCI
2021 International Conference held in Chile and incorporates some additional details.

4.1 Definition of Uncertainty

Uncertainty is a concept that expresses the degree of ignorance about a future
condition and may imply an imperfect predictability of the facts. That is an event for
which the probability of its occurrence is unknown. From a statistical point of view,
this means that it is impossible to determine with complete certainty the causes that
lead to a specific effect. Therefore, we can only study it through randomness and
probabilities. Uncertainty has negative implications for different types of activities,
for example, the correct prediction of investment processes or an adequate weather
forecast. We can treat the uncertainty also from the discipline that is responsible for
considering decision-making. Indeed, this type of circumstance is extremely relevant
when following one path or another in a given project. In our research, stochasticity
has been the key to determining the uncertainty of the models (Neal, 1996; Gal &
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Ghahramani, 2016). This approach allows us to improve the learning of the neurons in
the network since the injection of stochastic noise into the model constitutes itself as a
regularization technique, in this case of the stochastic type. Dropout is currently one of
the most popular stochastic techniques in neural networks since it avoids overfitting in
parameterization by eliminating neurons within the network learning process. We can
check the effectiveness of the dropout approach by reviewing the behavior of a feed-
forward neural network (with a single hidden layer). In (Gal & Ghahramani, 2016) the
authors suggest that we can utilize the dropout as a basis to adopt a Bayesian behavior
and therefore, its uncertainty can be determined. We can verify this approach exper-
imentally by comparing the optimization for the cost function of a Bayesian neural
network and the optimization of a network using dropout regularization.

4.2 Bayesian Inference

We can model uncertainty through probability. Bayes’ theorem (Willink &
White, 2012) describes a relationship between conditional probabilities that is very
useful to obtain a probabilistic approach for the determination of uncertainty.
In Bayesian regression, given the training inputs x1, . . . ,xN that produces the outputs
y1, . . . ,yN , the aim is to infer parameters ω =

(
Wxi,Wx f ,Wxc,Wxo,Whi,Wh f ,Whc,Who

)
(in the case of LSTM) of a function y= f ω(x) that are likely to generate the outputs. As
a result, if a dataset X and a function Y are given, the function’s posterior distribution
can be described as follows in Eq. (51) (Gal & Ghahramani, 2016):

p(ω | X,Y) =
p(Y | X,ω)p(ω)

p(Y | X)
(51)

Where:
p(ω) : Prior distribution of the degree of belief of the parameter ω before

dataset acquisition.
p(Y | X,ω) : Likelihood function, which indicates the probability of obtain-

ing certain results in the data set with the value ω .
p(ω | X,Y) : Posterior distribution representing the state of knowledge of ω ,

after new information has been acquired.
We can rewrite the Eq. (52) assuming that the probability distributions follow

a continuous function as (Gal & Ghahramani, 2016; Willink & White, 2012):

p(ω | X,Y) =
p(Y | X,ω)∫

p(Y | X,ω)p(ω)dω
p(ω) (52)

By evaluating the integral in Eq. (53), first, we can say that the likelihood is marginal-
izing over ω (marginal likelihood). Consequently, we can consider the denominator as
a normalizing factor (model evidence). Therefore, we can rewrite the above equation
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as follows (Gal & Ghahramani, 2016):

p(ω | X,Y)≜ p(Y | X,ω)p(ω) (53)

Finally, we can obtain a prediction of the outputs through the integration of the above
relation every time we enter new data in the model, as follows (Gal & Ghahramani,
2016):

p(y∗ | x∗,X,Y) =
∫

p(y∗ | x∗,ω) p(ω | X,Y)dω (54)

Where:
x∗ : New input point.
y∗ : New output point.

The process that we described above is mathematically known as Bayesian inference.
Now, although it is true, we can appreciate that Bayesian probability allows us to model
the uncertainty of a model; this process is associated with a high computational cost.
This occurs because, up to this point, we can evaluate p(ω | X,Y) analytically. To
solve this problem, it is necessary to carry out the calculation of the integral using ap-
proximations.
Bearing in mind that the posterior probability of the Bayesian process over random
variables ω is rather complex to compute, (Gal & Ghahramani, 2016) propose to use
the Variational Inference (VI) with an approximate distribution qθ (ω) to approximate
it. We can plot this distribution over θ in order to evaluate the posterior probability
of the Bayesian process. In this approach, the set of unknown numbers is labeled as
θ ∈Rn, namely θ is a list of n unknown numbers, while the known numbers are listed
as x ∈ Rm. To carry out the above, first, (Gal & Ghahramani, 2016) use the Kullback-
Leibler (KL) divergence (M. Jordan & et al., 1999) to measure the similarity between
two distributions and thus best fits the result of the variational distribution to the result
of the original model.

KL(qθ (ω)∥p(ω | X ,Y )) =
∫

qθ (ω) log
qθ (ω)

p(ω | X ,Y )
dω (55)

Then, by minimizing the KL divergence, we can approximate the predictive distribu-
tion as described in (Gal & Ghahramani, 2016) as follows:

p(y∗ | x∗,X,Y)≈
∫

p(y∗ | x∗,ω)q∗θ (ω)dω (56)

Where:
q∗(ω) : Minimum of the optimization objective (often a local minimum).

Finally, the minimization of the KL function is equivalent to the maximization of the
evidence lower bound, which refers to the variational parameters defining qθ (ω) in the
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following manner:∫
qθ (ω) log p(Y | X ,ω)dω−KL(qθ (ω)∥p(ω))≤ log p(Y | X) (57)

In the previous relationship, we can see two terms: in the first one, the expected log-
likelihood appears, and in the second, the prior KL divergence. When the expected
log likelihood is maximized, then we force qθ (ω) to describe the data well, while
minimising the prior KL and we obtain qθ (ω) as close as possible to the prior. We
can join the above terms to establish the cost function for the inference. We know this
procedure as Variational Inference (VI) (Gal & Ghahramani, 2016). The Variational
Inference is a machine learning method that approximates probability densities through
the optimization process and, due to its versatility, is widely applied today.

L̂VI(θ) =−
N
M ∑

i∈S

∫
qθ (ω) log p(yi | fω (xi))dω +KL(qθ (ω)∥p(ω)) (58)

Where:
S: Randomly sampled set of M indices from {1, . . . ,N}.

Now, to compute the integral (namely, to estimate the expected log-likelihood), we
apply the Monte Carlo (MC) estimator as follows (Gal & Ghahramani, 2016; J. Yao &
et al., 2019):

L̂MC(θ) =−
N
M ∑

i∈S
log p(yi | fω (xi))dω +KL(qθ (ω)∥p(ω)) (59)

Finally, to find the smallest value relation of the divergence between qθ (ω) and P(ω |
X ,Y ), we optimize L̂MC(θ) as follow (Gal & Ghahramani, 2016):

∆̂θ ←−N
M ∑

i∈S

∂

∂θ
log p(yi | fω (xi))+

∂

∂θ
KL(qθ (ω)∥p(ω)) (60)

4.2.1 Uncertainty in Neural Networks and Dropout Technique
As mentioned in (Neal, 1996), the analysis of the stochasticity in a Bayesian

multilayer perceptron allows to determine its uncertainty. It is necessary to remember
that the stochastic theory allows the analysis of the uncertainty associated with cer-
tain parameters of a deterministic problem as long as certain information about these
random variables is available. In this case, the injection of stochastic noise into the
model through regularization techniques modifies the behavior of the network in such
a way that we can utilize Bayesian modeling to determine its uncertainty. We can con-
sider this an advantage today, as stochastic regularization techniques are widely used
to improve the learning of neurons in a neural network. One of the best-known regu-
larization techniques today is the dropout. As mentioned above, we utilize the dropout
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in neural networks to randomly turn off neurons in a model to avoid overfitting in the
learning process. To analyze the behavior of a network with dropout, we can consider
that the stochastic noise of the drop can be transformed from the feature space to the
parameter space as follows (Gal & Ghahramani, 2016):

ŷ = σ (x(diag(ε̂1)M1)+b)(diag(ε̂2)M2) (61)

Where:
ε̂1, ε̂2 : Binary vectors to represent the dropout process (layer 1 and 2 (Gal &

Ghahramani, 2016)).
M1,M2 : Weight matrix for the outputs of the layers 1 and 2.
b: Bias vector.
σ(.) : Sigmoid f unction.

Considering that: Ŵ1 := diag(ε̂1)M1 and Ŵ2 := diag(ε̂2)M2 we can rewrite the above
equation in the following way (Gal & Ghahramani, 2016):

ŷ = σ

(
xŴ1 +b

)
Ŵ2 =: fŴ1,Ŵ2, b(x) (62)

Bearing in mind the above, we can describe the cost function for dropout as follows
(Gal & Ghahramani, 2016):

L̂drop (M1,M2, b) :=− 1
M ∑

i∈S
EŴl

1,Ŵ
l
2,b (xi,yi)+λ1||M1||2+λ2||M2||2+λ3||b||2 (63)

With:

EW1, W2, b(x,y) =
1

2N

N

∑
i=1
∥yi− ŷi∥2

Where:
λi : Weight decay rates in the weight matrices and the bias vector in a Feed-

forward Neural Network (with a single hidden layer).
EW1, W2, b(x,y) : Euclidean loss applied in a network for regression.
Additionally, we have to notice that:

EŴ1,Ŵ2, b(x,y) =
1
2
||y− fŴ1,Ŵ2, b(x)

∣∣∣2 (64)

Finally, to find the minimum error related to the Cost Function we optimize this rela-
tionship in the following way (Gal & Ghahramani, 2016):

∆̂θ ←− 1
Mτ

∑
i∈S

∂

∂θ
log p(yi | fω(x))+

∂

∂θ

(
λ1||M1||2 +λ2||M2||2 +λ3||b||2

)
(65)
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Where:
τ : Precision of the model.

4.2.2 Estimators for Uncertainty
By inspecting Eqs. (60) and (65) we can say that they both present a fairly

similar optimization procedure. The foregoing constitutes the basis of the comparison
proposed in (Gal & Ghahramani, 2016) through which he concludes that a neural net-
work trained with dropout behaves like a Bayesian network. Based on the above, the
author proposes to use dropout regularization in a neural network during the analysis
of the test set to obtain approximate samples of the posterior predictive distribution.
However, it is first necessary to fit these samples by calculating unbiased estimators
for the mean and variance var(y) of the posterior predictive distribution as described
below (D. Dotlic & et al., 2019):

Ê(y) =
1
T

T

∑
t=1

f ω̂t(x) (66)

Ê
(
yT y
)
= τ

−1I+
1
T

T

∑
t=1

ft(x)Tfω̂t (x)− Ê(y)TÊ(y) (67)

Where:
f ω̂t (x) : Output of the Bayesian Neural Network.
t = 1, . . . ,T : Samples from the posterior predictive distribution.

By inspecting the above equations, we can say that the mean of the posterior predictive
samples can be assumed to be the unbiased estimator of the mean of the approximate
distribution qθ (ω). While the sample variance plus the term τ−1I can also be consid-
ered an unbiased estimator, in this case, the variance of qθ (ω). Considering the above,
adjusting the precision of the model τ will allow determining the most appropriate
weight decay rate λ to reduce the uncertainty of the model (D. Dotlic & et al., 2019):

λi =
(1−Pi) l2

i
2Nτ

(68)

Where:
l2i : Prior length-scale.
Pi : Dropout probability of the elements in vector ε̂1,0≤ Pi ≤ 1 for i = 1,2..

4.2.3 Experimentation
We present the test scenarios and experimentation published in (R. Llugsi &

et al., 2020b), where we take into account the data acquired from the AWS network
installed in the city of Quito. Two cases are analyzed. The first (Case 1) seeks to
evaluate the temperature prediction for the AWS under analysis based on historical
temperature values at the same station. In the second scenario (Case 2), we seek to
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obtain the temperature prediction based on the historical records of all the stations in
the network. We utilize a CPU device with eight cores, 2.10 GHz core clock, and 16
GB of memory to compile the models. We observed a consumption of 45% of the
CPU’s memory during the simulation tasks. The ADAM optimization algorithm was
working with the following parameters: Learning rate = 0.001, beta_1 = 0.9, beta_2
= 0.999, epsilon = 1e-08. For the training, validation and test data splitting, we uti-
lized a distribution of 70%, 15%, 15% respectively (S. El Yacoubi & et al., 2018). The
number of epochs used to fit the models is 70. Considering that, we propose the epoch
partition to manage the entries of the model, so we adopted a batch size of 16. We
implement the Rectified Linear Unit (ReLu) function activation in the models. Finally,
we have adopted a down sampling stage to resample the data to 1-hour steps instead of
1-minute steps to implement the Walk Forward validation approach. As we mentioned
earlier, the Bayesian neural network relies heavily on inference determination. With
this in mind, selecting an appropriate dropout percentage will be crucial in determin-
ing the appropriate drop weight for the network to decrease forecast uncertainty. To
apply the concept above, we utilize the equation (4.16) to enter the λ values in the
dense layer after every dropout operation. For the experiments, we utilized a length
scale of 0.01 and percentages of 0.18, 0.2, 0.25 and 0.15, 0.21 for the dropout regu-
larization technique and the precision of the model, respectively. In order to induce
priors on the weights (following a Gaussian distribution), we utilize the L2 regular-
ization as established in (Rasp & Lerch, 2018) and the MSE (mean squared error) as
the loss function. By experimentation, we determined a limit of 1500 iterations in the
Monte Carlo method to estimate the output of the neural network. Finally, we ana-
lyzed the temperature forecast for AWS 1 for the different trials and the outcomes of
the experiments, considering the two possible scenarios, Case 1 and Case 2.

4.2.4 Results from the experiments
We implemented a number of units per layer of L1: 200 and L2: 100 for

the LSTM neural network. We select this number of units per layer aiming to re-
duce as much as possible the processing complexity. We initially utilized a value
of λ = 8× 10−5 to improve learning, as proposed in (Krogh & Herts, 1991) for a
feed-forward neural network. Nevertheless, we modified experimentally this value to
×10−7, because the developed models were different from the Feed Forward Network
and the outcomes were better. In order to show the reduction of uncertainty in the
forecast of the network, we present 10 trials at different times. In Table 5 and Table 6,
we present a comparison between the maximum values of the error metrics for all the
iterations to establish a base of comparison for the prediction’s uncertainty.
Then, to present a more in-depth perspective of the work carried out in this section,

Figures 12 and 13 show the MAPE variation analysis for the LSTM network.
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Table 5: Parameters and forecast information for LSTM (without Bayesian
Modelling)

Scenario Pi RMSE(◦C) MSE(◦C) MAE(◦C) MAPE(%)

Case 1 0.18 1.3 5.9 1.4 6.8

Case 2 0.25 2.3 12 2.4 10.6

Table 6: Exemplary Table

Scenario Pi τ λ
(
10−7) RMSE

(◦C)

MSE

(◦C)

MAE

(◦C)

MAPE

(%)

Case 1 0.18 0.15 2.23 1.0 3.4 0.9 4.3

Case 2 0.25 0.15 2.04 1.3 5.9 1.5 6.4

Figure 12: MAPE comparison for the Neural Network with LSTM structure
(Scenario 1). (a) Without Bayesian Modelling, (b) With Bayesian Modelling.
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Figure 13: MAPE comparison for the Neural Network with LSTM structure
(Scenario 2). (a) Without Bayesian Modelling, (b) With Bayesian Modelling.

4.2.5 Discussion
We reduce the variation of the error (for both scenarios under analysis) through

Bayesian modeling applied to the LSTM Neural Network; see Table 5 and 6. Thanks to
the above approach, we reduce the error in the forecast for LSTM. In Case 1, for each
error metric, it can be said that the error is reduced from 1.3 °C to 1.0 °C for the RMSE,
from 5.9 °C to 3.4 °C for the MSE, from 1.4 °C to 0.9 °C for the MAE and from 6.8%
to 4.3% for MAPE. We obtain the above when Pi=0.18, τ=0.15, λ = 2.23× 10−7

. In Case 2, the error is reduced from 2.3 °C to 2.04 °C for the RMSE, from 12
°C to 5.9 °C for the MSE, from 2.4 °C to 1.5 °C for the MAE and from 10.6% to
6.4% for the MAPE. We obtain the above when Pi=0.25, τ=0.15, λ = 2.04× 10−7.
We satisfactorily observe a particular reduction in the MSE value. From the MAPE
graphic analysis of Figure 12 and Figure 13 we obtain additional information using the
walk-forward validation with steps of 24 hours. We selected the MAPE error because
the percentage analysis can show clearly the variation of the neural network’s output,
namely the uncertainty in the temperature forecast of an AWS. In these figures, we can
say that 80% of time, the prediction values are closer to the real value expected for the
prediction. The boundaries for these curves can be determined in order to appreciate
the decrease in the error prediction. Bearing in mind the above, a sharp decrease in
percentages of the MAPE can be observed (from 1.4%, and 1.6% respectively).

4.3 Adaptive Moment Estimation to reduce uncertainty

In this section, one of the fundamental paradigms of the research carried out
is presented: the implementation of an optimizer for the learning task of the neural
network. We carry out an explanation of non-convex optimization as an introductory
mechanism to introduce the weight decay approach to perform the optimization pro-
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cess. We present the weight decay methodology assumed to carry out the investigation
and the respective mathematical demonstration of the convergence of the optimizer.
Finally, we present the experimentation carried out to verify the operation of the opti-
mizer.

4.3.1 The optimization process
The learning process in a neural network consists of finding the model param-

eters that minimize its cost function, considering the different types of training data
input to the network. The first step in performing an optimization analysis is to de-
termine whether the problem at hand is convex or non-convex. If an optimization
problem is convex, the presence of a local minimum implies the existence of a global
minimum. If a convex function in a collection of global minima has a minimum, then
that minimum will be unique. Therefore, if the optimization problem is convex, all
local optima are global, and we only need to locate one. While a non-convex opti-
mization may have multiple locally optimal points and its location process can take
a long time to determine, it is recommended to look for stationary points, which are
located where ∇θ f

(
θstationary

)
= 0. This is because trying to find global and local

minima in a non-convex optimization is NP-hard3 (M. Danilova & et al., 2020). Deter-
mining the ε - First Order Stationary Points (FOSP) or locating the ε - Second Order
Stationary Points (SOSP) are thus two possible approaches for locating the stationary
points. In the first case, the points to be determined are saddle and plateau points,
namely where ∥∇θ f (θFOSP )∥2 ≤ ε and λmin

(
∇2

θ ,θ f (θFOSP )
)
≥ −
√

ε (Jain & Kar,
2017). While in the second case, the global, local minima and plateau points are de-
termined considering ∥∇θ f (θFOSP )∥2 ≤ ε and λmin

(
∇2

θ ,θ f (θFOSP )
)
≥−
√

ε (Jain &
Kar, 2017). Nowadays, we can use several optimization algorithms to carry out the
learning process of the neural network, but in a general way, we can divide them into
three groups: Zero-Order Methods (ZO) methods, first-order methods, and second-
order methods. The Zero-Order optimization methods ignore the computing of the gra-
dient, bringing it closer through a function value-based gradient estimates (P. C. S. Liu
& et al., 2020) (e.g. ZO sign-based SGD (ZO-sign SGD), ZO hessian-based (ZO-
Hess), ZO stochastic conditional gradient (ZO-SCG) algorithm and (ZO adaptive mo-
mentum method (ZO-ADAMM)). In contrast, the non-convex ZO algorithms use a
stationary condition to measure the convergence of the methods (B. K. S. Liu & et
al., 2018) (e.g. ZO gradient descent (ZO-GD) and (Stochastic ZO-GD (ZO-SGD)).
The first-order method for non-convex optimization is related to the search for an ε-
approximate first-order stationary point FOSP (given a precision accuracy of ε > 0 )
such that ∥∇ f (θ)∥ ≤ ε with θ ∈ Rd (M. Danilova & et al., 2020) (e.g. Gradient De-

3The computational complexity class NP-hard is the set of decision problems containing problems
H such that every problem L in NP can be polynomially transformed into H.
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scent (GD), stochastic gradient descent (SGD), adaptive moment estimation (ADAM),
adaptive gradient algorithm (Adagrad) and root mean square propagation (RMSProp)).
For the analysis of the second-order method, it is assumed that f (θ) : Rd → R has a
Lipschitz continuous gradient and Hessian, so that the ε - second-order stationary point
(SOSP), that is, θ ∈ Rd, exist if ∥∇ f (θ)∥2 ≤ ε,λmin

(
∇2f(θ)

)
≥−δ (Y. Arjevani & et

al., 2020), (e.g. Newton Method, Regularized Method and Stochastic Quasi-Newton).
In order to present the weight decay approach designed for our research, we introduce
the convergence analysis used in (M. Zaheer & et al., 2018) for the ADAM optimizer.
To start the optimization analysis, we have to initially presume the following regression
loss function:

L(θ) =
1
n

n

∑
i=1

(yi− fθ (xi))
2 (69)

Where:
fθ (xi) : Actual value.
yi : Predicted value.

It is important to note that ξt is sampled with ξt = it ∈ {1, . . . ,n}. Using θ sampled
with it, the cost function can therefore be modified as follows:

L(θ , it) = (yit − fθ (xit))
2 (70)

Now, when calculating the gradient of the cost function, we can write:

∇θ L(θ , it) =−2(yit− fθ (xit))∇fθ (xit) (71)

Given that the optimizer’s goal is to minimize the objective function Eξ∼P[L(θ ;ξ )]

over θ (M. Zaheer & et al., 2018), in order to obtain minθ Eξ∼P[L(θ ;ξ )], we initially
assumed that the loss function is L-smooth (Assumption I), namely, that there exists a
constant L such that:

∥∇L(θ1;ξ )−∇L(θ2;ξ )∥2 ≤ L∥θ2−θ1∥2∀θ1,θ2 and ξ (72)

The assumption I implies that if θ1,θ2 change slightly for any ξ , the change in gradient
is small because the value of the gradient difference does not change significantly. The
function can converge if f(θt+1)≤ f(θt)−∆, assuming the function is lower-bounded
(i.e., it does not go to−∞). The preceding reflects the change in function value between
two algorithm iterations. Now, if the objective function is L-smooth, the cost function
can be rewritten as follows:

L(θt+1)≤ L(θt)+∇
TL(θt)(θt+1−θt)+

L
2
∥θt+1−θt∥2 (73)
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4.3.2 Weight Decay
The ADAM variation based on weight decay decoupling (ADAMW) described

in (Loshchilov & Hutter, 2019) will implement the exponential decay using as its base
the following update rule:

θt+1 = (1−λ )θt−α∇ft (θt) (74)

The strategy assumed in (Loshchilov & Hutter, 2019) implies that the weight decay
adopt the advantages and differences between weight decay and L2 regularization for
adaptive gradients by introducing a weight decay factor λθt as follows:

θt+1 = θt−α∇ft (θt)−λθt (75)

To relate the weight decay with the learning process of the neural network, ADAMW
uses the learning rate ηt to modify the updating rule through the term ηtλθt . This
strategy appears to be interesting because it introduces a Weight Decay factor eas-
ily in the update rule of the ADAM optimizer. Nevertheless, we have to note that,
as the authors of the ADAMW approach have only tested the algorithm empirically
(Loshchilov & Hutter, 2019). Nowadays the authors or even other authors have not
provided a mathematical prove of the convergence of this approach.
To overcome this problem in our research work, we have modified the ADAMW ap-
proach by combining it with the L-Smooth property assumed for the objective function
in ADAM (Zaheer et al., 2018). We carry out this strategy with the purpose of pro-
viding a more consistent alternative to weight loss decoupling. So, being aware that
the loss function is L-smooth, we propose to implement a weight decay approach by
rewriting the equation Eq. (75) in the following manner:

θt+1 = θt−α∇ft (θt)−λ (76)

To distinguish ourselves from the work of (Loshchilov & Hutter, 2019), we propose
this method, which takes into account only the rate of weight decay, λ . To update the
learning process, it is necessary to aggregate the rate of weight decay, λ , as suggested
by the analogy between ADAM’s update rule and weight decay decoupling’s rule.

4.3.3 ADAML
We refer to our approach as ADAM Logger (ADAML) bearing in mind the way

in which the algorithm registers the changes in the location of the minimal error points
of the cost function using the rate of weight decay. Below are the specifics of ADAM’s
original algorithm and the proposed ADAML variation; see Table 7.
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Table 7: Specifics of the Optimizer Algorithms ADAM and ADAML.

Initial parameters value: θ1 ∈ Rd For t = 1 to T do:

Draw a sample ξt from P

Learning rates: {ηt}T
t=1 Compute gradients at moment t :

gt = ∇L(θt,ξt)

Decay parameters: 0≤ β1,β2 ≤ 1 Update biased first moment estimate:

mt = β1mt−1 +(1−β1)gt

Stability parameter: δ > 0 Update biased second raw moment estimate:

vt = β2vt−1 +(1−β2)g2
t

Update procedure: Compute bias-corrected first moment estimate:

m̂t =
mt

(1−β t
1)

Set m0 = 0 (Initialize 1st moment vector) Compute bias-corrected second raw moment estimate:

v̂t =
vt

(1−β t
2)

and v0 = 0 (Initialize 2nd moment vector) Update Rule (Update parameters)

θt−1 = θt−ηt
m̂t√
v̂t+δ
−λ

End for

4.3.4 Proof of ADAML’s convergence
To study the convergence of the proposed ADAM variation, we need to remem-

ber first that the objective function is L-smooth. Then, we can inspect two successive
iterations of the cost function as follows:

L(θt+1)≤ L(θt)+∇
TL(θt)(θt+1−θt)+

L
2
∥θt+1−θt∥2 (77)

For the sake of simplicity, we will assume that β1 = 0, so mt = β1 mt−1 +(1−β1)gt

becomes mt = gt (M. Zaheer & et al., 2018).

θt+1 = θt−ηt
gt√

vt +δ
−λ (78)

Now, considering the successive iterations of the cost function, the update process
component-wise becomes:

θi,t+1−θi,t =−ηt
gi,t√vi,t +δ

−λ i ∈ {1, . . . ,d} (79)

Consequently, we can rewrite the cost function as follows:

61



The Bayesian approach and the Adaptive Moment Estimation to reduce uncertainty

L(θt+1)≤ L(θt)−
d

∑
i=1

(
[∇L(θt)]i

(
ηtgi,t√vi,t +δ

−λ

))
+

L
2

d

∑
i=1

(
ηtgi,t√vi,t +δ

−λ

)2

(80)
What develops in:

L(θt+1)≤ L(θt)−ηt

d

∑
i=1

(
[∇L(θt)]i

(
gi,t√vi,t +δ

))
+

Lη2
t

2

d

∑
i=1

(
g2

i,t(√vi,t +δ
)2

)
(81)

−Lηtλ
d

∑
i=1

(
gi,t√vi,t +δ

)
+λ

d

∑
i=1

[∇L(θt)]i +
λ 2

2

Now, the conditional expectation with respect to the sample at iteration t given a fixed
random variable θt, is obtained as follows:

E [L(θt+1) | θt]≤L(θt)−ηt

d

∑
i=1

(
[∇L(θt)]i×E

[
gi,t√vi,t +δ

| θt

])

+
Lη2

t
2

d

∑
i=1

E

[
η2

t g2
i,t(√vi,t +δ
)2 | θt

]
−Lηtλ

d

∑
i=1

(
E
∣∣∣∣ gi,t√vi,t +δ

∣∣∣∣θt

])
(82)

+λ

d

∑
i=1

(E [[∇L(θt)]i | θt])+
λ 2

2

To continue with the analysis we need to bound the terms: E
[

gi,t√vi,t+δ
| θt

]
, E
[

η2
t g2

i,t

(√vi,t+δ)
2 | θt

]
and E [[∇L(θt)]i | θt] in the above relationship. The term E

[
gi,t√vi,t+δ

| θt

]
is going to be

bound based on the gradient norm. On the other hand, the term E
[

η2
t g2

i,t

(
√

vi,t++δ)
2 | θt

]
is

going to be bound based on batch size. Finally, the term E [[∇L(θt)]i | θt] is going to
be bound, assuming that the loss function has a bound gradient. This constitutes the
2nd assumption made in (M. Zaheer & et al., 2018) to prove the convergence of the
ADAM optimizer.

In order to bound the terms above we start with the term close to −ηt ∑
d
i=1:

. . .−ηt

d

∑
i=1

(
[∇L(θt)]i×E

[
gi,t√vi,t +δ

−
gi,t√

β2vi,t−1 +δ
+

gi,t√
β2vi,t−1 +δ

]
θt

])
+ . . .

(83)
Considering the property of expectation E[a−b+c] = E[a−b]+E[c] the cen-
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tral term of the above relationship can be written as follows:

. . .E
[

gi,t√vi,t +δ
−

gi,t√
β2vi,t−1 +δ

+
gi,t√

β2vi,t−1 +δ
| θt

]
. . . (84)

= · · ·E

[
gi,t√vi,t +δ

−
gi,t√

β2vi,t−1 +δ
| θt

]
+E

[
gi,t√

β2vi,t−1 +δ
| θt

]
· · · (85)

The terms of the expected value of the loss functions related to E
[

gi,t√vi,t+δ
| θt

]
,

can be rewritten as follows:

E

[
gi,t√

β2vi,t−1 +δ
| θt

]
=

Egi,t | θt√
β2vi,t−1 +δ

=
|∇L(θt)|i√
β2vi,t−1 +δ

(86)

So the original relationship can be rewritten as follows:

. . .−ηt

d

∑
i=1

(
[∇L(θt)]i×

[
E

[
gi,t√vi,t +δ

−
gi,t√

β2vi,t−1 +δ
| θt

]
+

|∇L(θt)|i√
β2vi,t−1 +δ

])
+ · · ·

(87)
Rearranging the above relationship, the following can be written:

. . .−ηt

d

∑
i=1

(
[∇L(θt)]

2
i√

β2vi,t−1 +δ
+ |∇L(θt)|i×E

[
gi,t√vi,t +δ

−
gi,t√

β2vi,t−1 +δ
| θt

])
+ · · ·

(88)

. . .−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ
−ηt

d

∑
i=1

(
|∇L(θt)|i×E

[
gi,t√vi,t +δ

−
gi,t√

β2vi,t−1 +δ
| θt

])
+ · · ·

(89)
Now, bearing in mind that:

−ηt

d

∑
i=1

aibi ≤

∣∣∣∣∣ηt

d

∑
i=1

aibi

∣∣∣∣∣≤ ηt

d

∑
i=1
|ai| |bi| (90)

So the second term can be written in the following way:

ηt

d

∑
i=1

(
|∇L(θt)|i×E

[
gi,t√vi,t +δ

−
gi,t√

β2vi,t−1 +δ
| θt

])

≤ ηt

d

∑
i=1
|[∇L(θt)]i|

∣∣∣∣∣E
[

gi,t√vi,t +δ
−

gi,t√
β2vi,t−1 +δ

| θt

]∣∣∣∣∣ (91)

Then the original relationship can be written in the following way:
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E [L(θt+1) | θt ]≤L(θt)−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ

+ηt

d

∑
i=1
|[∇L(θt)]i|

∣∣∣∣∣E
[

gi,t√vi,t +δ
−

gi,t√
β2vi,t−1 +δ

| θt

]∣∣∣∣∣+ · · · (92)

Now working on the expected value:∣∣∣∣∣E
[

gi,t√vi,t +δ
−

gi,t√
β2vi,t−1 +δ

| θt

]∣∣∣∣∣ (93)

The internal part of the expected value can be rewritten bearing in mind that
|E[x]| ≤ E[|x|] as follows:

∣∣∣∣∣ gi,t√vi,t +δ
−

gi,t√
β2vi,t−1 +δ

∣∣∣∣∣= |gi,t |

∣∣∣∣∣ 1
√vi,t +δ

− 1√
β2vi,t−1 +δ

∣∣∣∣∣ (94)

=
|gi,t |(√vi,t +δ
)(√

β2vi,t−1 +δ
) ∣∣∣∣√β2vi,t−1−

√
vi,t

∣∣∣∣ (95)

Now taking into account the equivalence:

|
√

a−
√

b|= |a−b|
√

a+
√

b
(96)

The above can be written as follows:

, , =
|gi,t |(√vi,t +δ
)(√

β2vi,t−1 +δ
) ∣∣β2vi,t−1− vi,t

∣∣
√vi,t +

√
β2vi,t−1

(97)

Then taking into account the update rule vi,t = β2vi,t−1+(1−β2)g2
i,t , the above

can be written as follows:

, , =
|gi,t |(√vi,t +δ
)(√

β2vi,t−1 +δ
) (1−β2)g2

i,t√
β2vi,t−1 +(1−β2)g2

i,t +
√

β2vi,t−1
(98)

Now considering the relationship 1
a+b ≤

1
a for a > 0 and b ≥ 0, the above can

be rewritten as follows:

, , =
|gi,t |(√vi,t +δ
)(√

β2vi,t−1 +δ
) (1−β2)g2

i,t√
β2vi,t−1 +(1−β2)g2

i,t
(99)

Additionally, considering that
√

a+b ≥
√

b if a ≥ 0 and b > 0, then 1√
a+b
≤
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1√
b
, so the above can be rewritten as follows:

, , =
|gi,t |(√vi,t +δ
)(√

β2vi,t−1 +δ
) (1−β2)g2

i,t√
(1−β2)g2

i,t
(100)

, , =

√
(1−β2)g2

i,t(√vi,t +δ
)(√

β2vi,t−1 +δ
) (101)

Now using again the relationship 1
a+b ≤

1
a for a > 0 and b ≥ 0, the above can

be rewritten as follows:

, , =

√
(1−β2)g2

i,t

δ
(√

β2vi,t−1 +δ
) (102)

Then the original expected value can be written as:

E [L(θt+1) | θt]≤ L(θt)−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ

+ηt

d

∑
i=1
|[∇L(θt)]i|

√
(1−β2)

δ

∣∣∣∣∣E
[

g2
i,t(√

β2vi,t−1 +δ
) | θt

]∣∣∣∣∣+ · · ·
(103)

Now, we are going to use the 2nd assumption "Loss function", to handle the absolute
value of the gradient of the above equation and the term λ ∑

d
i=1 (E [[∇L(θt)]i | θt])+

λ 2

2 ,
as follows:
Assumption II: ∥∇L(θ ;ξ )∥ ≤ G,∀θ ∈ Rd,∀ξ (The function L has a bound gradient).

It can be said that:

∥∇L(θ)∥=
∥∥Eξ [∇L(θ ;ξ )]

∥∥ (104)∥∥Eξ [∇L(θ ;ξ )]
∥∥≤ Eξ [∥∇L(θ ;ξ )∥] (105)

If ∥∇L(θ ;ξ )∥ ≤ G, then:

Eξ [∥∇L(θ ;ξ )∥]≤ G (106)

And finally:

|[∇L(θt)]i| ≤ G (107)

So the overall bound can be written as:

E [L(θt+1) | θt]≤L(θt)−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ
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+
ηtG
√

1−β2

δ

d

∑
i=1

E

[
g2

i,t√
β2vi,t−1 +δ

| θt

]
(108)

+
Lη2

t
2

d

∑
i=1

E

[
g2

i,t(√vi,t +δ
)2 | θt

]
−Lηtλ

d

∑
i=1

(
|∇L(θt)|i√
β2vi,t−1 +δ

)
+λG

+
λ 2

2

In a similar way, we can use the update rule: vi,t = β2vi,t−1 +(1−β2)g2
i,t to

bound the term Lη2
t

2 ∑
d
i=1 E

[
η2

t g2
i,t

(√vi,t+δ)
2 | θt

]
and write the following:

Lη2
t

2

d

∑
i=1

E

[
g2

i,t(√vi,t +δ
)2 | θt

]

=
Lη2

t
2

d

∑
i=1

E

 g2
i,t(√

β2vi,t−1 +(1−β2)g2
i,t +δ

)2 θt

 (109)

Now, considering that (1−β2)g2
i,t is non-negative and 1√

a+b
≤ 1√

a , then:

Lη2
t

2

d

∑
i=1

E

 g2
i,t(√

β2vi,t−1 +(1−β2)g2
i,t +δ

)2

θt


=

Lη2
t

2

d

∑
i=1

E

[
g2

i,t(√
β2vi,t−1 +δ

)2 θt

]
(110)

Then the following equivalence can be used:

Lη2
t

2

d

∑
i=1

E

[
g2

i,t(√
β2vi,t−1 +δ

)2 | θt

]
≤ Lη2

t
2δ

d

∑
i=1

E

[
g2

i,t√
β2vi,t−1 +δ

| θt

]
(111)

So the expected value is:

E [L(θt+1) | θt ]≤L(θt)−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ

+
ηtG
√

1−β2

δ

d

∑
i=1

E

[
g2

i,t√
β2vi,t−1 +δ

| θt

]
(112)

Lη2
t

2δ

d

∑
i=1

E

[
g2

i,t√
β2vi,t−1 +δ

| θt

]
· · ·

Now, we can rewrite the above as follows:
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. . .≤ L(θt)−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ

+

(
ηtG

√
1−β2

δ
+

Lη2
t

2δ

)
d

∑
i=1

E

[
g2

i,t√
β2vi,t−1 +δ

| θt

]
−·· · (113)

We can reduce the term
(

ηtG
√

1−β2
δ

+
Lη2

t
2δ

)
∑

d
i=1E

[
g2

i,t√
β2vi,t−1+δ

| θt

]
with the

relationship 1
a+b ≤

1
a : (

ηtG
√

1−β2

δ
+

Lη2
t

2δ

)
d

∑
i=1

1
δ
E
[
g2

i,t | θt
]

=
1
δ

(
ηtG

√
1−β2

δ
+

Lη2
t

2δ

)
d

∑
i=1

E
[
g2

i,t | θt
]

(114)

Bearing in mind that g2
i,t is equal to ∥gt∥2 and using the above, we can rewrite

the expected value of the loss function, as follows:

E [L(θt+1) | θt]≤ L(θt)−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ

+
1
δ

(
ηtG
√

1−β2

δ
+

Lη
2
t

2δ

)
E
[
∥gt∥2 | θt

]
− ... (115)

Now in order to bound the denominator of the 2nd term the following assump-
tion can be adopted:

vi,t ≤ G2,∀i, t (116)

So it can be written that:

√
β2vi,t−1 +δ ≤

√
β2G+δ (117)

Which consequently gives us

−ηt

d

∑
i=1

[∇L(θt)]
2
i√

β2vi,t−1 +δ
≤− ηt√

β2G+δ

d

∑
i=1

[∇L(θt)]
2
i (118)

And Finally, it can be written as:

− ηt√
β2G+δ

d

∑
i=1

[∇L(θt)]
2
i =−

ηt√
β2G+δ

∥∇L(θt)∥2
2 (119)

So the expected value is:
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E [Lθt+1 | θt ]≤ L(θt)−
ηt√

β2G+δ
∥∇L(θt)∥2

2

+
1
δ

(
ηtG

√
1−β2

δ
+

Lη2
t

2δ

)
E
[
∥gt∥2 | θt

]
−·· · (120)

In order to proceed it is necessary to keep in mind the fundamental notion of the
expected value, we are able to recast the bound in the form [Lθt+1 | θt]≤ L(θt)−∆. To
handle all of the constants involved in the connection, we may make use of assumption
III (M. Zaheer & et al., 2018), which will allow us to manage the information shown
above.
Assumption III: Eξ

[
∥∇L(θ ;ξ )−∇L(θ)∥2

2
]
≤ σ2,∀θ ∈Rd,∀ξ (Bound on the variance

in stochastic gradients).
To manage the above, we must first consider the use of mini batches (bt):

gt(·) =
1
bt

∑
ξ∈Bt

L(·;ξ ) (121)

With the above, we prove that:

E
[
∥gt∥2

2 | θt

]
≤ 1

bt

(
σ

2 +∥∇L(θt)∥2
2

)
(122)

So the expected value is:

E [Lθt+1 | θt]≤L(θt)−∥∇L(θt)∥2
2

(
ηt√

β2G+δ
− 1

δbt

(
ηtG
√

1−β2

δ
+

Lη2
t

2δ

))

+
σ2

δbt

(
ηtG
√

1−β2

δ
+

Lη2
t

2δ

)
− LGηtλ

δ
+λG+

λ 2

2
(123)

Now, using the relationship 1
a+b ≤

1
a the 4th term above can be modified and

the following can be done:

. . .− Lηtλ

δ

d

∑
i=1
|∇L(θt)|i + · · · (124)

Then, using the Assumption II, the following can be written:

E [Lθt+1 | θt ]≤L(θt)−∥∇L(θt)∥2
2

(
ηt√

β2G+δ
− 1

δbt

(
ηtG

√
1−β2

δ
+

Lη2
t

2δ

))
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+
σ2

δbt

(
ηtG

√
1−β2

δ
+

Lη2
t

2δ

)
− LGηtλ

δ
+λG+

λ 2

2
(125)

We can define the expected value for the bound as E [Lθt+1 | θt]≤L(θt)−∆+c.
However, to drive the constant component to zero and reach convergence, we should
obligatorily tune the different parameters, such as batch sizes, learning rates, and extra-
free parameters. To accomplish the above, we can propose the following:
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To achieve the aforementioned, we can choose:

• bt( batch size) ≥ 1

• ηt (learning rate) = η , such that Lη

2δ
≤ G
√

1−β2
δ

• β2 such that: 2G
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1−β2
δ 2 ≤ 1

2

(
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)
• ηt = η , such that Lη
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δ

Choosing bt (batch size) ≥ 1, then the 2nd term of the above can be rewritten
as follows:
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So,
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And finally,
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On the other hand, choosing ηt (learning rate) = η , such that: Lη

2δ
≤ G
√

1−β2
δ

,

i.e., η ≤ 2G
√

1−β2
L , allow us to bound the term above in the following way:
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Then, let choose β2, such that: 2G
√

1−β2
δ 2 = 1

2
1

G+δ
, we obtain:

β2 = 1− δ 4

16G2(G+δ )
(133)

Bearing in mind that δ 4

16G2(G+δ )
is close to zero, then β2 is close to 1. Now

remembering that:

1√
β2G+δ

− 1
δ

(
G
√

1−β2

δ
+

Lηt

2δ

)
≥ 1

2

(
1√

β2G+δ

)
(134)

Then it can be said:
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What give us:
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And consequently,
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Note, that ηt = η , such that Lη
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≤ G
√
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, then it can be said:
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After selecting the parameters described above, the following can be written:

E [Lθt+1 | θt]≤L(θt)−∥∇L(θt)∥2
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Then, to reach a stationary point with a minimal error, we need to assume that ∥∇θ f (θ)∥≤
ε , and finalize the bounding as follows:
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To account for randomness, we may compute the total expectation as follows:
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Keeping the preceding in mind, it should be noted that the term Etotal [L(θt)]−Etotal [L(θt+1)]
η

comes the rule of total expectation. At this point, we need to remember that the algo-
rithm runs from 1 to T as follows:
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Then, the above relationship can be rewritten as:
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Where:
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In conclusion, in order for the equation to make sense, we require that:
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Assuming bt = b and a constant batch size, b =
⌈
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⌉
, the following is obtained:
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In the same manner for:
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We can choose T =
2( L(θ)−L(θglobal min ))
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, thus:
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The process described above leads to: 1
T ∑

T
t=1 Etotal

[
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≤ ε and consider-

ing that T grows, consequently limT→∞
1
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T
t=1 Etotal

[
∥∇L(θt)∥2

2

]
= 0. As a result,

we have reached a stationary point, so we have proof that the ADAML algorithm con-
verges.

4.3.5 Experimentation
Using the convolutional LSTM encoder-decoder structure and Bayesian uncer-

tainty reduction, we evaluated the performance of the ADAML optimizer. We chose
the MAE-based correction because it has the lowest error rate of the three possibilities
proposed by the ADAM methodology. In order to establish a comparison scenario,
the ADAML forecast was compared to the predictions of four models: LSTM, LSTM
stacked (Zaytar & Amrani, 2016), ARIMA (M. Murat & et al., 2018), and ADAMW.
To carry out the experimentation at this stage of the research, we have again utilized
a time series of 75 days of temperature acquired from the AWS network installed in
the Andean city of Quito (Ecuador) (R. Llugsi & et al., 2020a). A distribution of 70%,
15%, 15%, for the training, validation, and test sets, respectively (S. El Yacoubi & et
al., 2018) has been adopted to feed the neural networks. We have utilized a "down-
sampling" strategy to resample the data in steps of 1 hour in order to use walk-forward
validation. ADAML and ADAMW operate with α=0.001, β1=0.9, β2=0.999 and
δ=1e-08. To overcome any problem related to randomness, we have utilized a poste-
rior scale (l2

i ) of 0.01, a dropout probability (Pi) of 0.05 and a precision of the model
(τ) equal to 0.1. The LSTM model works with 200 neurons, while the LSTM stacked
model has a structure of 150 neurons per layer. Finally, the ARIMA model is structured
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utilizing a first-order auto-regressive model with a non-seasonal differencing equal to
1 and a second-order moving average model. We carried out the test considering the
temperature forecast of the AWS 1 based on the temperature time series of the same
station.

4.3.6 Discussion of Results
Table 8 displays the error metrics (in °C) chosen to compare the accuracy of

the models to the actual values of the day predicted. Also included are the correlation
coefficient between actual and predicted data, as well as the mean and standard devia-
tion of the predicted time series. Figure 14 demonstrates the efficacy of the models by

Table 8: Networks with best prediction accuracy (per error metric).

Model MSE RMSE MAE Error max r µ σ2

Conv − LSTM

ADAMW
0.21 0.46 0.37 1.03 0.97 18.55 0.83

Conv - LSTM ADAML 0.13 0.36 0.32 0.62 0.97 18.66 1.13

ARIMA 0.58 0.76 0.66 1.69 0.88 19.14 1.5

LSTM 0.46 0.68 0.57 1.36 0.85 18.76 1.05

Stacked LSTM 0.96 0.98 0.70 2.42 0.83 19.32 0.67

comparing a 24-hour forecast to the actual temperature.

Figure 14: Comparison of error between models.
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5 Error detection and adjustment approach

In this chapter, we describe the method for detecting errors in measurements ac-
quired from an AWS network. For the error detection stage, we present the correlation
analysis that will be used to establish the extant relationship between the AWS time
series. From these relationships, we propose the formation of an AWS neighborhood
that will help us determine whether a station is outside the measurement range. Lastly,
we present the algorithm that will carry out the process of modifying the parameters
of a failure station’s sensors based on the measurements of neighboring stations. This
section corresponds to the research that we conducted in the journal article: A novel
approach for detecting error measurements in a network of automatic weather stations,
DOI: 10.1080/17445760.2021.2022672, published in the International Journal of Par-
allel, Emergent, and Distributed Systems, Taylor & Francis, and incorporates some
additional details.

5.1 Error Detection

In this section, we present the method for determining whether an AWS has
measurement errors based on information from "neighboring" stations. To be more
specific, the proposed method aims to determine whether a station named "Under Test"
has measurement errors by analyzing the time series of two adjacent AWS. A station’s
AWS neighbors can be ascertained in two different methods. In the beginning, we
can select the AWSs in the network whose series have the highest correlation with the
AWS under analysis. Second, while considering the error, we can choose the neigh-
boring stations whose predicted series exhibit the lowest error metrics in relation to
the analyzed AWS. When discussing the correlation method, the selection is based on
choosing the most highly correlated stations, taking into consideration the total quan-
tity of data collected (75 days) from the network of stations. Consequently, we conduct
weekly and daily analyses to investigate and confirm this relationship in depth.
In the case of error analysis, a 24-hour air temperature forecast for each station in
the network is obtained from four neural network models. At this stage, we analyze
the data from 11 days of continuous forecasts. Next, three error metrics were calcu-
lated between the actual (11-day) series of stations and their predictions. The AWS’s
neighbors are determined based on the error metrics with the lowest values.

5.1.1 Correlation analysis of the stations of the network
A series of 75-day data obtained from each AWS in the network of stations

(from 03-18-2020 to 05-31-2020) was used to analyze the first relationship approach
between the stations in the network. Table 9 presents the results of the calculation
of the correlation coefficient (r) considering all time series and the distance between
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stations (d) to illustrate the spatial relationship between the network’s stations.

Table 9: Correlation Coefficient (r) and distance (d) in kilometres between the
stations in the Network.

Station

Station 1r,d 3r,d 4r,d 5r,d 6r,d

1r,d - 0.76,21.04 0.68,38.46 0.47,7.45 0.53,12.7

3r,d 0.76,21.04 - 0.57,17.48 0.47,14.29 0.48,8.4

4r,d 0.68,38.46 0.57,17.48 - 0.32,31.77 0.64,25.82

5r,d 0.47,7.45 0.47,14.29 0.32,31.77 - 0.16,6.41

6r,d 0.53,12.7 0.48,8.4 0.64,25.82 0.16,6.41 -

Based on the analysis, we can conclude that the AWS-1 temperature data is
related to the data from the AWS-3 and AWS-4 stations. Similarly, the AWS 3 time
series is associated with the AWS 1 and AWS 4 time series. In contrast, for AWS 4,
AWS 1 and AWS 6 produce the greatest results. Compared to AWS 1 and AWS 3,
AWS 5 has the fewest relationships within the network.
The AWS 6 time series is correlated with the AWS 1 and AWS 4 time series. Consid-
ering the preceding, we can conclude that the optimal relationship between time series
leads to the formation of the neighborhood between AWS 1, AWS 2, and AWS 3. See
Tables 10 and 11 for a weekly and daily correlation computed for a more in-depth
examination of this neighborhood.

The correlation analysis is a reasonable approximation for measuring the relation-
ship between the data of the stations and, by extension, the weather at the locations
where the stations were installed. To verify this hypothesis, we compared the fore-
casts generated by four distinct models for each station. To determine the accuracy
of the prediction, we compared the predicted data with the actual data from the same
station. Next, possible station neighborhoods are determined by comparing the actual
data from the station (under analysis) with the best-correlated predictions from the
other stations in the network.
We can provide a graphical representation of the advantages of correlation and the sim-
ilarity between the environmental data between the stations that we are analyzing. See
Figure 15 for a comparison of the data series of AWS 1 and AWS 3 (only through May
31, 2020 for presentation purposes) to contrast their similarity. As evidenced by the
day-by-day and week-by-week analyses, there are nuances that cannot be completely
appreciated using the correlation coefficient independently. This is why we initially
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Table 10: Correlation Coefficient per week.

Weeks rAWS1,AWS3 rAWS1,AWS4

13−05−2020 to 19-04-2020 0.80 0.75

20−05−2020 to 26-04-2020 0.80 0.78

27−04−2020 to 03-05-2020 0.78 0.71

04−05−2020 to 10-05-2020 0.81 0.70

11−05−2020 to 17-05-2020 0.67 0.72

18−05−2020 to 24-05-2020 0.61 0.84

25−05−2020 to 31-05-2020 0.77 0.85

Table 11: Correlation Coefficient per week.

Correlations

Days rAWS1,AWS3 rAWS1,AWS4

25−05−2020 0.95 0.97

26−05−2020 0.83 0.90

27−05−2020 0.79 0.81

28−05−2020 0.88 0.91

29−05−2020 0.74 0.99

30−05−2020 0.83 0.99

31−05−2020 0.91 0.96

Figure 15: Graphic analysis between AWS 1 and AWS 3 (Temperature).
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employed the DTW method. This method enables us to visualize the relationship be-
tween the time series of the stations; see Fig. 16. In Fig. 16, the similarity between the

Figure 16: DTW comparison between AWS 1 & AWS 3.

AWS 1 and AWS 3 time series is depicted graphically. The technique reveals that, with
the exception of the most recent data collected, the weather at each station’s location
is identical.

5.1.2 24-Hour Forecast
In this part, we provide the approach for 24-hour prediction, taking into consid-

eration four ARIMA models, LSTM, LSTM Stacked (two layers), and a convolutional
LSTM model (Llugsi & et al., 2021b) and (Llugsi & et al., 2021c), respectively.

Neural Network configuration For the operation of the models, we have al-
located 70%, 15%, and 15% of the data set to the training, validation, and test sets,
respectively. The optimal season and sample size were determined through experi-
mentation to be 70 and 16, respectively. We determined the preceding based on the
possibility that this methodology could be applied to stations with limited memory in
the future. The LSTM model employs 200 neurons, whereas the stacked LSTM model
employs 150 neurons per layer. ADAM optimizer is utilized by LSTM-operating mod-
els. We considered a first-order auto-regressive model with non-seasonal differentia-
tion equal to one and a second-order moving average model when constructing the
ARIMA model. In a similar fashion, the LSTM Convolutional Model employs 64 fil-
ters in the convolutional layer and 300 neurons in the LSTM layer. Finally, we utilized
the ADAM Logger (ADAML) optimizer to optimize the LSTM convolutional network.
We employ this method because the incorporation of a weight decay decoupling into
the optimization procedure enhances the neural network forecasts. This is due to the
fact that the addition of the weight decay rate to the update rule enhances the search
for the lowest error in the cost function during the learning process (Llugsi & et al.,
2021b), (Llugsi & et al., 2021c). α = 0.001, β -1 = 0.9, β -2 = 0.999 y ε = 1 e-8 and
the dropout regularization Pi and precision of the model τ for AWS 1 and AWS 2 were
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0.05 and 0.1, respectively.
Comparison between real data and Forecast We present the results of error

metrics and the correlation coefficient obtained from the comparison between the ac-
tual and predicted series over a period of 11 days (extra days to the initial data period
of 75 days) in Table 12. This was done to verify the accuracy of models developed as
suggested in (P. Sharma & Sharma, 2021). To get a more precise idea of the forecast,

Table 12: Error metrics and the associated Correlation for every station in the
network.

Station Model MSE RMSE MAE r

AWS 1 ARIMA 3.36 1.83 1.22 0.42

AWS 1 LSTM 1.88 1.37 1.05 0.5

AWS 1 LSTM Stacked 1.84 1.36 1.00 0.52

AWS 1 Conv. LSTM 3.50 1.87 1.55 0.25

AWS 3 ARIMA 2.52 1.59 1.11 0.7

AWS 3 LSTM 10.57 3.25 2.58 0.3

AWS 3 LSTM Stacked 11.43 3.38 2.64 0.2

AWS 3 Conv. LSTM 3.88 1.97 1.50 0.4

AWS 4 ARIMA 1.84 1.36 0.97 0.81

AWS 4 LSTM 2.89 1.70 1.34 0.76

AWS 4 LSTM Stacked 2.26 1.50 1.22 0.79

AWS 4 Conv. LSTM 2.46 1.57 1.16 0.80

AWS 5 ARIMA 0.99 0.99 0.75 0.78

AWS 5 LSTM 3.44 1.86 1.46 0.49

AWS 5 LSTM Stacked 3.71 1.93 1.45 0.55

AWS 5 Conv. LSTM 4.57 2.14 1.67 0.34

AWS 6 ARIMA 3.95 1.99 1.46 0.68

AWS 6 LSTM 5.61 2.37 1.92 0.46

AWS 6 LSTM Stacked 4.52 2.13 1.73 0.56

AWS 6 Conv. LSTM 3.92 1.98 1.59 0.62

in Fig. 17 we present a graphical comparison between the 24-hour forecast obtained
over the past 11 days. From the trials, we can say that, in almost all cases, the ARIMA
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Figure 17: Comparison between real temperature and forecast.
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model is the neural network that works best. Stations AWS 5, AWS 4 and AWS 3 with
MSE equal to 0.99°C, 1.84°C and 2.52°C respectively, are the stations where ARIMA
predictions are more reliable.
The model with lower error prediction for AWS 1 was LSTM stacked with MSE equal
to 1.84°C and for AWS 6, there are two models performing well: the convolutional
LSTM model with MSE equal to 3.92°C and ARIMA with 3.95 °C. On the other hand,
the strongest linear relationship between the actual and predicted series (according to
the correlation coefficient) is present in all the stations with the ARIMA model except
AWS 1, where the LSTM stacked model presents the best correlation.

Comparison between forecast data from neighbors To determine the optimal
relationship and identify the stations’ neighbors, we compare the forecast temperatures
of all AWS with each station’s actual data. Table 13 illustrates the error metrics used to
determine the stations’ neighbors and the correlation coefficients associated with this
selection. This procedure is a variation on the method described in (H. Astsatryan & et
al., 2021), and with it we can observe that the correlation experimentally demonstrates
the degree of linear dependence between the time series.
The forecast and the real value of the AWS under analysis are shown in Fig. 18, to

Table 13: Exemplary Table

Station Neighbour Model MSE RMSE MAE r

AWS 1 AWS 4 Conv. LSTM 1.59 1.26 0.98 0.69

AWS 1 AWS 5 Conv. LSTM 3.03 1.74 1.34 0.22

AWS 3 AWS 4 Conv. LSTM 2.69 1.64 1.36 0.62

AWS 3 AWS 5 Conv. LSTM 3.11 1.76 1.40 0.54

AWS 4 AWS 3 Conv. LSTM 3.39 1.84 1.50 0.57

AWS 4 AWS 1 Conv. LSTM 4.00 1.84 1.50 0.44

AWS 5 AWS 1 Conv. LSTM 2.98 1.73 1.41 0.21

AWS 5 AWS 3 Conv. LSTM 3.11 1.77 1.43 0.35

AWS 6 AWS 4 Conv. LSTM 7.28 2.70 2.28 0.54

AWS 6 AWS 3 LSTM 7.34 2.71 2.19 0.36

clarify the results of the selection. There are differences between the preceding pro-
cedure and the first method discussed in this section. We observe a close relationship
between the actual temperature at AWS 1 and the forecast at AWS 4 and AWS 5. The
optimal relationship for AWS 3 is between AWS 4 and 5. The AWS 4 series has a

80



Error detection and adjustment approach

Figure 18: Comparison of forecasted temperature for the AWS Network.
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strong relationship with AWS 1 and 3, while the AWS 5 series is related to AWS 1
and 3. However, it is necessary to note that the method cannot be used to determine a
neighborhood for AWS 6.

5.1.3 Discussion of results
Through the research, we can say that the determination of the neighbours of

the AWSs based on the correlation coefficients and error metrics is effective. That is,
through these methodologies we can effectively determine if a station experiences a
deviation in temperature measurements. We can inspect the relationship between the
actual data of the station under analysis and its neighbours by visualizing the distribu-
tion of the observations in the data set thanks to the Kernel Density Estimation (KDE)
diagram, see Fig. 19. The stations AWS 1, AWS 3, and AWS 4 have a strong linear

Figure 19: Visualizing the distribution of observations in the dataset.

relationship with their respective communities; see Fig. 19. In light of the correlation
coefficient and error metrics, this allows us to assert that there is at least one neighbor-
ing station that is significantly associated with the previously mentioned stations. In
the case of AWS 1, the neighboring stations with the strongest relationships are AWS
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3 and AWS 4, which have minimum daily correlation coefficients of 0.74 and 0.81,
respectively, as shown in Table 11. In contrast, based on the lowest error metrics, the
selected neighbors were AWS 4 and AWS 5, with respective MAE values of 0.98°C
and 1.34°C. From the two analyses, we can conclude that AWS 4 is the station most
closely related to the station under analysis. Similarly, we can deduce that the optimal
relationship for AWS 3 and AWS 4 is with AWS 4 and AWS 1 (and AWS 3); see Ta-
ble 14.

When a time series exhibits a particular trend, it is easier to anticipate its future

Table 14: Determination of station neighbourhoods and thresholds based on
correlation coefficients and MAE.

AWS Neighbours

Weeks (r) (MAE)

AWS 1 3(0.74) and 4(0.81) 4(0.98◦C) and 5(1.34◦C)

AWS 3 1(0.74) and 4(0.72) 4(1.36◦C) and 5(1.40◦C)

AWS 4 1(0.81) and 3(0.72) 1(1.50◦C) and 3(1.50◦C)

AWS 5 3(0.44) and 4(0.02) 1(1.41◦C) and 3(1.43◦C)

AWS 6 1(0.46) and 3(0.29) 3(2.28◦C) and 4(2.19◦C)

behavior, as there is a high likelihood that it will continue to behave in the same man-
ner (Walasek & Gajda, 2021). In the instance of the Andean city of Quito, however,
weather forecasting is difficult. To demonstrate this variability and its effect on the
temperature forecast, we investigated the mean and standard deviation of the group of
11 days selected for the analysis of the forecast. Below are the minimum and maxi-
mum values derived per day for the mean (σ2) and variance (sigma2); see Table 15.
Analyzing the mean values included in Table 15, we can conclude that AWS 1 is the
station with the most seasonal time series, followed by AWS 4, AWS 5, and AWS 6.
Nonetheless, when examining Fig. 17, it is important to note that the series derived
from AWS 1 and AWS 3 demonstrate that the climate of Quito can change dramati-
cally in a matter of days. AWS 4 has the most consistent weather, whereas AWS 3
and AWS 6 are located in areas where the weather is highly variable and therefore its
forecast is difficult to obtain. The previous variations are attributable to the dramatic
climate change between the south and north of Quito. Inspecting AWS 1 and AWS 3,
we can conclude that the most abrupt alterations occur within days. However, we can-
not compare the microclimates of the aforementioned regions because the variations
occurred on separate days. Similarly, we can generally state that the climate in the
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Table 15: Exemplary Table

Station µmin µmax σ2
min σ2

max

AWS 1 17.52 19.46 0.18 4.65

AWS 3 18.96 21.87 1.39 3.61

AWS 4 18.60 20.53 1.13 10.21

AWS 5 18.27 20.57 0.34 3.26

AWS 6 15.91 18.38 1.97 9.72

various locations where AWSs were installed is related. AWS 4 is located in the area
of Quito with the most reliable weather conditions. Tests confirm that the climate of
Quito is highly variable, but relatively stable, and therefore predictable.

5.2 Auto-Adjutment

To address the loss of precision of a meteorological parameter, we propose
employing the methodology proposed in the preceding section regarding the weather
forecast of stations in the vicinity of an AWS network. Using time series, we seek
information on the short-term (24-hour) weather forecast of two neighboring stations
to the station under analysis (SUT). Because it is possible for a neighboring station to
have measurement errors that could result in a superfluous adjustment to the SUT, we
select two stations.

5.2.1 Auto-Adjustment Process
We have developed a test scenario to evaluate the error detection phase and

subsequent error correction strategy. To initiate the process, we have generated a time
series of errors with a low correlation coefficient relative to the weekly correlation
of each station of the network (obtained in the previous section). Thus, we initially
regard the weekly correlation derived in the preceding section as the process’s thresh-
olds. However, as will be seen later, we modified them experimentally.
To detect the error, we obtain the 24-hour temperature forecast for each of the SUT’s
neighbors and then compare them with the actual station’s series using the Correlation
Coefficient Calculated (Ccal). If the predictions exceed the correlation threshold,
Correlation Coefficient Typical (CTyp), the adjustment procedure is initiated. The
adjustment procedure entails calculating the forecasts of the two nearest neighbors,
averaging them, and using the least squares technique to determine the equation coef-
ficient that modifies the sensor data.
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To verify if we can adjust the data acquired with the proposed process, we experimen-
tally modify the data based on the coefficient previously calculated. Then, the proce-
dure is repeated, i.e., comparing the neighboring series with the temperature series of
the station under test. If the process is successful, the algorithm stops; otherwise, it is
calculated again (see Fig. 20).

Figure 20: Flow diagram of the auto-adjustment process.

5.2.2 Relationship between series
We are able to determine the trigger threshold thanks to the correlation analysis

that we conducted in the previous section. Nevertheless, during the experimentation
stage, we defined more precise threshold values for the process to be successful. Based
on our experiments, the following thresholds have been determined for each station
(see Table. 16).
In this section, we can propose the following parameters for conducting experiments:

The data distribution for training, validation and testing is 70%, 15%, 15% respec-
tively. Epoch and batch sizes were 70 and 16, respectively. ADAM optimization algo-
rithm with learning rate = 0.001, β_1 = 0.9, β_2 = 0.999, ε = 1e-8. Posterior scale l2

i

of 0.01. ADAML operates with α = 0.001, β_1 = 0.9, β_2 = 0.999 y ε=1 e-8. Finally,
dropout regularization Pi and precision of the model τ for AWS 1 and AWS 2 were
0.05 and 0.1 respectively (for the relationship with AWS 2), and 0.05 and 0.01 respec-
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Table 16: Relationship between the stations

Station Neighbour 1 Threshold 1 Neighbour 2 Threshold 2

AWS 1 AWS 3 0.7 AWS 4 0.8

AWS 3 AWS 1 0.6 AWS 4 0.7

AWS 4 AWS 1 0.8 AWS 3 0.8

AWS 5 AWS 3 0.8 AWS 4 0.8

AWS 6 AWS 1 0.8 AWS 3 0.9

tively (for the relationship with AWS 3). Dropout regularization Pi and precision of
the model τ for AWS 2 were 0.05 and 0.3 respectively, for the relationship with AWS
1, and 0.05 and 0.02 respectively, for the relationship with AWS 5.

5.2.3 Discussion of results
Based on the results of the experiments, two stations, AWS 1 and AWS 3,

present the best results for carrying out the tasks of self-adjustment based on the infor-
mation of the neighboring stations, see Fig. 21 and Fig. 22.
We can see that the stations in the south (AWS 1) and the north (AWS 3) of the city

Figure 21: Result of the adjustment process for AWS 1.

provide an adequate response to the methodology proposed in this work. Despite meet-
ing the correlation threshold, the adjusted data for stations AWS 4, AWS 5, and AWS
6 are distinct from the pattern distribution of the actual data. This may be the result
of a lack of test stations to define in greater detail the environmental relationships that
may exist between the various city sectors. Considering the preceding, we can confirm
that the meteorology in the rugged terrain geography of Quito varies significantly over
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Figure 22: Result of the adjustment process for AWS 3.

a relatively small area.
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6 General Conclusions and Future work

6.1 Conclusions

This study focuses on the development of micro-automatic weather stations
with auto-adjustment of the parameter measurement deviation (error of the measured
parameter) using a Bayesian approach and adaptive moment estimation to minimize
uncertainty. Using a classical neural network model (i.e. LSTM or GRU), we acquire
the lowest values of RMSE, MSE, and MAE when the network predicts the tempera-
ture at a single station using the temperatures from all stations in the network. When we
applied the new method, however, we obtained the lowest error metrics when we used
only the temperature series of each AWS to generate the forecast at that station. We
proposed using LSTM structures, stacked LSTM structures (with two layers), ARIMA
models, and the convolutional encoder-decoder structure to establish the various test
scenarios.

In this study, we have devised a Bayesian-based uncertainty approach that en-
ables us to improve the behavior of the models. Using the dropout regularization tech-
nique, we reduced the uncertainty in the forecast of a neural network (applied to short-
term weather forecasting) by adjusting the posterior predictive distribution based on
estimators. By injecting stochastic noise into the models, we can use stochastic reg-
ularization techniques to enhance the learning of the neurons in the network. With
weight-decays of 2.04×10−7 and 2.23×10−7, we obtained a maximum error fore-
cast of 12% and demonstrated that for LSTM, the variation of the error is reduced by
nearly half. In addition, the Walk Forward validation is an essential instrument for con-
ducting the research and facilitating the analysis of the forecast error over the next 24
hours, which is an acceptable time range for a short-term weather forecast for Quito.

To complement the strategy of uncertainty reduction, we propose decoupling
the weight decay from the gradient-based update in order to enhance the models’
learning process. To put forward this strategy, we developed a novel approach called
ADAML. To prove the convergence of this approach, we utilized three assumptions:
i) the loss function is L-smooth; ii) the loss function has a bound gradient; and iii) the
variance of the loss is bound. From the trials conducted, we can see that the modi-
fication to the update rule of ADAM, θt−1 = θt−ηt

m̂t√
v̂t+δ
−λ , converges optimally,

and using the parameters α = 0.001, β1 = 0.9,β2 = 0.999 and δ = 1× 10−8, we re-
duce the forecast’s error effectively. The configuration of the network meets a very
good performance with a maximum error of 0.62°C and we visually confirmed this
bearing in mind that the forecast curve presents a trend similar to the actual data of
the predicted day. The results show that the combination of the concepts of ADAML,
walk-forward validation, and Bayesian theory performs better than the approaches pre-
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sented in (Zaytar & Amrani, 2016) and (M. Murat & et al., 2018). Which involves the
generation of a powerful combination to get a proper weather forecast for the Andean
region, especially at latitude 0°.

On the other hand, in Chapter 5, we proposed two approaches to determining
measurement errors at weather stations that were based on the use of error metrics or
correlation analysis to build station neighborhoods. In the first approach, we build the
station neighborhoods by correlating 75-day data from each station in the network.
While in the second approach, we obtain the lowest error metrics between the series
predicted for 11 extra days of the stations and the actual values of the station under
analysis to build the neighborhood of stations. The outcome of the research reveals that
the northern central part of the city experiences the most variable weather conditions
of all the areas selected for monitoring.

Through the analysis, a correlation between network station information and
station communities is determined. Using this methodology, we would ascertain whether
a station has measurement errors based on the variation of data relative to the data of
neighboring stations, thereby ensuring the integrity of the data. This is possible be-
cause we constructed station neighborhoods by identifying the stations that are most
closely related to the station under analysis. Three stations, AWS 1, AWS 3, and AWS
4, achieved MAE values between 0.98°C and 1.50°C and correlation coefficients be-
tween 0.72 and 0.81 based on the results of the analysis. Intriguingly, despite a distance
of 38.46 kilometers and a decline of 400 meters, the closest relationship appears to ex-
ist between AWS 1 and AWS 4. We can justify this based on the fact that the city’s
central-northern region has the greatest temperature variation. In addition, we can con-
firm that the AWS 1, AWS 4, and AWS 6 stations had a maximal average temperature
difference of approximately 20 °C. In contrast, the AWS 3 and AWS 5 stations attained
an average temperature of 22 °C, which is quite intriguing given that these stations are
installed on the slopes of the Pichincha volcano, one in the north of the city and the
other in the south. We discovered that the meteorological forecast generated by a neu-
ral network from the time series of two stations highly related to the Station Under
Test (SUT) can be used to adjust a particular environmental parameter at a station with
a failed measurement (at a correlation coefficient threshold of 0.8). We verify that the
average forecast derived from the time series of the stations adjacent to the SUTs can
be used to modify (via an equation) the measurement of a failed sensor.

Interestingly, the proposed methodology provides an unanticipated solution to
Quito’s lack of ground stations: the compilation of meteorological data at specific
locations without the need for physical stations. To illustrate the aforementioned, we
can imagine installing roving stations at various locations in the south and north of the
city for a few months. Then, with the aid of "main" stations, we are able to generate
environmental data specific to these locations.
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Finally, based on the analysis conducted during this study, we can divide Quito’s
climate into three zones. The south and far north regions of Quito, which maintain a
relatively constant temperature, and the central and near-north regions, which experi-
ence cooler weather than the rest of the city.

6.2 Limitations and future work

It is crucial to highlight that, despite the benefits of the technique that was
suggested in this study effort, there are certain limitations that emerged when doing
the experiments, including the following:

In the case of adjustments based on data from neighboring stations, it is evi-
dent that obtaining a 24-hour forecast reduces the precision of the sensor calibration
equation settings. This is due to the fact that the standard procedure for obtaining
the calibration equation of a sensor in the laboratory necessitates a broad range of
variation, such as temperature. In Ecuador, the average temperature variation ranges
from 9°C to 24°C, limiting our ability to derive an equation that permits precise sensor
adjustments at a weather station. Our research team believes that by obtaining an ex-
tended time prediction, such as 72 hours, we could enhance the technique’s accuracy.
Nonetheless, operating with a relatively narrow temperature range would always be a
limitation. This is a future-applicable proposal so long as we can continue to operate
with a sufficient network of stations.

An additional limitation of the approach is that we originally proposed to work
with the information processing in each AWS of the network of stations. We are un-
able to implement the above proposal, and it is preferable to perform the processing on
a computer located outside of the network. The decision was made because, while it
is true that the processing capacity of the Raspberry Pis, a component of the network
stations, enables the implementation of models on Amazon Web Services (AWS), the
process is sluggish and requires a large amount of computational resources. This could
result in an unsuccessful acquisition of meteorological parameters by the Raspberry.
In the future, we could propose implementing the automated modification methodol-
ogy on other types of platforms in order to determine whether the processing can be
performed on each AWS in the network.

It is important to note that at the outset of the investigation, we proposed in-
stalling 16 stations to encompass multiple areas of Quito. The construction costs for
each AWS, which included electronic equipment and a protection enclosure, amounted
to approximately 300 dollars per unit. Consequently, we resolved to establish five sta-
tions throughout Quito. Our research team believes that this issue could be addressed
and resolved in the future by securing funding and enhancing the methodology pre-
sented in this study.
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It is important to observe that, based on the data collected by each station in
Quito, it was determined that certain areas could become new data collection sites of
interest. However, the COVID-19 pandemic had a subsequent impact on the location
and care of each station, as in many cases the individuals responsible for the care of the
stations had to flee the city and were unable to monitor the condition of the equipment.

Regarding the Calibration of the sensors, we proposed to carry out a calibration
with a secondary pattern, namely, in the field. We implemented this philosophy along
the research to adjust and maintain the measurement of the information of the AWSs
of the network. We made this decision considering the high cost of calibration for each
AWS, which was around USD 400. Additionally, it must be said that the calibration
can only be carried out at INAMHI, which is the only institution in the country that
has an adequate laboratory for the calibration of meteorological stations and that to
date still does not officially have the permits to issue calibration certificates but can
only generate calibration reports. We consider that this problem could be treated and
solved in the future by seeking funding and improving the technique presented in this
research.

For the city’s weather division, we have to indicate that despite the fact that the
behavior (at the three zones) remains nearly stable for all the research data collected,
we still need to implement additional stations in the city’s far north. This will help us
comprehend the weather on the city’s outskirts in greater detail.
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Calibration reports 

 



This calibration register provides documentary evidence

for the traceability to national standards, carried out by

the units of measurement according to the international

System of Units (SI).

Rango: -40 a 80 °C
Range

División/Resolución: 0.1°C
Division/Resolution

1709004EE5
Serial number

Serial:

Es responsabilidad del usuario establecer la frecuencia de calibración de este

instrumento. Esta declaración es aspecto auditable en el sistema de gestión en su

empresa.

The user shall be responsible for establishing the calibration frequency of this

instrument. This statement is an auditable aspect in the management system of his

company.

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THEREOF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS

CALIBRATION CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

COORDINADOR DEL LABORATORIO

   MSc.. David Tonato

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

INAMHI

Código: OT-2506
Code

Fecha de Calibración: 2021-06-15
Calibration date 

2021-06-09
Reception date 

Fecha de Recepción:

DATOS DEL INSTRUMENTO 
 Instrument Information

Objeto: Este registro de calibración

proporciona evidencia documental para la

trazabilidad a los patrones nacionales,

llevados a cabo por las unidades de

medición de acuerdo con el Sistema

Internacional de Unidades. (SI).

Object

Fabricante / Marca: ASAIR
Manufacturer / Brand 

Modelo / Tipo:

Sensor de Temperatura

AM2320B
Model / Type

Dirección Fiscal: Legarda
Legal Address

Nº de Solicitud: S-014
Aplication Number

C - 2506 - TA

Usuario: Ricardo Llugsi
User

Temperature Calibration Register

DATOS GENERALES 

General Information

Número de Registro: 

REGISTRO DE CALIBRACIÓN DE TEMPERATURA

LMET- PC-01.F.02

Edición: 01 1/6

Firmado electrónicamente por:

CESAR DAVID
TONATO
PERALTA



( ± ) ªC

( ± ) %HR

( ± ) hPa

PATRONES

Deriva °C

± mK

± mK

± mK

ºC

Deriva °C

± mK

± mK

± mK

ºC

Deriva °C

± °C 

± °C 

± °C 

ºC

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

Temperatura Ambiente de Calibracion: 

Temperatura Ambiente de Calibracion: 23

0.001

-38.009

0.011 0.01 0.001

RTD Company

20 0.01 0.0001

156.599 30 0.01 0.0001

FLUKE Hart Scientific

Temperatura Ambiente de Calibracion: 23

0.006 0.009 0.01 0.001

156.015

25 0.01

0.01

23

0.001

Rango °C Incertidumbre Correccion °C Resolucion (°C) : 

0.011 0.012 0.001

Nº CERTIFICADO             
54328SERIAL/CÓDIGO                          
14095

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

PROCEDIMIENTO

20.7 0.6

5.0

732.0 2.5

Número de Registro: C - 2506 - TA

CONDICIONES AMBIENTALES

PRESIÓN ATMOSFÉRICA:

MARCA     

Calibración efectuada usando el método de comparación directa con nuestros patrones, según lo establecido en el

procedimiento "LMET-PC-01 CALIBRACION DE SENSORES DE TEMPERATURA"

TEMPERATURA AMBIENTE:

HUMEDAD RELATIVA: 51.8

Nº CERTIFICADO             

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THEREOF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS 

CALIBRATION CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

5616-12

20

30

MARCA     

MODELO         

Termómetro con Resistencia de 

Platino 100 Ω:

Termómetro con Resistencia de 

Platino 100 Ω:

SERIAL/CÓDIGO                          2373

Nº CERTIFICADO             

MARCA     
MODELO         

0.01

Incertidumbre Correccion °C Resolucion (°C) : 

-38.834 25 0.01 0.0001

0.00129.765

SC

Rango °C

5626

1529-R

B05221

FLUKETERMOMETRO DE ESTANDARES 

CHUB-E4

Rango °C

LNM-T-20171300007D

Correccion °CIncertidumbre

MODELO         

0.0001

0.0001

0.0001

Resolucion (°C) : 

-38.834

29.765

156.599

SERIAL/CÓDIGO                          

LMET- PC-01.F.03

Edición: 01 2/6



MARCA     FLUKE

MODELO         

SERIAL/CÓDIGO                          

Nº CERTIFICADO             

INCERTIDUMBRE: Inmersión  B al 100%

U Estabilidad Axial Radial

± ( )

± ( )

± ( )

Inmersión  C al 70%

U Estabilidad Axial Radial

± ( )

± ( )

± ( )

ºC

0.0731 0.02720

60

B25585

LNM-T-201715300028D

0.0816

Temperatura °C

0.053 0.049

0.091 0.032 0.104 0.054

60

-10

Temperatura °C

C - 2506 - TA

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THEREOF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS 

CALIBRATION CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

0.038 0.079

RC = LI + C, siendo C = Corrección = -EA

Número de Registro: 

LUGAR DONDE SE REALIZA LA CALIBRACIÓN: 

0.046

La calibración fué realizada en el laboratorio de Temperature y Humedad, localizado en Calle Nuñes de Vela N36-15 y

Corea, Quito - Ecuador.

Se establecen las diferencias entre la lectura “LI” del Instrumento a calibrar y la lectura “LP” del patrón a fin de obtener

el error absoluto.

-10

20

Temperatura Ambiente de Calibracion: 23

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

PATRONES

0.046

0.050

0.050

0.0809 0.036 0.079

0.0734

0.0923

0.027 0.053

0.044 0.104

EA = LI – LP

El resultado corregido del instrumento viene dado por:

HORNO DE POZO SECO

9171

LMET- PC-01.F.03

Edición: 01 3/6



Magnitud: Temperatura

 (  a  ± ( ºC

 (

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

0.115

 0.50

 0.50

0.1840°C

Nominal

20°C 19.7

19.9 19.961  0.50- 0.081

 0.50

- 0.127

- 0.234

- 0.557  0.50

19.974

PARAMETRO CON AJUSTE

30°C

9.9

-9.7

ºC

39.801

0.125

0.13

0.107

 ± Uexp (K=2)

0.13

0.12

0.14

G-1

EA

- 0.067

0.15

 0.50

 0.125

ºC

PARAMETRO SIN AJUSTE

1°C

10°C

Nominal

-9.4

GRÁFICO

39.4  0.50

UNIDAD

Especificaciones Técnicas:

EXACTITUD:

0.1

RANGOS:

) ºC  ) ºC- 40.0  80.0 0.500

Resolución del 

Instrumento

-10°C

10.047

EA

-9.785  0.385

 0.50

LI LP  ± EMP

 0.50

1.2 1.085

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

- 0.059  0.5029.88929.8

 0.289

 ± EMP

0.20

40.1

 0.004

LP

0.15

 0.50 0.20

29.887

39.798 - 0.398

29.3

G-2

30°C

-10°C

1°C

20°C

LI

 0.121-9.781

1.1 1.096

 0.5010.0 10.057

 ± Uexp (K=2)

Número de Registro: C - 2506 - TA

40°C

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THEREOF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS CALIBRATION 

CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

10°C

UNIDAD GRÁFICO

LMET- PC-01.F.03

Edición: 01 4/6



Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

Número de Registro: C - 2506 - TA

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THEREOF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS 

CALIBRATION CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

- 0.60

- 0.40

- 0.20

 0.00

 0.20

 0.40

 0.60

 0.80

-10.0 0.0 10.0 20.0 30.0 40.0

Er
ro

r 
°C

Referencia   °C

G-1

Error Sin Ajuste EMP -EMP +EMP OMM -EMP OMM

- 0.600 0

- 0.400 0

- 0.200 0

 0.000 0

 0.200 0

 0.400 0

 0.600 0

-10.0 0.0 10.0 20.0 30.0 40.0Er
ro

r 
°C

Referencia °C

G-2

Error Con Ajuste EMP -EMP +EMP OMM -EMP OMM

LMET- PC-01.F.03

Edición: 01 5/6



a0

a1

a2

a3

a0

a1

a2

a3

Curva Reportada Por defecto -0.13471825

Grado de Polinomio 1

Modificación Realizada No 1.01790345

Tipo de curva Polinomio

Curva de ajuste original

Resultados de Ajuste y Recalibración

Reporte Sin Ajuste

Parametros antes del ajuste

Reporte de Ajuste

Curva Reportada Por defecto

Modificación Realizada No

0.000000

1.000000

Tipo de curva Polinomio

Grado de Polinomio

Ajuste realizado

Tolerancia maxima  en °C por la OMM 0.20

INCERTIDUMBRE:

Número de Registro: C - 2506 - TA

1

Parametros despues del ajuste

Curva de ajuste Coeficientes despues del ajuste

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

Fin del registro de calibración.

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THEREOF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS 

CALIBRATION CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

Ing. Santiago RamónFís. Jimmy Narváez

RESPONSABLE TÉCNICO RESPONSABLE DE CALIDAD

Coeficientes antes del ajuste

LOS RESULTADOS SE REFIEREN ÚNICAMENTE AL INSTRUMENTO ANTERIORMENTE DESCRITO

“La incertidumbre expandida reportada de la medición se establece como la incertidumbre de medición estándar

multiplicada por el factor de cobertura k calculado, de tal manera que la probabilidad de cobertura corresponde a

aproximadamente 95%”. 

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

OBSERVACIONES:

Después del proceso de verificación el sensor necesitó coeficientes de correción y aún así no cumple con la normativa 

OMM a la temperatura de 40°C, pero sí con las especificaciones técnicas de fábrica por lo que se recomienda no 

operarlo en condiciones cercanas a esa temperatura para aplicaciones meteorológicas y realizar las verificaciones 

pertinentes para determinar la deriva en el tiempo del sensor.

2022-06-16

Sí

En Tolerancia

Fuera de Tolerancia

0.50

Fecha sugerida por la OMM para la próxima Calibración

Tolerancia maxima  en °C Especificaciones Técnicas

Como se encontró

Como se dejó

LMET- PC-01.F.02 Fecha de Vigencia: 2020-XX-YY 6/6

Firmado electrónicamente por:

JIMMY SEBASTIAN
NARVAEZ ORDONEZ

Firmado electrónicamente por:

SANTIAGO FERNANDO
RAMON ZAMBRANO



C - 2505 - HR

Usuario: Ricardo Llugsi
User

Relative Humidity Calibration Register

DATOS GENERALES 

General Information

Número de Registro: 

REGISTRO DE CALIBRACIÓN DE HUMEDAD RELATIVA

Dirección Fiscal: Legarda
Legal Address

Nº de Solicitud: S-014
Aplication Number

DATOS DEL INSTRUMENTO 
 Instrument Information

Objeto: Este registro de calibración

proporciona evidencia documental para la

trazabilidad a los patrones nacionales,

llevados a cabo por las unidades de

medición de acuerdo con el Sistema

Internacional de Unidades. (SI).

Object

Fabricante / Marca: ASAIR
Manufacturer / Brand 

Modelo / Tipo:

Sensor de Humedad Relativa

AM2320B
Model / Type

Serial:

Fecha de Recepción:

This calibration register provides documentary evidence

for the traceability to national standards, carried out by

the units of measurement according to the international

System of Units (SI).

Rango: 0 A 100%
Range

División/Resolución: 0.1%
Division/Resolution

170904EE5
Serial number

INAMHI

Código: OT-2505

Es responsabilidad del usuario establecer la frecuencia de calibración de este

instrumento. Esta declaración es aspecto auditable en el sistema de gestión en su

empresa.

The user shall be responsible for establishing the calibration frequency of this

instrument. This statement is an auditable aspect in the management system of his

company.

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THERE OF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS

CALIBRATION CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

COORDINADOR DEL LABORATORIO

   MSc.. David Tonato

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

Code

Fecha de Calibración: 2021-06-11
Calibration date 

2021-06-09
Reception date 

LMET- PC-02.F.02

Edición: 01 1/5

Firmado electrónicamente por:

CESAR DAVID
TONATO
PERALTA



( ± ) °C

( ± ) %HR

( ± ) hPa

PATRONES

Deriva %hr

± %HR

± %HR

± %HR

± %HR

ºC

MARCA     THUNDER SCIENTIFIC

MODELO         

SERIAL/CÓDIGO                          

Nº CERTIFICADO             

INCERTIDUMBRE: XXXXXX

Estabilidad

± ( )

± ( )

± ( )

Lectura higrómetro Corrección Incertidumbre

%HR %HR %HR

%HR %HR %HR

%HR %HR %HR

%HR %HR %HR

%HR %HR %HR

%HR %HR %HR1.40

0.19

0.63

0.73

1.00

1.20

68.72

79.94

92.71

-0.66

0.24

0.09

0.29

0.53

2.74

FECHA DE CALIBRACIÓN             02/03/2021

10.72

36.92

49.88

HIGRÓMETRO:

MARCA     RH SYSTEMS

MODELO         473

SERIAL/CÓDIGO                          13-0414

Nº CERTIFICADO             11374

CARACTERIZACION DE 

LA CAMARA:

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

0.12

0.28

MARCA     

MODELO         

0.01

LUGAR DONDE SE REALIZA LA CALIBRACIÓN: 

Uniformidad

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THERE OF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS CALIBRATION 

CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Rango %hr

11374

Correccion %hrIncertidumbre Resolucion (%HR) : 

10.00

20.00

80.06

SERIAL/CÓDIGO                          1310985

Nº CERTIFICADO             

-0.06

0.07 -0.04

49.99

THUNDER SCIENTIFIC 

2500ST-LT HUMIDITY 

GENERADOR:

Número de Registro: C - 2505 - HR

CONDICIONES AMBIENTALES

PRESIÓN ATMOSFÉRICA:

TEMPERATURA AMBIENTE:

HUMEDAD RELATIVA:

Calibración efectuada usando el método de comparación directa con nuestros patrones, según lo establecido en el

procedimiento "LMET-PC-02  CALIBRACION DE SENSORES DE HUMEDAD RELATIVA AMBIENTE"

THUNDER SCIENTIFIC

0.01

0.01

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL DOCUMENTO

DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

PROCEDIMIENTO

21.6 0.5

48.6 3.4

730.6 1.4

EA = LI – LP

2500

Temperatura Ambiente de Calibracion: 24

0.42 -0.08

-0.08 0.01

Se establecen las diferencias entre la lectura “LI” del Instrumento a calibrar y la lectura “LP” del patrón a fin de obtener el

error absoluto.

El resultado corregido del instrumento viene dado por:

RC = LI + C, siendo C = Corrección = -EA

0.01

2500

1310985

XXXXXX

Temperatura °C

-10 0.0816 0.038

20 0.0734 0.027

60 0.0923 0.044

La calibración fué realizada en el laboratorio de Temperatura y Humedad, localizado en Calle Nuñez de Vela N36-15 y

Corea, Quito - Ecuador.

LMET- PC-02.F.03

Edición: 01 2/5



Magnitud: Humedad Relativa

 (  a  ± ( %HR

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

WARNING: THIS REGISTER DOES NOT CONSTITUTE A LEGAL AUTHORIZATION FOR THE USE THERE OF FOR THE METROLOGICAL CERTIFICATION OF THIRD PARTIES. THIS CALIBRATION 

CERTIFICATE MAY NOT BE REPRODUCED OTHER THAN IN FULL, EXCEPT WITH THE WRITTEN APPROVAL OF LABMET, VALID IN ORIGINAL ONLY.

ADVERTENCIA: EL PRESENTE REGISTRO NO CONSTITUYE AUTORIZACIÓN LEGAL DE SU USO PARA LA CERTIFICACIÓN METROLÓGICA A TERCEROS. LA REPRODUCCIÓN DEL

DOCUMENTO DEBE SER TOTAL Y DEBE ESTAR AMPARADO POR AUTORIZACIÓN ESCRITA DE LABMET, VALIDO SÓLO EN ORIGINAL

PARAMETRO CON AJUSTE

50%

UNIDAD GRÁFICO

71.0 70.30 3.000.69
G-2

85%

3.00

3.00

-0.14

Número de Registro: C - 2505 - HR

92%

PARAMETRO SIN AJUSTE

20% 19.7

%HR

34.3 35.29

3.0050.0 50.12

1.21

94.62

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

-0.27 3.0086.4086.1

-0.56

 ± EMP

1.41

94.1

-0.95

LP

1.41

3.00 1.41

86.43

95.02

35%

70%

LI

-0.2519.92

Nominal

%HR

90.2 3.0092%

1.21

-4.83

83.0

EA

20.08

85%

51.9 1.72

-0.43

-3.41 3.00

70.34

3.00

3.00

1.41

G-1

3.00

1.01

Nominal

69.9

EA

0.64

0.65

 ± Uexp (K=2)

70%

20%

35%

50% 50.17

6.06 3.00
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26.1
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 ± EMP
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0.1

RANGOS:

) % 0.0  100.0 3.000

Resolución del 

Instrumento

) %HR
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a0

a1

a2

a3

a0
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Coeficientes antes del ajuste

LOS RESULTADOS SE REFIEREN ÚNICAMENTE AL INSTRUMENTO ANTERIORMENTE DESCRITO

“La incertidumbre expandida reportada de la medición se establece como la incertidumbre de medición estándar

multiplicada por el factor de cobertura k calculado, de tal manera que la probabilidad de cobertura corresponde a

aproximadamente 95%”. 

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

OBSERVACIONES:

El instrumento cumple con las especificaciones técnicas definidas por el fabricante y de la OMM con los coeficientes 

de ajuste realizado.

2022-06-12

Sí

En Tolerancia

Fuera de Tolerancia

3.00

Fecha sugerida por la OMM para la próxima Calibración

Tolerancia maxima  en %HR Especificaciones técnicas

Como se encontró

Como se dejó
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Ajuste realizado

Tolerancia maxima  en %HR por la OMM 3.00

INCERTIDUMBRE:

Número de Registro: C - 2505 - HR

1

Parametros después del ajuste

Curva de ajuste original Coeficientes despues del ajuste

Curva de ajuste original

Resultados de Ajuste y Recalibración

Reporte Sin Ajuste

Parametros antes del ajuste

Reporte de Ajuste

Curva Reportada Por defecto

Modificación Realizada No

0.00000

1.00000

Tipo de curva Polinomio

Grado de Polinomio

Curva Reportada Por defecto -9.97681534

Grado de Polinomio 1

Modificación Realizada No 1.16021050
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C - 2504 - PA

Usuario: Ricardo Llugsi
User

Calibration Register

DATOS GENERALES 

General Information

Número de Registro: 

REGISTRO DE CALIBRACIÓN DE PRESIÓN ATMOSFÉRICA

Dirección Fiscal: Legarda
Legal Address

Nº de Solicitud: S-014
Aplication Number

DATOS DEL INSTRUMENTO 
 Instrument Information

Objeto: Este registro de calibración proporciona

evidencia documental para la trazabilidad a

los patrones nacionales, llevados a cabo por

las unidades de medición de acuerdo con el

Sistema Internacional de Unidades. (SI).

Object

Fabricante / Marca: BOSCH
Manufacturer / Brand 

Modelo / Tipo:

Sensor de presión atmosférica

BMP-180 GY-68
Model / Type

Serial:

Fecha de Recepción:

This calibration register provides documentary evidence

for the traceability to national standards, carried out by

the units of measurement according to the international

System of Units (SI).

Rango: (300 a 1100) hPa
Range

División/Resolución: 0.1 hPa
Division/Resolution

1244U252025
Serial number

INAMHI

Código: OT-2504

Es responsabilidad del usuario establecer la frecuencia de calibración de este

instrumento. Esta declaración es aspecto auditable en el sistema de gestión en su

empresa.

The user shall be responsible for establishing the calibration frequency of this

instrument. This statement is an auditable aspect in the management system of his

company.
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COORDINADOR DEL LABORATORIO

   MSc.. David Tonato

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

Teléfonos:  (593 - 2) 397 11 00 Ext. 87058.  website: www.inamhi.gob.ec.  correo:labmet@inamhi.gob.ec.

Code

Fecha de Calibración: 2021-06-18
Calibration date 

2021-06-09
Reception date 
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( ± ) °C

( ± ) %HR

( ± ) hPa

PATRONES

U Estabilidad Uniformidad
± (

± (

± (

ºC

MARCA     FLUKE

MODELO         

SERIAL/CÓDIGO                          

Nº CERTIFICADO             

FECHA CALIBRACIÓN:

Deriva hPa

± hPa

± hPa

± hPa

± hPa

± hPa

± hPa

± hPa

± hPa

± hPa

ºC

750 0.0734 0.027 0.053

THEODOR FRIEDRICHS

1100 0.0923 0.044 0.104

hPa

500 0.0816 0.038 0.079

730.28 1.68

0.001

8.6E-02 0.001

8.6E-02 0.001

2021-02-19

Rango hPa

LFP-037-2021

600.00 0.006

Incertidumbre Correccion hPa Resolucion hPa: 

650.00 0.078

700.00 0.080

8.6E-02

900.00

950.00

8.6E-02

8.6E-02

8.6E-02

8.6E-02

8.6E-02
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MARCA     

MODELO         
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EA = LI – LP

s/m

SERIAL/CÓDIGO                          s/s

MONITOR DE PRESION 

DE REFERENCIA:

CAMARA 

BAROMETRICA:

Nº CERTIFICADO             

Temperatura Ambiente de Calibracion: 24

El resultado corregido del instrumento viene dado por:

RC = LI + C, siendo C = Corrección = -EA

RPM4 A200K

2234

Número de Registro: C - 2504 - PA

CONDICIONES AMBIENTALES

PRESIÓN ATMOSFÉRICA:

TEMPERATURA AMBIENTE:

HUMEDAD RELATIVA:

Calibración efectuada usando el método de comparación directa con nuestros patrones, según lo establecido en el

procedimiento "LMET-PC-03  CALIBRACION DE SENSORES DE PRESION ABSOLUTA AMBIENTE "

PROCEDIMIENTO

19.03 0.65

51.63 6.35

La calibración fué realizada en el laboratorio de Temperature y Humedad, localizado en Calle Nuñes de Vela N36-15 y

Corea, Quito - Ecuador.

Se establecen las diferencias entre la lectura “LI” del Instrumento a calibrar y la lectura “LP” del patrón a fin de obtener el

error absoluto.

0.083

0.065

0.056

0.053

0.054

0.001

0.001

0.001

0.001

0.001

LUGAR DONDE SE REALIZA LA CALIBRACIÓN: 

0.045 0.01

Temperatura Ambiente de Calibracion: 24

0.001

1000.00 8.6E-02

750.00

800.00

850.00
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Magnitud: Presión Absoluta

 (  a  ± hPa

UNIDAD GRÁFICO

PARAMETRO CON AJUSTE

1050 1050.3

849.2018

EA

1051.2929

- 0.087

950

730

LI

Número de Registro: C - 2504 - PA

PARAMETRO SIN AJUSTE

RANGOS:

) hPa 300.0 1 100.0 1.0

Resolución del 

Instrumento

hPa

Especificaciones Técnicas:

EXACTITUD:

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.

- 0.098  1.00648.8080648.7

 ± EMP

0.253

- 0.025

LP

0.253

648.4245649.0

650
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949.9 949.8745

 1.00853.0 853.0081850

550

 ± Uexp (K=2)
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0.1

 1.00

731.3939

GRÁFICOUNIDAD ± Uexp (K=2)

 1.00

950

 ± EMP

0.151

0.136

0.151

 1.00

 1.00

Nominal LI LP

1050  1.00- 0.143

849.5

 0.486

 0.606

 0.288

650

949.6
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 1.00

 1.00

731.9

949.4691  0.171

734.2 734.2650  1.00- 0.055

EA

 0.012

0.229

Nominal

730

850

550 558.8 558.7806  0.009  1.00

hPa G-1

553.9 553.1629  0.737  1.00 0.187

0.187

hPa G-2
0.136

0.151

0.151
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Coeficientes antes del ajuste

LOS RESULTADOS SE REFIEREN ÚNICAMENTE AL INSTRUMENTO ANTERIORMENTE DESCRITO

“La incertidumbre expandida reportada de la medición se establece como la incertidumbre de medición estándar

multiplicada por el factor de cobertura k calculado, de tal manera que la probabilidad de cobertura corresponde a

aproximadamente 95%”. 

Dirección: Calle Núñez de Vela N36-15 y Corea, Quito - Ecuador.
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El instrumento cumple con las especificaciones definidas por el fabricante. Sin embargo, se le realizó el ajuste de tal 

manera que el error sea mínimo y cumpla con la normativa de la OMM, aunque la presición del equipo no es la 

adecuada para uso meteorológico.

RESPONSABLE DE CALIDAD

2022-06-19

Sí

En Tolerancia

Cumple especificaciones técnicas

1.00

Fecha sugerida por la OMM para la próxima Calibración

Tolerancia maxima en hPa

Como se encontró

Como se dejó

Ajuste realizado

INCERTIDUMBRE:

Número de Registro: C - 2504 - PA

Curva de ajuste original

Resultados de Ajuste y Recalibración

Reporte Sin Ajuste

Parametros antes del ajuste

Reporte de Ajuste

Curva Reportada Por defecto

Modificación Realizada No

0.000000

1.000000

Tipo de curva Polinomio

Grado de Polinomio 1

Parametros después del ajuste

Curva de ajuste original Coeficientes despues del ajuste

Curva Reportada Por defecto -1.7026344

Grado de Polinomio 1

Modificación Realizada No 1.0016867

Tipo de curva Polinomio
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