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Introduction

Time is always ticking, no matter if we measure it or not. Keeping track of time
has however always been paramount, as it allows the distinction between night
and day, between seasons, and between years. In that sense, time metrology is
one of the oldest scientific fields, and has been around just as long as the humans.
The definition of time has changed through the ages. Together with six other
fundamental units, it is a crucial part of the Systéme International d’Unités (SI).
These units are illustrated in figure 1. The seven fundamental units include the
second, meter, kilogram, ampere, kelvin, mole, and candela. Of those seven
units, the second is used to define the meter, the ampere, and the candela.
Indeed, the second is one of the absolute cornerstones of modern metrology.
For hundreds of years, it has been possible to measure the second with clocks.
However, as no two clocks will be identical, a synchronization and comparison
between different clocks is necessary. Historically, people in the city have been
able to synchronize their clocks with transportable watches, or the bells of
the churches at noon, to name a few. Modern society runs much faster, with
global exchange and mobility at a World scale, accurate synchronization and
syntonization, with waves much faster than acoustic waves, are needed. Since
the last century or so, with the discovery of radio-transmission (G. Marconi,
N. Tesla and others), electromagnetic waves are used to transmit signals, for
telecommunication, and comparing clocks around the world.

Clocks can be compared with optical fibers, which is the subject of this the-
sis. There are many methods that can take benefits of the guided propagation
over fiber networks to synchronize and syntonize clocks. Some very widely used
processes over the internet synchronizes clocks in computers for the daily life.
Here, the subject of this thesis is about ultra-precise state-of-the-art frequency
dissemination of optical frequencies.

Here, I describe the use of a new research infrastructure in France for time

and frequency dissemination that is a coherent, long-range, optical fiber network
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FIGURE 1: Systéme International d’Unités (SI). Figure from the
BIPM website [1].

for clock comparisons, as well as for high-resolution spectroscopy, a wide range
of precision measurement, and for geophysical sensing applications. I describe
the necessary tools, and an in-depth study, in order to understand the physical
properties of the fiber network, which will then be used to determine the uncer-
tainty contribution of fiber links, as well as an exploration of two applications
of fiber network for Earth science: a first observation of the Sagnac effect for
increasing areas in a fiber link forming a closed loop, where a non-reciprocal
phase is expected, and a first study on seismic detection with a fiber network.

I will start with an explanation on the field of time and frequency metrology.
I will briefly discuss the advancements of optical atomic clocks, and thereby mo-
tivate the need for ultra-stable and accurate time and frequency dissemination
tools. I will describe the ensemble of clocks at SYRTE, and briefly introduce
the French fiber network REFIMEVE.

In chapter 2, T will explain the basic principles of frequency transfer through
fiber links, insisting on the fundamental hypothesis that underlays the operation
of the system, and the techniques we apply. I will describe the challenges arising
for long-haul fiber links, as well as describe the fundamental limits we face.
Lastly, I will describe the fiber links of the REFIMEVE network, that is the
name of the French research infrastructure for time and frequency dissemination
over the French fiber network for education and research, RENATER.

In the third chapter, I will describe the noise processes of the fiber links,
both in the high and low frequency spectrum. I will show how I use these
characteristics to simulate the noise of the links, which is a necessary tool when

studying the effects of missing data.
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In chapter 4, T evaluate the effects arising from missing data in our statistical
evaluation of the links. I discuss ways of handling the missing data in detail,
and present a novel way in the context of fiber links, based on the noise model
elaborated in chapter 3. Then, I use these tools I built for a case study, for the
first time evaluating the statistical properties of a fiber link over the span of
five years, where missing data are unavoidably present and significant.

In the following chapter, I will discuss the European connections of the
REFIMEVE network to Germany, United Kingdom, and Italy, in the context
of the clock comparisons such a network allows. I will discuss the challenges
we face in the French REFIMEVE network in such a comparison, and how the
French links performed. I present an uncertainty budget of the French links for
a one-month-long clock comparison campaign. I will end with an evaluation of
the links” uncertainty contribution in the presence of missing data, where I will
not only consider the missing data from the link itself, but also the downtime
of other subsystems in the comparison.

In chapter 6 I will explore the use of fiber links themselves as sensors in 2
different studies. First, I will explain the use of a fiber link enclosing a large
area in Paris as a gyrometer, and compare with the situation of a spooled fiber,
where the enclosed area is orders of magnitudes smaller. Afterwards, I show a
quantitative study of the use of a fiber network to detect seismic waves, arising
from earthquakes around the world.

I will end with a conclusion, summarizing the most important points from
throughout the thesis.






Chapter

Frequency metrology

The principle of an atomic clock as introduced by Essen and Parry at NPL in
the early 1950s is to servo-loop the output frequency of a local oscillator to
the atomic response [3]. The general sketch of an atomic frequency standards is
given in figure 1.1.
The output of a frequency standard has to be a practically usable oscillatory
electromagnetic signal whose frequency is connected to the atomic transition.
The output of the frequency standard with a frequency offset and frequency

noise, can be written as:
w(t) = wer(t) - (L +y(t) +e), (1.1)

where w. is the frequency of the atomic transition between the ground state
e and the excited state f, y(t) represents the statistical relative frequency fluc-
tuations, and € a systematic shift as compared to the frequency of the atomic
transition. In such an expression, one assumes that y(¢) is stochastic and has a

mean value of (y(t)) = 0.

]

FIGURE 1.1: Principle of an atomic frequency standard. Figure
extracted from [2].
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The essential properties of atomic frequency standards are therefore its ac-
curacy, which is evaluated quantitatively by its overall uncertainty on €, and
its stability, evaluated quantitatively by the statistical properties of y(¢). The
latter is characterized by its deviation, denoted o, (7), where 7 is the integration
time.

The relative frequency fluctuations can be expressed as:

_f

YT

where d; is the frequency fluctuation over a given measurement time and fy =
wer/(2m). So, if one keeps the same error in the frequency fluctuations, the
higher the carrier, the lower is the relative frequency deviations.

The relative frequency fluctuations and its systematic offset are the observ-
ables under consideration. The time difference between the realized clock and
an ideal realization is simply given by the integral of (y -+ ¢€) over the integration

time, from an arbitrary initial instant to time 7"

T
At:/ (y+e) dt
0

If the realization of a frequency standard suffers from systematic bias € # 0,
the time indicated by the clock will drift, as compared to an ideal realization.
Comparing the time difference between two independent atomic clocks over
large integration times is therefore a stringent test of their inaccuracies.

The way of realization of a frequency standard over the age is then a re-
sulting trade-off between the fundamental understanding of the laws of physics,
available technologies, and some practical considerations, so that the standard
can be used by the scientists and the society.

The second has been defined by the rotation of the Earth around itself
and/or, the rotation of the Earth around the Sun, with oscillation frequencies
of 11.5 pHz, and 31 nHz respectively. For a long time, it was the only universally
available regular and periodic phenomena. Besides observing the movement of
Earth in Space, manufacturing clocks was essentially a matter of (classical)
mechanics, noticeably to help for navigation: this was the case for the famous
Harrisson clock, used by the British marines.

The situation drastically changed with the discovery of piezo-electricity and
its application to excite crystals. The quartz oscillators were developed, using
an oscillator frequency of kHz to GHz, enabling the discovery of time variations
in the rotation of the Earth.
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FiGURE 1.2: Improvement of clocks over the last 400 years.
Figure extracted from [4].

In the mid-20"" century, the atomic clocks were introduced, with atomic
transition frequencies in the GHz range (H-Masers, Cesium, Rubidium...), and
nowadays with optical atomic clocks, that servo loops the frequency of laser
on atomic transitions, with frequencies at hundreds of THz. Nowadays, there
are several atomic species, neutral or with an electric charge, that are operated
(Strontium, Mercury, Ytterbium...).

Comparing ultra-precise atomic clocks is therefore a very exciting challenge,
for its impact on the realization of atomic time scales and the expected re-
definition of the SI second, for tests of fundamental physics that can be per-
formed with an ensemble of atomic clocks co-located or set apart, and its impact
in society for cutting-edge research in spectroscopy, astronomy, and telecommu-

nication, to name a few.

1.1 Optical reference signals

1.1.1 Optical clocks

Since the development of the first atomic clock, they have steadily improved
over the years. This is illustrated in figure 1.3. The uncertainty of microwave

clocks since 1960 is shown in blue, which have reached an uncertainty at the level
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FIGURE 1.3: Decrease in uncertainty of optical and microwave
clocks over the last decades. Figure derived from BIPM.

of 10716, These microwave standards include clocks built on the primary fre-
quency standard of Cs, as well as secondary frequency standards like Rb. Since
the introduction of clocks based on optical transitions, the improvements have
accelerated, with state-of-the-art optical atomic clocks reaching uncertainties in
the low 10718,

With such orders of magnitudes difference between the current definition
of the SI second, and the uncertainty of state-of-the-art optical clocks, work
have started towards a redefinition of the SI second. Before such a redefinition
can be realized, a number of criteria must be met. In 2016, the Consultative

Committee for Time and Frequency (CCTF) defined the following roadmap:

1. Three different optical clocks (either in different laboratories or of different

species) but shows a relative uncertainty at the level of 1- 10715,

2. Three independent comparisons of optical clocks, either by transportable
clocks or by remote means of comparison, must be realized with a relative

uncertainty < 5- 10718,

3. Regular contributions to International Atomic Time (TAI) from optical

clocks.
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FIGURE 1.4: Overview of the LNE-SYRTE atomic clock ensem-
ble at the Observatoire de Paris. Figure extracted from [5].

4. Comparisons between at least five optical clocks, to the level of < 5-1071%,
with each frequency ratio measured by at least two different, independent

laboratories.

It is evident, that the comparison of optical frequency standard is a cornerstone
towards the future redefinition of the SI second. In this thesis, I explore such

remote comparisons with coherent optical fiber links.

1.1.2 Optical reference signals at LNE-SYRTE

Laboratoire national de métrologie et d’essais (LNE) - Systéme de Références
Temps-Espace (SYRTE) is the French national metrology institute (NMI), and
is part of I’Observatoire de Paris. It is here the French national timescale, Co-
ordinated Universal Time (UTC)(OP), is realized. This timescale is realized
from the microwave fountain atomic clocks, FO1-Cs and FO2. FO1-Cs is a Cs
fountain clock, and FO2 is dual clock, which operates two independent clocks,
FO2-Cs and FO2-Rb [0, 7]. FO1-Cs and FO2-Cs are primary frequency stan-
dards, and FO2-Rb is a secondary frequency standard based on 8"Rb, which
represents a secondary representation of the second. Furthermore, an ensemble
of optical clocks are operated at SYRTE. These include one Hg clock, two Sr
clocks, and a transportable Yb clock which is currently under construction. Sev-
eral hydrogen masers (H-masers), with excellent long-term stabilities, are used
as timekeepers as they are continuous, and one of them is used as the central
frequency comparator (pivot). A Global Navigation Satellite System (GNSS)
connection to the German NMI Physikalisch-Technische Bundesanstalt (PTB)

in Braunschweig ensures the comparison of the French frequency standards to
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the German pivot institute, from where their contribution to the international
atomic timescale TAI is calculated. Around 40-50 % of the total contribution
to TAI is generated in Paris. From the TAI, the timescale UTC is calculated by
adding leap seconds, corresponding to the decreasing rotation rate of the Earth.
Since 1972, 27 leap seconds have been added.

1.2 Remote frequency comparisons

It is possible to compare two clocks simply by physically transporting them to
the same location. However, this does not always prove the most convenient
method, and it is not straightforward that the clock will keep ticking at the same
frequency when transported back to its usual location. As such, remote com-
parisons are, when viable, an utmost desired solution. With the improvement
of optical clocks, as illustrated in figure 1.3, similar advancements were made in
the means of remotely comparing the clocks, which are located throughout the
world. Microwave frequency standards were, and still are, compared by means
of GNSS. Such comparisons of microwave clocks are performed continuously and
very reliably. However, with the recent advancements of optical frequency stan-
dards, optical means of comparison have likewise become necessary. A mean
of comparison which relies on optical frequencies indeed shows the ability to
compare state-of-the-art optical frequency standards, without a degradation of
the performance of the clocks. These means include optical free-space time and
frequency transfer, as well as comparisons through coherent optical fiber cables.
The latter is the subject of this thesis.

1.2.1 Optical fiber links

Coherent optical fiber links shows some of the most promising prospects as a
remote mean of comparison optical clocks. The development of optical fiber net-
works has been underway for more than 20 years, and is currently accelerating
in Europe and China. In France, this has culminated in the construction and
operation of the reseau fibré metrologique a vocation européenne (REFIMEVE)
network: currently spanning more than 3 300 km throughout France, as well as
ensuring international connections to three neighboring countries, REFIMEVE
delivers reliably stabilized optical signals, with a high availability, to a handful
of research laboratories. This indeed enables the comparison of optical clocks
between four NMIs in Europe, which, as discussed above, is a necessity on the
road map towards the future redefinition of the SI second. REFIMEVE also
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continuously generates data, from the measurement of the fiber noise that has
to be compensated for, and from the assessment of the residual frequency error
of the frequency transfer. A large part of my studies used such data acquired
by the REFIMEVE network.
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Chapter 2

Optical frequency transter over fiber

links

In this chapter, I will start with showing the experimental principles of optical
frequency transfer over fiber links. I will discuss some of the challenges in
the operation of long-haul fiber links, and which principles we utilize in the
REFIMEVE network in order to coherently operate links which are hundreds
of kilometers long. Here, I will discuss both technical as well as fundamental
limitations.

Afterwards, I will discuss the French REFIMEVE network. I will introduce
the different fiber links in the network, and give some general information about
them and their operation, before their statistical properties will be analyzed in-

depth in chapter 3.

2.1 Principles of optical fiber links

The goal of frequency dissemination is to transfer a frequency from a local to
a remote site, while ensuring the smallest possible degradation of the accuracy
and stability of the signal. For modern optical fiber networks like REFIMEVE;,
the requirements of both the accuracy, stability, availability, and evaluations of
the signal are high. This has been ensured through many years of development
and testing, where the technology has reached a very mature level, with critical

systems now being manufactured and operated by industrial partners [3, 9].

2.1.1 Michelson interferometry

The basic principle of an optical fiber link as introduced by Ma et al. in the
early 90s[10] is built on the principles of Michelson interferometry [11]. This
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is illustrated in figure2.1. A coherent light source is coupled into the interfer-
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FIGURE 2.1: Illustration of a Michelson interferometer.

ometer. Using a beamsplitter, the light is separated in two beams. Each of
the two signals travels an optical length of L; or Ly. Mirrors reflect the light,
which travels back through the same path, and gets combined on a photode-
tector. If the optical distance the light travels in the arms, of 2L, and 2L,, is
shorter than the coherence length of the light source, an interference pattern
will be detected by the photodetector. This interference pattern will vary if
the length of either arm changes. These principles are widely used for many
detectors. For instance, with arm lengths of 4 km, these interferometers are
used for large-scale interferometric experiments like Virgo and LIGO, measur-
ing the changes in the optical length due to gravitational waves[12]. For fiber
links, the interferometer will be strongly imbalanced. One arm will be in the
order of a few centimeters long, and made as stable as possible, while the other
arm can be hundreds of kilometers long. This puts a strict requirement on the
coherence length of the light source, which must be more than a few thousand
kilometers long. In our systems, the polarization is not maintained after prop-
agation in the fiber, as we are using simple single-mode fiber. The mitigation
strategy consists in employing Faraday mirrors instead of mirror at the ends of

the interferometer [13].

2.1.2 Multipath in a fiber

One of the strengths of using the optical fiber to guide the light, is that the path
is unambiguous. This means that for an ideal optical fiber, there is only one
path for the light to reach a unique and well localized spot. The arrival time
of the light is however not perfectly known, as the effective index of refraction
of the fiber is known only at the 0.1 % level. In addition, back reflections in
fibers deployed in-field generate ambiguity in the arrival time. Even more stray
lights and non-linearities are additional issues that impose a system to lift path

ambiguities. Therefore, an acousto-optic modulator (AOM) is placed at the



2.1. Principles of optical fiber links 15

remote end just before the mirror. This is a crystal in which the acoustic wave
and the optical wave will be summed up. By conservation of the momentum and
the energy, one can show that such devices changes the optical frequency of the
signal by a very well controlled quantity [14]. This AOM changes the frequency
of the signal with a constant value, typically ~ 40 — 80 MHz. With AOMs set
at the two ends of the fiber link, the light that experiences a round-trip into the
fiber will be shifted by exactly twice the sum of the acoustic frequencies, driving
the two AOMs. Let’s denote this frequency shift f,. Generating the beat note
between the local laser field experiencing a round-trip in the short arm, and the
traveling laser field in the long arm, using a heterodyne detection technique,
one obtains a complex frequency spectra, but where the beat-note found at f;
corresponds uniquely to the light that experiences the full round-trip in the
long arm. In practice, this frequency shift enables the distinction between the
light which has traveled twice through the AOM, and has experienced twice the
fixed, known frequency shift, and the light which arrives at the photodetector
from reflections and back-scattering.

The ultra-stable signal, which has traveled back and forth in the interfer-

ometer, can be written of the form [15]
V(t) = [Vo + e(t)] sin 2mpt + ¢ (1)),

with Vj being the nominal amplitude, and €(¢) being the amplitude variation of
the signal. The nominal frequency, vy, is at 194.4 THz throughout the network.

The phase variation ¢(t) can be written as

o(t) = 2mv(t)Tp(t),

with the propagation delay of the signal in the long arm of the interferometer

where n(t) is the refractive index of the fiber, and ¢ is the speed of light in
vacuum. The derivative of the phase, being the frequency variation, can be

written as the sum

do(t) o dv(t)

dTD (t)
dt dt ’

dt

Tp + 27 (t)

The first term, 27rd':l—$)7'p, describes the variation of the frequency of the signal
source. The second term, 27v/(t) %2

<22, describes the variation of the delay in the
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fiber, corresponding to a time-dependent Doppler-shift. Assuming reciprocity
of the path, the fiber delay of the signal traveling back and forth in the fiber,

75 and 755, will be the same:
Tp =T + 715 =21, =27},

The assumption of reciprocity of the path, and to which extent it holds true,
will be discussed throughout this manuscript, as this indeed can lead to sources

of error.

Detection At the photodetector, the light is detected with self-heterodyne
beat note detection: the light from the short arm is combined with the light
from the long arm. Assuming that the polarization of the two signals are parallel

when arriving at the photodetector, the intensity measured by the photodetector

is given by
V2 VQ
I(t) = = + == + VoaVoz cos (2m (m (1) — () 1), (2.1)

with Vp; and Vj 2 denoting the amplitudes, and

Vl(t) =1 + %—ddzt(t)
d
R

Here, ¢1(t) and ¢o(t) corresponds to the perceived phase fluctuations from the
optical paths 1 and 2 respectively. In equation 2.1, I have discarded any terms
consisting of cos(vy), cos(vy) and cos(vy + o), as these frequencies are of the
order of THz, which is too high to be detected by the photodetector. The beat
note at the frequency v, — vy will typically be in the order of tens of MHz, and

since it is self-heterodyne, any common noise will be canceled.

Optical signal =.f RF signal . ______ . . ______ 4 o . n

Photodetector Filter Amplifier Tracking Counter

FIGURE 2.2: Illustration of the electronic radio frequency (RF)

chain used to measure the fiber link signal: after detection by

the photodetector, the signal is filtered, amplified, and tracked,
before it is measured by the frequency counter.

Figure 2.2 illustrates the electronic radio frequency (RF) chain of the detec-
tion. The signal from the photodetector will be very small, around —50 dBm

or even lower. It will have a poor signal-to-noise ratio (SNR), and there will
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be many spurious signals with a similar frequency. Therefore, the RF signal is
filtered, amplified, and tracked, with a tracking bandwidth typically between
10 kHz - 100 kHz. This allows a measurement of the frequency of the signal by
a dead-time free frequency counter. The signals of the links are often recorded
with counters both operated in A and II mode [16], but unless stated otherwise,
I will assume A-counted data throughout this manuscript. Technicalities of the

counters are discussed further in chapter 5.3.

2.1.3 Fundamental limits of a fiber link

In the back-and-forth path in the long arm in the interferometer, reciprocal
fiber noise is assumed. This is however not strictly the case, as non-reciprocal
effects like the Sagnac effect will be present. These non-reciprocal effects will
affect counter-propagating signals differently, even if they share the same fiber
at the same time. The Sagnac effect is studied in chapter6.1.

The most limiting fundamental limit of fiber links arise from the finite prop-
agation time of the light in the fiber. This limit arises if one wishes to use the
signal, which has traveled to one end of the fiber and back, for any type of
compensation. Specifically, any perturbations faster than four times the propa-
gation delay of the light, 47p [17, 18], can not be compensated. The travel path
back and forth in the fiber, between a local and a remote site, is illustrated by
the red and red/green arrows in figure 2.3. This finite propagation time further-
more limits the possible loop gain, as first shown in [17]. For a fiber link with a
fiber noise density See(f), and propagation delay 7p, the limit of compensation

using a feedback loop is given by [17]

(27 frp)?

Sanc(f) = 5

Sfree(f)v (22)

for any frequencies f < 1/(47p).

A different scheme can be considered, where light is, at the same time,
sent from the local to the remote laboratory, and from the remote to the local
laboratory. This is illustrated by the green and red/green arrows in figure 2.3.
Since this scheme only requires half the travel time of the signal, assuming
perfect synchronization between the two laboratories, the limit above can be

improved by a factor 4[19, 20]:

- —Sfree(f)' (23)
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FiGURE 2.3: Illustrative comparison between travel times of

signals in a fiber, in an active compensation scheme (red and

red/green arrows), and a two-way scheme (green and red/green
arrows). Plot derived from Claudio Calosso.

Doing a two-way (TW) comparison on actively compensated links does however
not bring additional noise compression [21] Below, I will give examples of both

types of schemes, and how they are implemented in the REFIMEVE network.

2.1.4 Active noise compensation

Along the path of the fiber link, the phase of the light will undergo Doppler
shifts from any changes in the optical path length, or equivalently changed in
the fiber delay 7p, as discussed above. These changes primarily arise from
acoustic perturbations, but also from temperature and humidity variations. To
ensure a phase-coherent dissemination of the light at a remote site, an active
noise compensation (ANC) is applied to the signal. This scheme is illustrated

in figure 2.4.

Local laboratory Remote laboratory

f fFecdback Ioop] @ \

N T I 1
(P} e &—ay "
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@ Optical coupler . Acousto-optic modulator (0 Faraday mirror \. Photodiode

FIGURE 2.4: Ilustration of active noise compensation of a fiber

link. Ultra-stable light is coupled into the interferometer. At

the remote end, part of the signal will get reflected back by a

Faraday mirror, which is used to apply a correction to the signal
using a feedback loop.

The ultra-stable laser light is coupled into the interferometer, indicated by
the blue region in figure2.4. For fibered interferometers, optical couplers are

used in place of the beamsplitter shown in figure2.1. At the local end, the
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frequency difference measured by the photodiode will correspond to the Doppler
broadening of the light, which has traveled to the remote laboratory and back.
This signal is called the round-trip signal, and represents twice the noise of the
fiber link. Using an AOM placed at the local site as an actuator, a feedback loop
stabilizes the phase of the signal, compensating continuously for the Doppler
broadening. As the signal is stabilized by the phase, which is called a phase
locked loop (PLL), it ensures the phase coherence of the fiber link. For frequency
changes slower than 1/(47p), the beat note measured at the photodiode will be
1 dgnink(t)

Vbeat (1) = —— 2 (Var + Veorr(t)) + VAo, (2.4)

where V& and V389 are the fixed frequencies of the local and remote AOMs

respectively, and ¢nn(t) is the phase perturbations induced by the noise of
the link. Here it has been assumed that the noise experienced by the light
will be reciprocal. Ve (t) is the correction applied by the PLL, which will be
Veorr(t) = —%d‘b“d#tk(t), ensuring a complete compensation of the noise, under the
two conditions:

1. the noise processes are slower than 47p, and
2. the noise is reciprocal.

Noise processes that does not apply to any of the two conditions will either not
be compensated at all, or only partially compensated. Under these conditions,
the frequency of the signal at the remote end will be vygc + VISA; + VAEge, with

vusc being the frequency of the local ultra-stable cavity.

2.1.5 Passive noise compensation

While ANC ensures the quality of a disseminated signal, one can alternatively
apply passive noise compensation schemes. One such scheme is the TW tech-
nique [19, 22]|. This can be useful for the comparison of two separated oscilla-
tors, by applying the correction in post-processing instead of on the signal itself.
The technique is valid as long as the emission time from the two ends is syn-
chronous [23]. The two approaches may have different strengths and weaknesses,
depending on the application. In practice, it can be useful to use a combination
of the two approaches. Hybrid approaches have been investigated [24].

Figure 2.5 illustrates a TW comparison setup. Two ultra-stable cavities are
placed in independent laboratories, separated by an optical fiber. Similar to in

the ANC setup, AOMs with a fixed frequency are placed at each laboratory, to
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FiGURE 2.5: Illustration of a two-way comparison scheme, be-

tween two ultra-stable cavities. Separate beat notes are mea-

sured at each laboratory, which can be combined in post-
processing.

be able to tell the disseminated light from reflections and back-scatterings. An
interferometer is placed in each laboratory, enabling a beat note measurement
between the local signal and the signal arriving from the other end. A polariza-
tion controller is needed in one end, enabling the adjustment of the polarization
of the signal, ensuring an optical beat note amplitude at both ends. The two
photodetectors, at laboratory # 1 and # 2, measures the signals:

1 dopink(t
vpp (t) = visc(t) — (VIQJSC(t) + %@Tk()) and

vap(t) = visc(t) — (Vllec(t) T _—(t))

respectively, assuming reciprocal link noise. Assuming perfect synchronization
between the two laboratories, one can in post-processing either obtain an eval-

uation of (twice) the noise of the fiber link:

1 doyink(t)
Vio(t) + v 1) = —= 22mll) (2.5)
s t
or (twice) a comparison of the two cavities:
vpp(t) — vip(t) = 2 (Visc(t) — visc(t)) - (2.6)

Since the TW comparison is passive noise compensation, there is no feedback
or gain, which is equivalent to en infinite impedance between the two compared

systems.

2.1.6 Evaluation of the disseminated signal

For users of a fiber network, it is paramount to have an evaluation of the dis-

seminated frequency signal. This allows users to access the performance of the
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link at any time, allowing them an uncertainty evaluation for their experiments.
This is likewise essential for the comparison of optical clocks using a fiber net-
work, where a strict uncertainty evaluation of the fiber link is needed at any
given time. This is discussed in chapter 5.3. In the REFIMEVE network, this
evaluation is ensured by the end-to-end (E2E) measurement, which is illustrated

in figure2.6. Part of the signal disseminated from the local to the remote labo-

Local laboratory Remote laboratory

{ End-to-end i >
| measurement | \ST__________ g ‘

@ Optical coupler @) Acousto-optic modulator (O Faraday mirror @ Photodiode

FIGURE 2.6: Illustration of the experimental setup required to

perform the end-to-end measurement. This is twice the setup

illustrated in figure 2.4, one for the uplink signal, and one for the
downlink signal.

ratory, called the uplink signal, is looped back in an identical ANC scheme, as
the one illustrated in figure2.4. This requires a second, parallel fiber. As the
telecommunication industry uses two parallel fibers in a unidirectional configu-
ration, cable providers often rent out fibers in pairs. This means the two fibers
will be part of the same fiber bundle.

The signal which is disseminated from the remote to the local laboratory, is
measured against the local laser light, using a photodetector. This is the E2E
beat note, which provides an out-of-loop evaluation of the disseminated signal.
Unless stated otherwise, I will be referring to the E2E signal, when discussing

the signal of a fiber link throughout this manuscript.

2.1.7 Technical limitations

Several technical limitations can deteriorate the quality of the disseminated
signal, in the case of an actively compensated fiber link, or a comparison of

cavities using the TW method.

Temperature and humidity variations A number of studies have shown

that temperature variations can limit the performance of a fiber link on longer
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timescales [21, 25, 26]. This arises from interferometric noise induced to the
phase of the signal in the short arm of the interferometer, which by construction
will not be actively compensated. However, With a record of the temperature
variations inside the interferometer, it is possible to apply a correction in post-
processing [25]. More recently, it was found that humidity variations induces a
similar perturbation to the phase of the signal [27]. These effects can be reduced
by using a free-space interferometer, which will be less sensitive to temperature
and humidity variations as compared to a fibered one[28]. Furthermore, in-
creasing isolation of the interferometer will reduce its sensibility. Work has also

gone into interferometers with integrated optics [29].

Polarization asymmetry Due to polarization mode dispersion, a single-
mode optical fiber will not be functioning strictly as single-mode. A second
mode will arise from birefringence, as different parts of the fiber will be expe-
riencing different levels of stress. This effect can occur by a simple bend in
the fiber cable, and induces an asymmetry, which the polarization of the light
is especially sensitive to[27]. In optical fiber links, we mitigate this effect by
using Faraday mirrors, that guarantees that the light that retraces its path
back is always orthogonal to the entrance state. In that case, the propagation
delay is different in the two propagation directions, but the fluctuations of the
difference of the propagation delays is much smaller and compatible with uncer-
tainty at the 1072 level (see below). One method of reducing this effect is by
actively scrambling the polarization of the signal, averaging out the asymmetric
effect [30].

2.2 Long-haul fiber links

In the following, I will describe some of the challenges arising when constructing
long-haul fiber links. I will try to give a sense of the practical range limitations,
with the different hardware and techniques employed in the REFIMEVE net-
work.

For frequencies below a cutoff frequency [17], typically around 10-100 Hz
depending on the link, the noise of an uncompensated fiber link consists mainly
of white frequency noise. This noise level is roughly linearly proportional with
the length of the link[17]. The level of white frequency noise of the uncom-
pensated fiber links is shown in figure 2.7, for the first spans of the five links in
the REFIMEVE network. These links are introduced in chapter2.3. A black
dotted line shows a fit to the linear function b_o(L) = kL, with k being the
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FIGURE 2.7: The level of white frequency noise b_o for the noise

of the first spans of the five links in the REFIMEVE network,

as a function of their respective lengths L (colored dots). The

dotted line shows a fit with slope kL. The links are explained in
chapter 2.3.

level of white frequency noise per km fiber link. The expected linear tendency
is clear, showing a good agreement with the fit. For the REFIMEVE network,
k ~ 2.5 rad’?Hz/km. This value is similar to values reported previously for
optical fiber links around the world [31, 32]. As such, the total amount of noise
of the fiber link can be written as a function of the length of the link, in dBm
as

N = Ny + 10log, o (kL few)- (2.7)

For the tracking bandwidth, I will assume a typical value of fgw ~ 10 kHz, used
in the network. The input noise level at SYRTE is estimated at Ny &~ —110 dBm
at a 1 Hz bandwidth. Empirically, we have found the amplitude of the signal
to typically deteriorate with o ~ 23 dB per 100 km, which can be expressed as

S:S()—OéL,

with the initial amplitude of the signal of Sy ~ —24 dBm. From the signal and
the noise, the SNR can be calculated as

p=8S—-N.

If the SNR gets too low in the tracking bandwidth, the tracking will fail, which
will induce cycle slips. Cycle slips in the context of fiber links are discussed
further in chapter3.1. The cycle slips will appear seemingly at random, but
their probability, and thus their occurrence frequency, will increase the lower

the SNR. The mean time between cycle slips can be calculated by [33]

=" ()2, (2.8)
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with Ip(-) being the modified Bessel function of zeroth order.
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FIGURE 2.8: (a): Signal (green), noise (red), and signal-to-noise
ratio (SNR) (blue), in a 1 Hz bandwidth, as a function of the
length of a fiber link. (b): Corresponding mean time between
cycle slips T, calculated with the SNRs in (a), by equation 2.8.
Dashed lines indicate noise, and corresponding SNR and 7', with-
out a division factor (according to equation2.7). Continuous
lines corresponds to noise which is divided down (equation 2.9).

Figure2.8(a) shows the signal (green continuous line) and the noise (red
dashed line) of a fiber link, as a function of the length of the link. The cor-
responding SNR is shown as a dashed blue line. The SNR drops linearly with
the length of the link, as the linear deterioration of the optical signal with
link length, aL, is the most dominating contribution to the decrease in SNR.
Figure 2.8(b) shows in the dashed purple curve the corresponding mean time
between cycle slips, as calculated by equation2.8. With a fiber link length
larger than ~ 50 km, the mean time between cycle slips drops below 1 s. For
this orders-of-magnitudes-study, I define the maximal length of the fiber link,
as the length at which the mean time between cycle slips drops below 1 s. With
a typical measurement time of 7o = 1 s, such a case would result in a link only
consisting of cycle slips, and it would not be considered operational. Therefore,

division of the noise is required for the operation of long-haul links.

2.2.1 Noise division

One way to reduce the amount of noise is to implement a divider, which divides

the amount of noise with a factor N. With such a divider, the expression of the
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noise of the link becomes
N = Ny + 10log,o (kL faw) — 101log, (V). (2.9)

When N — oo, it is evident that p — oo, and therefore T — co. So, theoreti-
cally, a link can be arbitrarily long, as long as the division of the noise is high
enough. [ will assume a division factor N — 1500, which is a typical value used
for long-haul links in the REFIMEVE network.

The continuous curves in figure 2.8 show the signal, SNR, and mean time
between cycle slips, with a noise division of N = 1500. This addition to the
measurement, scheme pushes the limit of the fiber link to 150 — 180 km, more
than tripling the range. Notice that equation 2.8 is not linear with the SNR p
around 7 ~ 1, which makes the length increase of a fiber link as a function
of N non-trivial, where doubling the division factor leads to an increase of the
possible length of 12 km. Increasing the division factor to 10000 will is this
example barely get the limit of the link above 200 km.

2.2.2 Signal amplification

Several different technologies can be used to amplify the signal in the fiber link.
These include Raman amplification, fibre-Brillouin amplifiers (FBAs), which is
used in the German fiber network, and erbium-doped fiber amplifiers (EDFAs),
which is the technology implemented in the REFIMEVE network!. EDFAs
are commonly used by the telecommunication industry as well, and is a very
mature and reliable technology. As explained in chapter 2.1, the fiber links are
bidirectional, and so must the EDFAs be.

On average, one amplifier is installed every 70-100 km of a fiber link. Due
to risks of self-oscillations in the fiber link, the gain of the amplifier, 8, cannot
be set to perfectly match the deterioration of the signal, a. Usually the gain is
~ 15 dB, which corresponds to a net loss of @« —  ~ 8 dB for every 100 km.

The amplified signal can be written as
S = SO —al + ﬁL,

where SL approximates the gain to be continuous, rather than in the form of

discrete amplification steps. The noise increases with the amplification as well,

! Bi-directional EDFAs of the brand Keopsys by Lumibird is implemented throughout the
network.
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which ultimately leads to a decrease in the SNR, as

The noise figure of the amplifiers is Frpra = 5 dB, so with one amplifier ap-

proximately every 100 km on average, this corresponds to a noise figure of
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FIGURE 2.9: (a): Signal (green), noise (red), and signal-to-noise
ratio (SNR) (blue), in a 1 Hz bandwidth, as a function of the
length of a fiber link, with amplifiers along the link. Dotted
lines show a continuous approximation of amplifiers, and con-
tinuous lines shows the discrete amplification steps. (b): The
corresponding mean time between cycle slips 1" of the amplified
signal. Dashed lines show 7T for the non-amplified signal, with-
out and with division, also shown in figure 2.8.

The green curve in figure2.9(a) shows the amplified signal, with the red
curve showing the noise of the amplified signal. Dotted curves show the con-
tinuous approximations of the amplification, and the continuous curves shows
the discrete amplification steps every 100 km. The SNR is calculated from the
continuous approximations. As illustrated in figure 2.9(b), the maximal length

of the link can be as long as 250 — 300 km.

2.2.3 Signal regeneration

To further extend the length of the fiber links, the signal needs to be regenerated
from a new laser source. In the refimeve network, this is done with repeater

laser stations (RLSs) [34] and multi-branch laser stations (MLSs) [28].
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The RLS is a type of regeneration terminal that is used throughout the
network. These stations effectively cascade the fiber link, i.e. splits it up in

shorter segments. The RLS has two main objectives:

1. Locking a local diode laser to the received signal, it copies the phase of
the ultra-stable REFIMEVE signal for further dissemination, but with
the SNR of the local laser |35, 36].

2. It compensates the next segment of the link [34, 37]. By splitting up the
compensation of the full link into shorter spans, the loop bandwidth is
reduced from the whole link, to the bandwidth of each segment. Two
benefits are gained: 1) a higher loop bandwidth means a larger part of
the spectrum is compensated, and 2) the limit of compensation, which

depends on the length, is increased. This limit is discussed in chapter 2.1.

The RLS has one input, one main output, and a second output with lower power
for local dissemination. Therefore, it is used for one-way dissemination of fiber
links. The MLS is a kind of RLS, which is able to sustain several links at once,
and can be used as network hubs.

The RLS can regenerate the signal to its initial level. However, even the
cascaded approach will have a limited range, as the stations will decrease the
SNR with an average of Frrs ~ 2 dB/100 km [34]. Here, Fgrrs includes the
regeneration, power attenuation, as well as the increase in fiber noise with the
length of the link, kL. As such, the signal and noise can respectively be written

as:

S=25,
N = Ny + FrrsL — 101ogo(N).

According to this model, the average signal can be considered constant, since
the RLS, unlike the EDFAs; is able to restore the signal amplitude without risks
of self-oscillations. With such a regeneration scheme, the maximum length of
the fiber link is increased to the order of 1500 — 2000 km, which is shown in
figure 2.10. As seen below, the longest links in the REFIMEVE network are
very close to this limit.

These evaluations of the obtainable ranges of a fiber link are heavily param-
eter dependent. Here, I have shown expected values for hardware and settings
employed in the REFIMEVE network, and as such the result above should not
be seen as a prediction, that a fiber link can not be above 2000 km long. How-

ever, it does indicate that it would probably not be possible to employ a link
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FIGURE 2.10: (a): Signal (green), noise (red), and signal-to-

noise ratio (SNR) (blue), at 1 Hz bandwidth, as a function of

the length of a fiber link, with repeater laser stations (RLSs)

along the link. (b): The corresponding mean time between cycle

slips T' of the regenerated signal. Results of 7' shown in figures
2.8 and 2.9 shown in dashed lines.

between the European west coast and the American east coast, using purely
these technologies. Indeed, techniques like intermediate clean-up oscillators, in
the form of ultra-stable cavities, would most likely be needed for fiber networks

exceeding a European scale.

2.3 The REFIMEVE network

The REFIMEVE network is a French national metrological network [38]. Tt aims
at disseminating ultra-stable optical frequency and time references, through op-
tical fiber cables to more than 30 partner laboratories throughout France, for
scientific use such as narrow-linewidth spectroscopy [39]. This fiber infrastruc-
ture is shown in figure 2.11, where continuous lines indicate operational links,
and dotted lines show links which are yet to be deployed. This has enabled
international connections to European partner NMIs, which has enabled the
comparison of optical atomic clocks [10], which would otherwise have a limited
performance below that of the clocks, through traditional means of comparison
with the GNSS. These international connections are shown by continuous blue
lines in figure 2.11, which since 2015 includes the German and the English net-
works, and since 2021 the Italian Quantum Backbone (IQB) [11] (former Italian
Link for Frequency and Time (LIFT)). REFIMEVE is a close collaboration be-
tween the laboratories SYRTE and Laboratoire de Physique des Lasers (LPL),
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FIGURE 2.11: A map of the REFIMEVE network, including its
international connections. Continuous orange, red, and purple
lines shows the nationals links B, D and E respectively. Continu-
ous brown lines show other deployed links, which are in operation
but not studied in this thesis. Red dotted lines indicates national
links which are yet to be deployed. RLSs are indicated by yel-
low dots along the links. Blue lines show international links and
networks, and national metrology institutes (NMIs) are shown
by orange hexagons.
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and the public organization that operates and manages the national research
and education network (NREN), reseau national de télécommunications pour
la technologie, 'enseignement et la recherche (RENATER). REFIMEVE was
acknowledged as a national research infrastructure in 2021. The ultra-stable
frequency signal is realized at SYRTE, from a narrow-linewidth laser locked to
an ultra-stable cavity. The cavity is actively dedrifted by an H-maser, which
is used as a pivot. Furthermore, as the Paris Observatory realizes the French
national timescale, UTC(OP), through an ensemble of primary and secondary
frequency standards, the REFIMEVE signal is directly traceable to UTC(OP).

Since 2020, the REFIMEVE project has been expanded to include synchro-
nization delivered with the White Rabbit technology [12]. This service will both
be delivered to users of the network, as well as for synchronization of the network
itself, which is a vital necessity. This is described in chapter5.3.

Since the start of the operational network in 2015, five different national
links have been deployed. The specifics of links are summarized in table2.1. In
this manuscript, I will be referring to the links by the letters A, B, C, D, and
E. I will show many plots of measurements performed on the five links, where

I will be consistently using the color code presented here.

| | | LinkB | Link C [LinkD LinkE

Length [km] 2x43 | 2x700 | 2x11 | 2x 340 | 2 x 858
Delay |[ms] 0.4 6.6 0.1 3.2 8.0
EDFAs 0 16 0 8 13
RLSs or MLSs 2 ) 2 2 7

TABLE 2.1: Information about the five operational links in the
REFIMEVE network. The long-haul links B, D and E are shown
in figure 2.11 with the same color code. The information includes
the length and corresponding time delay of the links, as well as
the number of optical amplification steps (erbium-doped fiber
amplifiers (EDFAs)), and regeneration steps (a combination of
repeater laser stations (RLSs) and multi-branch laser stations
(MLSs)).

1. Link A: The oldest of the five links, Link A is 2 x 43 km long, and spans
between the laboratories SYRTE in Paris, and LPL in the city of Vil-
letaneuse, North of Paris. Apart from being a testbed for link develop-
ment [13], and providing a reference for laser stabilization and accurate
spectroscopy at LPL [44, 39], the link has been used for the comparison of
optical clocks with the English NMI National Physical Laboratory (NPL)
in Teddington. The link has been operational in different configurations

since 2002, but went out of service in 2020.
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2. : The oldest of the long-haul fiber links. Link B spans from SYRTE
to University of Strasbourg (UoS) in Strasbourg, where it is used for op-
tical clock comparisons with the German NMI PTB [10] in Braunschweig.
Before December 2018, the link spanned directly from SYRTE to Reims,
and then to Strasbourg. Since then, the link has been split up. The
first span, between SYRTE and a data center in Paris called Telehouse2
(TH2), became Link C, and the span between TH2 and Strasbourg re-
mained Link B. The fiber path between TH2 and Strasbourg was also
changed in 2021, for a slightly shorter path, as the RENATER network
was updating its backbone. In this study Link B is 2 x 700 km long, and
is regenerated by an RLS once in Reims. Nowadays, Link B is 2 x 650 km
long, still regenerated by an RLS once in Reims. The operation of Link A
and Link B is described in-depth in [28].

3. Link C: Operational since December 2018, Link C is with its 2 x 11 km
the shortest operational fiber link in the REFIMEVE network. Link C is
the most critical of all the links, as it provides the ultra-stable reference
signal to the MLS in the data center TH2. The links B, D, and E, who
all starts at TH2, depends on the signal from this link.

4. Link D: 2 x 340 km long, Link D has since September 2017 spanned from
SYRTE to the city of Lille. This link is the first link which was deployed by
the company iXblue (formerly pquans), with commercial RLSs that they
have developed, following a knowledge transfer from LPL and SYRTE.

5. Link E: The newest link in the REFIMEVE network presented in this
study ?, and with its length of 2 x 858 km the longest. The link spans
from TH2 to the town Modane, located on the French-Italian alpine bor-
der. This link has been operational since March 2020, and enables the
comparison of atomic clocks between SYRTE and the Italian NMI Isti-
tuto Nazionale di Ricerca Metrologica (INRIM) in Torino [45]. The signal
gets regenerated two times between TH2 and Modane: once in Lyon, and

once in Grenoble.

All links include at least two RLSs or MLSs: one in the local laboratory, and one
in the remote laboratory. As such, the signals from all links gets regenerated at

least once, at the remote site.

2REFIMEVE have extended to Marseille in 2021 and to Bordeaux in 2022






33

Chapter

Noise processes of coherent fiber links

In the previous chapter, I described the experimental principles of optical fre-
quency dissemination through fibers. I discussed the experimental techniques,
as well as the fundamental limits such pose. In this chapter, I will describe the
noise processes in optical fiber links, and how to engineer and design a fiber
link. Studying all the links in the REFIMEVE network, I will discuss how the
advantages and disadvantages of the experimental techniques are seen in the
quality of the disseminated signal. I will show how to model the noise of the
fiber links, using different statistical tools, and how the noise of the links can
be summarized efficiently for future reference and comparison. Knowledge of
the noise properties and behavior of the links are essential in the evaluation
of uncertainty contribution that a link brings to the disseminated signal. This
is important both for users of the ultra-stable reference signal, and for state-
of-the-art optical clock comparison. Furthermore, knowledge of the nominal
behavior of the links are needed as a reference, if one wishes to use the optical
fiber links for sensing geodesic or fundamental physical effects. I will end with
discussing how this knowledge can be used to simulate the links, and show a

case study of a simulation of a long-haul fiber link.

3.1 Ensuring a phase coherent fiber link

The dissemination of light in coherent optical fiber links is a very well con-
trolled process. Compared to dissemination techniques through air like GNSS
techniques, the guiding of the light through a fiber is both less noisy, as well as
being reciprocal to a very high degree, as discussed in chapter 2.1. The environ-

mental conditions are however under a smaller degree of control and isolation
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as compared to "completely" controlled systems like atomic clocks. This con-
straints the assumptions on the stationarity of the noise of the links, as the
amount of acoustic noise changes with days and seasons: there is less noise dur-
ing the night when the city sleeps, or during the summer vacation when people

seek away to avoid the Parisian heat. The change in nominal noise level of
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FIGURE 3.1: Frequency fluctuations of Link B over the span of
3 days. The difference in the nominal noise level during the day
and during the night is highlighted.

Link B (see chapter 2.3 for link description) is illustrated in figure 3.1. Here, the
frequency fluctuations are shown over the span of 3 days, which shows a visible
difference in the nominal noise during the day and during the night. Indeed, to
this degree the links are only stationary at a wide sense, as these events happen
at a periodic basis, of 1 day and 1 year respectively for the mentioned examples.

In the following, I will describe the principles behind the design and engineer-
ing of a phase coherent fiber link. I will discuss the importance of minimizing
the amount of cycle slips in the operation of a link, and I will use the concept of
the B-separation line as a guiding tool for the upper bound of the desired noise
of a link [46]. T will show studies of the five links in the REFIMEVE network,
evaluating their noise limits and individual contributions to the broadening of

the linewidth of the disseminated signal.

3.1.1 Cyecle slips

An essential consideration in the design and engineering of a coherent fiber link
is to minimize the amount of cycle slips in the PLL of the link stabilization, as
discussed in chapter2.2. A cycle slip happens when the accumulated noise of
the link equals more than one optical cycle. These events result in a frequency
measurement of an integer values of one optical cycle, or equivalently in phase
jumps of an integer values of 27. Similarly, half-cycle slips can occur when

phase fluctuations exceeds w. An occurrence of a cycle slip in the E2E signal of
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Link A is shown in figure 3.2, which shows the (a): frequency fluctuations and

(b): phase fluctuations over a duration of 25 minutes. The nominal frequency
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FIGURE 3.2: (a): Frequency fluctuations and (b): phase fluc-

tuations of Link A over a duration of 25 minutes. A cycle slip

around the 17*" minute is highlighted. Insert showing nominal
phase fluctuations.

fluctuations of the link in figure 3.2(a) have a standard deviation of ~ 3.3 mHz.
The cycle slip is easily identifiable, in the form of a single frequency deviation
measurement of a little more than 1 Hz, corresponding to 1 optical cycle. This
results in a phase jump of 27, which is shown in figure 3.2(b). The insert shows
the nominal phase fluctuations of Link A at a fraction of a radian, highlighting
the importance of minimizing the amount of cycle slips if a links needs to stay

phase coherent.

3.1.2 The 3-line: a convenient tool

The {-separation line (8-line for short) was to my knowledge first introduced in

[46], and is given by*
~ 8In(2)

!There is a factor of f2 between the definition of the B-line in [46] and what is used in

this manuscript. This factor comes from the conversion between phase power spectral density
(PSD) and frequency PSD, which is used in [46].

(3.1)
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The B-line is a function, separating the phase PSD into two distinct regions of

low-modulation index and high-modulation index:

Ss(f) < 1 optical cycle when Sy (f) < B(f).
Ss(f) > 1 optical cycle when Sy(f) > 5(f).

Here we consider S,(f) as being the phase PSD of the E2E signal of the fiber
link. As explained in [16], when S, (f) < B(f), the noise level is small compared
to its Fourier frequency, which results in a fast frequency modulation. Equiv-
alently, in the regions where S,(f) > B(f), the noise level is high compared
to its Fourier frequency, which results in a slow frequency modulation with a
high modulation index. For an introduction to the concept of the PSD, see
appendix A. A phase noise density exceeding that of 1 optical cycle, producing
a high modulation index, results in an increase in cycle slips, which in the worst
case breaks the phase coherence of the link. Using the [-line as a guide for

limiting the phase noise proves a convenient tool in the design of long-haul fiber
links, which is illustrated in figure3.3. This shows the phase PSD of Link A
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FIGURE 3.3: Phase power spectral density (PSD) of Link A
(blue). Lines represent the level of white phase noise by (or-
ange), its locking bandwidth (green), and the B-line (gray). The
pink box highlights the Pound-Drever—Hall (PDH) lock limit.

in blue?, ranging from a Fourier frequency of 0.1 mHz to 1 MHz. The white
phase noise level by and locking bandwidth are highlighted by orange and green
dashed lines respectively. The high end of the spectrum above ~ 10 kHz is
limited by the Pound-Drever—Hall (PDH) lock of the transfer laser to the ultra

2Measurement made with Symmetricom S5120A phase noise test set.
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stable cavity [47]. The B-line is shown in gray, indicating the separation where
the phase noise density gets high enough to induce cycle slips. The B-line is
useful for inferring some general guidelines for planning and engineering a link,
which is discussed below. At low Fourier frequencies, f < 1072 in figure 3.3, the
noise changes from white phase noise to white frequency noise, increasing with

lower frequencies. This region of the spectrum is discussed in chapter 3.2.

Optimal locking of a link

The PLL of a fiber link ensures the compensation of the noise along the link at
Fourier frequencies lower than the locking bandwidth. The locking bandwidth
of Link A is illustrated by the green vertical line in figure 3.3 around 80 Hz. Too
low a locking bandwidth will result in a smaller compensation range, resulting in
a smaller part of the spectrum being compensated, increasing the level of white
phase noise by. Furthermore, it can result in more cycle slips, as a bigger part
of the servo bump will be above the -line. The limit of the servo bandwidth
of a linear time-independent system is given by 1/(47p) |17, 18], with 7 being
the delay of the light in the fiber. For Link A, as illustrated in figure 3.3, the
time delay is 0.4 ms, resulting in a bandwidth limit of ~ 623 Hz. The locking
bandwidth of Link A could have been set significantly higher, resulting in better
compensation of the noise. Lastly, the B-line can be used as a guide when tuning
the gain of the lock, as a high gain means higher noise compensation, but too
high a gain results in an excess of cycle slips, due to a higher servo bump.

As discussed in chapter 2.1, the fundamental limit of the compression of the
noise in the fiber arises from the finite travel speed of the light, which leads to
the limit given by equation2.2. Figure 3.4 shows in thick lines the phase PSD?
of the E2E signal of the five links, and in dashed thin lines the noise of the first
span of each link, at Fourier frequencies 10 mHz to 500 Hz. The PSD of the
noise of the first span of the link, Sgoise(f )spant, has been scaled to represent the
noise of the full length of the link with

noise L full noise
S¢ (f)full ~ I S¢> (f)spanla (32)

spanl

where Ly is the total length of the link, and Lgp.n being the length of the
first span of the link. This approximation assumes a uniform noise distribution

along the link, which will not be entirely true, especially for Link B and Link E

3 Averaged PSD curves, resulting in a linear distribution of points, are shown in the PSD
plots throughout the manuscript. This is intended to be more easily readable, than when all
points are shown.
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FIGURE 3.4: Phase power spectral density (PSD) of the end-to-

end signals (thick, continuous curves) and noise of the first spans

(dashed curves) of the five links in the REFIMEVE network.

Shaded areas indicate the noise compensation limit, as given by
equation 2.2.
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which are cascaded in several spans. Moreover, it assumes no correlated noise
between the fiber pairs, which will also not be entirely true. The limit of
the compensated fiber link is shown as shaded areas in figure 3.4, which are
calculated from equation 2.2 using the scaled noise of the links from equation 3.2.

All the links except Link C, the shortest of them all of 22 km, follows the
limit of compensation well at frequencies lower than 10 Hz. Links A, B, C and E
shows an excess of noise at higher frequencies, which is likely due to suboptimal
tuning of the lock. However, part of this discrepancy could also arise from the
excess of noise from some spans of the link where the noise is not recorded.

Link E shows a large deviation from the limit at high frequencies, which has
a significant oscillation around 150 Hz. This can arise from cross-talk between
different servos in the long frequency chain, or RF noise at regeneration points,
which gets demodulated by the link.

The best agreement with the theoretical limit is seen in Link D, which shows
almost perfect agreement. This link is only cascaded once, whereas the two other
long links, Link B and Link E, are cascaded 3-5 times respectively. As such, the
noise recorded in Link D gives to a high degree a picture of the noise of the full
link.

3.1.3 Linewidth broadening of the disseminated signal

The REFIMEVE network is first and foremost a service, delivering an ultra-
stable frequency reference to the many partner laboratories. Many such labo-
ratories uses the signal for high-precision spectroscopy, and as interaction times
in modern spectroscopy ranges from 10s of MHz, to several 10s of seconds, the
linewidth of the delivered signal at a given interaction time can be crucial for
the users of the network. In the following, I will calculate the broadening of
the disseminated linewidth from the fiber links with two different approaches,
and show that the REFIMEVE signal indeed is, to a varying degree, viable for
many applications in high-precision spectroscopy.

According to [46], the linewidth of a signal Av can be calculated by

Av = 4/81n(2)A4, (3.3)

where A is the area of the frequency spectrum that exceeds the [>-line:

A= [ H{S,(F) = B} Sl df. (3.4)
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with H{-} being the Heaviside step function, and 7" the measurement time. fj

is the upper limit of the frequency, at which the linewidth is measured.

Linewidth [Hz]
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FIGURE 3.5: Linewidth broadening contribution of the 5 links

in the REFIMEVE network. Dashed lines show the linewidth

contributions as calculated using equation 3.3. Continuous lines

show the cumulative linewidth contribution, as calculated using
equation 3.6.

Avpop [KHz] | 047 | 11.07 | 0.43 232 | 13.67
Aluer [kHz] | 0.33 783 0.30 1.64 9.66

TABLE 3.1: Linewidth broadening contributions of the five links

in the REFIMEVE network, calculated from equation 3.3, with

a bandwidth of 500 Hz. The user linewidth is calculated from
the end-to-end (E2E) linewidth using equation 3.5.

As seen in figure 3.4, a substantial part of the spectrum of the three long
links (Link B, D and E) is above the B-line. This is unavoidable for such
long links, even with optimal tuning of the lock. Calculating the linewidth
broadening of the five links using equation 3.3, at a bandwidth of 500 Hz, yields
broadenings between 426 Hz and 13.67 kHz, which are summarized in table 3.1,
and shown as horizontal dashed lines in figure 3.5. These linewidth broadenings
are calculated from the E2E measurement of the links, and will not be perfectly
representative of the signal at the user’s side. Assuming no correlation in the
uplink and the downlink of the E2E measurement, which is not strictly true [48,
27], the linewidth at the user’s side can be approximated by

1
AVuser - EAVEQE- (35)

This approximation of the delivered linewidth is likewise given in table 3.1.
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The contribution to the linewidth broadening of a link varies at different
parts of the spectrum. By approximating the linewidth broadening to not only
include the part of the spectrum above the {-line, as in equation 3.4, but to in-
clude the whole spectrum, the linewidth broadening can be written as a function

of the upper cutoff frequency f;, as

In
Avlf) = \/ sta(2) [ Sy df (36)
1T
This is the cumulative linewidth contribution, and shows which parts of the
spectrum contributes the most to the linewidth broadening. This is shown for
the five links in figure 3.5 as continuous lines, calculated over the spectra shown
in figure 3.4. The linewidth contributions saturate after the servo bumps above
~ 100 Hz, converging with the values calculated using equation 3.3, demon-
strating the validity of the approach. A linewidth below 1 Hz is sufficient
for most high-precision spectroscopy applications, such as demonstrated with
the REFIMEVE network in [44, 39] using Link A. The long-haul links reaches
a linewidth broadening of 1 Hz after ~ 1 s averaging time. This is already
reached after ~ 10 ms for the two short links, which is a factor of 10 faster.
The cascading approach implemented in the REFIMEVE network adds noise
outside the bandwidth of measurement [34|, which does degrade the linewidth
of the disseminated signal, as shown here. This effect gets multiplied by the
long-haul links, which gets regenerated several times. To reach the performance
of the short links, clean-up oscillators, which are essentially intermediate remote
ultra-stable cavities, can be deployed to preserve the linewidth of the dissem-
inated signal of cascaded links. However, it would not be possible to preserve

the phase-coherence of the signal on timescales shorter than the new locking
bandwidth.

3.2 Modeling the noise profile of a fiber link

For most applications of optical fiber links like optical clock comparisons, spec-
troscopy, VLBI and geodesic sensing, measurements are performed and averaged
for tens to thousands of seconds, making the long-term noise behavior of the
links critical for most scientific applications. In the following, I will describe
the phase noise of fiber links over half a day, with a measurement bandwidth of

fesw = 0.5 Hz, or equivalently a gate-time of the frequency counter of 7o = 1 s.
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The phase evolution of the E2E signal of a fiber link can be separated as

¢(t) = gb(t)stochastic + ¢(t)periodica (37)

where ¢(t)stochastic 1S the stochastic phase evolution, and
S(E)periodic = Y _ A sin(2 f,) (3.8)

being a sum of any periodic perturbations to the phase. Here A, denotes the
modulation amplitude, and f,, the modulation frequency of a given perturba-
tion. In the following, I will describe the statistical properties of the five links in

the network, highlighting their distinctly different features and common points.

3.2.1 Phase noise density

The phase PSD of the link can be calculated from the Fourier transform of the
auto-correlation function of the phase. This is explained in appendix A. For a

link with a phase evolution as equation 3.7, the phase PSD becomes
1
So(f) =bo+b_yf ' +bof >+ §ZA$L5(f—fn)- (3.9)

The noise coefficients by, b_1, and b_s corresponds to the level of white phase
noise, flicker phase noise, and white frequency noise respectively, which are the
dominating noise terms for a coherent fiber link.

Figure 3.6(a) shows the phase PSD of all five links in the REFIMEVE net-
work, with dotted lines indicating fitted functions to the power law of equa-
tion 3.9, and the gray dashed line indicating the B-line as given by equation 3.1.
The level of white phase noise of the two short links (Link A and Link C) is much
lower than that of the longer, cascaded links (Link B, D and E), since the noise
level scales with the length of the links, as discussed in chapter3.1. At Fourier
frequencies lower than 5 mHz, the noise of Link C approaches that of the three
long links. This noise arises from the MLS in the data center TH2, being the
common denominator between all the links but Link A. The environment of the
MLS in this data center is much noisier than that of the MLSs of Link A, being
placed in the laboratories at SYRTE and LPL.

Since the fits do not take the periodic modulations into account, it results
in a difference between the fit and the data, which mainly affects Link C at long

term.

4The amplitude of the periodic term is equal zero.
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FIGURE 3.6: (a): Phase power spectral density (PSD) and (b):
modified Allan deviation of the five national links in the RE-
FIMEVE network, measured with a 0.5 Hz bandwidth. Dotted
lines shows fits to equation3.9 (without modulation terms) of
links with the same color code. The dashed gray line shows
the -line as defined by equation 3.1. Vertical dashed lines show
the coherence times, as calculated with the "+" solutions in (a):
equation 3.11 and (b): equation 3.14. See chapter 2.3 for descrip-
tions and labeling of the links.
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Many periodic perturbations are observed for the three long links between
10 mHz and 100 mHz, which are fewer and much smaller for the two short
links. These are due to temperature [21, 25, 36| and humidity [27] variations
in the interferometers of the stations: as discussed in chapter 2.1, a free-space
interferometer is less sensitive to temperature variations than a fibered inter-
ferometer. The MLSs at SYRTE and TH2, which are comprising Link A, are
free-space interferometers [28|. Furthermore, the laboratory at SYRTE is tem-
perature controlled. We measure the temperature every 10 minutes, and it
typically stays within 1 degree Celsius during a day. The long links include
RLSs and MLSs, which include 1-5 additional interferometers, which are all
fibered, increasing their temperature and humidity sensitivity. Furthermore,
these stations are placed in data centers with a less strict temperature control
in the rooms as compared to the laboratories. The noise coefficients of the fits in
figure 3.6(a), as well as amplitudes and modulation frequencies of the periodic

perturbations, are summarized further below in table 3.2.

Determining periodic perturbations from the PSD

From the phase PSD, it is possible to determine the modulation frequencies f,
and amplitudes A, of the corresponding periodic perturbations. The modu-
lation frequencies are simply given by the frequency of the peak in the PSD,
whereas the amplitudes needs to be converted to phase fluctuations. The con-
version factor between a periodic perturbation as given by equation 3.8, A,,
and the amplitude of the peak inferred from the phase PSD, AFSP | can be

approximated by
| APSD
A, ~ 24 —"—0. 3.10
T fensw ( )

Here T is the duration of the data set, and fgngw is the equivalent noise band-
width [19], which is fexgw = 1.5 (unitless) for the Hann window used to cal-
culate the PSD in figure 3.6. The uncertainty of this approach arises from the
determination of the amplitude APSP and frequency f,,, due to the limited res-
olution of the PSD.

Coherence time

The coherence time of a fiber link describes the timescale up until which the

link is phase coherent®. This can be interpreted in two different ways:

5The coherence time of the fiber link it not equivalent to the coherence time of the dissem-
inated laser signal. However, it corresponds to the timescale after which the fiber link adds
white frequency noise to the disseminated laser signal.
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1. as the crossing point between white phase noise (by), and flicker phase
noise and white frequency noise (b_;+0b_5), corresponding to the frequency
at which by = b_1 + b_o, or

2. as the crossing point between white phase noise and flicker phase noise
(bo+b_1), and white frequency noise (b_5), corresponding to the frequency
at which b(] + b,1 = b,Q.

The two interpretations of the coherence time are described by the equation

2b
Teoh — s ) (311)
+b_ 1 + /b% + 4bob_
where the "4" solution corresponds to interpretation #1, and the "—" solution

corresponds to interpretation #2. I will from here on use interpretation #1 to
calculate the coherence time, as the distinction between white phase noise and
flicker phase noise often is desirable when describing coherent fiber links.

The flicker phase noise component will often be negligible, as is the case for
all the links but Link E. Equation 3.11 then reduces to

Teoh = 1| —. (3.12)

In figure 3.6(a), the frequencies corresponding to the coherence time, feon = 7o),
of the five links are shown by vertical dashed lines, with the same color code
as the PSD traces. The coherence time of the three long links are all between
50 s to 160 s, significantly shorter than the coherence time of the shorter Link A
of 313 s. It is expected for a shorter link to show a higher degree of phase
coherence, however, as seen in the case of Link C this is not always the case.
Here, the limiting low-frequency periodic perturbation of the interferometer in

the data center significantly reduces the coherence time of the link.

3.2.2 Stability

When assessing the stability of coherent fiber links, the modified Allan deviation
(MDEV) [50] is preferred over the overlapping Allan deviation (OADEV), as it
allows the distinction between flicker phase noise and white phase noise. This is
similar to choosing interpretation #1 when calculating the coherence time of a
fiber link in the presence of flicker phase noise, as discussed above. The MDEV
can be obtained from the PSD of the signal, which is explained in appendix A.
From the PSD given by equation 3.9, the modified Allan variance (MVAR) for
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coherent fiber links becomes

0.0380 0.0855 1 TG sin® (7 f,7)
Mod o2(7) = ———, b byt Y A2 n
0 Uy(7'> V2rs 0+ Va2 1T 4T 2+ - n |:7TV0T2 sin (7 f76)
(3.13)

with 7 being the integration time, and 1y being the optical carrier frequency at
194.4 THz.

The MDEV of the five links is shown in figure 3.6(b), with the same color
code. Being an equivalent picture to the PSD, the instability of the short links
are much lower than that of the three long links. The dotted lines correspond to
the fitted noise coefficients to the PSD, converted to MDEV using equation 3.13.

Coherence integration time

The coherence time as defined by the general definition of equation3.11 can be

translated to integration time, corresponding to

1/0.08552 b2 | + 0.038 byb_o £ 0.0855b_y
b_s ’

o) _
Teoh = 2

where the interpretation of the "+" and "—" solutions are the same as the ones
of equation 3.11. As with the coherence time shown in the PSD in figure 3.6(a),
the coherence integration time shown in the MDEV in figure 3.6(b) corresponds
to the "4+" solution. In the simple case where flicker phase noise is negligible,

the coherence integration time simply reduces to

/ b
7o =44 0.0386—02 = 0.397co. (3.14)

Integration time period of periodic perturbations

The fourth term of equation 3.13, which sums up any periodic perturbations,
will be visible in the form of "bumps" in the stability curves, bringing an excess
of noise to the system. This is visible in the MDEV of LinkE (purple) in
figure 3.6(b), at an integration time of ~ 1000 s. By locating the top of the
bump, it is possible to calculate the corresponding modulation frequency of the
periodic perturbation. This is found by considering the instability contribution

of the periodic perturbation:

Tqsin® (7 f,7)
"2 sin (nf,tg)

Mod o,(7) = A
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By differentiation, the top point of the function can be calculated, which results
in a conversion factor between the integration time of the top of the bump 7,

and the actual modulation period T,:
T, = 3.257,.

A more in-depth derivation, including the corresponding conversion factor in
the case of classical Allan deviation, is described in appendix A. The biggest
source of error of this approach arises from locating the top of the bump in the
stability curve, as stability points usually are shown in decades. It is however a
decent approach if more precise methods are not available, like using the PSD

as described above.

3.2.3 Autocorrelation

The autocorrelation of a signal is a measure of the correlation between a signal
and a delayed version of itself. This is defined in appendix A. The autocorrela-
tion can be a useful tool in identifying the amplitude and modulation frequency
of a signal with one or more periodic perturbations, as described by equation 3.7.
An effective method is to calculate the autocorrelation of the rolling mean of
the signal, i.e. where each data point is calculated as the mean of the k previous
data points. This is illustrated in figure 3.7, which shows the autocorrelation of
Link B calculated on the frequency trace without any rolling calculation (pur-
ple), with a rolling mean with a window of £ = 5 s (red), and with a rolling

mean with a window of £ = 100 s (orange).

1.00

—— No rolling calculation
0.75 —— Rolling mean over 5 s
Rolling mean over 100 s

0.50

0.25

Autocorrelation

0.00

-0.25
0 50 100 150 200 250 300 350 400

Lag [s]

FIGURE 3.7: Autocorrelation of: the frequency deviation of
Link B (purple), the rolling mean of the frequency over 5 s (red),
and the rolling mean of the frequency over 100 s (orange).
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In figure 3.7, the red trace (corresponding to a rolling window of 5 s) clearly
highlights the two periodic perturbations in the link at 17 s and 34 s. This is
not apparent in the autocorrelation of the signal without any rolling calculation,
which shows a correlation of 0 at all timescales. Choosing too big of a rolling
window likewise fails to highlight the periodic perturbations of the signal, which
is seen in the orange curve. In this case, the short-term periodic perturbations
average out, and reveals little more information than when no rolling mean is
performed at all. The best results are indeed obtained if the window of the
rolling mean is smaller than, or of the order of the periodic perturbations. This
method can be effective in highlighting the periodic perturbations, however,
choosing a fitting rolling window can be difficult if one has no a priori knowledge

of the expected results.

3.2.4 Distribution

The frequency data used to calculate the phase PSD and MDEV of the five
links in figure 3.6 are shown in figure 3.8. The distribution of the frequency fluc-
tuations, that is the optical spectrum, can be modeled as a sum of a Gaussian
profile, which arises from the inhomogeneous broadening from, for instance,
external acoustic noise sources, and a Lorentzian profile, arising from the ho-
mogeneous broadening of the fundamental white phase noise of the link. Such
a sum of Gaussian and Lorentzian profiles is called the pseudo-Voigt approxi-

mation, which can be written as
Vo(Av, év) = wL(Av, év) + (1 — w)G(Av, ov), (3.15)

with w being the Lorentzian weight, determining the ratio between the Gaussian
and Lorentzian parts, and ov being the full with at half maximum (FWHM) of

the distributions. The Gaussian part is defined as

G(Av,ov) = %115(2)@—41“(2)(?5)2, (3.16)
mwov

and the Lorentzian as

1 ov
L(Av,ov) = ———. 3.17
(A, dv) 21 Av? + 1002 (3.17)
The distribution of the frequency data in figure 3.8 has been fitted with a
pseudo-Voigt distribution according to equation 3.15. This fit is shown by black

dotted lines. All the traces but the trace of Link D shows primarily Gaussian
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FIGURE 3.8: Frequency fluctuations of the five links over a du-

ration of half a day. The right part shows the distributions of the

frequency fluctuations, with black dotted lines corresponding to
Voigt fits according to equation 3.15.

components. In the case of Link D, the Lorentzian weight is as high as 0.8. This
Lorentzian behavior arises from a number of small spurs, which is evident from
the red frequency trace in figure 3.8. These spurs could arise from suboptimal

electromagnetic compatibility.

3.2.5 A simple summary

Summarizing the analysis presented here of the phase PSDs and the frequency
distributions, I present table3.2. This table summarizes the noise parameters
of the 5 links, and can easily be expanded with the still growing network.

This table allows straightforward comparison between the links, within the
same bandwidth. We see the difference in amplitude of the respective noise
components of the links, which as summarized above arises from a combination
of link length, number of cascades, as well as the environments wherein the
different stations are located. However, as the noise of the links is not strictly
stationary, a future expanded analysis of the change of these parameters with
the time of day, between seasons, and between years, would be compelling to

give insight into the degree of stationary and how it changes with time.
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ot ot BB 2w [t (NGO 3 s |
Lorentzian weight 0.15 0.14 0.09 0.79 0.17
FWHM [mHz] 6 173 6 52 376
by [rad?/Hz] 1.3-1072 [ 1.3-107' [ 22-107* | 3.1-107%2 | 1.4-107!
b_y [rad?] 0 0 0 0 2.7-107°
b_o [rad2 Hz] 1.3-107% | 1.7-10° | 87-10® | 1.1-107% | 5.5.107°

| Teon |8 | 313 | 87 | 50 | 172 157 |

'n | A, (rad) | f, (nHz) |
B 2-10° ] 63 |
1-1071 59
2.1071 29
2.1072 17
4.1072 12
6-1072 3.3
9.1072 1.3
B s-10°] 22 |
1-1072 2.1
. 8-1072 0.3
3-1072 30
4-107* 29
21072 27
6-1072 1.4
3-1071 0.3

TABLE 3.2: Top: Summary of the noise parameters of the five
links. Values are based on the fits shown in figure 3.6 and fig-
ure 3.8. Bottom: Summary of the amplitudes and frequencies of
the periodic perturbations of the five links, with same color code.
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As discussed in chapter 3.2, it is evident from the second table that the peri-
odic perturbations of the long-haul links (Link B, D and E) are more in number
and larger in amplitudes: the amplitudes of the perturbations on the short links
does not exceed 8 - 1073 rad, whereas all the long links has perturbations up to
8-1072 rad to 3- 107! rad, a factor of 10 — 40 times larger.

3.3 Frequency bias of a fiber link

The estimation of the uncertainty of a system is a crucial task in metrology,
and can be difficult, as the determination of an "expected value" is not always
straightforward. However, as the noise of the E2E signal of a fiber link is actively
compensated, and measured against the outgoing light, the expected average
frequency shift, and therefore the induced bias, is 0 Hz. Therefore, the bias
can be calculated as the mean value of the data set. The deviation of the bias
is given by the long-term OADEV of the frequency data[51, 52]. Figure3.9

Shift and uncertainty [relative frequency]

Time [s]

FIGURE 3.9: Cumulative relative frequency shift of the five links

in the network of the frequency data presented over half a day

in figure 3.8. The black dashed line shows the uncertainty of the
shift at a given timescale.

shows the absolute value of the cumulative shift of the five links, calculated
from the same frequency data as shown in figure 3.8, shown with the same color

code. The cumulative shift corresponds to the cumulative mean of the data set,
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averaging over an increasing amount of frequency data with time. The shift of
all five links decreases with time, and goes down to a few 1072! for the shortest
links, and a few 1072° for the longest, after half a day of averaging.

The dashed black curve shows the deviation of the shift at a given timescale.
The error follows very well the upper level of the shift, showing the validity of
using the OADEV as an estimator of the uncertainty. The longest link, Link E,
has a standard deviation of the relative frequency data over the full duration of
9-10716. This is enough to give a second-to-second fluctuation of the shift of
a few orders of magnitudes at half-a-day timescales, showing the importance of

the estimation of the uncertainty when considering the bias of a fiber link.

3.4 Simulating a fiber link

In chapter4 I will study the increase in noise and uncertainty contribution of
fiber links in the presence of missing data. Using the knowledge of the noise
parameters of the links, I have developed a simulation of the fiber links, able to
study the effects of missing data, through any number of iterations, under steady
statistical conditions. Artificially keeping the statistical conditions constant is
a necessity, since the noise of the links is not strictly stationary. Without the
simulation a study of external noise contributions like missing data would be
difficult, since it would not be clear if the statistical derivations would arise
from external fluctuations of the noise parameters, or from the external effects
under study. This is demonstrated here in a case study of Link B.

The generation of artificial data is designed in such a way, that it is possible
to use the simulated data to fill in gaps in other data sets. This study is
detailed in chapter4.2. When a data point is missing, the information of the
phase evolution is lost. As such, it is not possible to use interpolation techniques
to connect the known paths of the phase. This is an essential consideration as
the links are phase coherent, so the addition of simulated data should not induce

phase jumps.

3.4.1 Generation of simulated data

As the simulation needs to express the noise parameters of the link when cre-
ating even a singular data point, three fundamental parameters are considered

when tailoring the simulation to a specific link:

e The short-term noise level, corresponding to the 1 s MDEV, or equiva-

lently to the white phase noise coefficient by.
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e The coherence time of the link, expressing the relationship between the
level of white phase noise by and the level of white frequency noise b_»

though equation 3.12.
e The Lorentzian weight w of the distribution of the frequencies.

When generating a phase data point ¢(t,,) at a time instant ¢,,, the data point
will be generated from a pseudo-Voigt profile V,(Av, dv), with weight w of the
link. Since the Lorentzian part of the pseudo-Voigt profile, which does not have
a well-defined mean, in some cases will not be negligible, a cutoff frequency
needs to be introduced. This ensures that the generated data will not have a
risk of being arbitrarily big. The cutoff frequency of the distribution are tuned,

so that the simulation expresses the desired short-term noise level by.

10
I
T o7 |
\b;‘ 10 Tgoh =4 ]
S ¢ & =400 : .
—§— 19, =4000 | l
| | |
-6 1 1 1 1
10
10° 10’ 10° 10° 10"
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Ficure 3.10: Ilustration of the use of the coherence integra-

tion time 77, , defined by equation 3.14, for generating simulated

data. The four different stability curves correspond to four dif-
ferent values of 77, . Dashed lines indicate 75, of each respective
simulation.

Due to the link not expressing solely white phase noise, the phase of the
link will wander on a timescale defined by the coherence time of the link 7,.
This means that the mean of the distribution V,(Av, dv), from which the phase
data point ¢(t,) is generated, needs to be defined around the current level of
the phase at an earlier timescale. This timescale is given by the coherence
integration time of the link, as given by equation 3.14.

Figure 3.10 shows this tuning of the coherence time of the link 7., for 4
simulations of arbitrary but identical short-term stabilities. It is evident how
the coherence integration time used in the simulations, indicated in the legend
and taking the values 77, = {4,40,400,4000}, matches perfectly the effective

coherence integration time of the simulation.
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3.4.2 Simulation of Link B

'8 3
@ 0
2
o -3

0 2000 4000 6000 8000 10000

Time [s]
4
10 —— Link B

—— Simulation of Link B

Phase PSD [rad?/Hz]

Fourier frequency [Hz]

FIGURE 3.11: (a): Phase evolution and (b): phase power spec-
tral density (PSD) of Link B (blue) and a simulation of the link

(green).

Applying the knowledge of generating the simulation described above, I
present in figure 3.11 the simulation of Link B. Figure 3.11(a) shows the phase
of an iteration of a simulation of Link B (green), and compares it to the phase
of the link itself (blue) over a duration of 10000 s. As the simulation is a single
realization of stochastic noise processes, the two phases do not equal each other
at every given time. However, they do show similar statistical properties, which
is illustrated in the phase PSD shown in figure3.11(b). Here the very good
correspondence between the simulation and the link is evident, which allows
me to investigate the statistical properties of the link through any number of
statistically identical iterations. This study is detailed in chapter 4, where the
simulation is both used to represent the fiber link under study, and filling gaps

left by missing data points with simulated noise.

3.5 Conclusion

In this chapter, I have discussed the fundamental noise processes of fiber links,
and which limitations these induce in the design and engineering of the links.
On the engineering of the links in the REFIMEVE network, I found an excess

(a)

(b)
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of high-frequency noise in four out of five links, with only Link D performing at
its theoretical limit. I evaluated the linewidth broadening of the disseminated
signals induced by each link, and found them compatible with the requirements
of the users of the REFIMEVE network. I have shown how to model the noise
of optical fiber links, both in time, phase PSD and MDEV. I have introduced
the coherence time of a fiber link, and discussed its dual interpretation. A sum-
mary of all five links in the network is presented, allowing easy and convenient
comparison between the different links. I have shown the converging behavior
of the frequency bias of the fiber links, and how it converges with the long-term
assessment of the instability. Lastly, I introduce how I use the knowledge of the
noise of the links to simulate the fiber links. I show a case study of a simulation
of Link B, and find that it does indeed agree with the behavior of the real link.
In the following chapter, this simulation is an integral part of a study of missing
data in a fiber network, which will inevitably occur, and I will show how to use
the advantages of using such at-will generation of noise to fill in gaps left by

missing data.
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Chapter

Missing data in a fiber network

In the previous chapter, I described and modeled the behavior of the noise of co-
herent optical fiber links, under the assumption of continuous, non-interrupted
measurements. This will not always be the case, as missing data will appear in
the form of rogue data points and outliers, or even long, continuous invalid du-
rations of data. These arise from cycle slips, polarization adjustments, unlocks
of the links, bugs and crashes of the measurement software [28], or terrorist at-
tacks [53]. If one wants to exploit and analyze the long-term behavior of the
links, either for the evaluation of the behavior of the links themselves, or for
the use of fiber links as a sensor of external geodesic or fundamental physical
effects, a rigorous evaluation of the uncertainty and noise contributions missing
data brings to a measurement is needed.

Missing data is a well-known problem in data science [54], and have been
studied for many different applications like GNSS[55, 56|, the comparison of
microwave fountain clocks [57], and in tests of fundamental physics [58]. A com-
mon conclusion is that the handling of missing data, and the uncertainty it
introduces, is dependent on the model of the data. In the context of phase
coherent fiber links, only the correction of Allan variance in the presence of
missing data has been studied thus far [59, 60]. The strength of optical fiber
links is their operation in the phase coherent regime, enabling them to average
out noise at a faster timescale, as compared to systems performing uncorrelated
measurements like optical clocks, which the links are used to compare. How-
ever, this phase coherence raises novel challenges when missing data is present.

By consideration of the definition of the phase of the signal:

o(t) = QW/AV(t) dt,
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a missing frequency data point will split up the integral, leading to an unknown

phase offset, damaging the phase coherence of the link.
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FIGURE 4.1: (a): Uncertainty, (b): modified Allan deviation,

and (c): phase evolution of one full day of Link B, using the full

data set (blue), or only using the even (orange) or odd (green)
points.

An extreme case of missing data is illustrated in figure4.1. The Uncertainty
(a), stability (b), and phase evolution (c), of Link B over one day is shown
in blue. Orange and green curves shows the same properties, but where the
data has been split up in even and odd points respectively. The uncertainty
of the full data set of the link over one day is (—7.4 & 2.5) - 1072, When
removing every second point, a bias of ~ 4(5+3.5) - 1078 is introduced, which
is almost perfectly symmetrical for the even/odd data sets. This is clearly
seen in figure4.1(c), where the phase evolution of the two split-up signals are
diverging in an almost perfectly symmetrical way. This bias is not related to
the fiber link itself, but rather to the measurement of the signal. We expect it is
related to a technical limitation of the dead-time free frequency counters. The
deterioration of the stability of the signals, as seen in figure4.1(b), is entirely

due to another effect: this arises from an increase in frequency noise due to the
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periodic sampling of the signal known as the Dick effect [61]|, which will be the
topic of this chapter.

In the following, I will introduce the mathematical formalism used to de-
scribe missing data. I will discuss different distributions of missing data, and
show their convergences and differences. From this, a general formula is derived,
describing the decrease of the phase coherence of the link due to missing data. I
end with discussing and comparing methods to mitigate some of these sampling
effects in post-processing, which arise from missing data. Many of the results

presented in this chapter are published in [62].

4.1 Formalism of missing data

To model missing data, I define the annihilation operator, g(t), being a function
indicating whether a data point is valid or missing at any time instant ¢;. The
annihilation operator is a discrete function, with a duration between consecutive
data points 74 and total duration 7" matching that of the data set it describes.
Mathematically, this is defined by

0 when data is missing at time #j,
9(te) = o .
1 when data is available at time ¢j.

This annihilation operator is equivalent to the sensitivity function [63], devel-
oped to describe the interrogation of a clock transition by a low-noise oscillator.
The ratio between the amount of missing data and the amount of valid data is

given by the density of missing data:

o T/7q
h=1-= ; g(ty). (4.1)

From this definition, the two extreme cases are h = 0, describing a complete
data set without missing data, and h = 1, describing an empty data set. This
naturally leads to the mean value of g(¢) being 1 — h. This allows any time

instant of any data set to be represented by

v () = y(te)g(te),

where y(t) indicates the full data set without any missing data, and y°(¢) the
effective data set where, depending on h, any amount of data points can be

unknown.
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4.1.1 Distributions of missing data

The distribution of missing data can in principle have any pattern, which may

change the statistical properties of a data set in different ways. In figure4.2 1
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FIGURE 4.2: Illustration of different types of annihilation oper-

ators ¢g(t) (blue). (a): binomial, (b): periodic, and (c): stacked.

Orange lines show the density of missing data, being the same
for all three operators: h = 0.05.

illustrate three different patterns of missing data:

1. (a) Binomially missing data: a data point has an h chance of being missing
at time ¢,,, g(t,) = 0, and an (1—h) chance of not being missing, ¢(t,) = 1.
This is commonly known as a Bernoulli trial. With each missing data
point being completely independent of previous missing data points, this

operator corresponds to a white frequency noise process.

2. (b) Periodically missing data: every 7¢/h data points will be missing.
This has been studied with the sensitivity function, and is the cause of the

increase in noise due to periodic sampling, known as the Dick effect [61].

3. (c) Stacked missing data: all Nh missing data points will be consecutive,

with N = T'/7 being the number of data points in the data set.

In the following, I start by discussing the statistical properties of binomially
missing data, and show the convergence with the central limit theorem (CLT).
Then, I will use the formalism developed for the Dick effect in atomic interro-
gation, to analytically calculate the increase in noise in fiber links due to the
sampling from missing data. I will then show the convergence between the two

models, and lastly I introduce a novel method of minimizing these sampling
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effects, by replacing the missing data with simulated noise according to the

method introduced in chapter 3.4.

4.1.2 Statistical properties of binomially missing data

As explained above, the binomial annihilation operator at each time increment
t,, associates an h chance of taking the value ¢(t,) = 0. This is written in the

notation:

P(H) = h, chance of a data point being missing,
1

— h, chance of a data point being valid.

For an annihilation operator with density of missing data h, the discrete prob-

ability function for the distance d between missing data points is given by
P(d,h) = P(H)-P(E)* ' =h-(1-h)", (4.2)

which is normalized:

g 0.05 : - = Analytical P(d, h)
g 0.04 ! _ EEE Simulation
- : Mean distance
.g 0.03 : <
‘© 0.02
£
S 0.01
= 0.00
0 10 20 30 40 50 60 70 80

Distance between missing data points d [s/Tg]

F1cURE 4.3: Monte Carlo simulation of the distance between

missing data points for a binomial annihilation operator, with

a density of missing data h = 0.05. The orange dashed curve

shows equation4.2, and the mean distance is indicated by the
vertical green line.

Equation 4.2 is shown by the orange dashed line in figure4.3, for a density
of missing data h = 0.05. I have numerically calculated the distances between
missing data points for a generated annihilation operator g(¢), which is shown
by the normalized blue histogram. The numerically calculated values match

very well equation 4.2, and shows the validity of the numerical approach.
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From equation4.2 the mean distance between missing data points is found
to be

- 1
pa(h) =Y P(d)-d = 7 (4.3)
d=1
with a variance of the distance between missing data points:
2 - 2 _1-h
o3(h) = 3" P(d) - (d— ) =~ (4.4)
d=1

Figure4.4 shows a Monte Carlo simulation of (a) pg(h) and (b) o2(h) in blue

10 100
@am» Simulation b @am» Simulation
(a) == Analytical y(h) (b) — = Analytical g3(h)
= =
E 5 ‘:gc 50
0.0 0.5 1.0 0.0 0.5 1.0
Density of missing data h Density of missing data h

FIGURE 4.4: Monte Carlo simulation of (a): the mean distance

pa(h) and (b): variance on the distance o2(h) between missing

data points for a binomial annihilation operator, as a function

of the density of missing data h. Orange dashed curves show
equations 4.3 and 4.4.

curves. Equations 4.3 and 4.4 are shown in dashed orange curves, illustrating
the agreement between simulations and predictions.

Repeating the calculation of the mean distance between missing data points
of M different binomial annihilation operators, each consisting of N data points,

will result in an error of the mean distance of

oj(h) 1—h

2 _
oulh) = =N = TEN

(4.5)

Calculating the mean distance between missing data for a high amount of bino-

mial annihilation operators will, from the CLT, result in a Gaussian distribution:

1 1 (d—ud(h))2
G(dh) = ——e ® A0 (4.6)
2mo2(h)

2
m

Figure 4.5 shows a calculation of the mean distance between missing data, for
three different densities h = {0.2,0.05,0.01}. A total number of M = 10*

with variance o2 (h) given by equation4.5, and mean p4(h) by equation4.3.
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FI1GURE 4.5: Mean distance between missing data points, simu-

lated from annihilation operators with length N = 10°, of three

different densities of missing data: h = 0.2 (green), h = 0.05 (or-

ange), and h = 0.01 (blue). Black curves corresponds to equa-
tion4.6.

annihilation operators has been averaged to obtain the distributions in figure 4.5,
which is sufficient to fulfill the CLT. This is seen in the black lines, being
the analytical formula of equation4.6 for each value of h, showing very good

correspondence with the simulation.

4.1.3 Spectral properties of missing data

In chapter 3.2 I showed how the noise of a link depends on a few noise coefficients
b,. The corresponding noise coefficient for the annihilation operator is the
density of missing data h, on which the statistical properties depend, which was
demonstrated above for the binomial annihilation operator. As one Bernoulli
trial is completely independent of previous Bernoulli trials, and will only depend
on h, the process corresponds to a white frequency noise process. As such, the
Fourier spectrum of the binomial annihilation operator can be written as
o? h(1 — h)
S(f) = = , (4.7)

fBW fBW

where 02 is the variance of the annihilation operator, given by o? = h(1 — h).
The spectrum of a binomial annihilation operator is shown by the blue trace
in figure4.6(a), clearly illustrating the white frequency noise behavior. The
dashed orange line shows equation4.7, corresponding to the white frequency
noise level. Equation4.7 is also shown in figure4.6(b), with the same orange
color and dashed lines, for the whole range of which h is defined between 0
and 1. The thicker blue curve shows the noise level of simulated annihilation
operators, agreeing well with the analytical formula.

The green spikes in figure 4.6(a) shows the Fourier spectrum of the periodic

annihilation operator. This spectrum is 0 at all frequencies other than integer
1
values of h/7q, as S(f) o< D ", (f - "—h).

n=1 TQ
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FIGURE 4.6: (a): Spectrum of periodic (green) and binomial

(blue) annihilation operators g(t), with a density of missing data

h = 0.05. (b): Change in white frequency noise level of the

binomial ¢(¢) as a function of h. Dashed orange curves in both
plots corresponds to equation4.7.

4.1.4 The Dick effect

Assuming a periodic annihilation operator, the formalism introduced by John
G. Dick in the 80s [61] can be applied, describing the increase in noise when
interrogating an atomic ensemble with a narrow-linewidth oscillator in non-
continuous operation. Following [64], the increase in noise due to the Dick

effect as a function of the density of missing data h can be written as

SgiCk(f, h) ~ 2h Zsinc (nm (1 — h))*n3S, (n_h) , (4.8)

(raf)? = >e

where 74 /h corresponds to the period of the periodic annihilation operator.
Assuming a noise profile of the links as described by equation 3.9, and applying
the upper limit of summation of n < |5-], with || indicating the "floor"

operation of rounding down, the increase in frequency noise can be written as

2|5 — —Sin(lﬂh) sin (27h| 5 | + 7h) + 1

SDick h) ~ b h2
o (frh) ~ bo e f22m?(h —1)?

D(h)
e

= by

()

(b)
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D(h) is introduced as the Dick factor, increasing with the density of missing data
h, and vanishing for a complete data set: D(0) = 0. This term indeed shows a
Fourier frequency dependence of f~2, corresponding to an increase in the white
frequency noise term b_, of the system. This increase in noise depends on the
nominal level of white phase noise by, showing that the sampling of white phase
noise is fundamental and does not discriminate between systems with varying
levels of white phase noise. Ultimately, this effect is proportionally the same
for phase coherent links of any length. Assuming a noise profile with negligible
flicker phase noise dependence, S,(f) = by + b_of 2, the effective PSD of the

sampled system can be written as

SS(f,h) = Se(f) + P (f, )
~ by + (boD(h) + b_s) f72. (4.10)

In the case of a complete data set, equation4.10 reduces to the PSD of the
nominal link, S$*(f,0) = Sy(f) = by + b_of 2, and when h — 1 the noise term
SP'*(f, h) will be dominating.

Sampling of a strongly modulated signal

The sampling effects arising from the periodic and the binomial annihilation
operators will in many instances be very similar. A special case where they
do show different behaviors is when the sampled signal has a strong periodic
modulation. To highlight these effects 1 consider a signal consisting of white

phase noise, ¢(t)wp, and a strong periodic modulation:

o(t) = o(t)wp + A sin(2m fint),
Solf) = to + 5 A58(F = f). (@.1)

The amplitude of modulation is chosen to be roughly 4 times larger than the
variance of the white phase noise fluctuations, and with a modulation frequency
of fn = 50 mHz. Figure4.7 shows the effective phase PSD S5¥(f,h) of a
simulated signal described by equation4.11, for 4 different densities of missing
data: h={5-10"%5-1073,5-107%5-107'}. Figure4.7(a) shows the aliasing
of the periodic annihilation operator, and figure 4.7(b) shows the aliasing of the
binomial annihilation operator. The sampled simulated data sets have been
calculated 10 times for each density of missing data, and the curves shown are
the mean phase PSD of the 10 iterations. This serves to average out statistical

fluctuations that will be present at each iteration of the stochastic signal. The
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FIGURE 4.7: Aliasing effects of a white phase noise signal with a

strong periodic modulation, with an increasing amount of miss-

ing data. (a): Periodically spaced missing data, and (b): bino-
mially spaced missing data.

missing data has been replaced with frequency deviation data of 0 Hz, which
serves to keep the phase of the signal constant across the gap left by the missing
data. As this induces a bias in the short-term noise level, the PSD curves have
all been normalized with the mean value of the annihilation operator: (1 — h).

The dotted black lines show the predicted noise level of the sampled data
according to equation4.10. There is a good correspondence between the simula-
tion and the predicted noise level, both for the case of the periodic annihilation
operator, as well as the binomial annihilation operator, for densities of missing
data lower than 50 % (the front 3 curves). This shows indeed that the increase
in white frequency noise due to the Dick effect is the same for the two differ-
ent annihilation operators, and that equation 4.10 can be applied to binomially
distributed missing data.

Other than the increase in white frequency noise from the Dick effect, a
secondary aliasing effect arises which is not the same for the two annihilation
operators: when periodically sampling a signal with a strong carrier, a series
of sub-harmonics appear. These appear at integer n counts of the frequencies
fm £ nh/7q, and is an interference between the period of the modulation and
the period of the appearance of the missing data. This is not present for the

binomial annihilation operator, as it distributes missing data with no periodic

order.
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Decrease in coherence time due to sampling

Using the simplified definition of the coherence time from equation3.12, an
increase in frequency noise in the system will be directly equivalent to a decrease
in coherence time of the link. This effective coherence time of a sampled fiber

link can be written as

I (h) ~ (D(h) +72) 2, (4.12)

C

where Tffh(()) = Teon 18 the nominal coherence time of the system without any
missing data. The decrease in coherence time of the link is a convenient param-
eter to use as a metric, as keeping the phase coherence of the link is important

if they are to be used for the comparison of state-of-the-art optical clocks.

Phase PSD [rad?/Hz]

Fourier frequency [Hz]

FIGURE 4.8: Phase power spectral density (PSD) of Link B with-

out missing data (blue), and with 5 % of the data removed (or-

ange). Thick lines show the power law model of each data set,

and the decrease in effective coherence time is indicated by ver-
tical dashed lines.

The decrease in coherence time when sampling Link B is shown in figure 4.8.
Here, the phase PSD of the link without any missing data is shown in blue. After
removing 5 % of the data points using the binomial annihilation operator, the
coherence time decreases correspondingly. This is seen in the orange trace,
which shows the phase PSD of the data set where 5 % of the data is missing.
The thick blue and orange lines shows the power law of the link, where it is
evident that the level of white phase noise by is kept, and there is an increase in
noise according to the white frequency power law f~2, as predicted by the noise
arising from the Dick effect. Especially the decrease in coherence time is visible,
highlighted by the two vertical dashed lines. In the following, I will discuss the
mitigation of the effects of missing data, using the effective coherence time as

a metric in the comparison between different approaches.
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4.2 Mitigating the effects of missing data

As missing data inevitably occur in fiber links, one needs proper techniques to
be able to mitigate the effects of missing data when evaluating the statistical
properties of the link. I have previously studied three different approaches for

handling missing data, which can be found in [65]:

1. Ignoring the problem: One can concatenate the remaining data, ef-
fectively ignoring the problem. This creates a length mismatch of the
effective data set, which is problematic if one needs to be able to eval-
uate the frequency data at certain time increments v(t,). This is the
case for clock comparisons when evaluating the quality of the frequency
comparison at all times during the comparison, as well as in the frequency
dissemination to users of the network who needs to know the quality of the
signal during measurement periods. For the statistical evaluation of the
signal, the length mismatch creates a Fourier frequency bias, making the
evaluation of periodic perturbations difficult. This is shown and discussed
in [65]. Lastly, it does not address the deterioration of the coherence time

of the signal, as given by equation4.12.

2. Keeping the phase constant across the missing data: Keeping a
constant value for the phase across the gap left by the missing data will
keep the length intact, yielding a more meaningful Fourier analysis. This
is accomplished by inserting a frequency value of 0 Hz into the gap left by
the missing data, which creates a bias in the short-term noise level of the
signal. Lastly, just as in approach #1, this approach does not deal with

the increase in noise from the Dick effect.

3. Replacing missing data with simulated noise: The last approach
is more novel, and uses the techniques in generating simulated noise de-
scribed in chapter 3.4 to fill the gaps left by the missing data. This has
the advantages of approach #2 in keeping the length of the data set in-
tact, avoiding the creation of a bias in the Fourier domain. Contrary to
approach #2, this approach does not bias the short-term noise level, as
long as the short-term noise level of the generated noise is the same as
the original data set. This will only be partly true for a fiber link, as the
noise is not strictly stationary, as discussed in chapter3.1. Lastly, this

approach mitigates the deterioration of the coherence time of the link.

To compare approach #2 with approach #3, I have simulated a fiber link

consisting of white phase noise and white frequency noise, with the power law of
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Sy(f) = bo+ b_af~?, and equivalently coherence time 7.0, using the procedure

described in chapter 3.4. Applying the binomial annihilation operator g(t), with

density of missing data h, results in the effective data sets y°(t) = y()g(t):
yel (), where the phase is kept constant,

yfg)lace(t), where missing data is replaced.
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FIGURE 4.9: Effective coherence time of a simulated link 78 (h)

as a function of the density of missing data h, where (a): the

phase is kept constant across the gap left by missing data, and

(b): missing data is replaced with simulated noise. Increasingly

purple color indicates increasing initial coherence time of the

simulation, with no missing data present. Black dotted curves
show equation 4.12.

Figure 4.9 shows the effective coherence time of the signal, as a function of
the density of missing data h, when (a): the phase is kept constant across gaps
left by missing data, (b): missing data is replaced by simulated noise. The
simulation has been repeated for 5 different nominal coherence times, between
15 s- 500 s, symbolized by the increasingly purple color in figure 4.9. The results
shown are a mean of 400 iterations of the simulation, which serves to average
out any stochastic fluctuations which can arise in individual simulations. It
is evident from the figure that with an increasing initial coherence time, the
sensitivity to missing data increases: the effective coherence time of a fiber link

with a very long coherence time (dark purple) starts to deteriorate with just a
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few missing data points. This is in contrast to the link with a coherence time
of just 15 s (yellow), which sees no significant decrease until ~ 5 % of the data
is removed.

Black dotted lines indicate the expression for the effective coherence time

e (h), as described by the increase in Dick noise by equation4.12. This ex-

c
pression describes the approach of keeping the phase constant across the gap
left by missing data, as seen in figure4.9(a), where the overlap between equa-
tion4.12 and the simulation is evident. The approach of replacing missing data
with simulated noise shows the same behavior for low densities of missing data.
For a higher amount of missing data, the models diverge as the data set starts
to consist of a significant amount of simulated noise. In this case, we observe
that the coherence time of the link increases towards its nominal value, without

any missing data. The point of divergence between the two models is given by

1 Increasing initial
coherence time

< 4
BE point of divergence
~
100 4 3 = 2 T 1 0 1 2
10 10 10 10 10 10 10
thoh
TG

FIGURE 4.10: Relative effective coherence time of the two simu-

lations 77 (h), as defined by equation 4.13, plotted as a function

coh
of h:ﬂ Increasingly purple color indicates increasing initial co-
herence time of the simulation, with no missing data present.
The point of divergence between the two approaches is high-
lighted at 7¢/h = Teoh.

the point at which the average duration between missing data points is similar
to the initial coherence time of the link: 74/h = 7T.on. This is illustrated in

figure 4.10, where the relative effective coherence time,

B 7_replace (h)

rel coh

Tcoh (h) - 7.co}Illstant (h) ’

(4.13)

between the two approaches are plotted as a function of h:—CGOh Figure4.10
illustrates the similarity between the two approaches up until h:ﬂ =1, or
G
equivalently 7¢/h = Teon, the point which is highlighted in the figure. This
divergence can be understood as the point where the frequency noise induced
by the sampling of the frequency data starts to be converted into phase noise, an

effect which gets partially mitigated by the insertion of phase coherent simulated
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noise. This shows that the insertion of simulated noise is indeed favorable to
the other methods compared here, when evaluating a coherent fiber link where
missing data is present. Applying this method does require prior knowledge
on the noise behavior of the link under study, as detailed in chapter 3.4 where
the generation of the simulation is explained. This is mostly the case of the
optical fiber links in the REFIMEVE network, where large amounts of data are
gathered continuously.

In this study, I have not included any effects arising from correlations be-
tween the forward and backward propagating light in the fiber, which can arise
from polarization asymmetry as explained in chapter 2.1. In the case of GNSS
comparisons, such a correlation is evaluated in [66]. As such an effect can lead
to a frequency shift, this shift would vanish with an increasing amount of miss-
ing data, when using the fill-in approach. However, even if such an example
highlights the limitations of the fill-in approach, these short-term perturbations
are at most of the order of a few 10720 |27|, which is well below any practical
uses of the fiber links.

4.2.1 Long-term behavior of a fiber link

Link B is the longest operating of the long-haul fiber links in the REFIMEVE
network. From the end of April 2015, until the end of June 2020, the link oper-
ated with an average uptime between 40 % - 46 %, depending on the required
performance level. Unfortunately, the link ceased operation in June 2020 for
more than a year. In the following, I will present a study of the noise behavior
of the link over these 5 years and 65 days, or 1890 days. With one measurement
each second, this corresponds to more than 162 million data points. I have
been working with filtering criteria resulting in an uptime of ~ 44 %. This
corresponds to 825 days of data, and equivalently 1064 days of missing data.
For such a study of the long-term noise behavior of the link, it is evident that
the handling of the missing data is crucial to the result of the study. This study

is built on an initial study, which is presented in [62].

1890 days of operation

Figure4.11(a) shows the average uptime of Link B for each of the 63 months.
The highest uptime of the link was found in 2018 and 2019 (month 32 to month
56), with a total uptime over the two years of 65%. An in-depth study of
Link A and Link B in this period is presented in [28|. Figure4.11(b) shows the

absolute value of the average frequency shift, indicated by green circles, and
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FIGURE 4.11: (a): Uptime of Link B between April 2015 and
June 2020. Each bar represents the average uptime over one
month. The average uptime of the full period is shown by the
orange dashed line. (b): Absolute value of the average relative
frequency shift of each month of operation (green circles), and er-
ror of the mean (red diamonds). The purple dashed line indicates
the total weighted average shift, using the uptime as frequency
weights.

error on the average frequency shift, shown by red diamonds, for each of the
63 months. These shifts vary from 4.6 - 107 to 2.2 - 10722. The average shift,
indicated by the purple line, is calculated as a weighted average of all the shifts,
using frequency weights, which are given by the uptime of the link for the given
month. The weighted average shift has a value of 5.8 - 1072!, with a weighted

error of 3.4 - 10719,

Data preparation

As the full data set consists of 162 million data points, further preparation of the
data is needed to perform a statistical analysis. I introduce an extra averaging
step, drastically reducing the amount of data points per day. In this study, I
have chosen to average every 216 s of data, corresponding to 400 data points
each day. This effectively reduces the bandwidth of the data set from 0.5 Hz
to ~ 2.3 mHz. From here on, I called these averaged data stacked data points.
Like in chapter 5.5, I have studied the long-term statistical effects of the link,
both where remaining data has been concatenated, and where the missing data
has been replaced with simulated noise. In [62], we presented this study but
with one main differences: In [62], data was bundled into stacks of 2160 s, which
has been decreased with a factor 10 in the study presented in this manuscript.
This increases the bandwidth of the data set tenfold, but likewise increases the

computation time.
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Each new stacked data point will consist of information of the mean value
of the relative frequency data, and the uptime of the stacked data point. If the
missing data is not replaced, this can lead to some of the stacked data points
being an average of very few data points, if the uptime in the 216 s segment was
poor. This will lead to an increase in uncertainty of each stacked data point,
which will depend on the uptime of the averaged data. As such, an additional
filtering criteria can be introduced: to put a threshold on the allowed uptime

for each stacked data point.

Statistical properties over 1890 days

As discussed in chapter 3.2, the long-term noise of the fiber link is dominated by
white frequency noise, and determined by the white frequency noise parameter
b_y. Figure4.12(a) shows the frequency PSD, Sa,(f) = Ss(f)f? where the
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FIGURE 4.12: (a): Frequency PSD of Link B over 1890 days,
using all data (green), and only using stacks of data with 100 %
uptime (blue). In both curves, data has been concatenated. (b):
Noise level of the spectra, after applying an uptime criteria on
the stacks of data, when concatenating the remaining data (green
to blue gradient), and when replacing the missing data with sim-
ulated noise (orange to purple gradient). Both noise levels con-
verge at the short-term evaluation of the link noise, shown in
pink, and discussed in chapter 3.2.

data have been concatenated, both before and after being stacked. The light
green trace shows the frequency PSD of all stacked data, and the dark blue
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trace where only stacked data with an uptime of 100 % is included. We see
a white noise behavior of the link, since the "new" gate-time of 216 s is much
larger than the coherence time of the link at 87 s. The level of white frequency
noise, b_s, can approximately be calculated as the mean PSD level.

Varying the criteria of the uptime of the new data points, I have calculated
the b_y parameter for a continuous amount of PSD spectra, i.e. all the spectra
between the two traces in figure4.12(a). These levels are shown in figure 4.12(b),
both where data is concatenated (green), and where missing data has been
replaced by simulated noise (red). Here, it is clear that the b_, noise level
changes in stages: for the concatenated data set, after an initial steep drop-
off, the noise level is at b_y ~ 1 - 1073 between an uptime criteria of ~ 10 % to
~ 70 %, and between ~ 85 % to ~ 98 %, the noise level is around b_, ~ 1-107*.
The data set where missing data has been replaced by simulated noise, has no
steep initial drop-off for a low uptime criteria. Between a threshold of 0 % and
~ 70 %, the noise level is at b_y ~ 1- 107, and between ~ 80 % and ~ 98 %,
it drops to b_5 &~ 5-107°. Figure4.12(b) shows that the two different ways of
handling missing data gives reasonably consistent results for uptime thresholds
above 85 %. This means that, if one is purely interested in knowing the noise
level of the long-term data set, by applying an uptime threshold at 85 % or more,
one can obtain a consistent evaluation without replacing the missing data with
simulated noise.

Applying a threshold of 100 %, both noise levels converge with the value
obtained at the short-term evaluation of Link B from chapter3.2, at b_, =
1.7-107°. This is shown by the pink dotted lines in figure4.12 (a) and (b)'.
When the data stacks with an uptime of less than 100 % is removed, the uptime
of the resulting data set drops with 1/4" to 32 %.

As discussed in chapter4.2, concatenation of data is not a good approach
for the evaluation of the intricacies of a spectrum. In both studies shown in
figure 4.12(b), both curves includes a degree of concatenation, which is higher
for the "concatenated" curve (green) as even the stacked data is concatenated,
which is not the case for the "replaced" curve (red). Here, I use the con-
catenation to get a sense of the average resulting white frequency noise level.
However, with an increasing uptime threshold, only the regions where the link
is performing the best is included in the calculation.

To improve on the Fourier analysis, one has to replace the missing data with

simulated noise, as this does not bias the Fourier frequency. This is shown in

!Notice: the mean noise levels b_, are calculated from the full frequency PSD spectra,
and not the averaged version shown in figure4.12(a). The averaging of the spectra is purely
for visual help.
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figure 4.13. The light brown trace shows the PSD of all the data, where missing
data has been replaced with simulated noise. The purple trace shows the PSD,
including only the data stacks with an uptime of 100 %, and with simulated

noise replacing the missing data occurring after applying the uptime filter.
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F1GURE 4.13: Frequency PSD when using all stacks of data

(orange), and when only using stacks of data with 100 % uptime.

Missing data has been replaced with simulated noise for both
spectra.

Applying the additional filter, requiring the uptime of the stacked data to be
at 100 %, decreases the noise level, in correspondence to the similarly colored
trace in figure 4.12(b). Furthermore, the full spectrum becomes closer to consist
purely of white frequency noise, whereas the full data set has a drop in the noise
level at higher Fourier frequencies. A peak is visible in the PSD around 1 day !,
which is relatively larger for the more filtered data (purple curve). We believe
this peak arises from day/night temperature fluctuations in data centers, which
induces a low-frequency modulation to the optical phase of the signal, in the
short uncompensated arms of the interferometers. At frequencies below 1 day 1,
there seems to be no clear peaks arising from the noise.

In figures 4.12(a) and 4.13, four different Frequency PSD traces are shown,
which corresponds to the extremes of applying the uptime thresholds for con-
catenated data, and where missing data are replaced with simulated noise, as
shown in the two gradient curves in figure4.12(b). In figure4.14 the corre-
sponding phase traces are shown. In figure4.15, the (a): corresponding relative
frequency shifts, and (b): MDEV of the corresponding data sets are shown.

The relative frequency shifts are shown in units of 107'°. For the concate-
nated data, the shift over the 1890 days is —0.6(12) - 107! for the full data
set, and —3(5) - 1072! when only including the data stacks with 100 % uptime.
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FIGURE 4.14: Phase evolution of Link B over 5 years, calculated
in 4 different ways: from all data stacks (green), only data stacks
with 100 % uptime (blue), all data stacks where missing data is
replaced with simulated noise (light brown), and only data stacks
with 100 % uptime where missing data is replaced with simulated
noise (purple). Bottom plot is a zoom of the top plot.
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FIGURE 4.15: (a): Relative frequency offsets and (b): modified
Allan deviations (MDEVs) of Link B over 5 years, calculated from
the four phase traces shows in figure4.14.
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Indeed, since some stacks of data will have a very low uptime, they create a sig-
nificant bias in the mean frequency shift. The big difference in the uncertainty
is likewise clear in the MDEV, between the two curves. Here the difference is
almost one order of magnitude at 216 s, and 1.5 orders of magnitude at long
term.

A difference is also seen in the data sets, where missing data has been
replaced with simulated noise. When the full data set is used, the relative
frequency shift is —0.1(11) - 1072!, and when only the data stacks with 100 %
uptime is used the shift is 0.2(25) - 10722, This discrepancy arises from an
effect which is also present in the concatenated data, but in that case is not
dominating: the filtering criteria applied, which removes all data points if there
is just one outlier in a 216 s segment, strictly filters regions where outliers are
present. This ensures only the "best behaving" regions are included. Naturally,
since this decreases the amount of "real link" data points with 25 %, it can
also be seen as a slight bias for already pre-filtered data. These frequency shifts
are compatible with zero, as expected for stabilized fiber links, as explained
in chapter 3.3. Indeed, as long-term goal of coherent fiber networks are to be
operating continuously, potentially ensuring a continuous comparison of optical
clocks, it is important that the link does not induce any frequency shifts at long
term. This is an important result towards the redefinition of the SI-second.

Figure 4.15(b), shows good correspondence between the short-term and long-
term stability of the fiber link, which is visible at integration times between 200 s
and 4 000 s. This shows that, even on very long term, the link operates relatively
predictable. This means that the link indeed can be considered stationary at
a wide sense, on the scale of a few years. Furthermore, it shows that using
simulated noise to replace the missing data gives converging results, even on

timescales of several years.
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Chapter

International comparisons with a fiber

network

In chapters 3 and 4 I show a model of fiber links, and introduce a methodology
to asses their performances with missing data. In this chapter I will show how
to use these tools in the frame of optical clock comparisons in Europe.

I will first describe the main components of the European fiber network,
enabling comparisons of optical clocks between four European NMIs. I will
describe the specifics of the frequency chain used in the comparison in greater
details, which enters the uncertainty budget of a comparison. I will focus on
the setup between the French NMI SYRTE and the German NMI PTB as a
case study.

Showing the general structure of this clock network, I will show how the
optical fiber links are used as one among other means for clock comparisons,
all of which relies on very different types of paths and technologies. These
complex networks require supervision and efficient data processing which, with
the upcoming optical time scale(s) generation and their comparison in mind, is
a global objective pursued by several laboratories.

For the French REFIMEVE network this is very true, both in the context
of clock comparisons, but also in the context of the service delivered by RE-
FIMEVE to the many laboratories, aiming at a high level of uptime of the
signal, and quick access to the data. I will then give a brief description of the
global server structure of REFIMEVE, illustrating the global context of the
studies shown in this manuscript. Here, I will show how the data processing
software I have created, is a useful tool for the reliable operation of such a fiber
network. I will describe the software, and which opportunities it provides, both
in the context of the evaluation of the performance of the fiber network, as well

as in the context of fundamental studies using fiber links.
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I will then show a case study of an evaluation of an optical clock comparison
campaign in March 2022. T will go through different sources of uncertainty from
the French network, ranging from remote synchronization with the Network
Time Protocol (NTP), remote frequency referencing, and uncompensated fiber
noise, enabling the construction of an uncertainty budget contribution of the
French network for the clock comparisons.

After, T will discuss a four months long comparison campaign between
SYRTE and INRIM, during the winter 2021/2022. This campaign set a new
milestone in international optical clock comparisons with fiber links. With the
1716 km long Link E between SYRTE in Paris, and Modane at the French-
Italian border, this is the longest operating fiber link for a comparison of op-
tical clocks. For the clock comparisons between SYRTE, NPL and PTB, the
signals from two laboratories were disseminated to a mid-point between the
two institutes. During the campaign between SYRTE and INRIM, the signal
from SYRTE was disseminated all the way to INRIM, where the comparison
was performed. This includes 2 x 869 km fiber link in France, and 2 x 154 km
in Italy. The complexity of such a long dissemination is high, including many
EDFAs, one MLS, and seven RLSs. Lastly, the four months of comparison cam-
paign was the longest long-haul optical clock comparison to date, and four times
longer than the previous record from 2019. I will compare the performance of
Link E during the campaign, with the performance of other French links, during
previous and later campaigns.

Lastly, I will show a study of the evaluation of the statistical performance of
Link B during a one month long optical comparison campaign, where I consider
the link signal sampled by the uptime of the comparison. I present an evaluation
of the total uncertainty contribution of the REFIMEVE fiber link to such a

comparison.

5.1 An international network of NMIs

For the steering of the TAI by the Bureau International des Poids et Mesures
(BIPM), atomic clocks around the world are compared mainly using GNSS
satellites with various methods, as common view (CV), precise point position-
ing (PPP), and integer ambiguity precise point positioning (IPPP) [67, 68]. At
long term, the IPPP technique is limited to a fractional instability in the low
1077 within a month [68]. IPPP links is very attractive as an alternative com-
parison method to the fiber links, as it potentially connects all NMIs [68]. two-
way satellite time and frequency transfer (TWSTFT) are also deployed with
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specific emitters and receivers, and a dedicated telecommunication channel |69,
70, 71, 66]. At long term, the TWSTFT technique is limited to a fractional
instability in the low 107! within a month. More specific microwave links are
developed for the Atomic Clock Ensemble in Space (ACES) mission, linking
NMIs to the International Space Station with similar performance levels [58].
More exploratory techniques develop optical links in free space, that can achieve
fractional instability of 10712 or lower within a day, but with a limited range of
about 100 km for the most recent reports |72, 73, 74, 75, 76, 77|. It was shown
recently that a very-long-baseline interferometry (VLBI) observatory connected
by a fiber link enables clock comparisons between NMIs in Italy and Japan [7§],
with a fractional instability of 1076 or lower within tens of days. Such an ex-
periment was also run recently between INRIM and Korea Research Institute
of Standards and Science (KRISS) in the Republic of Korea.

The simultaneous use of different means of comparison is a completely novel
situation, very interesting for time and frequency (T /F) metrology, in order to
eliminate any potential systematic effects of the means of comparison. In the fu-
ture, any NMI can run at least two of these novel methods. Housing also several
optical atomic clocks, this indeed provides a complex system of comparison of a
number of different atomic references, from several institutes around the world,
using different comparison techniques. Such efforts are already reported. For
instance, cross-comparisons of ensembles of atomic fountains and optical clocks,
inter-compared with IPPP and TWSTFT, were achieved in Europe to the 10716
level and was recently reported [66]. Such a complex and multi-technique clock
comparison infrastructure enables the measurement of the difference in grav-
itational potentials, between transportable optical clocks and an ensemble of
statically operated clocks, enabling so-called chronometric geodesy [79, 80, 81].

Such a resolution is sufficient for the comparison of microwave atomic clocks
around the world. However, this is not sufficient for the comparison of state-
of-the-art optical clocks, which claims uncertainties in the low 1078 within a
day [82, 83]. It is a desired goal in the community to reach an assessment of
the uncertainty of optical clocks within a few hours. Currently, only coherent
optical fiber links shows this ability for a continental optical clock comparison:
On shorter ranges, there is already optical clock comparisons that combines
optical fibers and optical link combs, as it was reported in Boulder, Colorado,
USA [84].

As detailed in chapter 2.3, the French REFIMEVE network currently in-

cludes 5 operational national links. Furthermore, international connections in
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Villetaneuse (North of Paris), in Strasbourg, and in Modane, ensures connec-
tions to the European partner NMIs NPL, PTB, and INRIM. This is illustrated
in the map in figure5.1.

[ ] ]
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FIGURE 5.1: Map of fiber links operated by the EU consortium

ROCIT during international optical clock comparisons, spanning

from 2018 to 2022. The relevant REFIMEVE links are high-

lighted with red continuous lines, and other REFIMEVE links

are shown as dashed lines. Blue lines indicate international links,

operated by partner NMIs, and orange hexagons shows the loca-
tions of the four partner NMIs.

In the frame of the European project Robust optical clocks for international
timescales (ROCIT), clock comparisons with IPPP and TWSTFT have been
performed between the Paris Observatory, Valtion Teknillinen Tutkimuskeskus
(National Technical Research Centre) (VI'T) in Finland, NPL in England, and
Uniwersytet Mikolaja Kopernika w Toruniu (UMK) and Space Research Centre
of Polish Academy of Sciences (SRC PAS) in Poland. Furthermore, a high
number of institutes are connected with satellite techniques, for a potentially

even more complex comparison network.

5.1.1 Continental clock comparisons

A continental clock comparison is conceptually the same as a world wide com-

parison, with the sole difference that a comparison through optical fibers are,



5.1. An international network of NMIs 83

so far, only possible continental. As with the specific European connections
shown in figure 5.1, this can, and probably will, be more complex in the future,
including several other European NMIs or other metrology laboratories. Such a
complex network must be able to compare any number of different clocks, oscil-
lators, or lasers, all operating at, in principle, arbitrary frequencies. Naturally,
this requires vastly different hardware, as well as different means of compari-
son, as the fundamental and technical challenges differs greatly depending on
the nominal oscillator frequency, stability and accuracy. In that frame a uni-
versal formalism was developed and reported [35], enabling clock comparisons
of any kind with sufficiently low uncertainty.

In the following I will describe the principles of remote clock comparisons
as performed by SYRTE and the European partner NMIs. A case study of a
comparison between SYRTE and PTB will be shown. I will describe the setup

used in the comparison between the two NMIs at UoS in Strasbourg. The gen-
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during an optical clock comparison between SYRTE and PTB.

(1): Atomic reference. (2): Clock laser. (3): Frequency comb.

(4): Transfer laser, as part of a repeater laser station (RLS). (5):

several EDFAs and RLSs along the link. (6): Two RLSs enabling

a two-way (TW) comparison, and downlink dissemination. (7):
GNSS frequency reference.

eral scheme of the frequency chain of the remote comparison is illustrated in
figure 5.2: a clock laser is locked to the atomic reference by an active feedback
loop. The clock laser is measured against the transfer laser at 1542 nm using an
optical frequency comb. The transfer laser is locked to an ultra-stable cavity,
which is actively dedrifted by an H-maser. The ultra-stable signal is dissem-
inated through the REFIMEVE network, being amplified and regenerated as
described in chapter2.2. At the comparison site, the signal from the partner
NMI arrives as well. A beat-note between the two transferred signals is gener-
ated. The beat-note is amplified and filtered, and its frequency is measured with
a remote dead-time free frequency counter. The counter is referenced on short
term by an oven-controlled crystal oscillator (OXCO), which is referenced by a
GNSS signal, removing the long-term drift, which will be present for the quartz

oscillator. This provides an accurate enough 10 MHz reference, which is detailed
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in chapter 5.3. For a full comparison between the two atomic references, the full
frequency chain is monitored at all times. The frequency differences between
each link in the chain is continuously recorded, and is validated by the respon-
sible scientist(s). The validation of each measurement is different between any

subsystems.

5.2 Palantir: the software backbone

Historically, a comparison of atomic clocks could only be performed in two ways:
either by physically moving a clock from one place to another, or remote com-
parisons through GNSS links, which are still being used to this day. An ensemble
of links connecting several remote clocks is called a clock network, and an illus-

tration of such a clock network is shown in figure 5.3. At the Paris Observatory,
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FiGure 5.3: Illustration of a network of atomic clocks. The
representation of the Paris Observatory includes the Cs, Sr, and
Hg atomic clocks, as well as the generation of the timescale
UTC(OP). The two other laboratories are arbitrary represen-
tations, and does not illustrate any specific laboratories. The
inter-comparison of the atomic clocks in different laboratories,
are illustrated with a number of different means of comparison:
GNSS links, fiber links, and VLBI comparisons.

different primary and secondary frequency standards are built and operated,
in the form of 3 atomic Cs (and Rb) fountains, including one transportable,
and 3 optical lattice clocks, two Sr, and one Hg. In the future, a transportable
Yb clock should join the frequency standards ensemble. These atomic clocks
contribute to TAI through very regular reports through the circular-T, and to
the realization of the French national timescale UTC(OP), that is the basis of

the legal time in France. Referenced to a pivot H-maser, these atomic frequency
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standards can be compared to similar frequency standards in other NMIs, as
illustrated in figure 5.3. Here, the inter-comparison between three different lab-
oratories are illustrated, which can be done through several different means
of comparison: TWSTFT, IPPP and GNSS time-calibrated receivers, through
VLBI, or using optical fibers, which is the focus of this manuscript. The com-
plexity of modern clock networks can include any number of laboratories, each
with different species atomic clocks, and ultra-stable lasers. These can be com-
pared through a number of different means of comparison. This requires a large
amount of continuously operating hardware, automation, and supervision, for

all parts of the global clocks network.

5.2.1 Requirements of a fiber network

With the still growing complexity of the REFIMEVE network, efficient and
powerful supervision is key for an overview of the full network. For the day-
to-day managing of the network, different subsystems can be supervised by
different companies and people. At SYRTE, we have implemented supervision
systems for the laser source and the generation of the REFIMEVE signal, as well
as a large part of the instrumentation for remote measurements in-field. The
equipment set for the metrological network is communicating with the Network
Operating Center of RENATER, that can set any equipment on the network on
or off, and issue tickets when an alarm is raised, and when work is on-going on
the fiber backbone. An additional layer of the supervision of the network deals
with the proper functioning of the equipment in the network. This operational
part of the supervision of the optical frequency transfer is largely subcontracted
to a company, iXblue, that manufactures the RLSs, and supervises the RLSs
and EDFAs. Regarding the White Rabbit (WR) network that provides the ref-
erence signal in the central hub, TH2, in Paris, the supervision integrate the
supervision tools of SevenSol, that is now part of the company Orolia. The
interface between these subsystems is still on-going. REFIMEVE continuously
monitors the hardware in the network such as EDFAs, RLSs and MLSs. Ded-
icated engineers enrolled by the academic or by the subcontractors are able to
quickly intervene if any problems arise.

For the monitoring of the heart of the signal and optical frequency chain at
SYRTE, I have developed a dedicated software which has been named Palantir.
This software is build to be a processing engine, capable of processing and

making a metrological evaluation of any data in the REFIMEVE network.

Singular form of Palantiri, magical crystal balls found in Middle-earth [36].
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5.2.2 Global structure

Palantir itself is part of a more global software and computing structure, that
was developed with the increased complexity of the network, and the EU design
study of CLOck NETwork Services (CLONETS). The system is illustrated in
figure 5.4. Here, the content and roles of the three main internal servers are il-
lustrated. These servers are mostly located at SYRTE, but includes also remote
machines around the network, which drives frequency counters or other types

of hardware, measuring the signals and saving the measurement data files.
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FIGURE 5.4: Illustration of the structure of the internal servers

at SYRTE, consisting of a front-end server, a back-end server,

and a computing server, shown in the green region. The red re-

gion indicates a non-exhaustive list of external servers with data

used for computations by the Palantir software. The overlapping

region indicates types of data that can be found both on internal
and external servers.

The internal servers at SYRTE consists of three main servers:

e the front-end server, which host the activities directly interactable by
the users of the REFIMEVE network. This includes an open-source Git-
Lab, a wiki with information about structure of the links, interpretations
of different types of data, etc, as well as a supervision web page. However,
these services are still at their infancy. It is also planned to set up a web
page from the supervision, so that users will be able to track the perfor-
mance of their required link in real-time, as well as having access to the
required data and uncertainty evaluations needed for their measurements,

after secured authentication.
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e The back-end server, hosting virtual machines (VMs) and the database.
The supervision VM, named the Eye of Sauron [37], will be the focal point
of the global supervision, interacting with the hardware supervision of
subcontractors. This allows it to collect data of the hardware monitored
by the industrial partners, while providing them metrologically processed
data and status of the network. The Eye of Sauron will take requests from
the supervision web page, and process the requests using the Palantir soft-
ware. The database contains information on parameters used for the data
processing, which will depend on the requests from the users. Subcontrac-
tors will each have access to a VM, from where they are able to request

similar data and uncertainty evaluations from the Eye of Sauron.

e The computing server, which contains the Palantir software as well a
data storage. Data is gathered from the whole network across France, and
is collected to the same server, reducing the computational complexity of
the data processing, as well as backing up the data. This includes data
generated by partner NMIs during clock comparison campaigns, allowing
a real-time processing of the comparison data. Furthermore, the Palan-
tir software connects to external databases to gather information about
earthquakes, meteorological temperature measurements, and more. The
Palantir software and the two current modules for scientific data analysis,
Gandalf [88] and Saruman [89], are detailed below.

5.2.3 Data processing

The structure and interplay of the servers is still evolving, and the increasing
access to different data increases the computational possibilities of the software.
The Palantir software, in itself, is able to take requests to process and validate
any type of data in the network. This can be done for any desired time and
duration. The detection of outliers and bad regions in time series data is done
automatically with the general principles described in [90]: the filtering is per-
formed in several stages, applying increasingly narrow and subtle filters. These
filters are based on the frequency trace of the data, the rolling mean and rolling
standard deviation of the frequency trace, and more when needed. Referenc-
ing the database, which stores information on filtering parameters for a given
fiber link measurement or other data type, the same filtering procedures can
be applied to any time series data recorded in the REFIMEVE network. De-
pending on the request of the users, the level of the filtering of the data might

change. For an optical clock comparison, the tightest filters are required, not
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to induce any error into the comparison of the ultra accurate and stable optical
clocks. The need of the users of the network is typically more relaxed, with a
short-term stability of a few 10~ often being sufficient. With the data of the
network being stored on the same machine, data can be loaded and processed
fast. This is essential for the supervision of the Eye of Sauron, which requires a
real-time status of the network, in order to raise alarms if anything goes wrong.

Palantir enables scientific studies, which are shown and discussed in this

manuscript. So far it has been used in two main modules:

e Saruman: engine for generating simulated noise, using the principles
described in chapter 3.4. This is also used in the fill-in method to mitigate

aliasing effects from missing data, as detailed in chapter 4.2.

e Gandalf: the machine learning engine developed by Hendrix Montalvan
Leyva, Université Paris. This has been used in the identification of seismic

events in the fiber network, which is detailed in chapter 6.2.

5.2.4 Palantir for clock comparisons

During an optical clock comparison campaign, the Palantir software plays a
central role for the French network. As described above, it allows for a complete
view of the many components and links in the network, which is needed for an
accurate assessment of the uncertainty induced by the network. Furthermore,
it allows for an automatic processing of the data in the network, which ensures
an on-the-fly evaluation of the network status. Indeed, it is important for the
many colleagues both at SYRTE, LPL and the other partner NMIs, to know
whether the network is working and the clocks can be compared at any given
time, and if any action is needed upon their responsibility.

The reporting of data for a comparison of optical clocks can be quite com-
plex, as the total frequency chain consists of many different subsystems, which
consists of different types of clocks, lasers, cavities, combs and links, which can
be operated all at different frequencies. As already mentioned, a universal for-
malism was proposed [85], which was adopted for the comparison campaign in
March 2022. This formalism consists, for each couple of consecutive subsystems
in the frequency chain, in a set of customized metadata stored to a .yaml format
text file. Such a new standard protocol, acting as a small information system
for the campaign, allows the automation of the computational data treatment.
Therefore, the resulting frequency ratio needs little to no handmade correction.
Here, I will give a brief summary of how this formalism is implemented for the

fiber links in the French network.
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In the French network, we report three different values during a clock com-

parison campaign:

1. The time stamp: each measurement is reported with a gate-time of
T = 1 s. The synchronization of the time stamps is done with the NTP,

as discussed in chapter 5.3.

2. The frequency difference between the two stations of the link:
the frequency of the disseminated signal will be slightly shifted at fixed
frequencies throughout the network, depending arbitrarily on the settings
of the AOMs at the different RLSs, typically at a few tens of MHz. For

each span in the network, this frequency difference is reported each second.

3. The validity of the frequency dissemination: based on the filtering
procedures described above, a validity of the frequency transfer is calcu-

lated, filtered to a level sufficient for the comparison of the optical clocks.

Along with the reported status of the frequency dissemination, an extra file is
required to be able to properly read and process the reported frequency differ-
ence values. The frequency difference between two stations in a link, station A

and station B, is calculated as the reduced frequency ratio

Racsn(t) = f5(t) = - falt). (5.1)

Typically, we report the frequency difference in Hz, and report the carrier fre-
quencies as v4 = 194 THz and vp = 194 THz, and the division factor as sz = 1.
Furthermore, we need to report the settings of the frequency counter used for the
measurements. This is more cautionary, as the formalism needs to be adapted
to include any future type of frequency comparison. In the case of the reported
frequency values of microwave fountain clocks, measurements are chosen to be
averaged and reported every 864 s, with the timestamp given by the middle
value of the given duration. In the case of the French network, as well as the
rest of the optical clock comparison chain, we report one frequency value every
1 s, with the time stamp being given by the end of the duration. By reporting
these settings, it is possible to automatically compare the different oscillators,

working at different frequencies and in different intervals, to each other.
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5.3 Synchronization and syntonization

For users of the REFIMEVE network, synchronization and syntonization of the
network is essential to ensure the accuracy of the comparison and the traceabil-
ity of the signal. This allows them to access information on the performance
of the network in the past and present, helping the users to reliably perform
measurements, traceable to UTC(Paris Observatory (OP)), and calculate the
uncertainty contribution from the fiber links. Synchronization and syntoniza-
tion is essential for a clock comparison, as the frequency differences needs to be
recorded and compared at the same time intervals. Otherwise, an error in time
will be introduced, which with a non-stationary frequency signal will correspond
to an error in the frequency comparison. In the following I will calculate the
uncertainty contribution of the French network to an optical clock comparison,
showing a one month case study of an optical clock comparison campaign be-
tween SYRTE, PTB and INRIM in March 2022. In this period the network
was properly synchronized and syntonized. I will show a comparison with a
previous period where the syntonization was off, illustrating how quickly the
error of the remote measurement will increase in the case of problems with the
remote references. I will focus the study on the comparison of the SYRTE and
PTB ultra-stable cavities, calculating the error induced by the remote desyn-
chronization and frequency references. I will not study the full frequency chain
with relation to the optical clocks however, as these results are out of the scope

of this manuscript.

5.3.1 Cayvity comparisons

The comparison site used for the comparison between SYRTE and PTB is at
the UoS in Strasbourg, roughly at the mid-way point between the two institutes.
As detailed chapter 2.3, the optical signal from SYRTE is disseminated through
an 11 km fiber link to a data center, where it is regenerated by an MLS. From
here it is disseminated to Strasbourg through a 700 km long fiber link, being
regenerated once in Reims after 223 km. A second fiber to transfer the signal
back from Strasbourg to Paris, where the E2E measurement is performed in
the MLS. In Strasbourg, the German signal arrives from the north-east, and an
RLS regenerates the signal and sends it back to Braunschweig. The user output
of these RLSs in Strasbourg is used to perform a two-way measurement: the
two beat-notes are amplified, filtered and measured, and the half-sum of the
beat notes perform the comparison between the near-infrared lasers operated
at PTB and at SYRTE.
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FIGURE 5.5: Variation of the two-way comparison between the

ultra-stable cavities as SYRTE and PTB, for the duration of 1

month. Orange dotted line shows a linear fit, with a relative drift
of 5 Hz/day.

Figure 5.5 shows the relative frequency drift between the two cavities over
the span of the one month of comparison campaign, March 15 - 315 2022. A fre-
quency offset of 1.886 MHz, corresponding to the frequency difference between
the two RLSs at Strasbourg at the beginning of this measurement session, has
been removed. In post-processing, the data has been filtered. Since the relative
drift of the two cavities is not centered around 0 Hz, a first step is to remove
the rolling mean of the data. With a data set then centered around 0 Hz, regu-
lar filtering procedures can be applied. These procedures removes outliers and
rogue data points from the two-way. In the end, a strongly linear relative drift
between the two cavities, of ~ 5 Hz/day is revealed.

This relative drift arises from several reasons, among which the ultra-slow
expansion of the optical cavities, that are fundamentally unavoidable but, that
can be reduced with technological advancement. For instance, crystalline coat-
ings [91]. Great effort has gone into pursuing low-drift cavities, which has pri-
marily been motivated by the search for the ultimate performance of optical
clocks, and for fundamental physical studies such as the search for dark matter.
In the context of clock comparisons, the relative drift of the cavities determines
the level of required synchronization at the comparison site in Strasbourg: a
drift of 5 Hz/day corresponds to a relative frequency drift at one second of

dAap(t) 1 d(vp(t) —va(t)) 1 5 Hz/day 1

= — — ~3-107" st
dt 1 dt 0 > 36400 s/day 1 5

with 1y being the optical carrier at 194.4 THz. To keep the error below the
desired goal of 1078, this would require the error of the synchronization of
the comparison site to be within 3.4 s, a requirement which is well fulfilled as
detailed below.
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5.3.2 Synchronization of computers
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FIGURE 5.6: Synchronization (green area) and syntonization
(red area) of a remote frequency counter. (1): Photodiode. (2):
Frequency counter. (3): Computer driving the counter, synchro-
nized by the NTP. (4): Frequency-shift keying (FSK) signal. (5):
OXCO. (6a): GNSS reference. (6b): Rb clock reference.

The frequency counters used in the REFIMEVE network are controlled by
computers. When the data are streamed out to be saved on such a computer,
a timestamp given by the time machine of the computer is associated to each
data. The time of the remote computers in the network is synchronized using
NTP, which is illustrated in the green part of figure5.6. NTP is a protocol
that offers a rough synchronization based on an estimation of the delay of the
internet link and the offset between the emitters’ and receiver’s time machine.
The NTP can log the information of the delay and offset. Using the Palantir
software, we process the delay and offset of the NTP synchronization, that we
set to log every 5 minutes, for the whole network. The Eye of Sauron raises an
alarm in case of problems with the synchronization.

Figure 5.7 shows the delay and offset of the NTP engine at the comparison
site in Strasbourg for the duration of the campaign. The delay corresponds to
the travel time of the signal from the NTP server to the remote computer, and
back. This delay correspond to the transit time of the photons, plus the delay for
each electric-to-optic and optic-to-electric conversions, plus the processing time
of the data routers. The offset describes the time difference between the clock
of the remote computer and the clock of the NTP server, corresponding to the
uncompensated delay. The mean offset over the one months is 0.0083 ms, which

corresponds to an average relative frequency shift of the cavity comparison of

dAap(t)

o83 10%s=24-10"%, (5.2)
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FIGURE 5.7: Delay (top) and offset (bottom) of the NTP syn-
chronization of the computer driving the frequency counter in
Strasbourg, over the span of one month.

The largest fluctuation highlighted in figure5.7 is at ~ 3.6 ms, corresponding
to a shift of 1-1072! for the corresponding data point. Over one month the
computer in Strasbourg had a median delay of 7.85 ms, which is compatible
with the travel time of the optical signal between SYRTE and Strasbourg of
6.6 ms, as described in chapter 2.3. A total of 7.85 — 6.6 = 1.25 ms delay is not
accounted for, which sets an estimation of a systematic uncertainty contribution

of
dA ap(t)

dt

This is almost 4 orders of magnitude lower than the requirements of the network

1.25-107% s =3.7-107%. (5.3)

of 1-107!%, and is much lower than the uncertainty contribution from the
uncompensated noise from the fiber links.

As the whole REFIMEVE network is synchronized with NTP, there is no
ambiguity in the time-of-the-day timestamp associated to a given data. The
synchronization of the data relies on the synchronization of the counters, which
I describe in the next section. It is possible to compare and correlate events
around the network. For instance, efforts have been made to correlate detected
cycle slips, which can be measured locally at the stations in the network, with
outliers detected in the E2E measurements of the links. To be able to achieve

such a network-wide correlation, a synchronization process like NTP is required.
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5.3.3 Remote frequency counters
Syntonization

Similarly to ensuring the accuracy of the time stamps reported by the remote
frequency counter using the N'TP, a stable external frequency reference is re-
quired for ensuring the accuracy of the frequency measurement. As shown in
the red part of figure 5.6, the 10 MHz external reference of the frequency counter
is driven by an OXCO. Normally, the long-term drift of the OXCO is corrected
with a GNSS signal, which is transmitted from the receiver at the campus of
the UoS to the data room by WR dissemination. For earlier campaigns, the
RLSs were placed in a different room, much closer to the Global Positioning
System (GPS) antenna. Here, WR dissemination was not necessary, and the
antenna was simply connected to the OXCO with a copper cable. During the
March 2022 campaign, the OXCO was instead referenced by a local Rb clock.
This allowed the additional comparison between the disseminated signal from
the GPS, and the Rb clock. Figure 5.8 shows the GNSS signal measured by the
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FiGURE 5.8: The GNSS signal measured against the Rb clock
reference during the span of the comparison campaign.

frequency counter during the one month of comparison campaign. At long term
the GNSS signal will be more stable than the Rb clock, which is dominating
the long-term noise behavior of the measurement. The mean relative frequency
shift of the remote reference vs GNSS receiver over the one month of the com-
parison is 1.7 - 107*%, with an uncertainty of 11071, given by previous studies
on this GNSS receiver. That result is consistent with the 1 - 107'® goal. This
is primarily induced by the long-term instability of the Rb clock, which will
not be present for future comparison campaigns. This furthermore emphasizes
the need of parallel WR dissemination, as a simultaneous cross-check of remote

frequency references would help eliminate any systematic bias.
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Synchronization

With the NTP disciplined computer ensuring the accuracy of the time stamps,
and the OXCO, and GNSS signal or Rb clock, ensuring a stable and accurate
remote frequency reference, the frequency counters additionally need to trigger
their windows of acquisition synchronously across the network. The counters we
use in the network can be synchronized with a pulse per second (PPS) signal.
The problem is then to remotely synchronize the counters, in Strasbourg for
instance, and to perform a check of the synchronization of the counters dur-
ing a clock comparison campaign. Indeed, during a previous campaign, one
counter lost the synchronization due to a fault happening in the 10 MHz signal.
So, a continuous check has been implemented to ensure that the counters are
synchronized with a reference time signal accurately related to a timescale. In
practice, we use the timescale UTC(k) of the partnering NMI when available,
and GPS time otherwise. The principle of the measurement is illustrated in
figure 5.6 and explained below. This technique was introduced by Daniele Ni-
colodi at SYRTE in 2015, and has been used to check the synchronization of
all frequency counters in the REFIMEVE network since the first campaign, as
well as by other NMIs like PTB, NPL and INRIM.
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FIGURE 5.9: Scheme used for the measurement of the desyn-
chronization of frequency counters. The synthesizer triggers on a
pulse per second (PPS) signal, and creates a frequency-shift key-
ing (FSK) signal, which gets measured by the frequency counter.

A 10 MHz reference signal, given by either a GNSS signal receiver or an
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atomic clock (Rb clock for instance), is used after a distribution amplifier as an
external frequency reference for a digital frequency synthesizer. Furthermore,
the GNSS receiver or the atomic clock provides a PPS signal, which is illustrated
in figure5.9. A fast logic electronic divide the frequency rate of the PPS signal
by two, so that the synthesizer every 2°¢ second can trigger on a modulation
input of the digital synthesizer. The synthesizer generates an frequency-shift
keying (FSK) signal with a frequency jump of 5 MHz, between 10 MHz and
15 MHz, with a period of 4 s. This signal is counted by the frequency counter,
which being set to A-mode and a gate time of 7 = 1 s, measures a triangu-

lar signal as illustrated in figure 5.9, and plotted in figure 5.10. If the frequency
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FIGURE 5.10: Frequency-shift keying (FSK) signal measured by

the frequency counter in A-mode, over the duration of 20 s. Small

insert shows the frequency difference between the two central
values around 12.5 MHz + 2.5 kHz.

counter is perfectly synchronized, it will measure the frequencies 1., = 10 MHz,
Umia = 12.5 MHz, and vy, = 15 MHz, with a period of 4 s. When a desyn-
chronization is introduced as illustrated in figure 5.9, these measurement values
will be slightly shifted. The closer the measured frequencies are to the 10 MHz,
12.5 MHz, and 15 MHz, the higher is the degree of synchronization. The desyn-

chronization of the frequency counter can as such be calculated as:

Vhigh — Viow — \/Q(Vmid-low - V10W>(Vhigh — Vlow)_ (54)

Tdesynch — TG Vnish — 1
ig ow

In such a setup for an accurate time calibration, one has to consider the prop-
agation delay from the receiver, to the 10 MHz and PPS input. However, the
objective of the synchronization is to ensure an accuracy at the 10 ps level at
worst, so that these delays can be neglected, at least in a first approach. Here,
I show the behavior of the synchronization of the counter during the one month
of comparison campaign. I found that the desynchronization was steady around

0.5 ms with very good time stability (see figure5.11).
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FIGURE 5.11: (a): Variation of the desynchronization of the

remote frequency counter in Strasbourg, after the subtraction

of the mean value of 0.5 ms. (b): Time deviation (TDEV) of

the desynchronization. The desynchronization is calculated from

the measurement of an FSK signal as shown in figure5.10, by
equation 5.4.

Figure5.11(a) shows the variation of the desynchronization of the counter,
showing a constant behavior over the one month for this campaign. Fig-
ure5.11(b) shows the time deviation (TDEV) of the desynchronization. The
TDEYV is elaborated in appendix A. It shows a long-term time stability of 500 ns,
which 1000 times smaller than its mean. It can thereby be concluded that the
desynchronization can be considered constant over the one month. Using the
same calculation as in equation 5.2, a total worst case desynchronization of 1 ms
(0.5 ms for each of the two counters) corresponds to a relative uncertainty con-
tribution of 2.9-10722 to the cavity comparison shown in figure 5.5, which indeed
can be considered negligible. Here, we have assumed the PPS and the counter
to be perfectly synchronized. Because of various delays in the laboratory this
will not strictly be the case, however, these delays are certainly much lower than

the 0.5 ms, and can be considered negligible.

Synchronization vs syntonization - a cross-check

When performing remote measurements, it is not always straightforward to
spot bugs and issues in the systems. This can either be related to the syn-
chronization of the computer from the NTP, or any of the frequency references
like the OXCO, or the GNSS signal or Rb clock. In the case of an inaccurate
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frequency reference, the duration between the time stamps reported by the fre-
quency counter will increase or decrease depending on the error of the frequency
reference. The same effect will arise if the computer driving the counter is not
properly synchronized with the NTP. This relative drift between the frequency
reference and the NTP synchronization is expressed in the reported decimal
value of the timestamps, which is reported with a resolution of 1 ms. The dec-
imal value of a timestamp should be understood as the reported milliseconds,
ie. 10:43:05.XXX.
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FIGURE 5.12: Decimal part of the timestamps reported by the

remote frequency counter, over the duration of 2 days during

the preparation of the clock comparison campaign. Insert high-

lights the nominal drift with anomalous jumps. Dashed orange

line shows a linear fit the the nominal drift, with a slope of
9.8 ms/day.

Figure 5.12 shows the reported decimal value of the time stamps of the re-
mote frequency counter over the duration of two days. This data was taken in
February 2022, in the preparation for the March 2022 optical clock comparison
campaign. The insert shows how the reported time stamps c<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>