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Résumé

Le climat en Afrique de I’Ouest est fortement conditionné par sa mousson qui
connait depuis plusieurs décennies une forte variabilité inter et intra-annuelle,
caractérisée par des conditions d’humidité ou de sécheresse intenses. Le bassin
versant du fleuve Niger est directement influencé par ces fluctuations climatiques,
qui impactent les ressources en eau et entrainent des événements extrémes tels
que des inondations. Le delta intérieur du Niger notamment est une large zone
d’inondations, de laquelle une importante quantité d’eau est évaporée (environ 40
% de I’eau en entrée du delta). Cette évaporation impacte directement les basses
couches de I’atmosphére et influence a son tour le climat, au moins & 1’échelle ré-
gionale. Prenant sa source dans les hauteurs de Guinée, le fleuve Niger parcourt
4180km jusqu’au Nigeria ot il se déverse dans l'océan a travers un tres large delta.
Il traverse 9 pays et est la principale ressource en eau des 100 millions de person-
nes qu’il approvisionne. En effet, dans ces régions rurales, I’économie repose ma-
joritairement sur des activités telles que 'agriculture et 1'élevage qui dépendent
directement des conditions climatiques et de I’eau disponible. Afin de limiter les
impacts des fluctuations climatiques, la surveillance et la gestion des ressources
en eau sur ce bassin est donc nécessaire. Cependant, le contexte économique et
politique de ces régions limite généralement le maintien d’un nombre suffisant de
stations de mesures in-situ pour permettre une bonne connaissance des processus
hydrologiques et hydrodynamiques du bassin du Niger.

La mission spatiale SWOT, née d’une collaboration entre la NASA /JPL (Na-
tional Aeronautics and Space Administration/Jet Propulsory Laboratory), le
CNES (Centre National d’Etudes Spatiales), et I’ASC-CSA (Agence Spatiale
Canadienne), fournira des cartes globales de hauteur d’eau a une résolution en-
core jamais atteinte en altimétrie. Son lancement est prévu en 2019 et son
principal avantage réside dans 'utilisation d’un interféromeétre en bande Ka qui
permet d’obtenir de larges fauchées au sol (environ 120km).

Dans le cadre de la préparation a la mission SWOT, cette thése se propose
d’offrir des perspectives d’utilisation des données SWO'T pour I'hydrologie glob-
ale en se basant sur le cas d’étude complexe que représente le bassin du Niger.
En effet, & des échelles spatiales importantes, la calibration des paramétres des
modéles hydrologiques est rendue difficile pr le manque d’observations. Dans un
premier temps, le modeéle d’hydrologie globale du Centre National de Recherches
Météorologiques (CNRM), ISBA-TRIP, incluant un schéma d’inondations et un
réservoir simple d’aquiféres ajouté durant cette thése est évalué a ’aide de mul-
tiples données issues soit de mesures in-situ, soit d’observations satellites. Cette
premiére étude montre que le modéle, malgré sa relative simplicité, simule de
fagon cohérente la dynamique des eaux de surface et les zones inondées. Le
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schéma d’inondations permet une forte amélioration du débit en aval du delta
intérieur (-50 % de débit en période de mousson), et une augmentation non
négligeable de I’évaporation (+30 % environ sur le delta en période de post-
mousson). L’aquifére profond permet quant a lui une meilleure représentation
des débits d’étiage. De plus, la comparaison avec les donnée GRACE montre que
le modéle est capable de simuler correctement les anomalies de stock d’eau sur
le bassin. Cette étude met aussi en évidence des parameétres sensibles du mod-
éle sur lesquels reposent d’importantes incertitudes difficiles & estimer a cause du
manque d’observations. Le coefficient de Manning, notamment, est un parameétre
important contrélant la dynamique des fleuves, mais difficile a estimer, en par-
ticulier sur une zone aussi large, ou il peut varier considérablement en fonction
de différents facteurs (sol, végétation ...).

La deuxiéme partie de la thése consiste donc & mettre en place une méth-
ode d’assimilation des hauteurs d’eau SWOT afin d’optimiser le coefficient de
Manning. L’assimilation des données SWOT est appliquée dans le cadre d’une
expérience jumelle, qui consiste a considérer une simulation de référence, ap-
pelée 'vérité’, de laquelle sont issues les observations virtuelles de hauteur d’eau
SWOT. Un run perturbé est ensuite généré en supposant que les incertitudes du
modeéle sont liées uniquement & une mauvaise estimation du parameétre a corriger.
L’étude montre que ’assimilation permet 'optimisation d’un parameétre distribué
spatialement, puisque I'on obtient une convergence globale du coefficient de Man-
ning. De plus, 'assimilation permet une nette correction des biais de hauteur
d’eau sur la riviére (30 % en moyenne sur la riviére), et dans une moindre mesure
, des débits (7 %). L’assimilation permet aussi une meilleure représentation des
inondations (occurrence, intensité) sur le Delta intérieur du Niger. Enfin, il est
montré que le coefficient de Manning optimal issu de l’assimilation, peut étre
utilisé pour des prévisions hydrologiques sur une période plus longues que celle
de la phase de calibration.
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Introduction

Les changements drastiques survenus ces derniéres décennies, tant d’'un point de
vue politique, social, économique, ou environnemental, nous ont peu a peu con-
duit a reévaluer nos acquis. En effet, 'homme a cessé de considérer les ressources
comme inépuisables, qu’elles soient naturelles, humaines ou financiéres. Les
préoccupations liées au management des ressources, a l'environnement et au
changement climatique ont pris une dimension internationale, et une part notable
de l'action politique au sein des grandes puissances économiques. Pourtant, il
est important de rappeler que les populations les plus sensibles aux fluctuations
climatiques sont aussi généralement les plus dépourvues de moyens économiques
et matériels, limitant ainsi leur capacité d’action et d’anticipation. Le systéme
climatique est un mécanisme complexe qui, conditionné par le rayonnement so-
laire, fait interagir différentes composantes, parmis lesquelles ’atmosphére et les
océans, et en moindre proportion la biosphére et les eaux continentales. Le cycle
de 'eau décrit 1’évolution temporelle et dynamique de 1'eau liquide, solide ou
de vapeur d’eau dans ces différents réservoirs. Bien que les eaux continentales
ne représentent que 2.5% de 'eau totale présente sur terre, leur forte variabil-
ité spatio-temporelle en fait un élément important du systéme climatique. De
plus, étant donné leur volume relativement limité, la sensibilité des réservoirs
continentaux aux aléas climatiques entraine la réalisation rapide de conditions
extrémes telles que des inondations ou des sécheresses. En retour, les eaux conti-
nentales, via les différents échanges d’eau et d’énergie, influencent I’atmosphére,
les océans mais aussi le climat, au moins a l’échelle régionale (Gedney et al.
2000, Douville et al. 2000a). Les derniéres décennies ont vu une augmentation
inquiétante des catastrophes naturelles dans le monde (Fig. I-1), dont plus de
60% sont liées a des causes hydrométéorologiques (inondations, sécheresses et
tempétes, International Disaster Database, www.emdat.be.).
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Natural disasters reported 1900 - 2011
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Figure I-1 : Nombre de désastres naturel recensés dans le monde entre 1900 et
2012. Source : EM-DAT, International Disaster Database, www.emdat.be.

Comme le montre la Fig. I-2, toutes les régions du monde ne sont pas égales
face a la fréquence de ces événements, dont le bilan économique et humain varie
aussi fortement selon la zone touchée. Le suivi et la gestion des ressources d’eaux
continentales est donc important afin de prévenir ces catastrophes climatiques.

Depuis les années 80, de nombreux schémas numériques de surface (LSMs)
ont été développés afin de prendre en compte les intéractions entre la surface,
la biosphére et I’atmosphére dans les modéles atmosphériques a grande échelle
(AGCMs et RCMs)!. Le but de ces modéles, appliqués a des résolutions générale-
ment grossiéres (de 2° & 5°), est de représenter de fagon synthétique les processus
majeurs intervenant a l'interface sol-atmospheére, tout en utilisant un nombre de
paramétres limité. Au départ relativement simples, ces modéles ont été améliorés
afin de prendre en compte les processus liés a la végétation, a la neige et a
I’hydrologie. L’essor grandissant des préoccupations concernant les ressources en
eau a favorisé le développement des modeéles de routage (RRMs) afin de représen-
ter la dynamique des eaux continentales ainsi que l’évolution des principaux

'AGCM : Atmospheric Global Circulation Models, RCMs: Regional Circulation Models
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réservoirs d’eau douce (Diimenil et Todini 1992, Habets et al. 1999b et ¢, Oki et
al. 1999, Etchevers et al. 2001, Ducharne et al. 2003, Decharme et al., 2012).
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Figure I-2 : Nombre de désastres naturels recensés dans le monde entre 1900 et
2012 dans les différentes régions du monde. Source : EM-DAT, International
Disaster Database, www.emdat.be.

Cependant, la qualité des modélisations hydrologiques globales est soumise
a différentes sources d’incertitudes. La premiére source d’incertitudes est dtie
aux erreurs commises sur les prévisions météorologiques, notamment les précip-
itations, qui impactent directement I’hydrologie de surface. En effet, des événe-
ments pluvieux trés localisés peuvent influencer ’hydrologie d’un bassin versant
et, en cas de mauvaise localisation ou de mauvaise estimation de l'intensité de
ces pluies, certains événements, telles que des crues rapides, ne pourront pas étre
prévus par les modeéles. Des études sont actuellement menées afin d’améliorer la
prévision des crues rapides (Vincendon et al., 2011), mais restent encore prélim-
inaires. Aussi, généralement, pour ne pas prendre en compte ces incertitudes
lors de la validation des simulations hydrologiques, les modéles sont évalués en
mode ’offline’; c’est-a-dire découplés d’'un modéle atmosphérique, et auquel on
prescrit un forcage atmosphérique issu de réanalyses, de données radar ou satel-
lites, ou de données interpolées. Une seconde source importante d’erreur pour
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I’hydrologie globale est diie a la difficulté d ’estimer correctement les paramétres
hydrologiques des modeéles. En effet, les propriétés hydrologiques des grands
bassins, telles que les parametres liés au sol, a la topographie, aux dimensions
des riviéres ou a la recharge des aquiféres sont généralement peu connues, notam-
ment dans les régions manquant de structures adéquates a la prise de mesures.
Dans les modéles hydrologiques, ces parameétres sont souvent dérivés de rela-
tions géomorphologiques qui ne permettent pas un réalisme absolu. La derniére
source importante d’erreur concerne le manque d’observations globales décrivant
la dynamique spatiale et temporelle des eaux de surface, ainsi que I’évolution des
stocks d’eau dans les différents réservoirs continentaux (Alsdorf et al., 2007). En
effet, dans certaines régions, le contexte politico-économique limite la construc-
tion et/ou le maintien des stations de mesures in-situ ne permettant donc pas la
validation ou la calibration des modéles d’hydrologie globale. C’est entre autres
le cas du principal bassin de I’Afrique de ’Ouest, le Niger. Prenant sa source
dans les Hautes terres de Guinée, il parcourt environ 4180km jusqu’au Nigeria
ou il rejoint 'océan Atlantique via un large delta (Fig. I-3). Traversant 9 pays,
le fleuve Niger est une source d’eau importante pour les 100 millions de per-
sonnes qu’il approvisionne. Effectivement, dans ces populations principalement
rurales, I’économie repose majoritairement sur des activités telles que 1’élevage et
I’agriculture qui sont directement dépendantes des ressources en eau. De plus, le
climat en Afrique de ’Ouest est fortement conditionné par la mousson Africaine
(OAM) dont les processus et les fluctuations sont encore la source de nombreuses
incertitudes. La mousson africaine influence directement I’hydrologie du fleuve
Niger et le stock d’eau des réservoirs profonds, notamment par le passage de
lignes de grains qui apportent la majorité des pluies pendant la période de mous-
son (Lebel et al., 2002).

Au cours des derniéres décennies notamment, elle a connu une forte variabil-
ité, avec des années anormalement séches succédant a des années anormalement
humides (Nicholson, 2001; Lebel et al., 2009), mais aussi avec la succession de
phases séches et humides au sein d'une méme saison. Le manque de connais-
sances concernant la mousson africaine a d’ailleurs été la principale motivation
du projet AMMA (African Monsoon Multidisciplinary analysis, Redelsperger et
al., 2006), auquel un large panel de scientifiques, de toutes nationalités confon-
dues, a participé. Cette campagne de mesures visait entre autres a offrir les clés
vers une meilleure compréhension des différents mécanismes entrant en jeu avant,
pendant et aprés la mousson.

Le fleuve Niger est donc une source d’eau importante mais difficile a ap-
préhender, principalement en raison des conditions météorologiques hétérogénes
et donc complexes qu’il peut rencontrer. Traversant des régions trés séches au
Sahel, il passe aussi par une zone d’inondations trés large connue sous le nom de
Delta intérieur du Niger. Ce delta, situé au Mali entre les latitudes [13° N —16°N]|
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Figure 1: Figure I-3 : Carte du bassin du Niger (contour blanc). Le bassin
prend sa source dans les hautes terres de Guinée et se déverse dans l'océan au
Nigéria a travers un large delta. Le delta intérieur du Niger (carré rouge) est une
zone importante d’inondations située au Mali. Les carrés jaunes représentent les
stations de débits utilisées dans la thése pour évaluer le modéle de surface. Les
chiffres violets représentent les points ot des données de hauteurs d’eau issues
d’ENVISAT ont été utilisées.
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et les longitudes [3°0-6°0], est annuellement inondé sur environ 25000km?. Ces
zones inondées sont d’importantes sources d’évaporation (environ 44% de 1'eau
en entrée du Delta est évaporée, Andersen et al., 2005), susceptibles d’influencer
I'atmosphére et le climat a l'échelle régionale (Shindell et al., 2004). De plus,
elles contribuent a une forte diminution du débit en aval du delta (jusqu’a 60%
de diminution entre le débit en amont et en aval du delta, Andersen et al., 2005).
Or, les modeles de surface ne prennent généralement pas en compte ces zones
inondées, ce qui conduit a des simulations biaisées en terme de débit et de flux
d’évaporation dans ces régions.

La premiére partie de cette thése consiste a évaluer le modéle couplé d’hydrologie
globale ISBA-TRIP sur le bassin du Niger. Ce modéle, développé au Centre Na-
tional de Recherches Météorologiques (CNRM) est utilis¢ actuellement dans les
simulations climatiques, couplé au modéle ARPEGE (sigle). Le modéle de sur-
face ISBA (Interactions Soil-Biosphere-Atmosphere; Noilhan and Planton,1989)
a pour role de simuler les bilans hydriques et énergétiques a l'interface entre la
surface et ’atmosphére, tandis que le modéle de routage TRIP (Total Runoff In-
tegrating Pathways; Oki, 1998) permet de convertir le ruissellement total produit
par ISBA en débits. Derniérement, un schéma d’inondations a été ajouté, afin
dévaluer I'impact des zones inondées sur les simulations hydrologiques (Decharme
et al., 2011). Ce schéma considére une hauteur d’eau seuil au-dela de laquelle
I’eau des rivieres se répand dans des plaines d’inondations. Il prend en compte
I'interception des précipitations par les plaines inondées, mais aussi I’évaporation
et la réinfiltration de ’eau contenue dans ces zones. La premiére évaluation de ce
schéma sur divers larges bassins du monde (Decharme et al., 2010), a permis de
mettre en évidence 'impact des inondations sur le cycle hydrologique des riviéres,
qui se traduit généralement par une nette amélioration du débit simulé via une
diminution non négligeable du débit en aval des plaines inondées. Cependant,
malgré cette forte amélioration, ’existence d’un biais persistant sur le bassin
du Niger avait été observé. Le travail de cette thése a été d’évaluer le modéle
sur le bassin du Niger et d’en déduire ses compétences et ses limitations. Les
parametres en entrée du modeéle ont été corrigés régionalement afin d’améliorer
les simulations. Le biais positif de débit simulé étant toujours observé a l'issue de
cette premiére étude, différentes hypothéses ont été étudiées afin de I'expliquer.
Parmis celles-ci, la présence dans cette zone d’un réservoir profond, approvisionné
par l'eau issue du drainage, mais ne recommuniquant pas avec la riviére (on sup-
pose que ce réservoir draine directement vers I’océan) nous a semblé pouvoir étre
une source importante d’erreur. En conséquence, un réservoir d’aquifére relative-
ment simple a été ajouté au modele durant cette étude. Ce réservoir profond est
caractérisé par une constante qui spécifie le temps nécessaire a ce réservoir pour
se vider presque totalement. Le 3éme chapitre de cette thése propose donc de
quantifier la contribution individuelle du schéma d’inondations et d’aquifére a la
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modélisation des processus hydrologiques et hydrodynamiques du fleuve Niger.
Tout dabord, le modéle TRIP est utilisé en mode ’offline’, c¢’est-a-dire découplé
d’un LSM, afin de calculer les débits simulés par les 11 modéles impliqués dans le
projet d’intercomparaison ALMIP (AMMA Land surface Model Intercomparison
Project; Boone et al., 2009a). Cette premiére étude permet de montrer qu’aucun
de ces modeles de surface n’est capable d’estimer correctement le débit en aval
du delta intérieur du Niger. Le modéle ISBA-TRIP est alors utilisé en activant
les zones inondées ainsi que les aquiféres. Afin d’ évaluer les simulations, de
nombreux jeux de données ont été utilisés, provenant soit d’observations in-situ
(débit), soit d’observations satellites (hauteurs d’eau, fractions inondées, stock
d’eau total etc...). Dans une zone telle que celle-ci, ou les observations sont
peu nombreuses, ces différentes sources de données offrent des informations com-
plémentaires sur I'état hydrologique du bassin. Dans d’autres études sur des
bassins plus documentés, les observations de débits suffisent a valider les mod-
¢éles hydrologiques. Par ailleurs, les inondations étant un phénoméne important,
puisqu’influencant la majeure partie du bassin ainsi que le climat régional, il est
important d’évaluer la compétence du modeéle a bien les localiser a 1’aide des don-
nées de fractions inondées. Enfin, plusieurs jeux de pluies sont utilisés en forgage
afin de prendre en compte les incertitudes liées aux précipitations (intensité, lo-
calisation ...). Cette étude montre que, malgré sa relative simplicité, le modéle
ISBA-TRIP est capable de simuler correctement la dynamique des eaux de sur-
face du Niger, ainsi que ’évolution du stock d’eau total dans le bassin versant.
Tandis que le schéma d’inondations permet une meilleure simulation des débits
en période humide, 'aquifére, quant a lui, permet une meilleure représentation
des débits d’étiage.

Cependant, le manque d’observations ayant un bon recouvrement spatial et
temporel empéche de valider totalement les simulations hydrologiques sur ce
bassin. Par exemple, dans cette étude, seules huit observations de débit in-situ
sont disponibles pour valider le débit simulé par ISBA-TRIP. En comparaison,
lors d’un projet d’intercomparaison de modéles de surface sur le fleuve du Rhéne
(Boone et al., 2004), 145 mesures de débit ont été utilisées afin d’évaluer les
modeéles pour un bassin qui est plus de 25 fois plus petit que le bassin du Niger.
Pour palier ce manque d’observations, de nombreux projets de télédétection ont
vu le jour, offrant de nouvelles informations pour les modéles hydrologiques de
grande échelle. Cependant, les limitations actuelles de résolution spatiale et du
maillage de I'altimétrie nadir ne permettent pas la surveillance de la plupart des
caux des surfaces continentales (eg. TOPEX, JASON). Il est donc nécessaire
de développer de nouveaux outils capables de surmonter ces limitations. C’est
dans ce but que la NASA (National Aeronautics and Space Administration), en
collaboration avec le CNES (Centre National d’Etudes Spatiales) et I’Agence
Spatiale Canadienne (CSA-SC), a envisagé la mission satellite SWOT (Surface
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Water Ocean Topography) dont le lancement est prévu en 2019. Le principal
avantage de cette mission vient de 'utilisation d’un radar interférométrique ap-
pelé KaRIN (Ka-Band INterferometer pour radar interférométre en bande Ka),
donnant une trace au sol de 120km de large. Ainsi, avec sa large trace, le satel-
lite SWOT couvrira tous les lacs, les riviéres, réservoirs et océans de la terre
au moins deux fois environ tous les 21 jours (jusqu’a 7 fois dans les hautes lat-
itudes). L’altimétrie interférométrique permettra donc de fournir les hauteurs
d’eau (et leurs dérivées spatio-temporelles) des fleuves, lacs, zones inondées et
des océans avec une résolution horizontale de I'ordre de 50 & 100 métres. D’un
point de vue hydrologique, ces observations sont essentielles pour parfaire notre
connaissance de la dynamique globale des eaux continentales, et leurs intérac-
tions avec les océans au niveau des estuaires. De plus, elles permettront aussi
de surveiller I’évolution des stocks d’eau douce dans le contexte du changement
climatique, notamment dans une région telle que le bassin du Niger, qui souf-
fre du manque de données mesurées. En préparation de cette mission, diverses
communautés scientifiques s’allient afin d’évaluer la contribution de SWOT a
différents cas d’études, ainsi que de déterminer les différentes caractéristiques
du satellite. Par exemple, & I'heure actuelle, si I'orbite du satellite est fixée a
22 jours, son sous-cycle est encore sujet a discussion dans la communauté sci-
entifique. En effet, en fonction de la zone étudiée chaque sous-cycle présente
des avantages et des inconvénients concernant sa répétitivité et son recouvre-
ment. En hydrologie, il est nécessaire de savoir comment les données SWOT
pourront étre utilisées afin d’améliorer les prévisions des modéles hydrologiques,
et de mieux prévoir les stocks d’eau continentale. Diverses études sont donc
menées sur des bassins trés différents de par leur taille et leur situation géo-
graphique afin de proposer des approches qui permettront de tirer le meilleur
profit des données SWOT. L’assimilation de données semble offrir des perspec-
tives prometteuses d’amélioration des prévisions hydrologiques (Andreadis et al.,
2007; Biancamaria et al., 2011). Utilisée couramment en météorologie, elle per-
met de coller au plus prés aux observations diverses tout en tenant compte des
erreurs liées aux mesures des observations. Cependant, ces méthodes ne sont
que peu utilisées dans le cadre de I’hydrologie a I'heure actuelle, et les études
sont encore rares pour le moment, particulierement & des échelles spatiales glob-
ales comme c’est le cas du modéle ISBA-TRIP. La deuxiéme partie cette thése
consiste donc a proposer une méthode d’assimilation des données SWO'T qui per-
mette d’améliorer les paramétres des modéles d’hydrologie globale. Durant cette
thése, qui consiste en une étude de pré-lancement de la mission, une méthode
d’assimilation a donc été mise en place afin de réduire les incertitudes qui per-
sistent sur certains parameétres d’entrée sensibles du modéle ISBA-TRIP. Cette
méthode consiste a réaliser une expérience dite jumelle, trés pratique lorsque
I'on veut assimiler des observations qui n’existent pas encore comme c’est le
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cas pour les données du satellite SWOT. Le principe est donc de générer des
données virtuelles de hauteur d’eau SWOT & la résolution du modéle, a 'aide
d’une simulation de référence (cette simulation est appelée 'vérité’). Puis, en
prenant en compte des incertitudes sur les paramétres du modele, une simula-
tion perturbée est créée. L’assimilation consiste alors a utiliser les observations
SWOT afin de corriger les parameétres incertains en entrée du modele et d’obtenir
ainsi une meilleure représentation de certaines variables dynamiques telles que
les hauteurs d’eau et le débit du fleuve. Aprés une étude de sensibilité, il a été
décidé d’utiliser I'assimilation pour corriger un parameétre hydrologique impor-
tant , le coefficient de Manning. Le coefficient de Manning décrit la propriété du
sol & ’freiner’ I’écoulement, c’est donc un coefficient de frottement. Spatialement
distribué, il est difficile a estimer et varie en fonction du type de sol, agissant
directement sur la vitesse de I’écoulement, c’est-a-dire sur le débit. Il agit égale-
ment sur la formation des zones inondées. L’algorithme fournissant I'analyse a
l'issue dun cycle d’assimilation est le BLUE (Best Linear Unbiased Estimator).
Cette étude montre que I'assimilation de données permet une bien meilleure esti-
mation des hauteurs d’eau, et, en moindre proportions, des débits sur la riviére.
De plus, elle permet aussi une meilleure représentation de I’évolution des dif-
férents stocks d’eau continentale sur le bassin, ainsi qu’une meilleure simulation
des inondations (occurence, intensité) dans le Delta intérieur du Niger. Le biais
du coefficient de Manning, en particulier, est nettement amélioré sur la riviére a
’issue de ’assimilation et semble converger vers une valeur optimale. Etant don-
née la possible équifinalité du probléme posé, ce résultat est satisfaisant. Enfin,
le caractére prédictif de cette méthode est mis en évidence en utilisant le coeffi-
cient de Manning optimal obtenu lors de I'assimilation pour simuler I’hydrologie
du bassin sur une période plus longue que celle de I'assimilation. Cette méthode
offre donc des perspectives d’amélioration des processus hydrologiques représen-
tés dans des simulations régionales ou globales, en couplage avec des modéles
atmosphériques. De plus, elle offre la possibilité de meilleures prédictions des
ressources en eau a échelle régionale, en temps réel ou sur des échelles de temps
plus longues.

La mission SWOT va donc étre un outil majeur vers une meilleure com-
préhension du cycle hydrologique global, paliant ainsi au manque d’observations
qui limitait jusqu’ici les modéles numériques. Aussi, dans un climat ot les ten-
sions liées aux besoins en eau se font de plus en plus ressentir, une meilleure
connaissance des ressources en eau et de leur évolution dans les réservoirs con-
tinentaux favoriserait la mise en place de plans de gestion efficaces, et limiterait
I'impact sur les populations des aléas climatiques.
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The significant social, economic and environmental changes that have oc-
curred in the past several decades have changed our outlook on available re-
sources. Indeed, it is now generally accepted that natural, human and financial
resources are not infinite. Recently, the concerns about natural resource manage-
ment under climate change have garnered international attention, even playing
a role in political decision making. However, different regions of the world are
not equal when faced with climate change: generally, the most exposed areas are
also generally the least equipped to deal with it, limiting their abilities to antic-
ipate (and possibly adapt) and make decisions (potential mitigation strategies).
The climate is a complex system, involving the complex interactions between
several components, such as the atmosphere, the oceans, and to a lesser degree,
the biosphere and continental waters. The water cycle describes the temporal
and dynamical evolution of water (in its liquid, solid or vapour form) within the
different reservoirs of the climate system. Although continental water represents
only 2.5% of total terrestrial water, its role in the climate system is far from
negligible due to its high temporal and spatial variability. Indeed, considering
their relatively limited volume, continental waters are highly sensitive to climate
anomalies, which can result in extreme events such as droughts or floods. In re-
turn, continental waters can impact the atmosphere, the ocean and the regional
climate via energy and water fluxes (Gedney et al., 2000; Douville et al., 2000a).
During the last decades, the number of worldwide reported natural disasters has
been significantly increased (Fig. I-1), with 60% of them being related to hy-
drometeorological causes (floods, droughts and storms: International Disaster
Database, www.emdat.be.). As shown in Fig.I-2, the frequency of natural disas-
ters, as well as their social and economical impact are highly variable according
to the affected area. Therefore, the monitoring and the management of conti-
nental water resources are required in order to minimize the impact of extreme
conditions on the people of the affected regions. Since the 80’s, numerous land
surface schemes (LSMs) were developed in order to represent the interactions
between the surface, the biosphere and the atmosphere in AGCMs and RGCMs.
These models generally have a coarse resolution (from 2 to 5 °) and aim at de-
scribing, in a synthetic way, the major processes involved at the soil-atmosphere
interface using a limited number of parameters and first order physics. Originally
relatively simple, there were continuously improved in order to take into account
diverse processes related to the vegetation (and Carbon), snow and hydrology.
Rising concerns about water resource availability have lead to the development
of river routing models (RRMs) to represent continental water dynamics and
the evolution of fresh water reservoirs (Dtimenil et Todini, 1992; Habets et al.,
1999b and c, Oki et al., 1999; Etchevers et al., 2001; Ducharne et al., 2003;
Decharme et al., 2012). However, global hydrological simulations are subject
to many uncertainties limiting their performance, the most important of which
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comes from errors in the input precipitation. Indeed, errors in precipitation can
directly impact the hydrology of a watershed, and errors in spatial distribution
or rain intensity may lead to a poor prediction of significant events such as flash
floods. However, ongoing studies aim at better flash flood forecasting using nu-
merical weather prediction models coupled to LSMs (Vincendon et al., 2011),
even if such work is still fairly preliminary. To reduce these uncertainties within
the framework of LSM validations, the models are generally run in offline mode,
i.e. decoupled from an atmospheric model and forced by atmospheric data de-
rived from re-analyses, radar and satellite observations or interpolated rain gauge
measurements (or some combination of these). Another source of uncertainty is
related to the difficulty to precisely estimate the hydrologic parameters used in
the models. In fact, the hydrological characteristics of large basins, such parame-
ters related to the soil, the topography, to the river dimensions or to aquifers, are
generally not well known, especially in areas where measurement infrastructures
are missing. Generally, these parameters are described in large scale hydrological
model applications using geomorphological relationships which can be sometimes
unrealistic (especially at smaller scales). One last major source of uncertainty
arises due to the lack of global observations describing the surface water spatial
and temporal dynamics, as well as the water storage evolution in the principal
continental reservoirs (Alsdorf et al., 2007). Indeed, the political and economic
context of some regions all but prevents the construction and maintenance of
in-situ measurement stations which limits the calibration of hydrological models.
This is currently the case for the Niger basin. With an approximate length of
4180 km (2600 miles), the Niger river is the largest river in West Africa. It’s
headwaters are in the Guinea Highlands in south-eastern Guinea, and the river
ends in Nigeria, discharging through a massive delta into the Gulf of Guinea
within the Atlantic Ocean (Fig. I-3). The Niger river crosses 9 countries and is
the principal source of water for a population of approximately 100 million peo-
ple. Indeed, the economy of such rural areas predominantly depends on activities
such as agriculture or livestock farming which are highly conditioned by water
resource availability. Moreover, the climate is mainly controlled by the West
African monsoon (WAM), and many of the key processes modulating it’s evolu-
tion and intensity, along with its variability are still not well understood (thereby
limiting the predictability of the regional climate). The WAM directly impacts
the hydrology of the Niger basin and the water storage in deep reservoirs via the
precipitation which mainly occurs through squall lines during the monsoon sea-
son (Lebel et al., 2002). During the last several decades, West Africa has faced
extreme climate variability with extended drought conditions following very wet
periods (Nicholson, 2001; Lebel et al., 2009), but also with the succession of
wet and dry phases inside the same monsoon season. In order to better under-
stand processes responsible for the WAM formation and variability, the AMMA
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project (African Monsoon Multidisciplinary Analysis, Redelsperger et al., 2006),
was organized which gathered numerous scientists at an international level. The
AMMA campaign sought a better understanding of the mechanisms involved be-
fore, during and after the monsoon. The Niger river is a major source of water in
West Africa, but its hydrology is difficult to fully understand, especially because
of the very heterogeneous climate encountered along the river. It crosses very dry
areas in the Sahelan region while passing through a large flooding area known
as the Niger inner delta. This delta, situated between the latitudes [13°N-16°N]
and the longitudes [3°0-6°0], is annually flooded over about 25000km?. These
flooded areas are significant sources of evaporation (about 44% of the incoming
water to the delta is evaporated, Andersen et al., 2005) which can impact the
atmosphere and the climate regionally. Moreover, they lead to a strong decrease
of the discharge downstream of the inner delta (the difference of discharge down-
stream of the delta compared to upstream of the delta can be upwards of 60%,
Andersen et al., 2005). Yet, the LSMs generally do not represent these flooded
areas which can result in significant errors in the calculation of discharge and
evapotranspiration in these regions.

The first part of this thesis presents the evaluation of the Continental Hy-
drological coupled system ISBA-TRIP over the Niger basin. This model was
developed at the the Météo-France National Center for Meteorological Research
(CNRM) and is currently used for climate prediction simulations coupled with
the atmospheric model ARPEGE (Salas y Melia et al., 2005). The surface model
ISBA (Soil-Biosphere-Atmosphere Interactions; Noilhan and Mahfouf, 1996) cal-
culates water and energy budgets at the soil-atmosphere interface. The TRIP
(Total Runoff Integrating Pathways; Oki, 1998) approach is used to convert the
total runoff from ISBA into discharge. Recently, a flood scheme was added to the
ISBA-TRIP model in order to estimate the impact of flooding on the hydrological
processes (Decharme et al., 2011). This scheme considers a critical water height
beyond which the water contained in the river overflows and fills the flooded
areas. It accounts explicitly for the river routing, precipitation interception by
the floodplains, the direct evaporation from the free water surface, and the pos-
sible water re-infiltration into the soil in flooded areas. A first evaluation of this
scheme over several large world basins (Decharme et al., 2010) showed that the
flooding scheme resulted in a significant improvement of the simulated discharge
(via a decrease of the discharge downstream of the flooded areas). However, de-
spite this improvement, the study showed that a positive discharge bias remained
for certain rivers, in particular for the Niger river. The work presented in this
thesis focuses on the Niger basin and highlights both the skill and limitations
of the ISBA-TRIP model. The input hydrological parameters were regionally
adjusted following a series of simple sensitivity tests in order for the model to
better fit the discharge observations, however, a detailed model calibration was



Contents 13

not undertaken as such an approach would not be practical for application of
such a model in a AGCM. Despite the adjusted parameters, the aforementioned
positive discharge bias persisted. One possible hypothesis for this bias is that
in this region, there is a deep aquifer which is essentially disconnected from the
river and recharged by a portion of water from deep drainage. As a consequence,
a relatively simple aquifer reservoir was added to the model during this study
(formulated in a consistent manner with the other relatively simple prognostic
equations of the model). This reservoir is characterized by a characteristic time
scale which represents the time required for this reservoir to be almost completely
empty.

In first part of this thesis, the individual impact of the floods and of the
aquifer on the hydrologic and hydrodynamic processes of the Niger basin are
quantified. First, the TRIP routing model was run in offline mode, i.e. un-
coupled from a LSM, in order to calculate the discharge simulated by 11 model
issued from the ALMIP (AMMA Land surface Model Intercomparison Project;
Boone et al., 2009a) project. This first analysis highlights the fact that none
of the ALMIP LSM models are able to correctly simulate the discharge down-
stream of the Niger inner delta (all models over-estimate the discharge). Then
ISBA-TRIP is used in coupled mode (i.e. with the inclusion of the flooding
scheme and of the aquifer reservoir). The model evaluation is done using diverse
observational datasets from in-situ stations (discharge) or derived from satellite
observations (water level, flooded fraction, water storage variations). In a re-
gion such as the Niger basin where observations are scarce, the use of diverse
data sources provides complementary information for characterizing the water
dynamics on a large scale. Moreover, as the flooding of the inner delta has a
significant impact on the basin and potentially on the regional climate, it is of
interest to evaluate the ability of the model to correctly model the expanse of
the flooded areas using observed flooded fractions. Finally, several rainfall fields
are used as forcing to take into account the uncertainties due to errors in the es-
timation of precipitation (location, intensity etc...). The evaluation shows that,
considering its relative simplicity, the ISBA-TRIP model is able to reasonably
simulate the surface water dynamics and the total water storage variations over
the basin. The flooding scheme leads to increased discharge during the rainy
season while the aquifer allows a better simulation of low flows during the dry
season. However, a complete validation of the hydrological model is limited by
the lack of observations with a good spatial and temporal coverage. During this
study for example, only 8 in-situ discharge stations were available for compari-
son with the model, while 145 discharge in-situ stations were used during a LSM
inter-comparison project over the Rhone river (Boone et al., 2004) which is more
than 25 times smaller than the Niger basin. In order to compensate for this lack
of observations, remote sensing technologies are under development and offer a
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new perspective for global hydrology. However, the current limitations due to the
low spatial resolution of the nadir altimetry do not allow a good monitoring of
most of continental waters (eg. TOPEX, JASON). New tools are then required
in order to provide better observations of surface water dynamics. The future
Surface Water Ocean Topography (SWOT) satellite mission is a joint CNES-
NASA project which will deliver maps of water surface elevation (WSE) with an
unprecedented resolution of 100m. It will provide observations of rivers wider
than 100 m and water surface areas above 250 x 250 m over continental surfaces
between 78S and 78 N. The launch of this satellite is tentatively planned for
2019. The main advantage of SWOT is the use of an interferometric radar Karin
(Ka-band Radar Interferometer: frequency of 35,6 GHz), which was developed
at JPL. The swath width is 120km in width, which will enable the coverage of
many lakes, rivers oceans and water reservoirs at least twice every 21 days (up
to 7 times at high latitudes). The interferometric altimeter will provide surface
water levels (and other observations spatially and temporally derived from water
levels) with a horizontal spatial resolution ranging from 50 to 100m. For hydrol-
ogy, these observations will be useful to better understand the global dynamics
of continental waters and their interactions with the atmosphere and the oceans.
Moreover, they will be used for water storage monitoring within the framework of
climate impact studies. In order to prepare the SWOT mission, several scientific
communities (namely oceanography, hydrology, and cryosphere) are evaluating
the contribution of the SWOT mission to different case studies and there is also
ongoing work to determine some of the satellite characteristics. For example,
the satellite orbit is fixed at 22 days but the sub-cycle is not yet determined.
Indeed, each sub-cycle presents its own advantages or drawbacks related to its
repetition and coverage. For hydrology, it is necessary to determine how the
SWOT data can be used to improve hydrological simulations and to better pre-
dict continental water storage. Several studies are thus currently ongoing over
diverse world basins in order to propose efficient approaches for using SWOT
observations. Data assimilation seems to be a promising perspective for the im-
provement of hydrological modelling (Andreadis et al., 2007; Biancamaria et al.,
2011). Commonly used in operational meteorology and oceanography, data as-
similation enables the use of diverse observations while taking into account the
errors related to the measurements. However, these methods are not yet as ex-
tensively used in hydrology and related works are rare, especially for large scale
applications (such as the ISBA-TRIP model). As a pre-launch study, the second
part of this thesis presents a preliminary method to assimilate SWOT virtual
water level in order to improve the ISBA-TRIP global hydrological model pa-
rameters. For this, an Observing System Simulation Experiment (OSSE) was
done using so-called virtual SWOT observations of water levels. This type of
experiment is useful within the framework of a pre-launch study because no ob-



Contents 15

servations exist yet. SWOT virtual water levels are first generated on the model
grid using a reference simulation (this simulation is considered as the 'truth’).
Then, taking into account the errors due to parameter uncertainties, a perturbed
simulation is created. Data assimilation consists in using SWO'T virtual observa-
tions to correct certain key model input parameters and get a better estimation
of hydrodynamical variables such as the water levels and the river discharge. As
a preliminary work for data assimilation, sensitivity tests were performed and it
was decided to use the assimilation to correct a key hydrological parameter, the
Manning coefficient. The Manning coefficient describes the ability of the river
bed roughness (soil, vegetation, etc...) to slow down the river flow and can be
considered as a drag coefficient. This spatially distributed parameter is not easy
to estimate since it varies considerably. Moreover, it directly impacts the flow
speed and thus the discharge. It is also a critical factor for the formation of floods
in the model. The algorithm used to provide the analysis after one assimilation
cycle is the BLUE (Best Linear Unbiased Estimator). This study shows that
data assimilation can be used in order to obtain a better estimation of water
levels, and, to a lesser extent, of the river discharge. Moreover, the continental
water storage variations and the floods occuring in the inner delta (occurrence,
intensity) are better represented. The Manning coefficient bias (relative to the
«truth» simulation) is improved over the river and converges towards an optimal
value which is a good result considering the equifinality hypothesis characterizing
such a study (where an optimal set of parameters is sought). Finally, the predic-
tive property of this method is highlighted using the optimal Manning coefficient
obtained during the assimilation application for hydrological simulations over a
longer time period than that of the assimilation. Therefore, the data assimi-
lation method presented here offers a good perspective for the improvement of
hydrological processes currently represented in regional and global atmospheric
models using SWOT data. Moreover, it offers a possibility to get better predic-
tions of water resources variations at real time of for longer time scales. The
SWOT mission will compensate for the lack of observation data at the global
scale, and therefore it has the potential to drastically improve our understanding
of the global hydrologic cycle. With the potential for increased conflicts related
to water availability, a better knowledge of continental water dynamics and vari-
ations could improve the use of these resources in a way to reduce the social and
economic impact of climate change.
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1.1 The water cycle

The term ’water cycle’ describes the complex processes contributing to the con-
tinuous movement of water on, above and below the earth’s surface. This cycle
is considered as closed and water is constantly recycled through its various states
. liquid, solid and vapor. The transfers are done between three principal reser-
voirs which constitute the hydrosphere : oceans, atmosphere and the continents.
The sun is the principal driver of the water cycle : under specific conditions of
temperature and pressure, the water will go from one of its state to an other.
Solar radiation heats the oceans and continental waters, leading to evaporation.
Plants uptake soil moisture from the root zone and this water is lost to the air
as transpiration, while intercepted air (snow) is lost as transpiration (sublima-
tion). Direct evaporation from open water or soil surfaces and transpiration from
plants are not easy to separate from mixed surfaces at the spatial scale of a single
plant, so that the combined process is usually referred to as evapotranspiration.
Evaporated water rises in the atmosphere, where cooler temperatures cause it
to condense into clouds, which are then transported around the globe by air
currents. Under microphysical processes and gravity, this water falls over earth’s
surface as rain or snow. Precipitation over land either flows over the surface in
the form of surface runoff, infiltrates into the land surface, or it is intercepted by
the vegetation canopy and part of it is directly evaporated without reaching the
ground. The surface runoff can collect locally in puddles or ponds, as depres-
sion storage, or in gullies or larger channels where it continues as streamflow,
which finally ends up in a larger water body such as lakes, rivers or oceans. The
infiltrated water may flow rapidly through the near-surface soil layers to exit
into springs or adjacent streams, or it may percolate more slowly to be stored
in aquifers as groundwater. This groundwater, after a variable time, will seep
out into the natural river system, lakes and other open water bodies. Soil layers
and other geologic formations, whose pores and interstices can transmit water
are called aquifers. When an aquifer is in direct contact with the land surface,
it is referred to as unconfined. The interface in an unconfined aquifer, where
the water pressure equals the atmospheric pressure, is called the water table.
Although the water table is not litterally a free surface separating a saturated
zone from a dry zone, it is generally assumed to be the upper boudary of the
groundwater. Thus, the groundwater refers to the water located below the water
table, while soil moisture or soil water generally refers to the water above the
water table. The partly saturated zone situated between the water table and
the land surface is called the vadoze zone. Soil layers containing water which is
separated from the surface by an impermeable layer are referred to as confined
aquifers. Streamflow can be supplied both by surface runoff and subsurface flow.
The schematic representation of the water cycle is shown in Fig.1.1., as well as
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the volume of water flowing annually through the different phases of the hy-
drolologic cycle in units relative to the annual precipitation on the land surface
(1119, 000km/year; Maidment, 1993) which is set equal to 100 units on Fig.1.1.
The evaporation from ocean (424 units) is seven times larger than the evaporation
from land surface (61), making the ocean the principal source of precipitation
over the earth’s surface. The surface water flow provides almost all the discharge
going to the ocean (38 units out of 39 in total going to the ocean) and is counter-
balanced by an equivalent net inflow of atmospheric water vapor from the oceans
to the land regions.

As a closed system, the interactions between the different reservoirs are of
major importance to better understand the climate variability. The residence
time of water in a reservoir differs greatly according to the reservoir considered.
For example, the mean residence time of a water molecule in the atmosphere is
very short, usually from days to a week or two. It can take weeks to months for
water to move through surface drainage networks depending upon the complexity
of the geomorphologic network. Water may be stored for months to years in soil
water and individual water molecules may remain in deep groundwater, glaciers
and ocean basins for decades to 10,000 or more years.

Although land surface water represents only 3.5 % of the earth’s total water,
its role and impact on climate variability has been subject of numerous investi-
gations (Houwelling et al.,1999; Matthews, 2000, Bousquet et al., 2006, Taylor,
2010; Taylor et al., 2011). Moreover, due to the relatively small volumetric ca-
pacity of continental reservoirs, the variability of land waters in space and time
is highly dependant on the climate and more precisely on precipitation, resulting
in extreme events such as droughts or floods. Thus, continental hydrological
processes must be considered in climate and water management impact studies,
at least at regional scale (Gedney et al., 2000; Douville et al., 2000; Douville,
2003; Douville, 2004; Molod et al., 2004; Lawrence and Slater, 2007; Alkama et
al., 2008).

1.2 Land surface hydrology

For modeling applications, a quantative representation of the hydrologic cycle is
given by a mass conservation equation, or water balance, which depends on the
considered scale. This water balance can be written in its basic form as :

ow
Tl Fin, — Fou (1.1)

where W (kg/m) (including lakes, rivers, flooded zones, aquifers, intercepted pre-
cipitation and soil moisture) represents the total water storage, t(s) is the time,
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are from Maidment, 1992
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F, and F,,; are respectively the net water mass inflow and outflow.

Generally, hydrologic studies are done at the watershed (or drainage basin)
scale which is defined as an area over which all the water issued from precip-
itation, melting snow or ice converges to a single point, usually the outlet of
the basin (see Fig. 1.2). In a drainage basin, no water other than precipitations
(solid or liquid) enters the system, and water which is not stored evacuates either
by evaporation or through the exit of the basin, joining another waterbody such
as a lake, a river, a reservoir or an ocean. A drainage basin is generally separated
from adjacent basins by a drainage divide defined according to the topography.

Considering the basin as a single hydrologic unit, and according to the pre-
vious equation, the water balance can be expressed as :

%_Vf:p_@swmm (12)

The precipitation P(kg.m.s™') is the water mass inflow of the basin, while
Qs(kg.m.s™1), Qu(kg.m.s™), E(kg.m.s™!), repectively correspond to the surface
runoff, the sub-surface runoff and the evapotranspiration which together repre-
sent the water mass outflow of the basin. Even with reliable data on precipitation
and runoff, £ and W remain as unknown variables of the equation. Thus, to close
the water balance expressed in equation 1.2, it must be applied over sufficiently
long periods, so that % becomes less significant.

The water balance is highly dependant on several environmental factors, ei-
ther natural or anthropogenic. It depends on the topography but also on soil
and vegetation properties which can be largely heterogeneous over the basin. For
example, soil infiltration capacity is closely related to the type of soil and vegeta-
tion. Steep topography will encourage runoff production while gentle landscapes
will favour water infiltration storage. A dense vegetation cover, such as forests,
will inhibit runoff and drainage formation, decrease streamflow speed and pre-
vent flood occurence. On the contrary, dry soil will encourage runoff and flood
occurrence. Anthropogenic activities, such as crops or urban areas, also impact
soil humidity and total runoff formation. Land use changes, from natural vege-
tation to agriculture, can also impact runoff by changing evaporation. Land use
changes, from surface natural vegetation to agriculture, can also impact runoff
by changing evapotranspiration.

Due to the strong interactions between the soil and the atmosphere (see
section 1.3), the water balance of the basin is also greatly dependant on atmo-
spheric conditions. Evapotranspiration will depend on the heat, humidity and
wind speed of the lower atmospheric layers. But the first atmospheric factor
impacting the water budget of the basin remain the precipitations, due to their
strong variability in time (intra/inter annual variability), space (local, regional
or global scale), amount and intensity. The study of the water cycle will then



Chapter 1. Land surface processes and continental hydrology : role
22 in climate

Tributaries

Sub-basin

Hill Slope

Groundwater

Figure 1.2: Schematic representation of a watershed.

require the consideration of this multi-scale aspect, especially for larger basins.

1.3 Energy balance of continental surfaces

The solar radiation R, (WV.m2) is the principal catalyst of land-atmosphere energy
exchanges. The solar radiation reaching continental surfaces can be altered by
different factors such as slope and aspect of the surface, but also its reflection
or absorption by aerosols, clouds or various gases. In addition, the atmosphere
also emits long wave radiation to the surface which contributes to its warming,
R,(W.m2). The ability of the surface to reflect shortwave radiation is called
albedo and is a key component of the energy budget. The surface albedo, «,
is globally heterogeneous and highly dependant on the surface properties. The
total all-wavelength albedo is defined by the ratio of the solar energy reflected
by the surface over the total solar energy reaching the surface. The part of the
radiation which is not reflected is absorbed by the surface and contributes to its
warming. The continental surface emits longwave radiation to the atmosphere,
R;, defined by the Stefan-Boltzman law as :

R, = eoT? (1.3)
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Figure 1.3: World watersheds map. For hydrologic studies, the watershed is
considered as a hydrologic unit. However, this ‘unit’ vary widely in shape and
size as shown on this figure. This map also shows the population density by basin
expressed as people per square kilometer. The most densely populated basins are
found in India, China, Central America, and parts of Europe. In Africa the most
populated basins are Lake Turkana, Niger, Nile, Mangoky, Limpopo, Shaballe,
and Volta, from World Resources Institute, 2003.
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where o(W.m?.K*) is the Stefan-Boltzman constant,and ¢ is the effective surface
emissivity. Ts(K) represents the effective radiative temperature of the surface,
which contains contributions from the different surfaces (bare soil, snow, veg-
etation etc ...). Thus, the net radiation flux of the continental surface can be
written as follows :

R, =R,(1—a)+¢&(R, — oT?) (1.4)

where R,(1— «) is the net shortwave radiation flux of the surface and (R, —
oT?) is the net longwave radiation flux of the surface.

The net radiation flux is the preponderant component of the energy budget.
It gives an information about the amount of energy available at the surface
for transformation into heat fluxes via physical or biological processes. Thus,
the energy budget of a composite surface-vegetation-atmosphere system can be
written as :

R.=LE+H+G (1.5)

where L.E(W.m?) is the latent heat flux, H(W.m?) is the sensible heat flux and
G(W.m?) is the conductive heat flux of the soil. The effects of photosynthesis
are included in E. G is a conductive flux, which means that the energy is trans-
ferred relatively slowly, without matter or particule modification. It is directly
proportionnal to the temperature gradient between a reference depth and the
land surface, and to the thermal conductivity of the underlying surface (soil,
organic, material, water, ice) :

G=X(Ts —Tr) (1.6)

where A\ (W.m? K*) is the soil thermal conductivity between reference depth and
the land surface. The latent and sensible heat fluxes are defined as turbulent ex-
changes which means that the energy transfers are done through air displacement
between the surface and the lower atmosphere layers (Jacob, 1999). The vertical
movement of the air is driven by bouyancy effectsin the surface layer (interface
between land and atmosphere) characterized by large vertical gradients. The
sensible heat flux is directly proportionnal to the temperature gradient between
the surface and the atmosphere :

H = p,c,CyVo(Ts — T,) (1.7)

where ¢,(J.kg7' K1) and p,(kg.m™3) are respectively the air specific heat and
density, V,(m.s') is the air velocity, T;(K) and T,(K) are the surface and atmo-
sphere temperatures (7, corresponds to the value at a reference height). Cy is
an exchange coefficient which depends on stability, which is a function of gradi-
ents and surface roughness characteristics. In contrast to the latent heat flux,
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the sensible heat flux results in a temperature modification of the lower layers
of the atmosphere. If water is present at the surface, and if the amount of en-
ergy enables the phase change of water into vapor, then evaporation can occur.
The latent heat flux corresponds to the heat transfer, from the surface to the
atmosphere, associated with the evaporation process (transfer of water mass). It
is proportionnal to the specific humidity gradient between the surface and the
atmosphere :

LE = vaaCHVa<QS - Qa) (18)

where L,(J.kg™!) is the latent heat of vaporization, q,(kg.kg™!) and ¢,(kg.kg™")
are respectively the specific humidity of air and the surface. This energy flux
is said to be latent because the heat transferred during the evaporation process
is liberated later on, through the condensation process, for the formation of
clouds. The water and energy budget equations are directly coupled through the
evaporation process. Thus, both budgets must be considered when investigating
surface-atmosphere interactions.

1.4 Land-Climate interactions.

Land surface processes directly impact the dynamics of the atmosphere’s lower
layers on relatively short time scales (eg. convection) and these effects are trans-
mitted to larger time scales into higher levels of the atmosphere. Early on in
climate change investigations, the impact of the surface on the global climate
was questionned. Richardson (1922) was the first to refer to the atmosphere and
the upper layers of the soil as a combined system, and stressed on the fact that
the forecast for the land and sea must be done along with that for air. So did
one of the pioneers of global climate modeling in 1969, Manabe, when he ex-
plicitely represented the evaporation of earth’s surface in his General Circulation
Model (GCM). His model accounted for time evolution of soil humidity and snow
cover, and for the computation of surface evaporation. He found that the explicit
representation of earth’s surface processes led to a more realistic distribution of
precipitation, but also heat and radiation fluxes. Since then, the representation
of surface processes in GCMs has been constantly improved, higlighting their sig-
nificant role, especially for climate modeling. Many processes have been found

to have impacts on the climate, at least regionnaly, and need to be represented
in GCMs :

e Charney et al. (1975) showed the strong interactions between surface
albedo and precipitation

e soil humidity controls the partitioning of the net radiation and ground
fluxes into sensible and latent fluxes at the surface (Deardorff, 1977).
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e Land waters have been shown to play an important role in atmosphere
and ocean dynamics (Alkama et al., 2008; Dirmeyer, 2000, 2001; Douville,
2000, 2003, 2004; Gedney et al., 2000; Koster et al., 2000b, 2002; Lawrence
and Slater, 2007; Molod et al., 2004). The energy and water fluxes at
the surface modulate the lower atmosphere layers. The continental fresh
water flux to the ocean is an important information for ocean dynamics.
Its impact on thermohaline circulation and gulf stream is questionned in
many studies (refs).

e large-scale snow cover anomalies produce short term local cooling at mid-
latitudes (Namias, 1985; Dewey, 1977; Barnett et al., 1989; Cohen and
Rind, 1991) by modifying surface properties and hydrology. Douville and
Royer (1996b) and Orsolini et al. (2009), showed the impact of snow cover
on Northern Hemisphere circulations.

e Natural wetlands are assumed to be important sources and sinks of Methane,
thus playing a significant role in radiative and chemical balances in the at-
mosphere (Houwelling et al., 1999; Matthews, 2000; Bousquet et al., 2006;
Taylor, 2010).

e soil moisture has significant feedbacks with the atmosphere : evaporation
of soil moisture impacts precipitation patterns at global and seasonal scales
(Koster et al., 2004) and influences convection in Sahel (Taylor et al., 2006,
2011, Taylor and Lebel, 1998).

e vegetation canopies also impact surface properties by increasing the rough-
ness, reducing albedo (canopies are less reflective than bare soil) and modu-
lating soil humidity (canopies prevent the near-surface soil region from dry-
ing out and can access the deep soil moisture), (Douville and Royer,1996a;
Dickinson and Henderson-Sellers, 1988; Garratt, 1993; Polcher, 1995).

e depending on environmental properties, vegetation acts as a sink or a source
of carbon dioxyde and other gazes (Jarvis, 1976; Niyogi and Raman, 1997).
The vegetation seasonal and interannual growth is also a factor impacting
the surface feedbacks to the atmosphere. Indeed, warm and wet climatic
conditions can stimulate the increase of vegetation cover and thus, enhance
plants evapotranspiration and carbon emissions. In constrast, droughts can
result in a rapid decrease in the vegetation cover (Betts et al., 1997: Calvet
et al., 1998).

Due to these feedbacks from land surface and hydrologic processes with the
atmosphere, there is a need to better represent land surface processes in weather
prediction and earth system models. The rapidly growing concerns about climate
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change issues, and the need to simulate regional climate more precisely on the
time scales of several decades and to better quantify the impact of changes in
terms of weather and precipitation, is leading to a better appreciation of the land
surface in the climate system. More recently, the interest in land-use activities
and water availability has encouraged the inclusion of more realistic soil and
vegetation schemes in RCMs and GCMs. The next section gives a review of the
methods used for the modeling of land surface processes in GCMs.

1.5 Modeling of hydrologic processes at regional
and global scales

Since the 80’s, various CHSs schemes have been developped, the method mostly
depending on the scale of the studied issue. For water management applications
on the watershed scale, highly parameterized, geographically specific models can
be used to provide accurate estimates of streamflow and reservoir status (Zagona
et al., 2001; Dai and Labadie, 2001; Habets et al., 2008). For gobal scale applica-
tions however, the challenge is to get a realistic representation of major surface
hydrologic and hydrodynamic processes using computationally efficient, easily
parameterized, comparatively simple and physically based routing methodolo-
gies. Because of the long timescales involved with soil moisture, and because of
the diurnal cycle of the forcing (the net radiation at the surface), the land-surface
parameterization schemes need to deal accurately with timescales ranging from
minutes to several months. Moreover, the land surface hydrologic processes are
highly heterogeneous and difficult to parameterize with the dimensions of AGCM
grid areas. Thus compromises in the representation of surface processes, have to
be made. Currently, the representation of the surface component of the hydro-
logical cycle in AGCMs is done using continental hydrological systems (CHSs)
composed of land surface models (LSMs), which provide the lower boundary
conditions for heat, momentum and mass. Some AGCMs go further and include
river routing models (RRMs) which are used to convert the runoff simulated by
the LSMs into river discharge. RRMs transfer the continental freshwater into the
oceans at specific locations (as source terms for the ocean model component).

1.5.1 Land surface models

In this section, the methods used in LSMs and their chronology are detailed.
This section is divided in several parts, each one focusing on one main process
represented by LSMs. The section ends with a brief presentation of various LSMs
intercomparison projects aiming at better understanding land surface processes
and their interactions with climate.
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1.5.1.1 Water and Energy balance at the soil-atmosphere interface

In climate applications, the main role of LSMs is to provide the lower flux bound-
ary conditions of heat, moisture and momentum (and more recently, particulate
matter, such as dust, and chemical species such as carbon) to the turbulence pa-
rameterization within atmosphere models. If the modeling of surface processes
has greatly improved through years, the first LSMs were designed in a relatively
simple way. In these early models, the surface effect on the atmosphere was gen-
erally implicitely represented (such as prescribing a soil moisture climatology)
or, mainly for time computation issues, based on simple approximate equations.
As said in section 1.2.1, Manabe (1969), was the first to represent land surface
processes in an AGCM. To represent continental surfaces, he used the so called
"bucket’ approach (Budyko, 1956), which consists of representing the soil water
by a single 1m depth reservoir, assumed to contain most of the soil moisture
variations (Romanova, 1954), as well as the entire root system. This reservoir
is defined by its porosity, Wy, that is the maximum volume of water that can
be stored in the soil. The evaporation is calculated as a fraction of the potential
evaporability, F, :
w

B =By (1.9)
where W is the actual soil humidity and W}, is a critical value fixed to 75% of Wq;.
If the soil humidity exceeds W, then surface runoff is generated. No subgrid
sub-surface runoff or drainage processes are represented. This method allowed
the representation of evaporation from the soil without resolving the diffusion
equation (Alpatev, 1954) . However, the ’bucket’ method is limited by the use
of only one soil layer, which generally leads to an overestimation of evaporation
after rain events (Viterbo, 2001). In fact, for bare soil, it is an observational
fact that, after a very brief period at the potential rate, evaporation is greatly
reduced after the loss of water in the first few cm of the soil.

Moreover, the soil heat flux is completely neglected resulting in a phase delay
in the diurnal cycle of the soil temperature, but also in an overestimation of
the ground temperature (Deardorff, 1978). To model the soil heat flux, differ-
ent methods were proposed. Some studies included it in a parameterized form
(Gadd and Keers, 1970; Kasahara and Washington, 1971; Nickerson and Smi-
ley, 1975). However, in these methods, the soil heat capacity is assumed to be
zero, resulting in ground temperature biases (Deardorff, 1978). Deardorff (1978)
used the force restore method proposed by Bhumralkar (1975) and Blackadar
(1976) to implicitely resolve the heat diffusion equation and take into account
the soil heat capacity. The force-restore model, developed by Deardorff, has a
thin near-surface layer that changes temperature based on atmospheric forcings
within diurnal cycle and an underlying thick layer whose temperature remains



1.5. Modeling of hydrologic processes at regional and global scales29

relatively constant, following the diurnal cycle mean variations. The result is that
the flux from a deep soil layer tends to 'restore’ the top layer. The force-restore
method was also adopted to describe the temporal evolution of surface humidity
which allowed a more realistic soil behaviour during a rain event in terms of evap-
oration and water storage in deep layers, and a better resolution of the diurnal
cycle of soil evaporation. This method is an alternative to a more complicated
multilayer soil model which requires more computation. However, still no deep
drainage was represented, limiting the realism of the models. To solve this prob-
lem, several parameterizations have been developped. Among them, Famiglietti
and Wood (1994a-b), proposed a gravitationnal drainage directly proportionnal
to the soil hydraulic conductivity while Mahfouf and Noilhan, (1996) developped
a gravitationnal drainage based on the force restore method. Currently, owing
to increased computing power and increasing applications requiring detailed soil
profile information, the tendency is towards multi-layer explicit representation
of vertical heat and soil moisture transfers (Boone et al., 1996; Stieglitz et al.,
1997; Boone et al., 2000; Habets et al., 2003; Yang et Niu, 2003; Gedney et Cox,
2003).

1.5.1.2 Vegetation

Vegetation affects the climate by modifying the energy, momentum, and hydro-
logic balance of the land surface. A vegetated area generally has a lower albedo
than a bare soil, thus impacting the radiation balance by increasing the ab-
sorbed ration at the surface. The canopies interact with the atmosphere through
evaporation and the interception of precipitation. A soil with vegetation is gen-
erally rougher than a bare soil, thereby facilitating the turbulent exchanges with
the atmosphere. Finally, the water content of the soil is also impacted by the
presence of vegetation through the transpiration process. Deardorff included an
explicit vegetation layer in a LSM in 1978 in order to better simulate the pro-
cesses related to the vegetation and its interactions with land and atmosphere.
The vegetation is characterized mainly by its density, roughness and albedo. It
interacts with both the atmosphere and the ground through heat and moisture
exchanges. The inclusion of the vegetation resulted in a more realistic calcu-
lation of ground temperature (Deardorff, 1978). However, the vegetation heat
capacity is neglected in this study. In 1989, Noilhan and Planton, developped
the Soil-Biosphere-Atmosphere Interactions scheme (ISBA), in which the soil and
vegetation are part of a single system, sharing a single energy equation. This
model is based on the bucket approach, and the force-restore method is applied
for the calculation of soil temperature and humidity. In one grid cell, the soil is
defined by its texture and its vegetation type which implicitely accounts for the
vegetation processes, without any added equation. This approach has been used
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for many years with success for GCM applications. But recently, more models
are going towards implementation of explicit vegetation in order to be more con-
sistent with more sophisticated carbon and vegetation dynamics, snow processes
and heat transfers.

The gross resolution of GCMs in comparison with the spatial variability of
vegetation cover and properties, has lead to the developpment of an explicit
representation of the different surfaces to better approximate the potentially
non-linear interactions using the so called tile parameterization. It consists of
dividing the grid cell into a number of smaller scale patches, characterized by
differing soil and vegetation parameters. The equations describing the evolution
of the surface energy and water balances are then applied in each of these sub-
domains, resulting in a separate energy and water budget for each patch (Avissar
and Pielke, 1989; Koster and Suarez, 1992; Liang et al., 1994; Essery et al.,
2003). The surface-area weighted grid box average fluxes then interact with a
single grid box mean atmosphere. This method is now used in some operationnal
NWP applications, and in an increasing number of RCM /GCMs.

1.5.1.3 Snow cover and ice

The snow cover is an important component of the cimate system. Indeed, the
high snow reflectivity increases the surface albedo, thus decreasing the amount
of radiation absorbed by the surface. Moreover, its high thermal emissivity and
low surface roughness also contribute to decrease the surface temperature. Snow
cover therefore induces a greater stability of the atmospheric boundary layer.
Also, it acts as a thermal isolator of the sub-surface due to its low heat conduc-
tivity. The optical properties of snow cover are highly heterogeneous in space and
vary considerably according to the season. From the hydrologic point of view, the
snow melting water is distributed between surface runoff and infiltration that, in
turn, affects shallow and deep soil layer water content and surface fluxes of heat
and moisture into the following summer season. Some parameterization schemes
represent the snow cover as part of the soil-vegetation-ice system, with a common
energy balance for all these three components (Douville et al., 1995). In some
cases, the snow cover can be explicitely represented with its own temperature
and its own energy balance. The diurnal cycle of ice freezing/melting can also
be represented (Cox et al., 1999; Boone and Etchevers, 2001). The inclusion
of ice freezing/melting generally leads to improved atmospheric simulations for
high-latitude regions (Cox et al., 1999; Giard and Bazile; 2000).

1.5.1.4 Carbon cycle

The recent interest about the enhanced greenhouse effect has lead to a growing
number of studies related to the impact of an increasing C'O, concentration in
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the atmosphere. The net assimilation of C'O, by the vegetation was found to be
contributing process to the carbon cycle (Douville et al., 2000b). The amount
of C'Oy present in the atmosphere impacts on the stomatal conductance of the
vegetation, ie its ability to transpire (Meidner and Mansfield, 1966; Jacobs et
al.,1996). In response, changes in the transpiration alters the latent heat flux,
which, according to the energy balance equation, modifies the sensible heat flux
(Niyogi and Raman, 1997, Pielke, 2001; Shaw and Doran, 2001; Buermann et al.,
2001). Precipitation along with temperature and soil moisture are also important
factors which impact the stomatal conductance of plants, and thus the transpi-
ration and their uptake of carbon dioxyde via photosynthesis. Vegetation can be
both a sink or source of carbon, depending on its age and the carbon demand.
All these elements modulate the vegetation growth and maintenance. The basic
functionning of terrestrial biosphere and its interactions with climate are well
detailed by Arora (2002). Thus, the biospheric processes (photosynthesis, respi-
ration and phenology of plants) make vegetation a dynamic component of climate
simulations. Obviously, LSMs used in climate change simulations with increasing
COs, but without dynamic vegetation neglect the interactions between biosphere
and climate (Pritchard et al., 1999). To represent the stomatal response of the
vegetation to the atmosphere in LSMs, different approaches are used. The me-
teorological approach, based on a simple parameterization of stomatal resistance
developped by Jarvis (1976) is commonly used in operationnal meteorological
models (Noilhan and Planton, 1989; Pleim and Xiu, 1995; Viterbo and Beljaars,
1995; Bosilovich and Sun, 1995; Alapaty et al., 1996, Calvet et al., 1998). In
these models, the stomatal response is modeled as a function of meteorologi-
cal parameters such as air temperature, ambient vapor pressure, radiation and
soil moisture availability. In the ISBA-A-gs model, Calvet and Soussana (2001)
also simulate the green Leaf Area Index (LAI) by using a simple growth model.
However, for climate analysis, the more recent tendency is to use a physiological
approach, which employs a more rigorous plant gas response, such as carbon as-
similation rates or night respiration (Sellers et al., 1996; Foley et al., 1996). Note
that the ISBA-A-gs model has since been modified and also uses these methods
(Calvet et al., 2008).

1.5.1.5 Subgrid hydrology

At spatial scales considered by climate models (approximately 10%km?), it is
known that surface fluxes can vary nonlinearly primarily due to subgrid variations
in soil and vegetation properties, soil moisture and precipitation (Dirmeyer et
al., 1999, Boone et al., 2004, Decharme and Douville, 2006). In recent years, an
increasing number of LSMs have adopted the so-called tile approach for which the
gridbox surface is divided into a series of subgrid patches (e.g., Avissar and Pielke
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1989; Koster and Suarez 1992; Seth et al. 1994). This method has the advantage
of explicitly representing very distinct surface types, and that specific properties
(such as elevation, soil type, and land cover) can be assigned to each tile. The
main disadvantage is that a potentially large number of variables and parameters
must be stored in memory and computational expense can be greatly increased
compared to the effective surface treatment. This is an especially important
consideration for numerical weather prediction (NWP) or GCM applications, so
the tile method must be used depending of the intended application.

Subgrid processes have direct impact on hydrologic processes, especially runoff
generation. Indeed, the subgrid variability of soil humidity is a key component
for Dunne runoff generation. Dunne runoff occurs over saturated soil during
a precipitation event. Subgrid precipitation variability generates Horton runoff
over areas where precipitation intensity is larger than soil infiltration capacity.
In contrast to Dunne runoff, the soil is apriori not saturated when Horton runoff
happens. This kind of runoff is appropriate for dry areas while Dunne runoff
usually occurs in wet areas. There are numerous methods that parameterize
subgrid hydrology as a function of the variability in soil properties (Liang et al.
1994; Liang and Xie 2001). Probability distribution functions can be applied
to certain key LSMs variables (such as soil moisture) using statistical moments
calculated from observations (Wetzel and Chang 1988; Entekhabi and Eagleson
1989). Other studies use a 'variable infiltration capacity’ scheme, VIC, to com-
pute surface runoff (Zhao 1992, Diimenil et Todini 1992, Wood et al. 1992).
The most common approach to take account of Dunne runoff generation is to
explicitely represent the subgrid soil moisture using subgrid topographic infor-
mation (Sivapalan et al., 1987; Famiglietti and Wood, 1994a-b; Stieglitz et al.,
1997; Koster et al., 2000a; Ducharne et al., 2000; Chen et Kumar, 2001; Habets
and Saulnier, 2001; Pellenq, 2002; Seuffert et al., 2002; Warrach et al., 2002;
Gedney and Cox, 2003; Niu and Yang, 2003). Such methods are based on the
TOPMODEL concept (Beven and Kirkby 1979, Sivapalan et al. 1987). The
subgrid parameterization of atmospheric forcing variables, such as precipitation
coverage, or air temperature heterogeneities, can also be modeled (Dolman and
Gregory 1992; Liang et al. 1996). The most common approach to represent
precipitation variability is to use probability functions of event occurence to dis-
tribute precipitation intensity over the region.

1.5.1.6 LSM Intercomparison projects

In recent years, the skill of existing LSMs have been investigated through various
intercomparison projects on an international level. The Project for Intercompar-
ison of Land Surface Parameterization Schemes (PILPS) has examined the state
of different Soil-Vegetation-Atmosphere Transfer (SVAT) schemes over several
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annual cycles (Henderson-Sellers et al. 1993, 1996). The atmospheric forcing
and soil parameters were identical for all the LSMs making simulations. This
project contributed to an increase in the understanding of LSMs and lead to
many model improvements in terms of both physics and numerics. In all of
the PILPS phases (Henderson-Sellers et al. 1995), the LSMs were used in so-
called offline mode (i.e., the LSM is uncoupled from an atmospheric model and is
therefore driven using prescribed atmospheric forcing either from observations,
satellite products, atmospheric model data, or some combination of those three
sources), and the resulting simulations were compared to observational data.
The first attempt by PILPS to address LSM behavior at a regional scale was
undertaken in PILPS-2¢ (Wood et al. 1998). The Global Soil Wetness Project,
Phase 2 (GSWP-2; Dirmeyer et al. 2006a) was an offline global-scale LSM in-
tercomparison study that produced the equivalent of a land surface reanalysis
consisting in 10-yr global datasets of soil moisture, surface fluxes, and related
hydrological quantities. Results from this experiment were used extensively by
the GCM community, most notably to examine soil moisture-atmosphere interac-
tions (Dirmeyer et al., 1999; Douville et al., 1999). The Rhone aggregation LSM
intercomparison project (Boone et al. 2004) differed from the above-mentioned
studies because the impact of changing the spatial scale on the LSM simulations
was investigated. More recently, the AMMA LandSurface Model Intercompar-
ison Project T (ALMIP I) was undertaken. ALMIP I, which is a part of the
African Monsoon Multidisciplinary Analysis project (AMMA), was motivated by
an interest in fundamental scientific issues and by the societal need for improved
prediction of the West African Monsoon (WAM) and its impacts on West African
nations (Redelsperger et al., 2006). As part of this project, ALMIP I focused
on the better understanding of land-atmosphere and hydrological processes over
Western Africa (Boone et al., 2009a). LSMs were run offline with prescribed at-
mospheric forcing consisting in a combination of observations, satellite products
and atmospheric model output data. All of the LSMs used the same compu-
tational grid at a 0.50° spatial resolution. The resulting LSM simulations were
used extensively for hydrological modelling, regional scale water budget esti-
mates, mesoscale atmospheric case studies, numerical weather prediction models
studies and regional atmospheric chemistry modelling (Dominguez et al., 2010;
Boone et al., 2010; Grippa et al., 2011; Pedinotti et al., 2012). The results
are also used for the evaluation of regional and global scale atmospheric models
within the AMMA Atmospheric Model Intercomparison Project (AMMA-MIP,
Hourdin et al., 2010) and the GEWEX-sponsored West African Monsoon Mod-
elling Evaluation Project (WAMME, Xue et al., 2010, Boone et al., 2010). A
second phase of ALMIP is currently carried out (Boone et al., 2009b). In ALMIP
Phase 2, LSMs will be evaluated using observational data from three heavily in-
strumented supersites from the AMMA-Couplage de I’Atmosphére Tropicale et
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du Cycle Hydrologique (CATCH) observing system (Mali, Niger, and Benin). In
addition to evaluation using field data, LSM simulations will also be compared
to results from detailed vegetation process and hydrological models that have
already been extensively validated over this region. The results will be used in
conjunction with those from ALMIP-1 in an effort to evaluate the effect of scale
change on the representation of the most important processes from the local to
the regional scale. In the present work, the diagnostics of ALMIP LSMs are used
to investigate the impact of a flooding scheme on the simulated discharge. The
advantage of using ALMIP models data is that each LSM can simulate a different
runoff response, therefore the use of an ensemble of inputs allows to quantify the
impact of the flooding scheme in regards of the modeling uncertainties.

The growing interest in climate impact studies, and especially the impact of
climate change on water availability, has lead to an increase in river routing,
floodplain and aquifer parameterizations for GCMs and increased number of re-
gionnal scale hydrological studies. Indeed, water resource issues increased the
role of Continental Hydrologic Systems (CHSs) in providing seasonnal and in-
terannual predictions of major river basins dynamics. These new issues required
the improvment of RRMs, with the addition of several hydrologic processes, such
as flooding or deep drainage in groundwater reservoirs. The next section gives a
summary of the past and current developement of RRMs.

1.5.2 River routing models

Generally speaking, LSMs do not explicitely model water exchanges laterally
from one grid cell to another. River routing models (RRMs) were developped
to account for the lateral dynamics of continental water and convert runoff cal-
culated by LSMs into discharge. The growing interest in climate impact studies
required the improvment of RRMs, with the addition of several hydrologic pro-
cesses, such as flooding or deep drainage in groundwater reservoirs. This section
gives a summary of the past and current developement of RRMs.

As said previously, in AGCM applications, it is most important to close the
water budget and get a good representation of the water storage and freshwater
fluxes leaving a particular basin. The first role of routing models is to convert
runoff calculated by LSMs into river discharge which allows the comparison of
surface runoff from LSMs to discharge estimates. Over long time scales, water
storage can be neglected, so that given precipitation and discharge from ob-
servations, one can quantify basin-scale evaporation estimates. Some routing
models, however, also account for the horizontal dynamics of sub-surface runoff
and its vertical diffusion to deeper soil layers. In 1989, an early influential ef-
fort at large scale routing was done by Vorosmarty et al., who prepared a river
routing network for the Amazon basin at a 0.5° resolution. Runoff produced
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by a water balance approach was routed through the network using a linear
transfer model, with flow time calculated as a function of flow length, estimated
subgrid scale sinuosity, and grid scale velocities estimated on the basis of mean
downstream discharge (Leopold et al., 1964). A similar linear transfer model
was adopted by Miller et al. (1994) for application within the Goddard Insti-
tute for Space Studies (GISS) General Circulation Model (GCM) at the global
scale. In their formulation, runoff produced by a GCM at 4° x 5° was routed to
the ocean through a 2° x 2.5° network in which flow direction was determined
by topography and velocity was a function of the slope. Because the scale of
the implementation was quite coarse, slope based estimates of velocity were in-
tentionally calculated to yield low values, providing an implicit correction for
subgrid scale sinuosity and the time it would realistically take runoff to work its
way through the river system. Sausen et al. (1994) implemented a linear rout-
ing scheme for the European Center Hamburg (ECHAM) GCM, with transport
parameters semi-objectively calibrated to match observed flow in major gauged
rivers. In a study of the Amazon River system, Costa and Foley (1997) adopted
the velocity estimation procedure of Miller et al. (1994). As a refinement, they
estimated the sinuosity coefficient independently for each tributary within the
Amazon basin, and they adjusted velocities as a function of stream order. Costa
and Foley (1997) further divided runoff into surface and subsurface components
and applied differential source retention times to each. Further variants on the
Miller et al. (1994) approach include the global hydrological routing algorithm
(HYDRA, Coe, 2000), which was implemented at a 5° resolution and included
variability in surface waters, and made some adjustments to the Miller et al.
(1994) method for calculating distributed velocities. Oki and Sud (1998) and
Oki et al. (1999) continued this line of application through the development
of the topographically corrected integrating pathways for routing models, TRIP
(Total Runoff Integrating Pathways). Arora and Boer (1999) implemented a time
evolving velocity that depends on the amount of runoff generated in the GCM
land grid, using Mannings equation to estimate flow velocities for a river chanel
with a rectangular section. At Meteo France, Decharme et al. (2008, 2011)
used the TRIP approach to implement a flood routing scheme into the ISBA
(Interaction Soil Biosphere Atmosphere)-TRIP CHS. The scheme accounts ex-
plicitly for the river routing, precipitation interception by the floodplains, the
direct evaporation from the free water surface, and the possible re-infiltration
into the soil in flooded areas. The regional and global evaluations of this scheme
at a 1°° spatial resolution emphasized the importance of floodplains in the conti-
nental part of the hydrologic cycle, through generally improved river discharges
and a non-negligible increase of evapotranspiration (Decharme et al., 2011). A
groundwater reservoir was also added to the routing scheme in order to take into
account the temporary storage capacity of deeper soil layers and their potential
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feedbacks on surface waters.

1.6 Evaluation of CHSs : from local to global
scale

Observation data describing the water dynamics and storage variations are useful
to evaluate CHSs simulated diagnostics. In this aim, in-situ data have been ex-
tensively used, but are limited by their time and spatial coverage. To compensate
for this lack, remote sensing technologies have been developped and continually
improved. This part aims at describing the general methods used for evaluation
of LSMs, and the available datasets for this evaluation. In the framework of the
present work, which focuses on the hydrologic processes of the Niger basin, the
datasets used for the evaluation of the continental hydrology simulated by CHSs
will be more detailed.

1.6.1 Local evaluation

The general evaluation of LSM processes is done over small areas using local in
situ datsets. To this end, many local datasets have been collected, consisting in
turbulent, conductive and radiative fluxes, soil humidity, snow cover, vegetation
density (André et al. 1986, Mahfouf et Noilhan 1991, Braud et al. 1993, Giordani
et al. 1996, Goutorbe et al. 1997, Delire et al. 1997, Calvet et al. 1998,
Pellenq 2002, etc., Lebel et al., 2009). The need for insitu datasets has given
rise to international measurement campaigns. Recently, the AMMA-CATCH
project focused on measuring and understanding land surface properties and
processes in West Africa (Lebel et al., 2009). The observing system was based
on three intensively instrumented mesoscale sites in Mali, Niger and Benin that
sample across the 100-1300 mm/annum rainfall gradient of the Sahel, Sudan
and North- Guinean bioclimatic zones. These measurements allowed a better
understanding of the role of surface processes in relation to surface-boundary
layer interactions, vegetation dynamics at seasonal to decadal time-scales, diurnal
cycles of land surface fluxes (Gounou et al., 2012), the role of soil moisture in
initiating convection (Taylor et al., 2011), and meso to regional scale water blance
(Peugeot et al., 2011; Bock et al., 2011). For hydrology, discharge datasets are
used to evaluate the runoff simulated by LSMs. Due to the recent concerns about
pressure on water ressources related to climate change, the need to represent
deeper soil layers (groundwaters and aquifers) in LSMs has grown in modelers
community (Decharme et al., 2008, 2010; Vergnes et al., 2012). In the field,
several methods have been set up to collect datasets about groundwater recharge
(Scanlon et al., 2006; Vouillamoz et al., 2007; Seguis et al., 2011). However, if
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these datasets are useful for calibrating the models at local scale, because of the
high temporal and spatial variability of land surface properties and processes,
their use for global applications is limited.

1.6.2 Regional and global evaluation : Classic methods.

In the recent years, remote sensing technologies have been developped to com-
pensate for the lack of spatially distributed datasets. These technologies gener-
ally provide a large coverage which is more appropriate for global applications,
especially in areas where in-situ data are scarce. Such areas are generally nonin-
dustrialized regions with poor infrastructure and geopolitical issues, such as most
of the African continent or part of the Arctic (Alsdorf et al., 2007). Applications
of satellite remote sensing give a promising perspective for improvement, from
a point scale parametrisation to a much more spatially oriented perspective on
land surface and hydrological variables and processes.

There is a variety of remote sensing technologies, each of them providing use-
ful tools for LS modeling, depending on the variable one wants to observe and
of the temporal and spatial scale of the problem (Stisen, 2007). Geostationary
satellites can capture detailed diurnal variations in rainfall, temperature and ra-
diation, hereby providing valuable information on the energy and water fluxes
at the surface. These data are appreciable for short time scale analysis. Other
surface variables, such as leaf area index (LAI) and albedo are generally better
described using polar orbiting sensors, which have higher spatial resolution and
are subject to less angular effects (Stisen, 2007), but have a lower temporal sam-
pling . Combining the benefits of both geostationary and polar orbiting data in
LSMs is a useful way of getting most information out of remote sensing data.
This is due to the fact that surface fluxes depend on both highly dynamic climate
variables (temperature, radiation and rainfall) and less dynamic surface param-
eters (vegetation and LAI). Thermal infrared remote sensing can be used to
estimate land surface temperature, which is a direct indicator of moisture status
and evaporative state (Kustas et al., 1989). The disadvantage of using thermal
infrared data is that it requires completely clear sky conditions due to the high
sensitivity to clouds. Due to the highly dynamic nature of surface temperature,
the methods based on remote sensing of surface temperature are always instan-
taneous. Other remote sensing techniques, such as the optical remote sensing of
vegetation, require cloud free conditions. However, due to the low temporal vari-
ability of surface parameters, these can be estimated using temporal compositing
methods. Rainfall and radiation can be estimated from remote sensing of the
cloud properties and consequently do not require clear sky conditions (Adler et
al., 2000; Milford et al., 1996).

For hydrologic applications, it is valuable for modelers to get information
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about the continental water dynamics. Indeed, in situ discharge data, for exam-
ple, give 1-dimensional information which quantifies water movement in a con-
fined river chanel, but does not give any information about the lateral dynamics
of water. In more hydrologically complicated areas, the presence of wetlands and
floodplains, which are three-spatial-dimension processes, cannot be adequately
resolved using one-spatial-dimension observations (Alsdorf et al., 2007). In 2009,
the Soil Moisture and Ocean Salinity Mission (SMOS) satellite was launched,
as part of a joint CNES-ESA project aiming at estimating global soil moisture
and ocean salinity from space (Kerr et al., 2000, 2010). Soil moisture is a key
variable for hydrological modeling since it controls surface energy fluxes, but also
informs about land water storage in the surface first few centimeters. The earth’s
time-variable gravity field from the Gravity Recovery and Climate Experiment
(GRACE; Tapley et al. 2004) mission launched in 2002 provides water storage
evolution estimates and allows direct evaluation of Total Water Storage (TWS)
simulated by LSMs (Decharme et al., 2010; Grippa et al., 2011), although at a
relatively coarse spatial resolution. If valuable improvements have been made
in satellite remote sensing, the spatial extent and variability of wetlands, lakes,
reservoirs and other water bodies are poorly documented globally. Yet, they
strongly affect biogeochemical and trace gas fluxes between the land and the
atmosphere but also the hydrological cycle of many large river basins and the
freshwater transport to the ocean (Richey et al., 2002; Frey and Smith, 2007;
Decharme et al., 2008). The French spatial Institute, CNES (Centre National
d’Etudes Spatiales), in collaboration with the NASA (National Aeronautic and
Space Administration), recently proposed a satellite mission which will provide
maps of surface water levels and extent, giving a tool for modelers to better
understand and model three-dimensional spatial hydrological processes.

1.6.3 The future SWOT satellite mission

The future Surface Water Ocean Topogragraphy (SWOT) satellite mission is a
joint CNES-NASA project which will deliver maps of water surface elevation
(WSE) with an unprecedented resolution of 100m. It will provide observations
of rivers wider than 100 m and water surface areas above 250 x 250 m over
continental surfaces between 78°S and 78°N. The launch of this satellite is
tentatively planned for 2019. This satellite will be a usefool tool to observe
and better understand the global freshwater dynamics, in particular for regions
such as the Niger basin where water resources are limited and geopolitical is-
sues restrict the exchange of hydrological data. The SWOT mission will benefit
from the technical experience of two main previous missions, the SRTM (Shuttle
Radar Topography Mission; Farr et al., 2007) and the WSOA instrument (Wide
Swath Ocean Altimeter; Fu and Rodriguez, 2004). During the SRTM mission,
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Figure 1.4: Artists rendition of the SWO'T satellite in orbit.

in 2000, two interferometric radars were placed on the Endeavour spatial plat-
form, at the extremities of two 10 m baselines. They allowed the measurement of
surface topography with an appreciable precision (16m), coverage (80% of conti-
nental surfaces), and resolution (90m). Interest needed in large swath altimetry
was, at first, an initiative from the hydrologic science community, with the Wa-
tER mission (Water Elevation Recovery; Mognard et al., 2005) which aimed
at measuring continental water elevations. The WatER mission was renamed
WATER-HM (Water And Terrestrial Elevation Recovery - Hydrosphere Mapper
; Alsdorf et al., 2007), after oceanographers also joined the project. In 2007,
the mission was selected by NASA | as one of the 15 Earth Observation satellites
which will be developped within 10 years. On this occasion, the satellite was
renamed SWOT (Surface Water Ocean Topography).

The main advantage of SWOT is the use of an interferometric radar Karin
(Ka-band Radar Interferometer) in a Ka band (i.e. frequency of 35,6 GHz),
which was developped at JPL. Conventional altimeters use ranging measure-
ments, which require additional a priori assumptions (e.g., the first return is
from the nadir direction) in order to obtain heights and location measurements.
In addition, because altimeters are nadir looking instruments, they can only
provide along-track one-dimensional measurements. These limitations of radar
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Figure 1.5: Interferometric method concept.

altimetry can be overcome by using a technique called synthetic aperture radar
interferometry (IFSAR). Radar interferometry determines the location of the
target by measuring the relative delay (or phase shift) between the signals from
two antennas that are separated by a baseline distance (see Fig.1.5). Using ge-
ometry, the location of the range measurements in the plane of the observation
can be determined. The measurement triangle is made up of the baseline B,
and the range to the two antennas, r; and ry. The baseline is known by con-
struction and knowledge of the spacecraft attitude. The range r; is determined
by the system timing measurements. The range difference between r; and 7o
is determined by measuring the relative phase shift v between the two signals.
The phase shift is related to the range difference ¢, by the equation v = 276, /A,
where A is the radar wavelength. The additionnal information required for de-
termining the measurement location, the incidence angle , can be obtained from
the range difference by means of the relationship v = 27 Bsin(#)/\. Given these
measurements, the height h above a reference plane can be obtained using the
equation h = H — rycos(0) (Lu et al., 2007).
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The formulas given here are appropriate for mapping heights relative a ref-
erence plane (more details about mapping heights relative to a curve surface are
given by Rosen et al., 2000). The spatial resolution is dependent on the band-
width (the range resolution in the cross-track direction) and antenna size (the az-
imuth resolution in the alongtrack direction). According to the SWOT scientific
requirements (Rodriguez, 2009), the vertical precision of height measurements
will be about 10cm for a 1km? pixel. The error of surface water extent estimation
will be less than 20% of the considered surface. The SWOT satellite will provide
2 dimensional maps of land waters, with global coverage, which will provide valu-
able information about hydrological three-spatial-dimension phenomenon, such
as wetlands and floodplains. This was not possible with previous altimeters (
TOPEX/POSEIDON, JASON 1 and 2). The nominal SWOT lifetime is 3 years
(aiming 5 years). The first months period will be a calibration/validation period,
followed by the nominal phase. The nominal phase consists of 22-day repetitivity
orbits, which represent a complete global coverage for a 140km swath. It will
have a 970km altitude and a 78° angular position.

Land water storage and the associated fresh water fluxes or discharge play a
fundamental role in the global water cycle. However, measurements of the land
water storage and fluxes are scarcely available at regional to global scales, par-
ticularly in closed basins. This situation is generally worse in regions where an-
thropogenic pressures on the already limited water resources is high, such as the
Sahelian zone of West Africa (Redelsperger et al., 2006). A better understanding
and monitoring of hydrological processes are needed to improve food security and
socio-economic stability in such regions, especially because of the uncertainty in
the future evolution of water resources in response to anticipated global climate
change. But instead of increasing observational networks in response to such
needs, the coverage in such regions (and in general, globally) is currently de-
creasing. River routing parameterizations use very simple assumptions, largely
owing to parameter uncertainty and a lack of high quality spatially distributed
evaluation data (such as discharge) over large parts of the globe. Moreover, it has
been shown by inter-comparing a large ensemble of independent LSMs driven by
realistic atmospheric forcing that on a global scale, the land surface flux with the
highest uncertainty (least agreement defined as the largest inter-model variabil-
ity) is the runoff (Dirmeyer et al., 2006). Indeed, once such a parameterization
has been transfered to the AGCM or NWP model, it is applied over the en-
tire globe (even for basins where offline precipitation estimates might have been
poor or where discharge for evaluation was not available). The seemingly logical
choice to address this issue is to use remotely sensed data in offline mode. Indeed,
spaceborne platforms can be used to estimate certain hydrological variables to
within a reasonable accuracy (Alsdorf et al., 2007). However, current monitoring
strategies do not give complete global coverage of these variables. SWOT would
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placed at the extremities of two 10 m baselines. The interferometers swaths are
60km large each. A nadir altimeter is situtated in the middle of the system.
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provide the first possibility to improve the river routing, the representation of
lakes and hydrological model parameterizations within LSMs at a relatively high
spatial resolution over all of the globe using a data assimilation strategy. Ten-
dencies in water height change and spatial coverage could be directly assimilated
into river routing and floodplain parameterizations, which would then result in
improved estimates of discharge on a global scale. The more realistic estimates
of river routing could then be used to improve LSM runoff parameterizations
and, by extension, estimates of evaporation.

A realistic simulation of the hydrological impacts of seasonal climate anoma-
lies and global warming by AGCMs will be critical for ecology and human activ-
ities. While the continental land component of such models continue to improve
through incorporation of better soils, topography, land use and land cover maps,
not to mention advances in soil physics, cold-season processes and the represen-
tation of the Carbon cycle, their representations of the surface water balance are
still greatly in error in large part because of the absence of a coherent obser-
vational basis for quantifying river discharge and surface water storage globally
(Alsdorf et al., 2007). The improved representation of global scale hydrology will
not only have an impact on the estimates of freshwater discharge into the oceans,
but it also has the potential to improve the estimate of continental evaporation
and therefore have an influence on the atmospheric circulation and precipita-
tion simulated by such models. Such improvements would be useful not only for
climate scenarios, but also for seasonal weather prediction and water resource
management.

1.7 Modeling of the Niger river basin : A scien-
tific, social and economic challenge.

During the 1970s and 1980s, West Africa has faced extreme climate variations
with extended drought conditions. Of particular importance is the Niger basin,
since it traverses a large part of the Sahel and is thus a critical source of water
for an ever-increasing local population in this semi arid region. However, the
understanding of the hydrological processes over this basin is currently limited
by the lack of spatially distributed surface water and discharge measurements.
This chapter gives a review of the main characteristics of the Niger basin.

1.7.1 Geo-demographical environment of the Niger river
Basin

The Niger River Basin is located between the meridians of 11°30" west and 15°
east, from Guinea to Chad; and between the parallels of 22° north and 5° north,
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Figure 1.7: The Niger river basin. The spatial resolution is 0.5° x 0.5°. The white
contour is the delimitation of the Niger basin. The yellow squares are the sta-
tions where discharge observations are available: (1) Banankoro, (2) Koulikoro,
(3) Ke Macina, (4) Niamey, (5) Ansongo, (6) Kandadji, (7) Malanville (8) Lokoja.
The purple boxes represent the sites where satellite-based height change obser-
vations are used for evaluation. The legend indicates the terrain elevations from
GTOPO30 (m). The red square indicates the inner delta region.
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extending from the Hoggar Mountains to the Gulf of Guinea. The Basin extends
3,000 kilometers from east to west and 2,000 kilometers from north to south.
Originating in the Guinean highlands within the regions of Haute Guinée and
Guinée Forestiére in the Fouta Djallon Massif, the Niger River is the third-
longest river in Africa (4,200 kilometers), after the Nile and the Congo. It ends
in Nigeria, discharging through a massive delta into the Gulf of Guinea within
the Atlantic Ocean. On its way through Mali, it traverses a vast, spreading
floodplain called the Inland Delta. The Inland Delta, averaging 73.000 square
kilometers, dissipates a significant proportion of the flow of the river through
absorption and evaporation (Andersen et al., 2005). From the headwaters to the
Niger Delta and taking into account the hydrologically active area, the Basin
has an average area of about 1.5 million square kilometers. The Niger river is
shared by nine countries in West and Central Africa according to the following
approximate percentage (Andersen et. al, 2005) : Benin (2.5 percent), Burkina
Faso (3.9 percent), Cameroon (4.4 percent), Chad (1.0 percent), Cote d’Ivoire
(1.2 percent), Guinea (4.6 percent), Mali (30.3 percent), Niger (23.8 percent),
and Nigeria (28.3 percent). The population living in the Basin is estimated at 100
million, with an average growth rate of 3 percent per year. Table 1. summarizes
the socio-economic statistical characteristics of the Niger basin countries. As
shown in this table, the socio-economic situation of the Basin countries relies
on many river-related activities (agricultural productions, freshwater fishing and
livestock farming). Also, the availability of water resources is a capital issue for
the economic and social development of the basin population. The next section
gives a brief review of the climatic conditions of the West African region, focusing
on the rainfall anomalies observed during the last decades, and their impact on
the Niger river flow and water availability.

1.7.2 Climatic conditions, rainfall variability and water
ressources availability

The complexity of the Niger basin is related to the fact that it traverses very dif-
ferent climatic zones, from the tropical humid Guinean coast where it generally
rains every month of the year, to the desertic Saharian region with very little pre-
cipitation. In between, the river flows through the Soudanian and the Sahelien
zones. The Soudanian zone is located between 7° — 10°N, and is predominantly
covered by savanna or plains, with a mixture of tropical or subtropical grasses
and woodlands. The Sahel is a semi-arid region with sparse vegetation. The
basin is characterized by two distinct annual seasons : a wet season and a dry
season. The region is generally warm, although the high mountains and Sahara
desert can experience relatively extreme temperature ranges. The climatic con-
ditions of the Niger basin are closely related to the movement of air masses of the
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Burkina Cote
Parameter Benin Faso Cameroon Chad d'Tvoire Guinea Mali Niger Nigeria
Total area (millions km?) 0.114 0.274 0475 1.284 0.322 0.246 1.24 127 0.924
Population (millions) 6.75 10.7 149 83 154 7.1 10.6 10.7 114
Population increase (%/year) 3.1 2.3 23 3.2 21 3.1 22 3.5 2.7
Urban population (%) 39.9 18 481 235 45.8 321 204 201 431
GDF /person (USS) 933 965 1573 850 1,653 1,934 753 753 853
Estimated population 115 217 278 134 299 14 27 19.2 235
2025 (millions)
Agricultural production
(1,000 tons)
Rice 36 89 65 100 1,162 750 590 54 3,400
Peanuts — 205 160 372 144 182 140 — 2,783
Corn 662 378 600-850 173 573 89 341 5 5,127
Millet 29 979 71 366 65 10 641 2,391 5,956
Sugar cane — — — 280 — 220 303 174 675
Cotton 150 136 75-79 103 130 16 218 — 55
Livestock (head, millions)
Beef 1.35 4.55 5.90 5.58 1.35 237 6.06 217 19.8
Sheep 063 6.35 3.80 243 139 0.69 6.0 4.31 205
Freshwater fishing (1,000 tons) 44 — 89 6 68 103 108 6 383
Within Niger Basin
Hydrologically active
Area (10° km?)? 37.50 58.5 66.0 15.0 18.0 69.0 45450 357.0 424 50
(%) 2.50 3.90 440 1.0 1.20 460 30.30 23.80 28.30
Population (millions) 1.95 232 446 0.08 0.80 1.60 7.80 8.30 67.60
(%) 210 2.20 470 0.10 0.80 1.70 8.20 8.80 7140

Source: Data are primarily based on recent (2004) national multisector studies on the assessment of opportunities and constraints to development
of each country’s portion of the Niger River Basin, prepared with support from the World Bank (Cameroon, Chad, Guinea, and Nigeria) and the

Canadian International Development Agency (CIDA) (Benin, Burkina Faso, Cote d'lvoire, Mali, and Niger).

Note: — = not available. Values in italics relate to data involving the entire country; data in plain text relate to the part of the country located in the

Niger River Basin.

a. http:/ /www.riob-info.org /gwp /PP_Niger.pdf. The hydrologically active area of the Niger River Basin is 1.5 million square kilometers.

Table 1.1:

coountries (from Andersen et al., 2005.

Socioeconomic statistical characteristics of the Niger river basin
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Figure 1.8: Rainfall fluctuations 1901 to 1998, expressed as a regionally averaged
standard deviation (departure from the long-term mean divided by the standard

deviation). Locations of the regions are indicated in map at the right (From
Nicholson, 2001).

Intertropical Convergence Zone (ITCZ), north and south of the equator. During
summer, (from June to September), the solar radiation intensifies and heats the
surface. Following the excursion of the sun, the monsoon develops over WA,
bringing the I'TCZ northward, with humid and unstable maritime equatorial air
and relatively cool temperatures. The monsoon is generally longer and stronger
in the Southern part of the basin, along the Guinean coast. During the dry
season (covering winter and spring from December to May), the North-easterly
Harmattan wind brings hot, dry air and high temperatures. Annual rainfall has
a strong spatial variability ranging from less than 100 mm in the Sahel to more
than 1200mm on the Guinean coast (Andersen et al., 2005). The basin is char-
acterized by relatively low orography except few mountains ranges upstream of
the river, in the Guinean highlands.

In the last few decades, West Africa endured extreme rainfall anomalies, with
severe droughts during the 1970’s and the 1990’s (Nicholson, 1980, 2001; Lebel
et al., 2009, Kasei et al., 2010). Nicholson calculated the regional rainfall fluctu-
ations (as the departure from long term mean rainfall divided by the standard
deviation) over the period 1901-1991 and showed a general decline in rainfall in
Western Africa from 1968 to 1991 (Fig.1.8). A reduction of about 25% of the
annual rainfall was found in the 1968-1989 period compared to the 1950-1967
mean at Niamey (Le Barbe and Lebel, 1997).
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Rainfall anomalies generally result in runoff and river discharge anomalies.
Indeed, Lebel et al. (2005) observed that, over the Niamey catchment, a rela-
tive precipitation anomaly would lead to a relative discharge anomaly at least
twice as large at the Niamey gauging station. This close relationship between
annual rainfall and annual runoff was generalized over the West African basin by
d’Orgeval and Polcher (2007). Olivry (1998) observed a long-term relationship
between rainfall and river flow, which is greatly influenced by the groundwater
baseflow. Indeed, after several dry years, the groundwater base flow is reduced,
leading to a lower river flow. The return to a ’standard’ river flow requires the
replenishment of groundwaters, which is possible only after several wet years.
This return is referred by Olivry as the 'memory of the river’. This observa-
tion has lead to an increasing number of studies and measurements of aquifer
recharge in West Africa by hydrodynamics or geochemical methods (Leblanc et
al, 2007; Leduc et al., 2000; Lutz et al., 2009; Huneau et al., 2011; Vouillamoz
et al., 2007; Le Gal La Salle et al., 2001; Seguis et al., 2011). Most of the time,
these measurements are local and not easy for use in regional hydrologic sim-
ulations due to the assumed spatial variability of groundwater recharge. More
recent studies have shown the impact of land use changes, (deforestation and in-
crease of cultivable areas), on the annual discharge of the Niger river (Descroix et
al., 2008; D’Orgeval and Polcher, 2007; Fritsch, 1990; Snelder and Bryan, 1995;
Bergkamp, 1998; Casenave and Valentin, 1992). Indeed, in the past decades,
land use changes have increased the surface runoff resulting in two main phe-
nomenon. In exoreic areas, the rise of surface runoff contributes to more water
in the river, resulting in a enhanced river flow. In endoreic areas, the runoff con-
tributes to the formation of new ponds and lakes which infiltrate and supply the
groundwater. The cycle of the Niger river is then influenced by many natural or
anthropogenic factors which makes it difficult to get a good prediction of water
availabitlity in the future.

According to the Intergovernmental Panel on Climate Change (IPCC), ex-
treme events, such as droughts, heat waves and heavy precipitation will become
more frequent with climate change (Kasei et al., 2010), which can have devas-
tating consequences for the population (loss of livestock and crop production
provoking food shortage and hunger, disease epidemics, population movement,
etc...). In July 2012, half a year’s worth of rain fell in the Dosso Region (140km
from Niamey) in just 24 hours destroying thousands of homes and leaving at
least 75.000 people homeless. All of these people were affected by the Sahel
Food Crisis and many of their farms (along with the 2012 crops) were destroyed.
Two weeks later, Niamey was also hit by flash flooding. The Non-Governmental
Organisation, 'Plan Ireland’, reported the consternation and impotence of the
population faced with such an event : 'In 30 years, the river has never come so
far and we have never had such flooding’ (from http://reliefweb.int/).
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Also, the pressure on water resources due to climate variability and its impact
on food production, can act as a source of international conflicts in WA. In 1998,
low water levels in the Akosombo dam in Ghana caused an energy crisis, which
many blamed on Burkina Fasos’s enhanced use of water resources upstream of the
Volta basin (Kasei et al., 2010). Yet, such extreme situations could be avoided,
or at least, their impact could be reduced, with a better prediction of the rainy
season and more detailed water impact studies at seasonnal and regional time
scales. Of particular interest for such studies, is the inland delta, situated in
Mali, which has an average spatial extent of 75.000 square kilometers, which
dissipates a significant proportion of the flow of the river through evaporation
and to a lesser extent, infiltration. Indeed, the inland delta is annualy flooded,
enhancing evaporation over the wetlands. This evaporation impacts the atmo-
spheric dynamics, but also, the water cycle of the basin through the reduction
of the river flow. Thus, the inland delta is a complex zone of the Niger basin,
for which all of the main processes must be correctly represented in LSMs. The
next section focuses on the inland delta and its dynamics.

1.7.3 The inland delta, a complex region for hydrologic
modeling.

The inland delta region, with its system of lakes on both banks of the Niger river,
is located between the latitudes 13°N — 16°N and the longitudes 3°W — 4°W.
It extends downstream from the hydrological stations at KeMacina on the Niger
river to the station at Dire in the North. It is both supplied in runoff by the
Niger and the Bani rivers. The hydrological characteristics of the inland delta
area are largely dependant on two aspects (Andersen et al., 2005) :

e exogenous runoff conditions, with most of the water resources coming from
upstream areas, with higher rainfall;

e Morphological and climatological conditions specific to the inland delta,
affecting runoff (water loss, flooding) and water balance (evaporation, in-
filtration).

The inland delta is subject to significant annual variability, with large flooding
during summer (see Fig.1.9). The average flooded area over the period 1955-
1996, estimated by Mahé et al.(2009), using a method based on the hydrological
balance, is assumed to be about 24.000 km?. The Inland Delta storage capacity
varies from 7 cubic kms to 70 cubic kms. Through this delta, a signifant amount
of water is lost ( approximately 40% ) via evaporation, and in a lesser proportion,
infiltration. This relative loss represents an annual volume loss ranging from 7
cubic kms for a dry period to 25 cubic kms for wet years (Andersen et al.,
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2005). The average input and output discharges are approximately 1490 and 900
m3.s~1 respectively, over the period 1955-1996 (Mahé et al., 2009). The analysis
of three typical years (wet, average and dry respectively in 1954, 1968 and 1985)
by Andersen et al., showed that the water loss through the delta is positively
correlated with the amount of rainfall over the basin.

Fig.1.10 shows the difference between the annual volume of water in the in-
land delta from Ké Macina to the outlet at Diré. In an average year, 60 cubic
kilometers arrive from upstream and 30 cubic kilometers are lost by evapotran-
spiration, corresponding to the extent of the flooded area in this reach, which
can vary from 5,000 square kilometers to more than 30,000 square kilometers
from the driest to the wettest years.

Another characteristic of the inland delta, is that the flooding occuring in
this zone impacts the discharge downstream from the delta. Fi.1.11 shows the
observed in situ discharge in Koulikoro, situated upstream from the inland delta,
and in Niamey situated downstream from the delta (see Fig.1.7 for localizations).
These observed data have been provided by the Authorithé du Bassin du Niger
(ABN) as part of their Niger-HYCOS Project. While the discharge in Koulikoro
presents a one-peak pattern, caused by the local seasonnal rainfall, at Niamey,
the maximum flows are usually twofold: a first wet seasonal peak flow and an
upstream dry seasonal peak flow. The first high-water discharge, occurs soon
after the local rainy season in September while a second peak is observed in
December with the arrival of the delayed flood from upstream (Andersen et al.,
2005). May and June are the low-water months. It should also be noted that the
difference of discharge amplitude between Niamey and Koulikoro (in Koulikoro,
the discharge is more than twice higher than in Niamey) is due to the loss of
water in the inland delta. These characteristics of the delta will be investigated
further in Chapter 3.

The diverse processes occuring in the inland delta have an impact on the
water and energy budget of the basin, but also influence the water storage and
discharge, locally and upstream from the delta. For these reasons, those pro-
cesses, such as flooding and evaporation from floodplains, must be considered
in LSMs if one wants a consistent representation of the hydrology and hydro-
dynamics of the Niger basin and to properly account for potential atmospheric
interactions.

1.7.4 The African Monsoon Multidisciplinary Analysis (AMMA)
program
The dramatic changes in precipitation observed in West Africa during the latter

decades of the 20" century, as well as the large climate change projection uncer-
tainties, were major motivations for the AMMA program (http://www.amma-
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Figure 1.9: Flooded zones derived from the MODIS satellite mission ( the
datasets are issued from J.F. Crétaux, LEGOS, see Part 3.5 for more details).
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international.org). This project, launched in 2002, was motivated by the need
to determinate the mechanisms responsible for the decline in rainfall over the
West African region. To attain this goal, all of the processes involved in the
WAM formation, variability and persistence have been investigated in AMMA.
This international program gathered scientists from more than 40 organisations
from Europe and Africa. As a major outcome of the project, it is hoped that the
improvement of climate and weather forecasts will enable a better management
of water resources, food security and public health.

The monsoon system invloves diverse interactions between the ocean, the
land surface and the atmosphere. Studying these processes over a wide range
of scales from micro to global scales will lead to a better understanding of the
monsoon system. A number of issues are still not well understood, notably the
mechanisms involved in the onset of the monsoon, and the timing of retreat.
Factors involved in the triggering, maintenance and decay of convective systems
have also been studied, and continue to be the subject of ongoing research. A
better understanding of the water cycle in WA will help to improve our under-
standing of the variability of the monsoon from diurnal to seasonal time periods.
It is known that aerosol optical thickness can be particularly high over the region,
but its precise role in the monsoon system is only now being explored (Kocha et
al., 2012). Finally, the program aims at understanding the interactions between
the monsoon and the global climate from a physical and chemical perspective
in order to increase our confidence in the predicted climate over the Sahelian
region.

The field campaign aimed at observing the atmosphere, the ocean, the land
surface, and their interactions at different space and time scales ( Lebel et al.,
2010 ). The Long term Observing Period (LOP) is concerned with observations
of interannual to decadal variability of the WAM. It was operated from 2002 to
2010 over the three main mesosites with enhanced measures of rainfall amounts
and surface properties. The Enhanced Observing Period (EOP) was operated
over the period 2005-2007, and aimed at documenting the annual cycle of the sur-
face and atmospheric conditions. Extra radiosoundings were launched along the
meridional transect, enhanced surface measurements were carried out, ground-
based instruments (radars, profilers) were operated at diferent sites. In addition,
oceanic measurements were done on research vessels in the Gulf of Guinea. The
Special Observing Periods (SOP) were devoted to detailed observations of pro-
cesses taking place at key stages of the WAM with high temporal and spatial
resolutions. They were dedicated to the intensive observation of the meridional
transect and a large range of instruments was deployed (for further details, see
Redelsperger et al., 2006).
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2.1 The ISBA force restore land surface model

As ISBA was designed for meteorological models, it represents a compromise
between being a relatively simple scheme, and describing the most important
components of land surface processes. The physics are simple and based on the
bucket approach. The simplicity of the scheme is achieved by the calibration
of several important coefficients with more sophisticated models and experimen-
tal data (Noilhan and Mahfouf, 1996). The scheme includes the treatment of
soil heat and water flow, water interception by vegetation, aerodynamic transfer
processes in the atmospheric surface layer, and a simplified treatment of radia-
tion. The scheme uses the force restore model for soil heat and water content
(Blackadar, 1976; Deardorff, 1977) and computes evaporation from soil, inter-
cepted water and transpiration (Mahfouf and Noilhan, 1991). Other important
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features of the scheme include a representation of gravitational drainage (Mah-
fouf and Noilhan, 1996), the introduction of soil/vegetation heat capacity, the
inclusion of a snow scheme based on the force restore method (Douville et al.,
1995), representation of the Dunne runoff using the VIC approach (Habets et al.,
1999a), addition of a third soil layer (Boone et al., 1999), inclusion of subgrid
hydrology (Habets et al., 1999b; Etchevers et al., 2001; Decharme and Dou-
ville, 2007), explicit representation of snow with a three-layer scheme (Boone
and Etchevers, 2001),. A multiple-soil-layer version, ISBA-DIF, has also been
developped (Boone et al., 2000; Decharme et al., 2012), but the current study
uses the 3-hydrological soil layer option. Finally, the ISBA-TRIP CHS has been
developped to form a link between continental water and oceans or seas. Note
that ISBA-TRIP is currently used in climate simulations, coupled to the GCM
from Meteo-France, ARPEGE.

The ISBA model is run as part of the SURFEX (SURface EXTernalisée for ex-

ternalized surface) platform developed by Météo-France in cooperation with the
scientific community (www.cnrm.meteo.fr/surfex/). This platform is composed
of various physical models for natural land surface, urbanized areas, lakes and
oceans (see Fig.2.1). It also simulates chemistry and aerosols surface processes
and can be used for assimilation of surface and near surface variables. SURFEX
has its own initialisation procedures and can be used in a stand alone mode (used
in this work) or coupled to an atmospheric model. In this study, only the natural
land surface processes (ISBA) were activated as the Niger river basin is a mostly
natural region with very little urbanization.

2.1.1 Pronostic variables and atmospheric forcing

In the ISBA-3L version (Fig.2.2), the soil is divided in 2 reservoirs : a root
reservoir, wq, of depth dy, and a deep reservoir, ws of thickness ds — dy, where
ds is the total soil depth. A superficial layer, wq, of depth di, is included in the
root reservoir. The ISBA-3L model (without the snow scheme) calculates the
temporal evolution of 6 pronostic variables representing the surface temperature
Ts, the water content in the three soil layers, W; and the water interception by the
canopy, W,.. The ISBA model is run in offline mode and forced by atmospheric
variables, listed in table 2.2. These atmospheric variables are generally available
at time steps ranging from 30 minutes to 6 hours in offline mode. Note that the
scheme includes a representation of the snow which will not be fully described
here, as the simulations will focus on West Africa. However, details about the
snow scheme can be found in several studies (Douville et al., 1995; Boone and
Etchevers, 2001).
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Figure 2.1: Surfex platform concept

Pronostic variables Symbols
Energy budget

Surface Temperature T,

Deep soil temperature T

Water budget

Water content for each soil layer w;(i=1,3)
Interception water storage by canopy | w,

Table 2.1: Pronostic variables of ISBA



58 Chapter 2. The ISBA-TRIP Continental Hydrologic System

evaporation (E )

Canopy direct
Plant transpiration

(E,)
Canopy Bare soil
Surface dripping (R) evaporation
runoff (@)

-.

njiliratio v Diffusion(D ;)|

Diffusion & drainage
(D3) (K2) Deep drainage (K3)

Figure 2.2: ISBA 3-L configuration (without the snow scheme). This model
versions includes 3 hydrologic layers devided in two main reservoirs : the root
zone layer, wq, of depth dy, and the deep drainage zone, ws of depth ds. The
surface superficial layer, wy, of depth dy, is included in the root zone layer. In
this superficial layer, the heat transfers between the soil and the atmosphere are
calculated and it is sufficiently thin to resolve the diurnal cycle. K and D are
the drainage and diffusion in the soil. I, is the surface water infiltration which
includes the water driping from the canopy,d,., the water precipitated on the soil
minus the total surface runoff, (),. The total evaporation is represented by the
sum of the transpiration from the vegetation, Fj,..,s, and the evaporation from
the canopy, Egunop, and from the bare soil, E,,;. The canopy water storage is
represented by W,.. Snow and soil ice are not shown.
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Atmospheric variables Symbols | Unities
Solar radiation R W.m™2
Atmospheric radiation Ry W.m =2
Liquid precipitation R, kg.m=2.s71
Solid precipitation S, kg.m=2.s71
Air temperature at z.f T, K
Horizontal wind speed at z.es, | Vi m.s~!
Air specific humidity at z..f 0o kg.kg™!
Surface atmospheric pressure | P, Pa

Table 2.2: Atmospheric variables needed to force the ISBA-TRIP model. z,.s is
a reference level for T, and ¢,, generally considered as 2m (although it can be
higher, for example when applied to a GCM). 2., is the reference height for
wind speed which is not necessarily the same as z,.; in offline mode (generally
it is 10m, although it is identical to 2.y in coupled mode.

2.1.2 ISBA input parameters

ISBA input parameters are related to soil and vegetation and can be constant
or time evolving in order to represent the seasonal evolution of soil and vege-
tation. They have been chosen, so that the model is able to characterize the
main physical parameters while attempting to reduce the number of indepen-
dant variables. They can be divided in two categories : primary parameters that
need to be specified at each model grid point, and secondary parameters which
values can be derived from the primary parameters (see table 2.3). The primary
parameters describe the nature of the land surface and its vegetation coverage
: the percentage of sand and clay in the soil, the different vegetation types, the
depth of the deep soil layers, the albedo and emissivity of the surface. The sec-
ondary parameters, associated with the soil type, are evaluated from the sand
and clay composition of the soil (Giordani et al., 1996; Noilhan and Lacarrére,
1995) whereas those related to the vegetation can either be derived from the
vegetation types, or from existing classification or observations.

2.1.2.1 Soil related input parameters

First of all, the soil is defined by its texture (sand/clay fractions), on which
depend the general characteristics of the soil. The water flux in the soil is calcu-
lated using Darcy’s law and the vertical fluxes are proportionnal to the product
of the hydraulic conductivity (k) times the gradient potential matrix (¢). These
two variables are related to the soil water content by the relationships (Brooks
and Corey, 1966) :
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Primary parameters Secondary parameters Symbols

SOIL

Clay fraction Xelay

Sand fraction Xsand
Saturation or porosity Wsat
Field capacity We
Wilting point Wapilt
Saturated soil water potential Osat
Saturated soil hydric conductivity Kear
Slope of the retention curve b
Soil thermal coefficient at saturation Casat

VEGETATION

Vegetation type
Fraction of vegetation veg
Minimal surface resistance Rein
Leaf area index LAI
Roughness length for momentum and heat | z

BOTH

Soil depth dii—23

Albedo Q@

Emissivity €

Soil /vegetation heat capacity

Cr

Table 2.3: ISBA input parameters
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k= ko S20H3 (2.1)
¢ - Qbsatszzb (22)

where b is the slope of the retention curve, kg (m.s™1) is the saturated hy-
draulic conductivity, and ¢4 (m) is the saturated soil water potential. S, is the
soil relative saturation and is defined as :

Sw =w/wsey (0< S, < 1) (2.3)

where wy,; is the soil porosity.

The values of ¢gqr, Weat, ksar and b are determinated by Clapp and Hornberger
(1978) for 11 soil textures.

Two other parameters are used to describe the soil hydrologic characteristics.
The wilting point volumetric moisture content, w,;;, is defined by inverting equa-
tion 2.2. and considering a low soil water potential equal to -150m (Jacquemin
and Noilhan, 1990). Below this value, the soil water potential is generally too
small for the plants to extract water from the soil. The field capacity volumetric
moisture content, wy., is obtained through the inversion of equation 2.1., con-
sidering that the soil hydraulic conductivity is equal to 10™*m.day = (Wetzel et
Chang 1987). Below this value of the soil hydraulic conductivity, no gravitational
drainage occurs (it is assumed to be negligible).

The heat diffusion in the soil is calculated using Fourier’s law. The heat
flux is proportionnal to the product of the vertical temperature gradient and the
soil thermal conductivity. The soil thermal conductivity and heat capacity are
related to the soil water content and texture via the relationships ( McCumber

and Pielke, 1981; Al Nakshabandi and Kohnke, 1965) :

cg = (1 — Wsat)Csoit + Weyy, (2.4)
A = 418exp[—logio(—¢) — 4.7] (A >=0.171), (2.5)

where \ is the heat conductivity (W.m™1. K1), ¢, and c,,; are respectively
the heat capacities of water and bare soil and ¢,(J.K~t.m™?) is the total heat
capacity of the soil.

2.1.2.2 Vegetation related input parameters

These parameters are used to describe the vegetation mean characteristics over
each grid cell. They give information about the fraction of vegetated area, the
density of the vegetation and its biophysical properties, which are needed for the
calculation of the water and energy budgets relative to the vegetation. The frac-
tional vegetation cover, veg, is used to treat separately, the evapotranspiration
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from the vegetation and the evaporation from bare soil, which is defined over
the relative area of the cell as (1 — veg). The Leaf Area Index (LAI), expressed
in m2.m~2, is related to the density of the vegetation. It controls the amount
of transpiration and interception by the canopy and can vary seasonaly. The
minimum stomatal resistance, Ry, represents the stomatal resistance when
the leaf is at full water capacity, at full sunlight and when the vapor pressure
effect is negligible. It impacts plant transpiration and depends on the type of
plant considered. The vegetation roughness length, 2y, depends on its structure
and affects the intensity of turbulent fluxes. The effective soil-vegetation albedo
and emissivity are averaged over the grid.

2.1.3 Energy budget

The energy budget of the soil-vegetation system at the surface can be written as
follows :

G=R,—H-LF,

LE = Lv<Esoil + Eveg) (26)

where Lv(J.kg_l) is the latent heat of vaporisation, F,,; is the evaporation
of bare soil and F,., is the evapotranspiration from the vegetation. It is split
into the portion coming from the interception reservoir, E,, and from the root
zone via transpiration, Ei.q,s, (plant water storage is assumed to be negligible).
The model calculates the temporal evolution of the surface temperature T, rep-
resenting the temperature of the system soil-vegetation at the surface, and of the
deep soil temperature, T :

T. 2
T, =Cr(R,— H—-LFE) — ] (Ts — 1), (2.7)
ot T
o7, 1
2 T, - T 9.
ot 7_( s 2)7 ( 8)

where Cr(m?.K.J7!) is the thermal inertie coefficient related to the soil-
vegetation composite. 7(s) is a time constant fixed to 1 day. The terms R,,, H
and LE are detailed in section 1.2 (equations 1.4 to 1.7).

2.1.4 Water budget

ISBA-3L calculates the temporal evolution of the water content in the 3 hydro-
logical layers, wy, wy and ws (see Fig.2.2), as well as in the interception reservoir,
Wy -

81111 Ol

E B E(L’ - Eso’il) — D1 Wpin Swyp < Wsat (29)
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0 1
% = p_d([r - Esoil - Etransp) - K2 - D2 Wmin < Wa < Wsat, (210)
w2
ow d
at?) — (d 2d )(KQ —+ DQ) —_ K3 Wiin S Ws S Wgat - (211)
3 — W2
ow,
=vegx P—FE,.— R, 0<w, <w,,,,. . (2.12)

ot

I.(kg.m?.s71) represents the surface infiltration (see Fig.2.2) and is expressed
as :

Ir = (1 - Ueg)P + Rr - Qsa (213)

where P(kg.m?.s7!) is the liquid precipitation, and Qs(kg.m?.s~1) is the sur-
face runoff. R,(kg.m?.s™'), is the canopy drip, which occurs only if w, > w,, ..
E, is the evaporation flux from the intercepted water by the canopy. K and
D represent the drainage and diffusion fluxes in the soil and will be detailed in
section 2.1.6.

2.1.5 Evapotranspiration

The simulated evapotranspiration is the sum of evaporation from bare soil and
evapotranspiration from the vegetation. The evaporation from bare soil, F,;,
is related to the gradients of humidity, pressure and temperature between the
surface and the atmosphere :

Esoil - (]- - Ueg)paCH‘/(l[hu(_Isat<Tsa PS) - Qa] (214)

where (1 — veg) is the fraction of soil which is not covered by the vegetation,
¢, is the air humidity, h, is the soil relative humidity and gz (75, Ps) is the
saturated specific humidity at temperature T, and pressure P;.

The evapotranspiration from the vegetation is expressed as :

EU@Q = UegpaCHV;lhu[QSat(Tsa Ps) - qa] (215)

The Halstead coefficient, h,, takes account of the direct evaporation from the
canopy. Is it defined as :

2.1.6 Hydrology
2.1.6.1 Soil diffusion

The vertical soil diffusion terms D; and Ds, from equations (2.9), (2.10) and
(2.10) are expressed as :
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D, = %(wl — Wyeq);

2.16
Dy = %(U& — w3) ( )

D1 represents the vertical water transfers between the surface and the root
zone layers. D, represents the vertical water transfers between the root zone and
the deep soil layers. The sense of the flux depends on the sign of the humidity
gradient wy — ws.The surface volumetric water content at the balance of gravity
and capillary forces, wgyeq, is described using the soil hydraulic parameters from
Clapp and Hornberger (1978) :

W1ge Wa Wa P Wa *
ﬂ___a( ) 1_< ) , (2.17)
Wsat Wsat Wsat Wsat

where a and p are empirical parameters depending on soil texture. When w; g,
then the water tranfer is done from the surface layer to the root layer. When

W1 geq, then the superficial layer is recharged in water by the sublayer.

2.1.6.2 Drainage

The drainage terms , K, and K3, are expressed as :

Ky = %maw[(h (wg — wy)], (2.18)
K= Sty 1= )

where 7(s) represents the restore constant of one day and w.(m?.m™?) is the

field capacity volumetric water content. K5 represents the gravity flux from root
zone to drainage layer and K3 represents water leaving the upper soil column
which can then be routed or transferred depending on another model.

2.1.6.3 Force-restore coefficients

The force-restore coefficients Cy, Cy (Noilhan and Planton 1989), and C} are cal-
ibrated against multilayer soil hydrological models, and C'3 is computed analyti-
cally (Mahfouf and Noilhan, 1996). The C}, Cs, and Cj force-restore coefficients
are expressed as :

(b/2)+1
Cl — Clsat <wus,zt> )
Cr = ey () (2.19)
03 _ T(2b+2)ksat

T ds[(wi/wsat) 2072 —1]

where Ci5, and Cy,ep are parameters, w; is a small numerical value, and wj
is a function of wy. and wse.
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2.1.6.4 Surface runoff

The right partitioning of total runoff into surface runoff (fast runoff component)
and drainage (slow runoff component) is a crucial process for the simulation of
river discharge (Lohmann et al. 1998; Boone et al. 2004; Decharme, 2007) at the
hourly to the daily time scale. The surface runoff over saturated areas, named
Dunne runoff, is dependant on the subgrid variability of soil moisture. In ISBA,
it is computed using a simple TOPMODEL approach (Beven and Kirkby, 1979).
Beven and Kirkby (1979) and Silvapalan et al. (1987) proposed a simple hy-
drological forecasting model, named TOPMODEL. This approach attempts to
combine the important distributed effects of channel network topology and dy-
namic contributing areas for runoff generation. The coupling between ISBA and
TOPMODEL was first introduced by Habets and Saulnier (2001) using the two-
layer soil hydrology. Then, it was generalized to the three-layer version of ISBA
(Decharme et al. 2005). A saturated fraction, fy,, is then simulated where
precipitation is entirely converted into surface runoff (Decharme et al., 2006).
The TOPMODEL approach takes into account topographic heterogeneities ex-
plicitly (Decharme and Douville, 2006). In addition, this approach is coupled
with a sub-grid exponential distribution of the soil maximum infiltration capac-
ity in order to enable the infiltration excess runoff mechanism, named Horton
runoff (Decharme and Douville, 2006). As seen before, the Horton runoff occurs
for a rainfall intensity that exceeds the effective maximum infiltration capac-
ity. It is then dependant on the subgrid variability of rainfall and soil hydraulic
properties. To account for the sub-grid variability in liquid precipitation, P,
an exponential probability density distribution, f(F;) is used (Entekhabi and
Eagleson 1989). The main assumption is generally, that the rainfall intensity is
not distributed homogeneously over the entire grid cell. At a low-resolution, a
fraction, p, of a grid cell affected by rainfall is determined, using the results of
Fan et al. (1996), who showed an exponential relationship between the fractional
coverage of precipitation and rainfall rate, based on their analyses of over 2 years
radar observations and rain gauge measurements over the Arkansas-Red river
basin in the southern plains of the USA. The expression of f(F;) is then :

F(P) = -t emean. (2.20)

Pmean

where P,cqn i the mean rainfall rate over the grid cell. The Horton runoff is
calculated by integrating the difference between the local rainfall and the local
maximum infiltration capacity, I; (Entekhabi and Eagleson 1989) :

Qs = u/:o(Pi — L) f(P)adP, (2.21)

Finally, the total surface runoff can be expressed as follows:
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Qs = Q5 + (1~ foar)QS - (2.22)

where f.q; the fraction of each grid cell that is saturated, and QX is the Dunne
runoff expressed as :

QY = Pyt (2.23)

where p, is the through-fall rate. More details can be found in Decharme and
Douville, 2006.

2.2 The TRIP routing model

2.2.1 Governing equations

The TRIP RRM was developed by Oki and Sud (1998) at the University of
Tokyo. It was first used at Météo-France to convert the model simulated runoff
into river discharge using a global river channel network at a 1° resolution. The
original TRIP model is only based on a single surface prognostic reservoir, S
(kg), whose discharge is linearly related to the river mass using a uniform and
constant flow velocity.

In the ISBA-TRIP CHS (Decharme et al., 2011), TRIP takes into account a
simple groundwater reservoir, G (kg), and a variable stream flow velocity com-
puted via Manning equation (Decharme et al., 2010; Appendix A). In addition,
ISBA-TRIP includes a two-way flood scheme in which a flooded fraction, fgood,
of the grid cell can be determinated (Decharme et al., 2008, 2011). The flood dy-
namics are described through the daily coupling between the ISBA land surface
model and the TRIP river routing model, including a prognostic flood reservoir,
F (kg). This reservoir fills when the river height exceeds the critical river bankfull
height, h. (m). The flood interacts with the soil hydrology through infiltration,
It (kgs™'), with the overlying atmosphere through precipitation interception P
(kgs™'), and through free water surface evaporation E; (kgs™'). These three
terms are calculated by multiplying, respectively, the total infiltration, precipi-
tation interception and water surface evaporation over the grid cell by the ratio
of flooded area to the grid area. This results in a system of three prognostic

equations:
88_(15; = st - Qg;ut
% = 15;1 + let + ( gut o 51) - qut (224)
S = Qh + (B~ I — E) — Q.

where Qg (kgs™!) is the deep drainage from ISBA, Q% (kgs™!) the groundwater

out

outflow, Q2 (kgs™!) the sum of the surface runoff from ISBA within the grid cell
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with the water inflow from the upstream neighboring grid cells, and Q% , (kgs™!)

out

is the simulated discharge, while Qf and QF . (kgs™!) represent the flood inflow

out
and outflow, respectively. See Appendix A and B for more details.

The global evaluation of the ISBA-TRIP CHS model at a 1° by 1° resolution
suggested that the model may not take into account some important process
such as the presence of large aquifers in certain regions (Decharme et al., 2011).
Also, by comparing the chemical composition of river water and groundwater,
Fontes et al. (1991) demonstrated that significant aquifer recharge occurs in the
Niger Inland Delta region, especially during summer flooding. For these reasons,
a simple linear aquifer reservoir was added to the model. This reservoir was
made to be consistent with the groundwater reservoir, GG, but with a significantly
longer time delay factor, 7,4 (s). This results in a new system of four prognostic
equations:

Za_g B aCSQSb By GOGUt F F S

83_15 = in + Qout + ( out in) - Qout (225)
G = QL + (P — I —AEf) — Qb

% - (1 - Oé) QSb - Qong

where « represents the fraction of deep drainage going into the groundwater
reservoir while the rest of the drainage (1 — «) goes into the aquifer. Unlike the
groundwater reservoir, we assume that the aquifer reservoir local feedbacks are
negligible, but contribute to the flow at the mouth of the river. The aquifer

outflow Q2% (kgs™1) can be written as follows:

Qi = 22, (2.26)

TAq

where 754 (s) is a constant and uniform time delay factor, which represents the
characteristic timescale for the aquifer reservoir to drain laterally to the ocean
(out of the basin). This simple approach is currently motivated mainly by the
lack of data describing the water table, which would be required for a more
detailed approach. Fig.2.3 illustrates the configuration of the ISBA-TRIP CHS
model used in this study.

2.2.2 River discharge and groundwater outflow

The river discharge simulated by TRIP (Eq. 1) is computed using a streamflow
variable velocity, v (ms™!), and via the Manning’s formula:

N %S with v = —— R*3 s1/2, (2.27)

out
Nriv

where L (m) is the river length that takes into account a meandering ratio of 1.4
as proposed by Oki and Sud (1998), s (mm™?) is the downstream river height
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Figure 2.3: Total Runoff Integrating Pathways (TRIP) model configuration.

loss per unit length approximated as the river bed slope, R (m) the hydraulic
radius, k£ (m™>s™!) a constant equal to 1, and n,, the dimensionless Manning
friction factor which varies from the upstream part to the mouth of each basin.
The river bed slope is indeed a critical parameter to compute velocity via the
Manning formula. The STN-30p Digital Elevation Model (DEM) provided at
0.5°C by 0.5°C resolution by the ISLSCP2 database (http://www.gewex.org/
islscpdata.htm) has been used. The STN-30p DEM was heavily edited to
represent the actual elevation along the river network on a global scale, based
on the aggregated HYDRO1 K DEM at 1km resolution. Further adjustments
were made to eliminate some of the unrealistic rapid slope changes in the STN-
30p DEM along the global river network. Yamazaki et al. (2009) included a
realistic sub-grid-scale topography for a more reasonnable representation of the
river height loss. This inclusion could be considered as a possible improvement
of the representation of the river bed slope in the TRIP model. The hydraulic
radius is related to the stream water depth, hg (m), calculated from the stream
water mass, S (kg), assuming a rectangular river cross-section (Arora and Boer,

1999):

W h S
- s h h. =
R o where S LW

where pw (kgm™) is the water density, and W (m) the bankfull river width.

(2.28)

See section 3.3 for detailed expressions of W, hs and L.
The TRIP groundwater outflow (Eq. 1) is computed using the following sim-
ple linear relationship proposed by Arora and Boer (1999):
c G

—— (2.29)

t
ou T


http://www.gewex.org/islscpdata.htm
http://www.gewex.org/islscpdata.htm
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where 7 (s) is an uniform and constant time delay factor of the groundwater
reservoir which is fixed to 30 days. This groundwater reservoir does not represent
the groundwater dynamics but only delays the groundwater flow contribution to
the surface river reservoir within a particular grid cell: the deep drainage is fed
into the surface reservoir with a time delay factor of 7. More details can be found
in Decharme et al. (2010).

2.2.3 The flooding scheme

A simplified rectangular geometry is assumed in TRIP to represent the cross
section between the floodplain and the river reservoirs in each grid cell. River
flooding arises when the water height of the stream reservoir is higher than
the critical bankfull height, h. (m), and the flood outflow and inflow from this
reservoir (Eq. 1) are given by:

F = Vin Mf
n W + W

(2.30)
fut = ij_Uth min (Mfa F)7

where Wt (m) is the floodplain width, and M; (kg) the potential inflow (positive
M) or outflow (negative My). This outflow assumes an equilibrium state between
the stream and the floodplain water depth:

Mf = Ppw LfW (hs - hC — hf) R (231)

where Ly (m) and hs (m) are the length along the river and the depth of the
floodplains, hs (m) the water height of the stream reservoir, and h. (m) the
critical bankfull river height. W + W} represents the distance covered by M;
from the stream to the floodplains or conversely. vy, and vgy (m s_l) are the
flood inflow and outflow velocities, respectively, computed using the Manning’s
formula:

1/2

_ Sinow p2/3 (2.32)

Uin,out ng in,out

where n; is the Manning roughness coefficient for the floodplains that varies
according to the vegetation type (Decharme et al., 2011), while sj, on (mm™)
and Ry out (m) are the inflow (or outflow) slope and hydraulic radius, respectively,
at the interface between the floodplain and the river stream.

The flood inflow and outflow velocities computed using the Manning’s formula
require the hydrological slope between the floodplain and the river stream:

max(0,hs—hc—hg)

a2 (2.33)

Sout = (W + wy)/2

Sin =
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They also require the hydraulic radius assumed rectangular and calculated
as follows:

R. = Lexmax(0,hs—hc)
m " Le+2xmax(0,hs—he)

R e sTle (2.34)
out — L¢+2he?

where W (m), L¢ (m) and h¢ (m) are the width, the length and the depth
(respectively) of the floodplains, hs (m) the water height of the stream reservoir,
he (m) the critical height of the river bed, and W (m) the stream river width.
The hf is calculated in each grid-cell with the help of the actual distribution of the
local height, h; (m), determined at a 1km by 1km resolution. The assumption
is that each pixel, i, represents a sub-basin into a given grid-cell that can be
potentially flooded. Each subbasin has a triangular form and is associated with
a fraction, f;, of the grid cell area, A. The h; is computed using the local slope,
7; (°) and flow direction data given by the HYDRO1 K dataset (Verdin and
Greenlee, 1996):
g;T

h; = l\/a; tan( 180)’ (2.35)
where [ (m) is the characteristic length of one pixel equal to 1000m, and «;
is equal to 1 if the local flow direction is north, south, east, or west, and to 2
elsewhere. Therefore, for each hi a potential mass of flood, V(h;) (kg), can be
simply calculated using a discrete equation:

: Afihi
V(hi) = pw »_ Vi where V; = J; . (2.36)
0

The sub-grid distributions of the flooded fraction and the flood depth allow
the determination of fhooq, and hy at each time step and in each grid-cell via the
comparison between the water mass in the floodplain reservoir, F', computed by
TRIP (Eq. 4) and the sub-grid distribution of this potential mass V'(h;):

F Vi) = | fleed = 21 (2.37)
he = he

When fao0q is known within the grid cell, W and L¢ are simply calculated as
follows:
Lf = max(0.00l, T/ fﬁoodA)
W = Affig0d 7

Ly

(2.38)

where, again, r is the meandering ratio fixed to 1.4 as recommended by Oki and
Sud (1998).

Finally, the precipitation interception by the floodplains, P, the re-infiltration,
It , and the direct free water surface evaporation, Ef, (Eq. 1) are estimated by
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ISBA. It occurs if the flooded fraction, fyeoq, calculated according to the subgrid
topography (Decharme et al., 2011), is superior to the soil saturated fraction,
fsat, and depends on the soil maximum infiltration capacity. In other words,
the floodplains cannot infiltrate the fraction of the grid-cell for which the soil is
saturated. To a first approximation, this represents the fact that actual flood-
plains evolve according to the presence of shallow aquifers and water table depth
variations.
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In order to better model the global water cycle, Decharme et al. (2008, 2011)
used the TRIP approach to implement a flood routing scheme into the ISBA-
TRIP CHS. The scheme accounts explicitly for the river routing, precipitation
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interception by the floodplains, the direct evaporation from the free water sur-
face, and the possible re-infiltration into the soil in flooded areas. The regional
and global evaluations of this scheme at a 1° by 1° spatial resolution emphasized
the importance of floodplains in the continental part of the hydrological cycle,
through generally improved river discharges and a non-negligible increase of evap-
otranspiration (Decharme et al., 2011). However, it was noticed that over some
basins, including the Niger, the discharge was still overestimated (Decharme et
al., 2011). A possible identified cause was that these regions might overlie large
aquifers that can be relatively uncoupled to the river. The purpose of this study
(Pedinotti et al., 2012) is to evaluate the performance of the ISBA-TRIP CHS
model over the Niger basin using comparisons with in situ measurements as well
as recently available satellite derived data from 2002 to 2007. In accordance with
the recommendations of Decharme et al. (2011), a new simple aquifer reservoir
was implemented to simulate the water storage at longer temporal scales, in
‘confined’ aquifers. This section gives the detailed methodology adopted for the
evaluation of the model, as well as for the study of the model sensitivity to the
parameterization and forcing uncertainties.

3.1 Domain

With an approximate length of 4180 km (2600 miles), the Niger river is the largest
river in West Africa. It begins in the Guinea Highlands in southeastern Guinea
and ends in Nigeria, discharging through a massive delta into the Gulf of Guinea
within the Atlantic Ocean. The domain used for the simulations presented in
the next chapter is delineated by the white contour in Fig.3.1. It delineates the
Niger watershed, i.e. such that all of the water issued from precipitation, melting
snow or ice, converges to a single point, usually referred to as the outlet of the
basin. In reality, part of the water do not reach the large rivers draining to the
ocean (Descroix et al., 2009). These areas where surface runoff does not attain
the main rivers network are called ’endorheic’” and cover almost half of the area
of the Niger river basin. These areas do not contribute to the discharge of the
river itself, thus reducing its hydrologically effective area. This covers mostly
the Northern basin, which is a very dry area, characterized by relatively few
precipitation.



3.1. Domain 75

340° 350° 0 10° 20° 30°

Figure 3.1: The Niger river basin. The spatial resolution is 0.5° x 0.5°. The white
contour is the delimitation of the Niger basin. The yellow squares are the sta-
tions where discharge observations are available: (1) Banankoro, (2) Koulikoro,
(3) Ke Macina, (4) Niamey, (5) Ansongo, (6) Kandadji, (7) Malanville (8) Lokoja.
The purple boxes represent the sites where satellite-based height change obser-
vations are used for evaluation. The legend indicates the terrain elevations from
GTOPO30 (m).
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3.2 Methodology

e Impact of floodplains

In order to determine the impact of the flooding scheme on river discharge,
we first simulated the river routing using TRIP but without activation of
floods (i.e. in offline mode). For this simulation, simulated runoff from
multiple LSMs were used within TRIP in order to see the spread in dis-
charge from an ensemble of LSMs (and to see if ISBAs behavior was con-
sistent with other similar models). ALMIP I, which is a part of the AMMA
project, was motivated by an interest in fundamental scientific issues and
by the societal need for improved prediction of the West African Mon-
soon (WAM) and its impacts on West African nations (Redelsperger et al.,
2006). As part of this project, ALMIP I focused on better understanding
land-atmosphere and hydrological processes over Western Africa (Boone
et al., 2009a). LSMs were run offline with prescribed atmospheric forcing
consisting in a combination of observations, satellite products and atmo-
spheric model output data. All of the LSMs used the same computational
grid at a 0.5° spatial resolution. The advantage of using ALMIP data is
that each LSM can simulate a different runoff response, therefore we use
an ensemble of inputs. In the current study, 11 simulations are used over
the 2002-2007 period. TRIP is used to compute daily outputs of discharges
along the river and water mass storage for each activated reservoir. Next,
the ISBA-TRIP CHS coupled model is used with and without the flooding
scheme to quantify the impact of the scheme on the discharge and the sur-
face energy budget. As the TRMM-3B42 rainfall (see the Section 3.4 for
details) was used as forcing for the ALMIP experiment, the same forcing
is used for the ISBA-TRIP CHS simulation with and without the flooding
scheme. The goal is to determine the impact of activating the flooding
scheme, taking account the runoff uncertainties by using runoff diagnostics
from diverse LSMs.

e Impact of aquifers

In a study by Decharme et al. (2011), it was suggested that, once the flood-
ing scheme activated, the remaining bias in simulated discharge, observed
in the Niger river, could result from the fact that the basin, in some re-
gions, might overlie a deep aquifer which is uncoupled from the river. Also,
by comparing the chemical composition of river water and groundwater,
Fontes et al. (1991) demonstrated that significant aquifer recharge occurs
in the Niger Inland Delta region, especially during summer flooding. Re-
garding this assessment, it was decided to implement a single linear aquifer
reservoir in the TRIP model using a formulation which is consistent with
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the other reservoirs while introducing a minimum number of parameters
(see Chap. 2 for details). In the second part of this study, the deep aquifer
reservoir is activated and deep drainage water is then distributed between
deep soil layers and this aquifer reservoir. The model is run using four rain-
fall data sets (see section about forcing for details) to take rain uncertainty
into account in a simple manner, leading to 16 different simulations. Com-
parison with both in situ and remote sensing data will allow us to evaluate
the simulated surface processes, the impact of the inclusion of floodplains
and aquifers, and the ability of the model to estimate the river discharge.

3.3 TRIP specific parameters for the Niger river
basin

The baseline parameter values are presented in this section. Note that the sen-
sitivity of the model to these parameters will be investigated in Sect.3.7. For
the model evaluation, the time delay parameters for the groundwater and deep
aquifer reservoirs are fixed to 30 days and 4 years, respectively (Eq.s 2.25).
The aquifer parameter « is initially fixed at 3/4 (which implies that 1/4 of
the drainage flows into the deep aquifer). The aquifer reservoir is defined equally
in each pixel. The river width is an important parameter because it modulates
both the river flow speed and the floodplain dynamics. It is computed over the
entire TRIP network via an empirical mathematical formulation that describes a
simple geomorphological relationship between W and the mean annual discharge
at each river cross section (Knighton, 1998; Arora and Boer, 1999; Moody and
Troutman, 2002; Decharme et al., 2011):

W = max(30, 3 x Q) (3.1)

where ng(m‘:’l) is the annual mean discharge in each grid cell estimated using
the global runoff database from Cogley (1979). As discussed in Decharme et
al. (2011), the S coefficient can vary drastically from one basin to another
(Knighton, 1998; Arora and Boer, 1999; Moody and Troutman, 2002). Decharme
et al. (2011) proposed that [ varies according to climatic zone and fixed ( to
20 for monsoon-dominated basins and to 13 for semi-arid and arid basins. As
the Niger river flows through both such climate zones, two different values are
used within the Niger basin: [ is 20 for the branch of the river going from the
river mouth (5°N) to 12°N and §3 is fixed to 10 for the remaining branch of the
river. The spatial distribution of the river width is shown in Fig.3.2. The key
parameter for the floodplain parameterization is h., the critical river bank-full
height (Decharme et al., 2008, 2011). In this study, as proposed by Decharme
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et al. (2011), it is computed according to the river width via a simple power
function:

he = W/3 (3.2)

The spatial distribution of h. is shown in Fig.3.2. However, owing to both the
uncertainties in this parameter and its impact on model results, sensitivity tests
will be carried out using arbitrary hc £+ 20% (Decharme et al., 2008), leading to
an increase or decrease in bank-full height up to 2m.

Finally, as in Decharme et al. (2010), the Manning friction coefficient, n,;,,
varies linearly and proportionally to W from 0.04 near the river mouth to 0.1 in
the upstream grid cells (Fig.3.2):

Wmou - W
th ) (3.3)

Wmouth - Wmin

where n,.;, represents the Manning n factor of the grid cell, 1,4, and n,,;, the
maximum and the minimum values of the Manning friction factor (0.1 and 0.04,
respectively), Wi, (m) represents the minimum river width value and W, ()
corresponds to the width of the mouth of each basin within the TRIP network.

Nriv = Nmin + (nmax - nmin) X (

3.4 Atmospheric forcing dataset input for ISBA-
TRIP

The atmospheric state variables are based on the European Centre for Medium
Range Forecasts (ECMWF) ECMWF numerical weather prediction (NWP) model
forecasts for the years 2002-2007. The forcing variables consist in the air tem-
perature, specific humidity, wind components at 10 m, and the surface pressure,
all at a 3 h time step. Because of the importance of having accurate incoming
radiation fluxes and precipitation which are spatially and temporally coherent,
and because of the potentially significant errors in these variables derived from
NWP models over this region (e.g. see Boone et al., 2009a), merged satellite
products are used. The downwelling longwave and shortwave radiative fluxes are
provided by the LAND-SAF project (Geiger et al., 2008).

Concerning precipitation, the TRMM 3B42 product (Huffman et al., 2007)
is used by default for the first study, as it was used for the ALMIP simulations.
However, to investigate the dependence of the model diagnostics to rainfall un-
certainties, it was decided to run the model using three other frequently used
large-scale precipitation data sets: CMORPH, PERSIANN and RFE2. The
NASA Tropical Rainfall Measuring Mission (TRMM) started in 1997 and is a
partnership between NASA (National Aeronautics and Space Administration)
and JAXA (Japan Aerospace Exploration Agency). First, each microwave satel-
lite observation (SSM/I, TMI, AMSR, and AMSU) is converted to a rainfall
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Figure 3.2: Spatial distribution of the river width (up left), of the river depth
(up right) of the Manning coefficient (down left).
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estimate using its proper algorithm. Then the microwave precipitation estimates
are calibrated and combined (using probability matching of precipitation rate his-
tograms). After this, infrared precipitation estimates (GMS, GOES, Meteosat
and NOAA-12) are created using the calibrated microwave precipitation, and the
MW and IR estimates are combined. As a last step, monthly accumulated rain
gauge data from CAMS (Climate Assessment and Monitoring System) produced
by NOAA CPC and rain gauge product from the GPCC, are incorporated [Huff-
man et al., 2007]. TRMM data sets are available at a 3-hour temporal scale and
at 0.25° x 0.25° spatial resolution from 60° N to 60° S latitude. For this study,
the precipitation data were interpolated to a 0.5° grid cell to be coherent with
the resolution used herein.

The CMORPH (CPC MORPHing technique, http://www.cpc.ncep.noaa.
gov/products/janowiak/cmorph.shtml) product [Joyce et al., 2004] has been
developed by the Climate Prediction Centre (CPC) at the National Oceanic
and Atmospheric Administration (NOAA). It was introduced in 2002 and is
constructed from similar inputs as those used in TRMM-3B42. However, the
algorithm takes a different approach by taking advantage of the superior precip-
itation estimates of the microwave data and the higher temporal resolution of
the IR data, while compensating for the sparse time-sampling of the microwave
and weak instantaneous connection between infrared data and precipitation rate
(Laws et al., 2004). The data used for this study are available at a 30-minute
time step (here we use the 3-hour time step product for consistency) and 0.25°
spatial resolution in a global belt extending from 60° N to 60° S. As for the
TRMM datasets, CMORPH was interpolated at a 0.5° spatial resolution.

The PERSIANN (Precipitation Estimation from Remotely Sensed Informa-
tion using Artificial Neural Networks, http://chrs.web.uci.edu/persiann/)
algorithm was developed at the CHRS (Center for Hydrometeorology and Re-
mote Sensing) at the University of California, Irvine, in 2000. It provides global
precipitation estimation using combined geostationary and low orbital satellite
imagery (Hsu et al., 1997). The PERSIANN products are available at a 0.25° X
0.25° spatial resolution and interpolated on a 0.5° resolution grid. This dataset
is also available at a 30 minute timestep, but we use the 3h time step product in
the current study. The spatial coverage is the global band from 50° N to 50° S
latitude.

The RFE2.0 product was developed at NOAA by the CPC (Xie and Arkin,
1996). The algorithm merges infrared (GOES Precipitation Index), passive mi-
crowave (AMSU, SSM/I) and gauges measurements. This product is available at
0.1° x 0.1° spatial resolution and at daily time step. Note LSMs intended to be
coupled with atmospheric models resolve the diurnal cycle (which is the type of
scheme we are using in this study), so that a daily time step precipitation prod-
uct can not be used as-is. However, several studies have shown that RFE2 (Laws
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et al., 2004) produces rainfall over the Sahel agrees better with observed values
than the other available rainfall products (e.g. Pierre et al., 2011; Jobard et al,
2011). Therefore, a second set of rainfall forcing data was created by disaggre-
gating the daily RFE2 to a three hour timestep using the TRMM rainfall data.
The monthly total RFE2 rainfall is well preserved using this simple downscaling
method. This rain forcing is referred to as RFE-Hybrid (RFEH) herein.

A basic intercomparison of rainfall datasets was done using TRMM-3B42 as
a reference, as it is the forcing used for the ALMIP experiment. For every set
of precipitation, P, the monthly precipitation difference, P — T RM M, has been
calculated over the period 2003-2006. This difference is calculated from July to
September, which covers the main wet season (Fig. 3.3). For every month, the
mean precipitation rates over the basin are also presented. This intercompari-
son shows significant positive biases from CMORPH and PERSIANN, compared
to TRMM. These biases are observed in the major part of the basin with a
maximum in July at the source of the Niger river in the Guinean highlands. Im-
portant positive biases are also observed in the Eastern Niger basin, especially
for CMORPH datasets. These high differences between precipitation products
correspond to mountainous regions where the estimation of rainfall is generally
more difficult. The monthly precipitation rates over the basin, from CMORPH
and PERSIANN, are much larger than the mean precipitation from TRMM. In
July especially, CMORPH and PERSIANN observe respectively 50% and 70%
more precipitation than TRMM. The comparison of RFEH with TRMM rain-
fall shows a general amplitude coherence between both datasets. A previous
study from Pierre et al. (2011), has made the intercomparison of TRMM-3B42,
CMORPH and RFE2.0 over the period 2004-2007 in the Sahelian region. The
3 satellite derived rainfall products were also tested against interpolated rain
gauges measurements. The time scale used for the satellite products intercom-
parisons is from 1 to 10 days, and the spatial resolution is of 0.25° x 0.25° to 0.5°
x 0.5° which is suitable for our study. Pierre et al. showed that, while TRMM-
3B42 and RFE2.0 were in good agreement concerning rainfall amounts, there
was a clear overestimation of the CMORPH product which is coherent with our
observation. Given the strong differences between precipitation satellite-derived
datasets, it is reasonable to hypothesize that they will impact the simulation of
surface processes and hydrology.

3.5 Evaluation datasets

The general evaluation of CHSs at the regional or the global scale is not easy due
to the lack of large observational datasets, especially over the West Africa. The
implementation of routing models enables the direct comparison of simulated
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Figure 3.3: Monthly average of rain differences from July to September.
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runoff from LSMSs with in situ discharge data. However, discharge observations
are sparse over the Niger basin. Moreover, the constant improvement of hydro-
dynamical models, with the addition of explicit and more detailed mechanisms
necessitates a better knowledge of land water dynamics and reservoir storage.
In this study, an effort was made to use of a maximum of in situ and satellite
derived datasets in order to evaluate the ISBA-TRIP CHS. The satellite derived
datasets take profit of the merging remote sensing technologies and enable a first
estimation of surface water dynamics and water storage variations, which is par-
ticularly usefull for evaluating the simulated floodplains and water distributioned
in the different model reservoirs.

3.5.1 Observed discharge

Over the evaluation period of the current study (2002-2007), the simulated dis-
charges are compared with daily gauge measurements along the Niger river from
the Niger Basin Authority (ABN) as a part of the Niger-HYCOS (HYdrological
Cycle system Observing System: WMO/TD-No. 1282, 2005) project. These
data are available in Koulikoro, Banankoro, Ke-Macina, Kandadji, Niamey, An-
songo, Malanville and Lokoja (represented by the yellow squares in Fig.3.1).

3.5.2 Satellite-based flooded area

Satellite-derived inundation estimates are used to evaluate the spatial distribu-
tion and the time evolution of the flooded areas. Two different products are used.
The first product is based on data from the MODIS (Moderate Resolution Imag-
ing Spectroradiometer) multispectral imaging system installed onboard the Terra
and Aqua satellites. In this study, the surface reflectance product (MOD09IGHK)
is used, which is defined as the reflectance that would be measured at the land
surface if there were no atmosphere. The spatial resolution is 500m for the cor-
responding MODIS images and the coverage is global (Vermote et al., 2002). In
order to detect open water and aquatic vegetation in arid and semi arid regions,
a classification is performed using the fact that water surfaces do not reflect in
the visible and near infra-red part of the spectrum. A threshold value has been
estimated for reflectance in the MODIS frequency band-5 1230 1250 nm and for
the NDVI index (Tab. 3.1) in order to delineate the shallow, sediment laden, and
open water over the Inner Niger Delta, and also in order to distinguish between
aquatic vegetation and vegetation on dry land. It has been assumed that small
values of surface reflectance in band-5 characterize open water, independent of
the NDVTI index. When the surface reflectance in band-5 increases to the median
value, depending on the NDVI index, it is assumed that there is a partial cover-
age of dry land by water, aquatic vegetation or vegetation on dry land. Finally,
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Open water Mix water/Dry land Aquatic vegetation Vegetation Dry land
Band 5 <1200 >1200 & <2700 >1200& <2700 >2700 >2700
NDVI  No test <04 >0.4 >0.4 <04

Table 3.1: Threshold values used for the classification surface type used to mon-
itor flood events. Band unit of reflectance is internal HDF-EOS data format
specific to the Modis data and do not correspond to usual reflectance unit.

dry land is assumed when the NDVI is small and surface reflectance in band-5
is large. NDVI has been shown to be a robust index for monitoring temporal
changes of the vegetation photosynthetic activity (Lyon et al., 1998; Lunetta et
al., 2006). In the arid environment, a high level of vegetation photosynthetic
activity can only be sustained by the presence of surface water or groundwater
discharge. If dense enough, the aquatic vegetation and hydrophilic plants can
mask underlying water and should be included in the estimate of the total area
of the floodwaters. The NDVI ranges from negative values (open water) to >0.5
for dense vegetation.

The second product consists in global estimates of the monthly distribution
of surface water extent at about 25 km sampling intervals. These data were
generated from complementary multiple satellite observations, including passive
(Special Sensor Microwave Imager) and active (ERS scatterometer) microwaves
along with visible and near infrared imagery (advanced very high resolution
radiometer; AVHRR). These estimates were first developed over 1993 2000 (Pri-
gent et al., 2007), adjusted and extended over 1993 2004 (Papa et al., 2010b)
and recently recomputed for the entire period 1993 2007. This dataset has been
extensively evaluated at the global scale (Papa et al., 2010b) and at river basin
scale, including the Niger river (Papa et al., 2008). In the present study, this
dataset is aggregated to a 0.5° resolution and referred to as PP. Because PP does
not distinguish between the diverse anthropogenic and/or natural water bodies,
while the ISBA-TRIP output must be compared only with flooded areas, two
additional datasets are used to hybridize PP in order to conserve information
on flood inter-annual variability only: the Global Lakes and Wetland Database
(GLWD; Lehner and Doll, 2004) and the Monthly Irrigated and Rainfed Crop
Areas (MIRCA2000; Portmann et al., 2010) database. The corresponding final
product is named CPP in this study. The methodology is described in detail by
Decharme et al. (2011), and so it is not detailed here.
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3.5.3 Satellite-based Water Height

Water height changes over the basin are evaluated using the HYDROWEB hydro-
logical database (http://www.legos.obs-mip.fr/en/equipes/gohs/resultats/i hydroweb).
The water level time series are based on altimetry measurements from ENVISAT
satellite. Seven sites were chosen for the evaluation, one upstream of the Niger
inner delta, four downstream of the delta and two in the delta. The data are

available at a regular 35 days time step (with occasional missing data) from
November 2002 to the end of 2007 (Calmant et al., 2008).

3.5.4 Satellite-based total terrestrial water storage

TotalWater Storage (TWS) variations over the entire basin are evaluated using
data from the Gravity Recovery and Climate Experiment (GRACE; Tapley et
al., 2004). GRACE provides monthly TWS variation estimates based on highly
accurate maps of the Earth s gravity field at monthly intervals at a resolution of
approximately 300 400-km (Wahr et al., 2004; Swenson et al., 2003). The instru-
mentation and onboard instrument processing units are described in detail in
Haines et al. (2003). Here, we used 60 months (from January 2003 to December
2007, excluding June 2003 and January 2004 because products are not avail-
able) of the Release 04 data produced by the Center for Space Research (CSR
at The University of Texas in Austin), the Release 4.1 data produced by the Jet
Propulsion Laboratory (JPL), and the GeoForschungsZentrum (GFZ) Release
04 (more details concerning GRACE data are available online at http://grace.
jpl.nasa.gov/data/). The combination of these data with those datasets, de-
scribed in the previous paragraphs within this section, permit the evaluation
of the distribution of water in the different TRIP reservoirs and to have a first
estimation /validation of the aquifer water storage variations. The next chap-
ter presents the results of the ISBA-TRIP simulations and evaluation with the
datasets cited above.

3.6 Results

3.6.1 Improvement of LSMs simulated discharges due to
river flooding

The evaluation of the simulated river discharge is important for hydrological
applications as well as for climate studies. Previous studies (Bonan, 1995; Coe
et al., 2008; Decharme et al., 2008, 2011; Alkama et al., 2010; Dadson et al., 2010)
have shown that the inclusion of a flooding scheme can impact the hydrological
cycle by increasing the average evaporation and reducing the simulated discharge,
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which leads to a better estimation of the latter. Indeed, while an increasing
number of LSMs used for large scale hydrological or GCM applications use river
routing, most of these models do not represent floodplains. Flooded zones can
be significant sources of evaporation and have a significant impact on the surface
water storage, and their exclusion can result in an overestimation of the discharge
for basins with significant annual flooding.

In order to examine the important of modeling flood plains in the Niger
basin, the TRIP RRM model was used in offline mode (i.e. without the flooding
scheme) to convert simulated runoff and drainage from 11 LSMs into discharge.
The LSMs considered for this study were part of the ALMIP I project (Boone et
al., 2009a). Fig. 3.4 shows the mean daily discharges simulated by the ALMIP
models (black line) for several locations along the river. The blue range is the
difference between the minimum and the maximum value of discharges simulated
by the models and the red line is the observed discharge. The corresponding
statistics are given in Table 3.2. Due to the bias in precipitation for years 2005
to 2007 (discussed in part 3.6.5), the statistics are calculated from 2002 to 2004
in order to better reflect the model performance. In terms of observed discharge,
there is a clear change of behaviour after the delta (Niamey, Ansongo, Kandadji,
Malanville, Lokoja) compared to upstream of the delta (Banankoro, Koulikoro,
Ke Macina). Indeed, the discharge before the delta is almost twice as large
as that downstream of the delta. This reflects the significant impact of the
inner delta on the discharge amplitude due to the floodplains. The first three
discharge time series shown in Fig. 3.4 are located before the inner delta area
(Banankoro, Koulikoro and Ke Macina). For these three locations, the discharge
is reasonnably represented by the ALMIP models. A bias in discharge is observed
in 2005, 2006 and 2007 where the models simulate a smaller discharge compared
to the previous years. This is most likely due to a bias in the rain forcing and
will be discussed in Part 3.6.5. However, for the sites located downstream of the
inner delta area (Niamey, Kandadji, Ansongo, Malanville and Lokoja) all of the
ALMIP land surface models clearly overestimate the discharge leading to poor
results compared to the three locations before the inner delta. In Malanville, the
mean simulated discharge is around 5 times higher than that observed over this
period. At the other sites (Niamey, Kandadji, Ansongo, and Lokoja), the mean
simulated discharge is 2 to 2.8 times higher than observed.

The temporal variability of the discharge is generally well captured by the
models as seen by the relatively good correlation scores (see Table 3.2). The green
line represents the discharge simulated by the ISBATRIP CHS model with the
flooding scheme activated. The results can be seperated into three classes. Fisrt,
in Banankoro and Koulikoro (before the inner delta), the discharge and thus the
scores are not significantly changed, essentially because no floods occur in these
places. Second, after the inner delta (Niamey, Ansongo, Kandadji, Malanville
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Corr. Ban Kou KeM Nia Ans Kan Mal Lok
ALMIP 0.97 0.83 0.5 0.8 0.73 0.73 0.82 0.78
ISBA-TRIP NF 098 09 0.7 0.76 0.73 0.74 0.75 0.81
ISBA—TRIP F 0.86 0.86 0.23 0.59 0.56 0.58 0.69 0.82
NS
ALMIP 09 063 —-02 —23.32 -23 —19.31 —-62.42 —-2.95
ISBA—TRIP NF 0.81 0.57 —-0.95 —24.6 —229 -—-23.07 —-57.08 —2.27
ISBA—TRIP F 0.69 0.7 —-0.34 -0.52 —-091 -037 —442 0.02
RMS
ALMIP 0.58 0.76 0.6 3.54 4.04 3.61 5.25 1.66
ISBA—-TRIP NF 0.81 0.81 0.76 3.63 4.36 3.93 5.03 1.51
ISBA—TRIP F 1.04 0.68 0.63 0.89 1.14 0.94 1.54 0.83

Table 3.2: Daily statistic scores of the discharge for the ALMIP LSMs and
ISBA/TRIP with and without flooding from 2002 to 2004. TRMM-3B42 is
used as forcing.

and Lokoja), discharge decreased considerably (50 %) in Niamey, Kandadji, An-
songo and Malanville and 26 % in Lokoja. The root mean square error (rms) has
decreased considerably compared to the simulation without flooding scheme (see
Tab. 3.2). Indeed, part of the water in the floodplains evaporates, while part in-
filtrates into the flooded soil thereby reducing the stream reservoir water storage
and discharge. The Nash-Sutcliffe coefficient or efficiency (eff), which evaluates
the capacity of the model to reproduce daily dynamics of the discharge, is also
improved. Finally, in Ke Macina, the discharge is deteriorated by the addition
of the flooding scheme. Among the sites before the inner delta, Ke Macina is the
closest to the delta. It is likely that the model floods occur too soon upstream
of the delta. This can be directly linked to a poor parametrisation or model pa-
rameter value (such as the river width) in this particular area. In the 3 locations
upstream of the delta, there is a significant decrease of the simulated discharge
in 2005, 2006 and 2007 which is not observed. This reduction of the discharge is
observed for all the LSMs as well as for both configurations of ISBA-TRIP (with
and without floods) and is more likely to be due to rainfall errors.

In conclusion, in this section it was shown that general known LSMs overes-
timate the discharge in the Niger basin, especially downstream from the inner
delta which is known as a significant flooded area, which is not represented by the
models. Indeed, floodplains act as a water reservoir and evaporation source which
contribute to the decrease of the water amount in the river stream, resulting in
a decrease of discharge. The inclusion of the flooding scheme in the ISBA-TRIP
simulation results in a significant decrease of discharge and thus better statis-
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Figure 3.4: Daily discharges (2002-2007) simulated by the ALMIP LSMs with-
out floods (average, black line) and by ISBA-TRIP using the flooding scheme
(green). Observations are in red and the blue range is limited by the minimum
and maximum discharge simulated by LSMs. The TRMM-3B42 rain product is

used as forcing input.
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tical scores. However, previous studies (Decharme et al., 2010, Fontes et al.,
1991) have shown that the presence of a deep and more or less confined aquifer
may also impact the Niger basin water cycle, and explain the bias of discharge,
remaining in the simulations. For this reason, a simple linear aquifer reservoir
was developed and implememnted into the ISBA-TRIP CHS model in order to
estimate the impact of a deep aquifer sotrage reservoir on the TRIP hydrological
processes. The separate impacts of floods and aquifer on the water and energy
budget is discussed in Part 3.6.3. However, before going deeper in this study, it
was necessary to evaluate the impact of the rainfall forcing on the simulations.
Indeed, previously, the TRMM-3B42 precipitation product was used as default
to run ISBA-TRIP, as it was the forcing used to run all the ALMIP LSMs. How-
ever, other products are available at suitable time and spatial resolutions during
the studied period.

3.6.2 The impact of rainfall forcing on simulated discharge

The rainfall forcing is probably one of the main sources of uncertainty in regional
and global scale hydroloigcal model applications. In order to take this factor into
account, several standard precipitation datasets were used as input for the ISBA-
TRIP coupled model. The precipitation datasets were chosen according to their
coverage, time and spatial resolution. Four datasets were kept for the evaluation
of the flood scheme : TRMM, CMORPH, PERSIANN and RFEH (see the de-
scription of atmospheric forcing in Sect. 3.4 for details). The discharge simulated
by ISBA-TRIP with and without floods and forced by each precipitation forc-
ing are shown in Fig.s 3.5-3.6. The corresponding statistical scores are listed in
Table 3.3. In both cases (with and without floods), CMORPH and PERSIANN
generally lead to similar results. In the previous section (Sect. 3.6.1), it was
shown that there was an overestimation of the discharge at the locations situ-
ated downstream of the Niger basin without the flood scheme. This problem was
largely resolved by the addition of floodplains (see Sect. 3.6.1). In addition, the
use of CMORPH and PERSTANN as rainfall forcings leads to an overestimation
of the discharge at all of the locations with observations. Moreover, the bias of
the amplitude is more significant than when using TRMM precipitation (12 to
25 times higher than observations), even if the correlation is well captured by
the model. With no flooding scheme, as was the case with TRMM, the discharge
amplitude is improved, even if the discharge is still overestimated compared to
the two other precipitation products. Moreover, the correlation is greatly deteri-
orated. Indeed, the annual patterns of the discharge, due to the monsoon cycle,
and especially the low flow discharge, are hardly observable in the CMORPH
and PERSIANN discharges. A study from Pierre et al. (2011), was carried over
the Sahelian belt and showed that the CMORPH product clearly overestimates
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rainfall amounts, while both TRMM3B42 and RFE2.0 were in good agreement
with krigged rain gauge data over this region. This overestimation is the likely
cause of the discharge overestimation. Moreover, the intercomparison of rainfall
forcing made in Sect. 3.4, also showed a significant bias between CMORPH and
TRMM, especially in the Guinea Highlands, which an important source of water
for the rest of the Niger river.

ISBA-TRIP underestimates the discharge both with and without the flooding
scheme upstream of the inland delta and when forced by RFEH. However, the
discharge is generally well simulated downstream of the delta, especially when
the flooding scheme is activated. The low flows are better simulated with RFEH.
As a result of this intercomparison of rainfall forcings (through their impact on
ISBA-TRIP discharge), it was decided to continue the evaluation of the model
using only TRMM and RFEH.

3.6.3 Separate impact of floods and aquifers on the Niger
basin

The importance of representing floodplains in LSMs was presented and empha-
sized in Sect. 3.6.1. However, some model deficiencies remain, such as a bias
of discharge in Ke Macina (possibly due to an oversimplification of or missing
processes in the model, or the need for more or improved model parameters),
in addition to an over-estimated of the recession flow during the dry season. In
fact, the discharge remains relatively high during the dry season compared to
the observations, which implies that there is too much water in the river. Sev-
eral reasons for this can be identified, such as underestimated evaporation, an
underestimation of the water in flooded areas or the neglect of aquifers. Anthro-
pologenic activities (dams, agriculture and water use for domestic consumption)
are not explicitly accounted for and can also explain part of the bias between
observed and simulated discharge, especially during the dry season when the
population might need to extract more water from the river due to the lack of
rain. In order to investigate the impact of aquifers on the discharge, a relatively
simple and linear aquifer reservoir was added to the model. It was formulated in
a manner which is consistent with the other TRIP reservoir governing equations.
This reservoir is supplied by a fraction of the soil drainage and it does not supply
water back the river.

In order to better understand the separated impacts of aquifers and floods,
four different configurations of the model are tested in this study:

e 1o flooding scheme and no aquifer reservoir (NOAQNF);

e flooding scheme activated, no aquifer reservoir (NOAQF);
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Figure 3.5: Simulated discharge using different rainfall products as input forcing
TRMM (red), CMORPH (black), PERSIANN (blue) and RFEH (orange).
Observations are in red. The flooding scheme is not activated.
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Figure 3.6: As in Fig. 3.5, except the flooding scheme is activated.
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Corr Ban Kou KeM Nia Ans Kan Mal Lok
TRMM NF 0.79 0.67 0.31 0.63 0.6 0.58 0.68 0.83
TRMM F 0.71 0.6 0.17 0.43 0.46 0.4 0.65 0.81
CMORPH NF 0.61 0.88 0.7 0.62 0.48 0.53 0.79 0.91
CMORPH F 0.24 0.36 0.02 0.23 0.19 0.2 0.33 0.8
PERSIANN NF 0.89 0.85 0.64 0.53 0.36 0.41 0.71 0.95
PERSIANN F 0.68 0.75 0.19 0.56 0.26 0.39 0.68 0.66
RFEH NF 0.89 0.81 0.65 0.68 0.63 0.62 0.69 0.8
REFH F 0.92 0.82 0.61 0.79 0.84 0.81 0.7 0.79
NS
TRMM NF 0.58 0.23 -1.53  -13.22 -13.58 -11.88 -27.82 -1.59
TRMM F 0.49 0.27 -1.33  -0.21 -0.31 -0.07 -2.19 0.19
CMORPH NF  -26.24 -8.02 -31.72 -291.91 -249.68 -290.57 -513.19 -34.46
CMORPH F -3.35  -298 -223 -54 -4.1 -4.57 -16.36 -5.5
PERSIANN NF -5.6 -11.13 -45.95 -669.51 -474.01 -594.52 -1131.05 -72.71
PERSIANN F -3.43 -422 -1.83 -10.64 -6.15 -7.75 -35.27 -12.32
RFEH NF -0.05 0.03 -1.3 -1.48 -1.11 -1.58 -6.02 -0.34
RFEH F -0.05 0.01 -1.66  0.59 0.62 0.63 -0.14 0.45
RMS
TRMM NF 1.18 1.05 0.82 2.65 3.04 2.92 4.07 14
TRMM F 1.3 1.03 0.79 0.77 0.91 0.84 1.36 0.79
CMORPH NF  7.84 3.57 3.07 12.19 12.66 13.9 19.91 5.17
CMORPH F 3.8 2.4 0.93 1.78 1.84 1.88 3.16 2.22
PERSIANN NF 4.68 4.19 3.53 18.21 17.75 19.41 25.54 7.47
PERSIANN F 3.83 2.75 0.87 2.4 2.18 2.35 4.57 3.18
RFEH NF 1.87 1.19 0.78 1.11 1.18 1.28 2.01 1.01
RFEH F 1.87 1.2 0.84 0.45 0.5 0.49 0.81 0.64

Table 3.3: Scores of the simulations using different rainfall products as forcing.
The precipitation dataset and indication of whether the flooding scheme is acti-
vated (F) or not (NF) is shown in the leftmost column. The symbols Corr, NS,
and RMS represent the correlation coefficient, Nash-Sutcliff value, and the root

mean square error, respecitvely.
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e 1o flooding scheme, insertion of aquifer reservoir (AQNF);

e flooding scheme activated, insertion of aquifer reservoir (AQF).

Two different rainfall datasets are also used as forcing : TRMM-3B42 and RFEH.

3.6.3.1 Discharge

The simulated discharge for the four configurations when the model is forced
by TRMM-3B42 and RFEH, respectively, is shown in Fig.s 3.7 and 3.8, and the
corresponding statistical scores for each configuration are shown in Tab. 3.4 with
the best scores indicated by bold type. The statistics are generally better when
both floods and aquifers are represented in the model, especially downstream
of the inner delta when the model is forced by TRMM-3B42 (see Table 3.4).
Upstream of the delta, the Nash-Sutcliff coefficient and the RMS are generally
better without aquifers with both forcing. With RFEH, the aquifers do not
lead to a systematic improvement of the scores; however, they do not lead to a
significant degradation either.

Before the inner delta, the introduction of aquifers impacts the discharge
mostly by reducing the monsoon peak, resulting in a deterioration of the rms
score. This deterioration might be due to the ’simplicity’ of the aquifer reservoir
parametrisation. Indeed, the aquifer is homogeneously defined over all the do-
main and can generate biases in regions where this aquifer either does not exist
or has a minor role.

Downstream of the inner delta, the aquifer impacts mostly the recession flow
in two ways: it lenghtens the period of maximum discharge and it reduces the
discharge during the low flow period. This results in a deterioration in model
performance during the period, except in Lokoja where the period and the re-
cession law are improved (Fig. 3.7). When the model is forced by TRMM, the
presence of aquifers considerably improves the recession during the dry season.
The reduction of low flows is explained by the fact that the river empties faster
after the rainy season which results in a more realistic discharge during the dry
season. In terms of statistics, the scores (ratio, rmse, eff) are similar or slightly
deteriorated, ex