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Chapter 1

Introduction

Usually hydrogen is produced from hydrocarbons (steam reforming) producing carbon dioxide
and carbon monoxide. Hydrogen can now be obtained from cleaner or renewable processes. When
hydrogen is produced from electricity coming from nuclear power, renewable sources (renewable
electricity, solid biomass, biogas) or from steam reforming of natural gas associated to a CCUS'
unit: it is called "low carbon" hydrogen. The carbon content of this hydrogen, or greenhouse
gas emissions generated during the process, is reduced or even equal to zero. When hydrogen
is only produced from renewable sources (renewable electricity, biomass, biogas), it is called
"renewable" hydrogen. These definitions are taken from the latest strategic roadmap of ADEME?
on hydrogen and fuel cells.

Utility of hydrogen, and especially "renewable" hydrogen, increases either as an energy car-
rier - in addition to natural gas - or as a fuel, as well as many types of applications related to
fuel cell for stationary or portable applications. The potential of hydrogen as an alternative en-
ergy is huge. To fully exploit it, both academic and industrial research endeavours to improve
performances and to reduce the cost of technologies that are used to produce it, store it and dis-
tribute it. In particular, this is the case of the vast program called Horizon Hydrogen Energy
(http://www.horizonhydrogeneenergie.com/) aiming to contribute to the emergence of a
sustainable and competitive hydrogen energy sector in France and in Europe. At the same time,
large pilot sites are being implemented in France. In Corsica, the MyrtE program ([Darras et al.,
2012], http://myrte.univ—corse. fr/) studies the storage of hydrogen obtained with photo-
voltaic electricity. In Dunkerque, the GrHyd project (http://www.gdfsuez.com/) aims to use
"renewable" hydrogen in addition to natural gas [lar, November 2013].

One sector takes advantage of hydrogen use: Fuel Cells (FC) and especially Proton Exchange
Membrane Fuel Cells (PEMFC). Its functioning is based on reverse electrolysis: instead of us-
ing electricity and water to produce hydrogen and oxygen, it combines both of them to produce
electricity, water and heat.

1.1 Brief history

As a reminder, it is in 1839 that German (he was then naturalised Swiss) chemist Christian
Schonbein (1799 - 1868) highlighted the "fuel cell effect": during chemics experiments he used
to do in front of his students during this year - such as oxidation of phosphorus and electroly-
sis of water (invented in 1802 by Sir Henry David who formulated the possibility of producing
electricity via hydrogen and oxygen) - he identified a distinctive odour similar to the one sur-
rounding the electric discharges in air. Schénbein managed to associate this pronounced smell
with a gas that he called "ozone", from a Greek word "ozein" meaning to "smell". Schonbein
presented his research works in a letter addressed to the "Académie des Sciences de Paris" in
1840 [Schonbein, 1840]. Schoénbein also discovered the heterogeneous catalysis of water with

1Carbon Capture, Use and Storage: a rising technology which, applied jointly with other mitigation solutions,
could ultimately greatly reduce the amount of CO, emitted by heavy industries and power plants.
2French environment and energy management Agency.
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platinum-coated foams, a technique at the root of actual ideas on fuel cells.

From 1839 to 1842, Sir William R. Grove (1811 - 1896), based upon Schénbein works, discov-
ered the first fuel cell (aqueous KOH environment).

Strong development of other types of energy generators and high cost of the materials that
were used for FCs had the effects of stopping the studies on FCs and it was only in 1932 that
Francis T. Bacon (1904 - 1992), a British engineer, started again research on FCs and made a
first prototype powering from 1kW in 1953 up to 5kW in 1959. Then, in the 1960’s and 1970’s,
FCs were subject to numerous works especially in the spatial domain: supply in electrical power
of Gemini spacecrafts (in the early 1960’s, thanks to Thomas Grub and Leonard Niedrach works
for General Electric who discovered the PEM technology). But technological complexity made
Nasa to abandon this industry in favour of the Alkaline Fuel Cells (AFC) that were used for
Apollo program and then space shuttles. However, General Electric kept its developments up
on PEMFCs. In the early 1970’s, DuPont de Nemours created the tetrafluoroethylene based
fluoropolymer-copolymer (Nafion) - a proton conductor - that revived the PEM technology, espe-
cially thanks to Canadian company Ballard, in the 1990’s and so far.

1.2 General operating of a PEM Fuel Cell

Like every electrochemical cell or battery, a fuel cell is made of two electrodes and one electrolyte
[Barbir, 2012]. Even though fuel cells have similar performance and characteristics with a bat-
tery, the two systems are different in many ways. A battery is a device storing energy and the
maximum of usable energy is determined by the amount of chemical reactant that is stored in
the battery itself. Battery stops producing electricity when the reactant is ran out: the battery
is then discharged. In a rechargeable battery, reactant are loaded again by charge, this implies
to put energy in again from an external source. On the other hand in a fuel cell, contrary to
what happens for batteries, electrodes are not consumed with time and all the products are not
stocked inside the cell. Fuel and oxidant come from an external source and electricity can con-
tinue to circulate as long as they are supplied to the cell. For automotive applications this is a
clear advantage: the duration of filling the tank with hydrogen only lasts few minutes (like a
classical tank filling-up) whereas it takes several hours to charge batteries of an electrical vehi-
cle.

Proton Exchange Membrane Fuel Cell (PEMFC) is one of the most common and studied fuel
cell. It is made of a stack of elementary cells, as shown in Figures 1.1 and 1.2. The goal of the
cell is to produce electricity via reverse electrolysis of water. See for instance [Larminie, 2003;
Barbir, 2012] for more details on this technology.

Membrane-electrade

OXVGEN /ESST‘J'V
=
g l 1 HYDROGEN

>

HYDROGEN

_ft;‘ﬂ_’

Bipalar plate
End plate

Figure 1.1: Fuel cell made of a stack of elementary cells.

Figure 1.3 sketches an elementary cell of PEMFC.
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R
—air (O.)

Electrode

Plague bipolaire

Plagque de diffusio Electrolyte (solide)

Figure 1.3: How works an elementary cell.

PEMFCs work at low temperature (~ 80°C) allowing them to start quickly and make them
particularly adapted to vehicles and portable applications.

Oxygen and hydrogen are carried by channels carved into the bipolar plates. Hydrogen is
either used pure or obtained with on-board fuels like natural gas or methanol. Oxygen is usually
the one naturally present in the air, compressed in liquid or gaseous form.

Gases invade the gas diffusion layers (at the cathode side for Hy and at the anode side for
0»), via the adjacent channels of bipolar plates, ensuring also the removal of produced water.

The gas diffusion layers, the main topic of this thesis, have multiple functions that will be
studied thereafter. They make it possible to:

¢ Diffuse gas towards the active layers more uniformly
e Transfer electrons from the electrodes to the bipolar plates

e Remove water from the cell

Indeed, GDLs’ goal is to ensure a good water management: remove water (so as to avoid the
flooding of the cell) while allowing a good humidification of the electrolyte conducting aqueous
protons. GDL has to be porous and to be a good conductor. Carbon cloth or carbon paper are
typically used to manufacture GDLs.

When dihydrogen comes to the anode, it is necessary to use a catalyst because chemical
reactions are slow at this temperature. Among noble metals, the choice focused on platinum

B. Straubhaar 5 PhD Dissertation
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which contributes to high cost of the cell. This metal coats the electrode and allows separation
of dihydrogen in protons and electrons as expressed by the half redox reaction:

Hy — 2H' + 2e” (1.1)

Protons, produced during reaction 1.1 moves from the anode towards the cathode via the
electrolyte (or membrane) which has to be humidified enough to make this transfer possible in
aqueous phase. This membrane also prevents electrons to pass. Its thickness is about hun-
dreds of microns. The displacement of positive charges through the membrane combined to the
movement of electrons in the external electric circuit will create an electrical current: indeed,
electrons that are produced at the anode with reaction 1.1 take the path illustrated Figure 1.3.
They first go into the carbon fibres of the GDL, then they go in the bipolar plate, and finally they
go through the external circuit to reach the cathode side.

A second reaction occurs next, according to the half redox reaction:

Oy +4HT 4+ 4e~ — 2H50 (1.2)

The amount of platinum coated on the electrodes is one of the major issue of PEMFCs. In
order to reduce this amount and so as to reduce the costs, nano-structured electrodes have been
studied [Alvarez et al., 2012; Carmo et al., 2005]. Researches are performed to combine platinum
and other cheaper materials, which can cause stability problems [Collier et al., 2006] or to use
other materials purely and solely replacing platinum by gold, palladium or non-noble metals
[Wang, 2005].

Other issues concern the operating temperature of PEMFCs: in the presence of a negative
temperature, we can naively imagine that the produced water freezes. In reality, this scenario is
well understood for temperatures higher than -20°C, but below this threshold, it remains a chal-
lenge [Weber et al., 2014]. Studies have been done as well [Zhang et al., 2006] for temperatures
higher than 100°C.

It appears that water management in the GDL is primordial because the maximum amount
of oxygen that can be supplied is obtained when the GDL is totally dry and the maximum amount
of protons is provided when the electrolyte is totally humidified. This is how to obtain the maxi-
mum efficiency.

Two extreme scenarii strongly affecting the performances of the cell have to be avoided:

e When the water production is not important enough, the membrane becomes dried and
protons cannot pass through the GDL to react with oxygen: it is called cell drying.

e A contrario, when the produced water is not removed enough, the GDL is flooded and the
gas access to the reaction sites is altered by this water: it is called cell flooding.

1.3 Concern

Thus, water management in fuel cells, and especially GDLs, is a major issue of PEM technol-
ogy. To improve this technology, it is necessary to better understand phenomena involved in
the process and that will be evoked thereafter such as water flows but also heat transfers con-
trolling evaporation and condensation in GDLs. This study should indirectly contribute to the
improvement of performances but also in a reduction of costs and an improvement of fuel cell
lifespan.

The thickness of a GDL is about two hundreds of microns. This low thickness makes difficult
to study experimentally internal phenomena and resulting flows. That is why we develop a
numerical approach bringing into play key parameters such as porosity, wettability, permeability
in order to describe at best the functioning of a GDL and of a PEMFC. In this thesis, the GDL
will be modelled using a Pore Network Model (PNM) which will be described thereafter.

B. Straubhaar 6 PhD Dissertation
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1.4 Goals and outline of the thesis

In this context, the goal of this thesis is to study water transfers in GDLs, to understand mech-
anisms and, with the use of numerical models, to predict the behaviour.

In the first part we propose a state of the art of water management in GDLs. The GDL is
presented as well as the bipolar plate and the MPL, two-phase transfers in porous media are
presented steering to pore network modeling. Finally a special focus on PNMs is done: all the
relevant pore network models dealing with GDLs are referenced.

Then, in the second part, the pore network model we used for the thesis is presented. This
model allows to compute two-phase flow with phase change and its organization and its features
are developed.

The third part is a validation step of the numerical model for condensation. Calculations are
made on a two-dimensional home-made micromodel. Condensation process is investigated using
advection-diffusion equations for vapour transport.

The fourth part is another validation step made on comparisons with experiments taken from
[LaManna et al., 2014]. A sensitivity study is performed to look at the impact of such parameters
as the relative humidity in the channel, the current at the active layer / GDL interface, the in-
plane and through-plane diffusion coefficients, the thermal conductivities of the GDL.

The fifth part consists in using our PNM for simulating the water management in a GDL of
a working fuel cell. X-ray CT images made by PSI provide water patterns as well as saturation
profiles which are compared with our simulations.

Finally, conclusion and prospects are evoked in the last part.

1.5 Funding

This work was developed within the framework of European Project IMPALA (IMprove PEMFC
with Advanced water management and gas diffusion Layers for Automotive application) that
was funded by the European Union’s Seventh Framework Program (FP7/2007-2013) for the Fuel
Cells and Hydrogen Joint Undertakink. Final goal of this project is to increase performance
(with an ideal of 1 W.cm~2) and durability of PEMFCs for automotive applications improving
design of gas diffusion layers (http://impala—-project.eu/). This project gathers several
European teams of different organisms - the Deutsches Zentrum fiir Luft- und Raumfahrt e.V.
(Germany), the Paul Scherrer Institut (Switzerland), the European Commission - Directorate-
General Joint Research Centre (JRC) - the Institute for Energy (The Netherlands), the Institut
National Polytechnique de Toulouse (France), the Commissariat a ’Energie Atomique et aux En-
ergies Alternatives (France), SGL Carbon GmbH (Germany) and Nedstack Fuel Cell Technology
BV (The Netherlands) - and lasted three years (December 1st, 2012 - November 30th, 2015).

PAUL SCHERRER INSTITUT i LA/
. EE JRCINE @ SGLGROUP
L_ THE CARBON comMPaNY  Nedstack

- EUROPEAN COMMISSION [

DLR

Figure 1.4: Logo of IMPALA project’s partners
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2.1 Presentation of the GDL

2.1.1 Introduction

In this chapter, gas diffusion layers are presented. A microscopic view is shown in Figure 2.1.
GDLs are simple porous media (no electrochemical reactions) made from carbon fibres that can
be of two types: carbon paper or carbon cloth as illustrated in Figure 2.1.

Carbon is a good conductor and enables electron transport. An ideal GDL has to be highly
porous (better permeability, better diffusion), to be hydrophobic (we will see why later), to be
a good electrical and thermal conductor, to not break under compression stress, not to oxidise,
to not freeze. GDLs are treated with Polytetrafluoroethylene (PTFE), in order to make them
hydrophobic. This property may be characterized by the contact angle concept, i.e. the angle
formed between a surface and the interface of the two fluids of the study (here, water and air).
The surface is said hydrophilic if the contact angle that is measured in the water is lower than
90°. On the contrary, if the contact angle measured in the water is larger than 90° then the
surface is told hydrophobic. In the presence of PTFE, the contact angle of water is about 110°
whereas it is only 80° when carbon fibres are untreated.

As explained in the 2.3.1, hydrophobicity makes water to evacuate more efficiently. Unfor-
tunately, the hydrophobic treatment of carbon fibres is generally non-uniform: they are not all
covered of PTFE, and impurities, ageing, tend to reduce hydrophobicity, making some regions of
the GDL hydrophilic. We talk of mixed wettability when there is coexistence, in the medium, of
both hydrophilic and hydrophobic zones.

Other processes can also allow to evacuate water more efficiently of the GDL: [Markétter et al.,
2012; Markdétter et al., 2015] found that simply perforating GDL with a laser in the through-
plane direction is an easy way to evacuate water from the GDL. With X-ray imaging (cf. 2.4.2),
they also found that water goes preferentially along carbon fibres and can be blocked under the
ribs before reaching the outlet.

2.1.2 Ahead of the GDL: the micro-porous layer (MPL)

The GDL that is presented above - that could be called GDL's mechanical support - is often com-
pleted with a microporous layer (or MPL). With a misuse of language, the term "GDL" means

8



Chapter 2. State of the art

Figure 2.1: View of two types of gas diffusion layer obtained by Scanning Electron Microscopy:
a) carbon paper and b) carbon cloth, from [Sinha and Wang, 2008].

"MPL + GDLs support". The MPL is made of carbon particles mixed with PTFE, so mostly hy-
drophobic. This ratio of hydrophobic pores is found to be optimal around 35% [Qi and Kaufman,
2002] in terms of water management. While the pore size of macroporous substrates is in the
range of 1 to 100 um, the pore size of the microporous layers is around hundreds of nanometers
as it was said before. The thickness of the MPL, about 20um, is much lower than the one of
the GDL’s support, as shown in Figure 2.2. The porosity of the MPL is about 50% whereas the
porosity of the GDL is 70%.

The Pore Size Distribution (PSD) of the MPL varies from 0.1 wm (micropores) to few microme-
ters (macropores), according to [Chun et al., 2010], for instance. The MPL allows to increase the
power of the PEMFC, especially at high current densities [Qi and Kaufman, 2002; Chen et al.,
2004; Weber and Newman, 2005]. [Nam et al., 2009] also showed that in the presence of MPL,
the size and the saturation level of water droplets at the GDL/channel interface were reduced.
This enables to increase diffusion in the catalyst layer [Wang and Van Nguyen, 2010; Lu et al.,
2010]. The MPL, acting like a valve, also reduces the number of water breakthrough points at
the outlet of the GDL. This decreases the water saturation and so increases the oxygen diffusion
through the GDL. The MPL also enables to reduce the ohmic loss and to avoid materials from
the active layer to get into the large pores of the GDL'’s support. Moreover, another function is to
reduce the water back diffusion from channels towards electrodes.

When the micro-porous layer operates under low relative humidity conditions, it is desirable
to keep the membrane hydrated in order to keep the membrane resistance low enough, whereas
under high relative humidity conditions, produced water has to be removed quickly from the
reaction sites [Nishiyama and Murahashi, 2011], which is possible allowing water transport in
hydrophilic micropores of the MPL and gas transport in the macropores.
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[Wang and Van Nguyen, 2010] also showed that the higher the water pressure is (i.e. when
the MPL is enough hydrophobic to contain water), the more this water goes upstream, namely
towards the cathode. When coupled to electro-osmosis of water (upstream transport of water due
to current), this phenomenon releases the access of active layer while hydrating the anode.

More recently, [Wang et al., 2015] conducted both experiments and numerical simulations on
a double-layer GDL with different PTFE loadings. This double-layer GDL can be seen as the
addition of a MPL to a GDL. They showed that the overall saturation level is decreased when
the layer with higher PTFE loading is placed adjacent to the catalyst layer.

Figure 2.3: GDL with addition (b), or not (a), of a Micro Porous Layer. Taken from [Nam et al.,
2009].

2.1.3 Downstream of the GDL: the bipolar plate

In most cases, bipolar plates are made of graphite - owing to its high strength to corrosion
and to the fact that it is a good electrical conductor. However, because of its fragility and its
lack of mechanical strength combined to its manufacturing cost for great quantity, graphite can
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be considered as unsuitable for automotive industry, leading some researchers to be interested
in materials such as stainless materials - coated or not [Cho et al., 2004; Tawfik et al., 2007].
Whether it is at the anode or at the cathode, bipolar plate’s function is to take reactant gases from
the channels to the electrodes, to evacuate produced water at the cathode, as well as electrically
connect a cell to another (the stack is formed by a series of cell). Bipolar plate’s role is also to
support the fragile MEA (Catalist layer + Membrane). Finally, bipolar plates have to cool the
system down, in the absence of a dedicated device [Li and Sabir, 2005]. Oxygen supply channels
are carved on the bipolar plates: they can be straight, in serpentine, interdigitated, or fractals,
as shown in Figure 2.4. We call "rib" or "land" the part of the bipolar plates that is in contact
with the GDL. An elementary cell will be composed of a GDL, a supply channel and a rib in the
cathode side for the most of the study as illustrated in Figure 2.5.

(c)

Figure 2.4: Several types of carved channels in a bipolar plate: a) serpentine, b) interdigitated,
c) fractal.

Figure 2.5: Example of an elementary cell used for numerical simulations.

Obviously flow field design can affect mechanisms of liquid-water transport. In interdigitated
and serpentine flow-field designs, pressure gradients between adjacent channels induce convec-
tive transport through the GDL, which is called "cross flow". [Santamaria et al., 2015] showed
with neutron radiography imaging that as cross-flow increased, permeability trended upward
and saturation decreased.

2.2 Transfers in porous media

2.2.1 Two-phase flow model and presentation of pore networks

Two-phase flow studies in porous media are more often based on the generalized Darcy law and
the concept of macroscopic capillary pressure (retention curve). Applied to the GDL water prob-
lem, this classical approach can be formulated as follows: considering the water production rate
(presented in 2.3.2), an interesting analysis is done by [Pasaogullari and Wang, 2004] proving
the unfounded nature of continuum models.

At steady state, if the air is fully saturated with water vapour, the liquid water mass flux is
equal to the amount of water that is produced at the active layer. Supposing there is no water
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transport from the active layer towards the membrane, we get:

k.

1 r
5 M0 = ZLK [Vpe + (o1~ pg)d] (2.1)

2F

with F denotes the Faraday constant (= 96487 C.mol™!), M#2© the molar mass of water (in

kg.mol™1), k,; the relative permeability of water, v the cinematic viscosity of water (in m?.s~1), K

the permeability of the medium (in m?.s7!), p. the capillary pressure, p; and p, the densities of
water and air respectively (in kg.m—3) and ¢ the gravity (in m.s~2).

Here it is supposed that the pressure in the gas phase remains constant and equal to the
total pressure in the supply channel. Moreover, the GDL is a very thin medium and gravity
effect may be neglected.

The capillary pressure between two phases is expressed as:

1/2
Pe = ocosb. (;{) J(s) 2.2)

with o as the surface tension (in N.m™1!), 6, as the contact angle, ¢ as the porosity and J(s) as
the Leverett function.
So:

1 s3 €\ /2
ﬁMHQO = —;KUCOS@C (K> VJ(s) (2.3)

with s the water saturation.
For an hydrophobic medium:

J(s) = 1.417s — 2.120s° + 1.263s> (2.4)
Combining 2.1 et 2.2 we get:

1 0.(eK 1/2
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To make the problem easier, one-dimensional transport is considered along the thickness of
the GDL. It is reduced to a differential equation that can be solved analytically. For a hydropho-
bic medium, 6. > 90°:

ds 1 mo v

3 2
1.417 — 4.240s + 3.789s5" ) — = — M —_— 2.6
s ot ° )dac 2F ocosf.(eK)1/2 (2.6)
Integrating, we get:
1 v
4 2 H>0
0.35425 — 0.8480 0.6135s%) = — M"Y ———— C 2.7
s st *) 2F acosﬁc(eK)l/Qx—i_ .7)

The integration constant C' depends on boundary conditions i.e. the liquid saturation at the
interface GDL/canal. This calculation gives the "continuum model" curves as shown in Fig-
ure 2.6.

Validity of this model is questionable. The GDL is very thin and does not allow scale separa-
tion conditions and it is not possible to extract a REV (Representative Elementary Volume), e.g.
[Rebai and Prat, 2009; Prat and Agaésse, 2015]. Typically, the thickness of the GDL is less than
300 um, with average pore diameter of about 40 wm, corresponding to less than 10 pore sizes over
the thickness. Actually, [Rebai and Prat, 2009] compared the saturation profiles obtained with
both a continuum model (for a capillary number of 10=7/10-%) and a PNM' (with IP? algorithm):
the profiles obtained with the continuum model are quite different from the ones computed with
the PNMs, see Figure 2.6.

Pore Network Model
2Invasion Percolation
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Figure 2.6: Comparison of saturation profiles using a Pore Network Model (for two injection con-
ditions) and the classical continuum model (for two Capillary Numbers), from [Rebai and Prat,
2009].

Additionally, classical macroscopic parameters of the continuum model (capillary pressure,
relative permeability) are difficult to measure but this is possible as shown in [Volfkovich et al.,
2001; Gostick et al., 2006; Cheung et al., 2009; Fairweather et al., 2010].

All these reasons pushed us into developing a Pore Network Model representing the porous
medium. This approach is classical for rocks, see [Fatt et al., 1956] for the first PNM and [Blunt,
2001; Blunt et al., 2002] for a review article on PNM developed for the study of two-phase flows
in porous media. This approach seems to be less obvious to represent GDLs. Indeed, a GDL is a
tangle of fibres, and it is difficult to differentiate pores from solid parts. These fibres give form to
constrictions and we assimilate the skeleton of void to a pore network of interconnected pores and
throats. The Pore Network Models are an alternative to continuum models. They are preferred
to Direct Numerical Simulation (DNS) - computing saturation profiles, gas concentrations, fluid
properties via a GDL pore scale resolution - because of their lower computational cost. Among
DNS methods, we can list Volume Of Fluid (VOF) models [Hirt and Nichols, 1981], Mixture
models [Wang and Cheng, 1996] and Lattice Boltzmann Methods (LBM) (e.g. [Rothman, 1988;
McNamara and Zanetti, 1988; Shan and Kailath, 1988]).

The network is invaded by a fluid progressing pore by pore and throat by throat following
physical laws related to capillary phenomenon.

The pore network is represented by a regular succession of pores and throats. See Figure 2.7
for an analogy between the fibre structure of the GDL and the equivalent cubic lattice represen-
tation.

Pores are located at the lattice junctions and are represented by cubes whose equivalent
diameter is randomly chosen according to a uniform distribution in the range [dpmin, dpmaz]-
The pores are connected to throat whose equivalent diameter is also randomly chosen according
to a uniform distribution in the range [dmin, dimaz]. See Figure 2.8 to get an idea about the
computational domain of a GDL. The values dymin, dpmazs dimin, dimaz @s well as the sizes of
the GDL are taken from the literature and from the data obtained in the framework of IMPALA
European project. A zoom on a 3D computational domain showing the pore and throat diameters
is illustrated in Figure 2.9.
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Figure 2.7: Left: In-plane view of a GDL. Middle: Conceptual sectioning of pore space into pore
bodies and throats. Right: Cubic lattice of equivalent properties. Taken from [Gostick, 2008].
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Figure 2.8: Sketch of a computational domain (2D illustrative example).

Figure 2.9: Zoom on a 3D computational domain. The pore and throat diameters are depicted.

2.2.2 Two-phase invasion in a porous medium

Two-phase flow in porous media depends on the competition between viscous forces and capillary
forces. This competition affects directly the phase distribution. Water transport in the GDL is
assimilated to a process called drainage, i.e. the displacement of a wetting fluid by a non-wetting
one. Water is the non-wetting fluid in the presence of PTFE because the contact angle taken in
the water is larger than 90°, as illustrated in Figure 2.10.
[Lenormand et al., 1988] studied different types of flows of two non-miscible fluids in a drainage

experiment and showed that invasion patterns depend on the Capillary Number Ca and on the
ratio of viscosities M:

B. Straubhaar 14 PhD Dissertation



Chapter 2. State of the art

Figure 2.10: Representation of a wetting fluid (on the left) and a non-wetting one (on the right)
[Ceballos, 2011].

Ca=HY 2.8)
Y
and
M=H (2.9)
Hg

with 1 and p, are the dynamic viscosity of the non-wetting and the wetting fluid (Pa.s) re-
spectively, U its displacement velocity (m.s™!) and ~ the surface tension between the two fluids
(N.m™1).
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Figure 2.11: Illustration of the different regimes of displacement of a non-wetting fluid as a
function of the capillary number and the ratio of the viscosities. The three invasion patterns are
represented. Taken from [Ewing and Berkowitz, 2001].

[Lenormand et al., 1988] highlighted three asymptotic regimes as illustrated in Figure 2.11:

e The stable displacement (when the injected fluid is more viscous than the displaced fluid
and the capillary number is high) corresponds to a flat front and most of the pores located
behind the interface are filled: the viscous effects are dominant over the capillary effects.

e The viscous fingering regime (when the injected fluid is less viscous than the displaced fluid
and the capillary number is high) is composed of straight liquid paths reaching quickly the
outlet, without having large ramifications. Capillary effects are nigligible in this regime.

e The capillary fingering regime (when thecapillary number is small) is composed of liquid
paths made of many tortuous ramifications. Capillary effects are dominant.
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At 80°C, M ~ % ~ 17,5 and in the case of PEMFCs, C'a can be expressed as:

Ca — i M, 0

= ———= 2.10
vc0s6,,2F py ( )

where My, 0 is the molar mass of water, p; is the water density and 6,, is the contact angle
measured in the wetting fluid. With i = 1A.cm~2 and § = 70°, we get Ca ~ 1077 — 1078, That
corresponds to the capillary fingering regime. At small Ca, the flow can be considered as being
quasi-static. It is possible to simulate the capillary fingering regime using the Invasion Perco-
lation algorithm developed by [Wilkinson and Willemsen, 1983]: the occupied pore the liquid is
going to invade preferentially is the neighbouring throat of largest diameter, i.e. the one where
the capillary pressure threshold is the smallest, see Figure 2.12. This is a direct consequence of
the Young-Laplace equation:

_ 4ycost
Pe = i

where p. is the capillary pressure between the two phases, d; is the diameter of the throat, 0
is the contact angle and ~ is the surface tension.

(2.11)

Figure 2.12: Illustration of the Invasion Percolation concept.

The conclusion is that the invasion regime expected in the GDLs is the capillary fingering
regime, a regime that can be computed on a network thanks to the Invasion Percolation algo-
rithm. Notice that this is only valid on a sufficiently hydrophobic medium.

2.2.3 Transport of species
Let N4 the number of moles of species A crossing a unit area in unit time. For simplicity only

direction z is considered and this molar flux can be expressed as [Bird et al., 2002]:

0
Ny, :—CDA/Bﬂ-f—xA(NAZ-f—NBZ) (2.12)
N 0z

—_——
diffusion flux

combined flux convective flux

where the Fick’s law has been used to express the diffusion flux.

This formulation assumes that there are only two components in the mixture. In our case, a
binary mixture made of water vapour and air is considered. In reality, air is composed of many
elements but mostly dinitrogen (~ 78%) and dioxygen (~ 21%). So a more accurate formulation
of the diffusion equation - for future works - would be to take into account a ternary mixture
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composed of water vapour, dinitrogen and dioxygen. Fick’s law is no longer appropriate and a
famous model for describing the multicomponent diffusion is the Maxwell-Stefan equation:

N
Vai=— Y 2 (g;jﬁ;'_xiﬁ;!) . i=1,2--,N —1 (28) (2.13)
i=1G#)

where D;; is the binary diffusivity from species i to species j, z; and x; are the molar fraction
of species i and j respectively and n} and flg-, are the molar flux of species i and j respectively.
Equation (2.13) was originally suggested by Maxwell [Maxwell, 1867] for a binary mixture based
on kinetic theory and was extended to diffusion of gaseous mixtures of N species by Stefan
[Stefan, 1871] .

For an N-component system, N(N-1)/2 diffusivities are required. The diffusion in a multi-
component system is different from diffusion in a binary system, because the movement of the
it" species is no longer proportional to the negative concentration gradient of the i** species. It
is possible that:

1. a species moves against its own concentration gradient, referred to as reverse diffusion

2. a species can diffuse even when its concentration gradient is zero, referred to as osmotic
diffusion

3. a species does not diffuse although its concentration gradient is favourable to such diffu-
sion, referred to as diffusion barrier

according to [Bird et al., 2002].

2.3 Application to gas diffusion layers of PEMFCs

2.3.1 Wettability

Wettability, i.e. the value of the contact angle at the water/air/solid triple line, plays a crucial role
in the study of two phase flows in a GDL. Actually, wettability properties of GDLs are difficult to
characterise. In reality, PTFE is not uniformly distributed throughout the GDL. A priori some
regions of the GDL are not coated with PTFE (ageing, poor treatment) and the contact angle is
about 80°: these are hydrophilic regions. In the zones that are treated with PTFE, the contact
angle is about 110°: these are hydrophobic regions. [Chapuis et al., 2008] showed that contact
angle has an influence on water saturation and on the invasion pattern of the porous medium,
see Figure 2.13 for more details.

For the invasion patterns shown in Figure 2.13, the wettability is uniform but varies grad-
ually on a range including the hydrophilic and hydrophobic regimes (70° — 110° for instance).
The contact angle is therefore uniform for each calculation [Chapuis et al., 2008; Chraibi et al.,
2009]. Another kind of study of this type has been made with PNMs defining a fraction f of
hydrophilic pores in a hydrophobic network: the value of the local contact angle is thus set ei-
ther hydrophobic (> 90°) or hydrophilic (< 90°) [Gharbi and Blunt, 2012; Park and Popov, 2009;
Pauchet et al., 2012; Sinha and Wang, 2008; Wu et al., 2012a; Weber et al., 2004].

[Kuttanikkad et al., 2011] showed that macroscopic properties of the GDL are independent of
fraction f (%) of hydrophilic pores below a threshold corresponding to the percolation threshold of
a hydrophobic network, i.e. the critical value f. beyond which it exists at least a continuous path
of hydrophilic pores connecting the inlet to the outlet of the network. This result qualitatively
agrees with experimental studies showing that the capillary pressure curve is independent of
the quantity of PTFE that is used if this value is larger than about 5 % [Fairweather et al., 2010;
Wu et al., 2012a].

In this way, it is possible to link the quantity of PTFE with flow regimes established by
Lenormand: the more there is PTFE, the more there are hydrophobic pores and the more the
flow regime is likely to be the capillary fingering regime. A contrario, the less the GDL is treated
with PTFE, the more there are hydrophilic pores and the more the flow regime is likely to lead
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Figure 2.13: (A) Change in the invasion pattern at breakthrough in a model fibrous medium
VS the contact angle in the defending fluid (air) ©g. The invading fluid is in grey. (B) Detailed
progression for Oy € [82°,98°]. Taken from [Chapuis et al., 2008].

to the formation of a flat front. Thus it is then obvious that the performance of the cell will be
improved with addition of PTFE in order to avoid flooding [Shahraeeni and Hoorfar, 2014].

Studies have been made on loss of PTFE after numerous cycles [Borup et al., 2007; Ramasamy et al.,
2008] and showed that the presence of MPL leads to decrease the hydrophobicity loss.

Unless otherwise mentioned, we will consider that PTFE is uniformly distributed throughout
the GDL and thus that the contact angle remains constant all over the fibrous surface, on the
order of 110° (if the surface is perfectly covered with Teflon). Under these conditions, the GDL
is uniformly hydrophobic.

2.3.2 Liquid water formation on the cathode side

A crucial and somewhat unknown point is how the liquid water forms or appears in the GDL.
Answering this question, even only partially, is perhaps the major objectives of this thesis. The
water production rate can be easily estimated from the electro-chemical reaction as:
iA
Q=37 (2.14)
where F is the Faraday constant (F' = 96 485,34 C.mol™!), i the current density and A the in
plane area over which the current is produced.

A significant fraction of the produced water at the cathode goes toward the cathode GDL. The
main question is whether this water reaches the GDL in vapour form or in liquid form. Many
previous studies were more or less explicitly based on the assumption that the water enters in
liquid form into the GDL, leading to the consideration of a capillary driven process of liquid
water transport within the GDL. On the other hand, several authors (references will be given
in the next chapters) pointed out the probable importance of phase change phenomena within
the cell. An alternative scenario is therefore that water enters the GDL in vapour phase and
condenses. Naturally, mixed scenarios leading to the occurrence of liquid water both as a result
of condensation and invasion in liquid phase from the catalyst layer or the MPL is not impossible
(for example if condensation occurs in the MPL as well).
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2.3.3 Recent examples of PNM

For the reasons that were mentioned before, pore networks have been frequently used in recent
years for the study of water flow in PEMFC. In the first works, these models were isothermal,
stationary and considering only the GDL. Then, with the improvement of calculation power of
computers, the models became three-dimensional, non isothermal, dynamic, and able to repre-
sent the GDL and the channel, phase change, electron transport, anisotropy, compression, etc.
More a model is complex, more the computer cost is important. These past few years, we can
notice several noteworthy papers.

Oxygen diffusion is a key element of gas diffusion layers i.e. how to disseminate oxygen at
best towards the active layer? [Gostick et al., 2007] studied the gas transport with two different
setups: the first one when water fully invades the pore and so it prevents any connection with
the neighbouring pores (pessimistic case) and another one when residual gas in the pores that
have been invaded by water is conductive (optimistic case). The results of these simulations were
compared with commonly used models of relative permeability and diffusivity. It was found that
these models tended to agree with Case 2, which likely overestimates mass transfer in the gas
phase.

In order to develop representative pore network models, it is necessary to consider the macro-
scopic parameters of the network. [Markicevic et al., 2007] created a two-dimensional square
network and changed two parameters: the width of the network and the heterogeneity of throats,
i.e. the variations of width between throats belonging to a same network. They showed that the
more the network size increases, the more the relative permeability decreases, but the latter
increases as the heterogeneity is important. Indeed, the throats with the largest radius are
invaded more easily, leading to higher flows for the invading phase. Relative permeability is
constant for low saturations and varies as a power law for higher saturations. This law does not
depend on the size of the network.

[Sinha and Wang, 2007] were the first to investigate liquid water transport at the pore scale:
they showed that the flow in GDLs happens at very low capillary number and than this leads to a
capillary fingering regime in the presence of a uniformly hydrophobic medium. This is consistent
with [Lenormand et al., 1988] work.

[Lee et al., 2009] showed numerically that the saturation curve along the GDLs profile was
concave which means it is an Invasion Percolation process. More over, a "flux" boundary condi-
tion at the active layer/GDL was found to be better than a "pressure" boundary condition.

[Rebai and Prat, 2009] showed that classical continuum models lead to poor predictions of
the water distribution in the GDL, because of a lack of length scale separation and because of
the dominant capillary effects. In other words, the existence of a Representative Elementary
Volume (REV) is not fulfilled. This article presents pro and con arguments for the use of pore
network models.

[Ceballos and Prat, 2010], used an Invasion Percolation algorithm with multiple injections
(water is injected via several injection points instead of the uniform pressure condition of clas-
sical IP simulations), to determine a droplet density at the GDL/channel interface as well as
saturation profiles equivalent to what is observed in in-situ experiments.

[Mukherjee et al., 2011] made a review on modelling of PEMFC at the pore scale, studying
the efficiency of Lattice-Boltzmann Methods (LBM), Pore Morphology (PM) - which is based on
a real representation of the porous medium - and Pore Network Models. LBM simulations can
be used to study the influence of the wettability on the two-phase flow but also the capillary
pressure and relative permeability curves as a function of the water saturation. PM is a quick
and interesting tool to simulate a quasi-static drainage experiment in order to estimate the Pc-s
curve based on the analysis of the digitised structure. Pore networks are used to study two-phase
transport, to compute Pc-s curves and are efficient for real operating conditions. More over, LBM
and PNM allow to simulate low-capillary number flows.

[Wu et al., 2012b] studied the effect of cracks in the MPL using a three dimensional PNM.
A higher pressure is necessary for water to reach the GDL in the presence of a MPL with no
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defects, and both permeability and relative humidity decrease. The increase in the thickness of
the MPL decreases the saturation in the GDL as well as the effective diffusivity of oxygen (for
a certain capillary pressure). But the liquid permeability becomes higher with the increase of
this thickness (except when S,, gets closer to 1). They showed that the liquid distribution in
the GDL changes significantly in the presence of the MPL: a saturation jump is observed at the
MPL/GDL interface. To sum up, the effective diffusivity of oxygen of the whole GDL/MPL - using
a 25 microns thick GDL - is better at the breakthrough than the one of a GDL only.

In their following paper, [Wu et al., 2013] showed that in the presence of a MPL, the inlet
saturation of the GDL is reduced (saturation jump). If the MPL has a crack (that is supposed to
be under the rib), liquid preferentially moves along it. The addition of a MPL does not necessarily
improve performances of the cell: if the difference between the effective diffusivity of oxygen
between the GDL and the MPL is weak, then the presence of the MPL is beneficiary, if this
difference if large, then it is not.

[Alink and Gerteisen, 2013], in order to get closer to the real structure of a GDL in two di-
mensions, developed a percolation model based on the fibrous structure rather than the pore
structure, using the contact angle distribution of fibres, their size and direction, and the spatial
porosities. So in this work, these are the stable water paths that are connected with unstable
links and a percolation + condensation model is computed.

[Médici and Allen, 2013] showed with a two-dimensional model that at low temperature and
high relative humidity in the channel, the liquid water could move through the GDL with a cap-
illary fingering pattern and could breakthrough at the level of the channel, whereas at high tem-
perature and low relative humidity, water partially evaporates and reaches the channel through
vapour phase. However, in this case, water tends to pile up in the catalyst layer side: this is due
to the high vapour concentration close to the active layer that reduces the evaporation rate at
the air/water interface.

[Shahraeeni and Hoorfar, 2014] developed a three-dimensional PNM using fluorescence mi-
croscopy. They looked at the PTFE treatment effect and showed that the hydrophobic treatment
limits the number of pores being invaded at the Active layer/GDL interface whereas without
this PTFE treatment the liquid fills most of the pores that are available at the interface. More
over, the hydrophobic treatment changes the flow regime from a stable displacement regime to a
capillary fingering regime.

[Lee et al., 2014] studied the effect of ribs, in three dimensions: the water saturation was
higher in the region located under the ribs than the one located under the channel. These re-
sults are attributed to the so-called "extra IP process", i.e. the liquid water has to cross more
distance to reach the breakthrough when it is stuck under the rib. They also showed that the
more the rib size increases, the more the water saturation under the rib increases but has less
impact on the saturation level under the channel. In the same way, a thinner GDL decreases the
saturation level under the channel but the level under the rib remains constant.

The following table summarises the features of these different Pore Network Models applied
to GDLs.
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Article Size Struct. Type of physics | Network lat- | PSD and TSD R.D. Rib | Anis. Wett. Features Cond.
tice
[Nam and Kaviany, 2003] Fibre stack | Fibrous Continuous - Relation  be- | - - - Constant | First PNM for GDL NO
2D -> 3D H>O Conv. + tween fibre and 120°
50x50x50 O Diff. + H,O pore size
(g) Diff
[Gostick et al., 2007] 3D (10 or 11 | Cubic H20O Conv. + | T090: 25.2 um | T090: 19 pm | Weibull Yes | Yes Constant | Computation of effective | NO
pores along the O4 Diff. 10BA : 40.5 pm | 10BA: 33 pum 115° properties + limiting cur-
thickness) rent
[Markicevic et al., 2007] 2D (N x N, | Cubic H>0O Conv. - Pore: [350- | Uniform No Yes Constant | Size and heterogeneity ef- | NO
N=1 to 100) 4501, [200- (H20) fect
6001, [100-
700], [50-750],
[20-780] pm
and Throat:
400 pum then
40 pm
[Sinha and Wang, 2007] 3D: 30x30x11 Cubic H>0O Conv. 25 um Pore: 10 wm | Normal Yes | No Constant | - NO
and Throat: 6 110°
pHm
[Bazylak et al., 2008] 2D: 48x48 and | Cubic 1P - - Several Yes | Yes by | Constant | Creation of several PNMs | NO
100x 100 net- def. and comparison XP/Nu-
works merical simulations
[Chapuis et al., 2008] 2D: Circles | Superposition IP + Evap. Metropolis [Rmin,Rmax] Uniform No No Variable Visualizations of mixed | NO
puis 14x20 of circles algorithm + | with Rmin = wettability and compari-
Voronoi  dia- | Rmax/3 son with PNM
gram
[Koido et al., 2008] 3D: Topological | IP - Measured by | Normal No Yes by | Constant | Pc-s measurement and | NO
120x120%x 120 skeleton porosimetry ~ def. 162° comparison with XP
35 um
[Sinha and Wang, 2008] 3D: 30x30x11 Cubic H>0 Conv. 25 pum Pore: 10 pm | Normal No No Mixed Effects of mixed wettabil- | NO
and Throat: 6 ity
pm
[Lee et al., 2009] 3D: 20x20x 10 Cubic from | H2O Conv. + | 20 um Pore: 17.8 um | Random No No Constant | Comparison of boundary | NO
fibrous O- Diff. and Throat: 120° conditions
4.77 pm
[Rebai and Prat, 2009] 3D: 40x40xN | Cubic H>0 Conv. 50 um Pore: 40 um | Uniform Yes No Constant | Effects of compression NO
with N =[4,40] and Throat: 27
pHm
[Ceballos and Prat, 2010] 3D: 40x40xN | Cubic 1P 50 um Pore: 40 um | Uniform Yes | No Constant | Multiple injections NO
with N =[4,40] and Throat: 27
pHm
[Hinebaugh and Bazylak, | 2D Spheric H>0 Conv. - Pore: [9- | Uniform | Yes | No Constant | Condensation NO
2010] 12.5]um  and 110°
Throat: [4-
8.5]um
[Lee et al., 2010b] 3D: 20x20x 10 Cubic H>O Conv. 25 um Pore: [17.5- | Uniform No No Constant | Constant flux 2 A.cm—2 + | NO
22.5]um  and 120° Effects of GDL thickness +
Throat: [5- Effects of number of injec-
17.5]um tion points
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[Lee et al., 2010a] 3D: 22%x22x10 | Cubic IP then Hagen- | 25 um Pore: [17.5- | Uniform No No Constant | Comparison between clas- | NO
Poiseuille for 22.5] um and 120° sical/horizontal/vertical
permeability Throat: [5- paths of GDLs
calculation 17.5]um

[Luo et al., 2010] 3D Spherical IP then Hagen- | Non constant Pore "car- | Taken No Yes by | Constant | Reconstruction of a PNM | NO
Poiseuille for bon paper": | from 3D def. 110° from a SEM image
permeability monomodal images
calculation ~ 20 pum;

Pore "carbon
cloth™ bi-
modal ~ 20um
and 100 um;
Throat: [8-
10]pum

[Ceballos et al., 2011] 2D & 3D: vari- | Cubic IP 2 mm [200-900] pum Uniform No No Constant | Statistics on break- | NO

able size through

[Kuttanikkad et al., 2011] | 3D:40x40x10 | Cubic - - Pore: 17.5 um - - - Mixed - NO

(f  hy-
drophilic)

[Wu et al., 2012a] 3D: 80x80x12 Cubic O2 Diff. 25 um Pore: [8-12] um | Uniform No No Mixed Effects on the number of | NO

and Throat: [2- (f hy- | injection points (sequen-
7] um drophilic) | tial)
[Wu et al., 2012b] 3D: MPL: | Cubic H>0O Conv. 25 um GDL: Pore: | Uniform Yes | No Constant | GDL + MPL coupling NO
200x200x[0- [8-12] pum and
40] GDL: Throat:  [2-7]
20x20x[6-10] um and MPL:
Pore: [8-12]um
and Throat:
[2-7]pm
[Alink and Gerteisen, | 2D Fibrous O2 Diff. (con- | - - Yes Yes | Yes by | Mixed Based on the fibrous
2013] tinuous) + Con- def. structure
densation
[Ceballos and Prat, 2013] 3D  (variable | Cubic IP + Diff.O4 50 pm - Uniform No No Mixed Sequential and kinetic al- | NO
size) (f hy- | gorithm + Trapping ef-
drophilic) | fects + Mixed wettability

[Médici and Allen, 2013] 2D: 120x 12 Cubic H>O Conv. + | 252 um GDL: Pore: 19 | Weibull Yes No Constant | Entire 2D model NO
Calc. of T field um
+ H5O Diff.

[Shahraeeni and Hoorfar, | 3D: 15x15x10 | Spherical IP + H20 Conv. | Length of | Pore: [10- | Uniform No No Mixed Comparison XP/simu- | NO
2013] throat is fixed: | 20] pum and (f hy- | lations (Fluorescence
11 um Throat: [5-10] drophilic) | microscopy)
wm
[Wu et al., 2013] 3D: MPL: | Cubic IP + O9 Diff. 25 um Pore: [8-12] um | Uniform Yes | No Constant | Position of cracks in the | NO
quasi- and Throat: [2- MPL
continuous 7] pm
and GDL:
40x40x12
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[Lee et al., 2014] 3D:20x80x10 | Cubic 1P 25 um Pore: [17.5- | Uniform Yes | No Constant | Influence of the rib + GDL | NO
22.5] um and 120° thickness + Number of in-
Throat: [5- vaded pores at the inlet
17.5] um
[Shahraeeni and Hoorfar, | 3D: 15x15xN, | Spherical IP + H20 Conv. | Length of | Pore: [10- | Uniform No No Mixed Comparison XP/simu- | NO
2014] N = throat is fixed: | 20] pum and (n  hy- | lations (Fluorescence
10,17,25,33 11 um Throat: [5-10] drophilic | microscopy) + Mixed
um pores, wettability
based
on %wt
PTFE)
[Wu et al., 2014] 3D: 25x25x25 Cubic IP (liquid) in | 25 um Pore: [56-7] | Uniform Yes | No Constant | Evaporation as a fonction | NO
drying + Og um  (narrow) of the PSD
Diff. and [0-12] pum
(large)
[Fazeli et al., 2015] 3D Spherical 1P - Extracted from | - Yes | Yes by | Constant | Influence of boundary con- | NO
image def. 110° ditions Reservoir VS Flux
on a network extracted
from X-ray pictures
[Qin, 2015] 2D: 80x 10 Cubic H>O(g) Conv.- | 25 um Pore: [9-12.5] | Normal Yes | No Constant | Dynamic PNM for air- | NO
Diff. + phase pm 180° water flow and phase
change change
[Straubhaar et al., 2015] 2D: 40x6 Cubic IP + Condensa- | 50 pm Throat: [20-34] | Uniform | Yes | No Constant | Thermal gradient, phase | YES

tion

pwm

change (condensation)
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Chapter 2. State of the art

How to read the table:

e Article: Reference of the article. Articles are chronologically sorted.

e Size: Number of dimension and number of pores in each dimension.

e Struct.: Structure of the PNM.

e Type of physics: Type of physics that is used to solve oxygen and/or water transport.
e Network lattice: Length between the center of two adjacent pores.

e PSD and TSD: meaning of Pore Size Distribution and Throat Size Distribution, i.e. the
average pore and throat size that are used in the PNM.

¢ R.D.: meaning of Random Distribution, i.e. the type of random distribution that is chosen
for pores and throats.

e Rib: If the rib is taken or not into account.
e Anis.: If anisotropy is taken or not into account.

e Wett.: The value of the contact angle in water, i.e. considered as hydrophobic if larger than
90°.

o Features: Interests of the PNM.

e Cond.: If condensation is taken into account in the model.

Pore networks that were previously presented are all regular networks, i.e. they are made
of pores and throats arranged on cartesian grids: for example in three dimensions, a pore has 6
neighbours in a simple cubic network. It is possible to create irregular networks, where the num-
ber of neighbours is not constant (the number of neighbours is called the coordination number).
The goal of these works is to develop a pore network based on a random structure that would
better illustrate the real structure of the GDL, which is also random. [Nam and Kaviany, 2003]
investigated this way creating an algorithm that is able to generate a three-dimensional pseudo-
random network specific to a fibrous medium. This model was reused by [Sinha and Wang, 2007],
[Sinha and Wang, 2008] and then [Lee et al., 2009]. However this method is only a cubic network
with reference points slighty shifted so it is not fully satisfactory. Another solution is to build
a random network with Delaunay triangulation and Voronoi tessellations. [Bryant et al., 1993]
invented this for a sphere bed, then [Thompson, 2002] reversed the technique using Voronoi
tessellations to create the solid structure and Delaunay triangulation for the porous structure.
Based on this technique, [Gostick, 2013] studied drainage and diffusion of the gaseous phase in
a model GDL.

Another method consists in building a network from numerical images of the real GDL ob-
tained by X-ray tomography or other techniques of imaging (cf. 2.4), see [Fliickiger et al., 2011;
Eller et al., 2011], Tristan Agaesse PhD thesis, for instance. It is then necessary to adjust such
parameters as porosity, diameter and length of the fibres, direction, etc. This method allows to
get a morphology that is much closer to reality but it is more difficult (identifying the throats
and the pores is not necessarily easy) and computationally more costly to simulate the flows and
capillary effects in these disordered networks.

Even if the development of morphological or non-structured networks - that are built from
images of the micro structure - appears to be a very attractive solution, we still use in this work
simple cubic networks. Cubic networks are easier to implement, less computationally costly and
enough satisfactory when the objective is mostly phenomenological and aims to develop a better
understanding of the processes at play.
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2.4 Water visualisation in the GDL

Numerical models that were discussed before would be of limited interest if their results were
not confirmed by reality. The observation of liquid water in the GDL - in in-situ or ex-situ
experiments - is a very important step for the development of numerical models as well as their
validation.

2.4.1 The different techniques

Several techniques of visualisation can be used such as Magnetic Resonance Imaging (MRI),
neutron imaging, Scanning Electron Microscopy (SEM), X-ray radiography or even direct visu-
alisation [Bazylak, 2009]. One of the most efficient method for water visualisation in GDLs is
X-ray computed micro tomography. For example, neutron imaging has a small resolution (about
1 cm) and, although it is insensitive to the material of the GDL, it is interesting only for vi-
sualisation at the cell scale. MRI needs to not have materials sensitive to magnetic induction,
the spatial resolution and contrast are limited and the procedure appears to be a big challenge
for water visualisation in the GDL. X-ray micro tomography has a spatial resolution ten times
larger (in the range of microns, [Hartnig et al., 2009]) than the other methods, which means it is
an excellent candidate for the visualisation of liquid water in GDLs.

2.4.2 X-ray micro tomography

X-ray computed micro tomography (also referred as micro-CT), is a nondestructive technique al-
lowing to reconstruct three-dimensial object [Fliickiger et al., 2011; Hartnig et al., 2008; Manke et al.,
2007; Zenyuk et al., 2015; Kruger et al., 2011]. Its principle is based on the multidirectionnel
analysis of the interaction of a X-ray beam with matter (absorbtion of the phase), by recording
with detectors the transmitted radiation after it goes through an object. Then it is necessary
ro reconstruct numerically the radiographic slices of the sample that were taken for different
angles regularly spaced by rotation. A CT slice image is composed of voxels and the gray lev-
els in this slice image correspond to X-ray attenuation, which reflects the proportion of X-rays
scattered or absorbed as they cross each voxel.

Given that the times of acquisition are compatible with quasi-static water invasion of the
GDL, X-ray micro tomography allows to follow the dynamical evolution of the phenomenon.

X-ray detector

Sample

C

X-ray source

Figure 2.14: Schematic of X-ray micro tomography experiment.
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2.5 Conclusion

There is absolutely no doubt that liquid water can be present in the GDL during the operation
of PEMFC, at least for a sufficiently high current density and relative humidity in the channel.
The exact mechanisms explaining the occurrence of liquid water within the GDL are somewhat
an object of controversy. For instance, practically all the previous works using PNM were based
on the assumption of capillary controlled invasion in liquid phase from the catalyst layer or the
MPL. This is in contrast with other works (to be quoted later in the manuscripts) that consider
vapour condensation as the main mechanisms of liquid water occurrence in the GDL. In the
context, the main objective of the thesis is to contribute to elucidate this point, namely invasion
in liquid phase or condensation. To this end, we have developed a pore network model (presented
in the next chapter) enabling us to simulate the condensation process. Combined with state of
the art X-ray tomography of the liquid water distribution in a dedicated fuel cell performed by
IMPALA partner PSI, we hope to reach a conclusion on this crucial point from the comparison
between the experimental distributions of the liquid water and the simulated ones.
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Condensation pore network model
(CPNM)
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3.1 Introduction

The article forming this chapter [Straubhaar et al., 2015] presents a discussion of various op-
tions for simulating the formation of liquid water with the GDL within the framework of pore
network models. The simplest option assumes invasion of the GDL in liquid phase from the ad-
jacent MPL or catalyst layer without any consideration of phase change phenomena. This is by
far the most considered option in previous works. This option is most often considered using the
standard invasion percolation algorithm since the two-phase flow regime expected in the GDL
hydrophobic porous structure is the capillary fingering regime.

A somewhat more refined option is to take into account evaporation together with the liquid
water invasion controlled by the capillary effects from the adjacent finer layer. This can be ac-
cepted for negligible temperature variations within the GDL. The two aforementioned options
are however somewhat inconsistent in the presence of temperature variations because it is then
necessary to take into account the condensation phenomenon.
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Chapter 3. Condensation pore network model (CPNM)

The last option considered in the article is the liquid water formation by condensation of
the water vapour arriving from the adjacent finer layer (MPL or catalyst layer). To this end, a
condensation algorithm is described. This condensation algorithm is one of the main outcomes of
the present thesis. This article also introduces the concept of condensation diagram (see Figure
2 of the article), useful to distinguish the regimes where water can be transferred only in vapour
phase (without condensation) from the regimes where liquid water forms by condensation in the
GDL.

The various regimes are illustrated in the article from 2D pore network simulations. The
exploitation of the pore network code via 3D simulations is presented in the last two chapters
of the thesis. Additional information on the structure of the numerical pore network code is
presented in the thesis Appendix.

3.2 Article 1: Water transport in gas diffusion layer of a polymer
electrolyte fuel cell in the presence of a temperature gradi-
ent. Phase change effect.
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ABSTRACT

The gas diffusion layer (GDL) is a crucial component as regards the water management in
proton exchange membrane fuel cells. The present work aims at discussing the mecha-

nisms of water transport in GDL on the cathode side using pore network simulations.

Various transport scenarios are considered from pure diffusive transport in gaseous phase
to transport in liquid phase with or without liquid—vapor phase change. A somewhat novel
aspect lies in the consideration of condensation and evaporation processes in the presence
of a temperature gradient across the GDL. The effect of thermal gradient was overlooked in
previous works based on pore network simulations. The temperature gradient notably

leads to the possibility of condensation because of the existence of colder zones within the

GDL. An algorithm is described to simulate the condensation process on a pore network.

Introduction

The gas diffusion layer (GDL) in PEMFC has several functions,
[1]. The GDL contributes to make more uniform the gas supply
to the active layer. The GDL must also contribute to the water
management by enabling the water in excess to leave the
system on the cathode side without affecting too much the
oxygen access to the active layer. A key question in this
context is the nature of the water within the GDL, i.e. in
gaseous phase or in liquid phase. Obviously, the transfer of
the water in excess in vapor phase sounds the best option if

the objective is to maintain all pores in the GDL accessible to
oxygen. On the other hand, a GDL made hydrophobic gener-
ally leads to better performance. A possible effect of a hy-
drophobic agent makes sense only if water is present in liquid
phase in the GDL. If the water transfer is in liquid phase, then
as discussed in Ref. [2], it is indeed much better to make the
GDL hydrophobic because this favors the formation of liquid
capillary fingers occupying a small fraction of the pore space.
The complementary fraction, free of water, is therefore
available for the oxygen transport. Then it must be pointed
out that a PEMFC typically operates at a temperature of about

* Corresponding author. INPT, UPS, IMFT (Institut de Mécanique des Fluides de Toulouse), Université de Toulouse, Allée Camille Soula,

F-31400 Toulouse, France.
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80 °C, which corresponds to a relatively high vapor saturation
pressure. Furthermore, as discussed for example in Ref. [3], a
temperature difference is expected across the GDL with the
highest temperature on the active layer side. Since the GDL is
colder on the bipolar plate side, water condensation is likely
and can be another mechanism leading to the occurrence of
liquid water in the GDL [4,5]. Also, because of the temperature
gradient or because the relative humidity in the bipolar plate
channel can be lower than 100%, evaporation is also possible.
In brief, several options are possible as regards the water
transport across the GDL: 1) transport in vapor phase only, 2)
transport in liquid phase only, 3) transport with liquid — vapor
phase change.

In this context, the present work discusses different
mechanisms of water transport in the gas diffusion layer
(GDL) on the cathode side from a combination of simple esti-
mate and two-dimensional pore network simulations in
relation with the water management issue. The fuel cells
motivating the study are classical PEMFC but the results could
be of interest for the modeling of other categories of fuel cells,
e.g. Ref. [6] for example.

Pore network simulations

The modeling of transport phenomena in porous media is
generally performed within the framework of the continuum
approach to porous media. This approach considers volume-
average transport equations and relies on the concept of
length scale separation, i.e. the averaging volume should be
small compared to the size of the porous domain for the
Darcy's scale equations to make sense. As discussed for
instance in Ref. [7], a GDL is only a few pore sizes thick. This is
an example of thin porous media [8] in which the length-scale
separation criterion is not satisfied. Furthermore, as also dis-
cussed in Ref. [7], the scenario of slow liquid invasion in a
hydrophobic porous medium leads to a regime called the
capillary fingering regime, which is fractal and thus not
compatible with the volume-averaged equations. The fact
that the continuum approach is highly questionable is a
strong argument in favor of an alternate approach. As in
several previous works, e.g. Refs. [9-11], and references
therein, we use a pore network approach. In the pore network
approach, the pore space is represented by a network of pores
interconnected by channels. The transport of interest is
directly computed at the pore network scale outside the con-
tinuum framework. For simplicity, we consider a regular two-
dimensional lattice as sketched in Fig. 1. The pores correspond
to the nodes of the network. The interconnecting channels
between two pores correspond to the constrictions or throats
of the pore space. The pores are idealized as cubic bodies and
the throats are ducts of square cross-section. The pore
network is constructed by assigning pore body sizes from a
Gaussian distribution in the range [dimin, dtmax] With
dimin = 20 pm and dimax = 34 pm. The size of the porous
domain is¢ x L where ¢ is the GDL thickness. As discussed in
Ref. [7] representative values of L and ¢ are: L ~ 2 mm and
2 ~ 300 pm. The lateral size L corresponds to a unit cell con-
taining a rib and two half-channels of the bipolar plate. At the
bipolar plate side, one part of the GDL is in contact with a solid

phase, the rib, whereas the other part is in contact with the
channel providing the oxygen. The lattice spacing (= the dis-
tance between two pores) is equal to 50 pym so that a 40 x 6
pore network in considered (40 is the number of pores in the
lateral (in-plane) direction and 6 the number of pores across
the GDL (thus in the through plane direction).

Water transfer in vapor phase

To discuss the nature of the water transfer within the GDL, we
begin with some simple analytical computations. We assume
that all the water produced in the active layer as a result of the
electro—chemical reaction is directed toward the GDL on the
cathode side. This is a conservative estimate since a fraction
of the produced water should actually go toward the anode
side. The production rate (in mol/s) is classically expressed as
a function of the current density in the fuel cell as,

iA
Q= ﬁ (1)

where F is the Faraday's constant (F = 96485.34 C), i is the
current density and A the cross-section surface area of the
network (A = 40 x 50 pm x 50 pm with our 2D approach).

Suppose the water transfer takes place in vapor phase by
diffusion and consider for simplicity the gas as a binary
mixture of oxygen and water vapor. An important parameter
is then the relative humidity, denoted by RH, in the channel.
The gas at the fuel cell inlet is not dry but humidified.
Considering automotive applications, we can take for
example RH = 50% at the inlet. As a result of water production,
the relative humidity is expected to increase along the chan-
nel and can even be expected to reach almost 100% RH at the
outlet of the fuel cell. Accordingly, we vary in what follows RH
from about 50% to 100%. An additional simplification is to
suppose that the gas is fully vapor saturated in humidity at the
inlet of the GDL (the GDL inlet is the interface between the
active layer and the GDL). Under these circumstances, the
diffusive transport of the vapor can be expressed as,

cA

] = TDapp [ln(l —RH Xusat(Tc)) - 11’1(1 - XUSGt(Tal))] (2)

with ¢ = p/RT where p is the total pressure (p ~ 1.5 bar), Ris the
gas constant, ¢ is as before the thickness of the GDL
(~6 x 50 pm); Xysat(Ta) is the vapor mole fraction at the active
layer — GDL where T, is the temperature at this interface;
Xy = RH Xysat(T) at the GDL/channel interface where x, is the
mole fraction of vapor and T. is the channel temperature.

In EQ. (2), Dgpp is the apparent diffusion coefficient of the
GDL. It differs from the molecular diffusion coefficient
because of the presence of the porous microstructure. Using
the same method as reported for instance in Ref. [12], this
coefficient is computed from pore network simulations taking
into account that the GDL is partially blocked by the rib as
depicted in Fig. 1. Repeating the simulations for 10 different
realizations of network and ensemble-averaging the results
led to Dgpp/(¢D) = 0.19 where D is the molecular diffusion co-
efficient of vapor (D = 3.110 > m?%s at 80°C) and ¢ ~ 0.65 is the
network porosity. This enables us to define the critical current
density i. beyond which it is not possible to transfer all the
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Fig. 1 — Sketch of GDL as a two-dimensional pore network.

produced water by diffusion in vapor phase through the GDL.
This current is given by the equation ] = Q. This yields,

. OF Dy 1 (1 —RH xusm(TC)>

lc e 1 - xUsat (Tal) (3)

Q

The “critical” current i. is plotted as a function of RH in
Fig. 2 for the case T. = Ty = 80 °C.

As an example, the results plotted in Fig. 2 suggest that the
produced water can be carried away in vapor phase as long as
RH in the channel is lower than about 75% when i = 1 A/cm?.
The conclusion of this section is therefore that at least two
regions should be distinguished when analyzing the transport
of water in the GDL in a fuel cell. In the region sufficiently
away from the bipolar plate channel outlet for the relative
humidity in the channel to be sufficiently low, the transfer
could be in vapor phase only. Closer to the outlet, the transfer
is not possible in vapor phase only and thus water should be
present in liquid form, at least for sufficiently high current
densities. Note, however, that the results shown in Fig. 2 were
obtained assuming a uniform temperature across the GDL. As

Critical current density as a function of relative humidity
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Fig. 2 — Critical current density i. as a function of relative
humidity RH in the channel.

shown in Ref. [13] when a more accurate determination of
critical current is presented, the existence of a temperature
gradient changes the value of the critical current but not the
main conclusion, i.e. the presence of liquid water when the
relative humidity is sufficiently high in the channel.

Above the critical current, the produced water cannot be
transferred only in vapor phase. This means that the GDL
must be partially occupied by liquid water. Two main options
are then possible depending on the boundary condition
imposed at the active layer (AL) — GDL interface. The first
option consists in assuming that water enters the GDL in
liquid phase from the AL. By contrast, the second option is to
consider that water enters the GDL in vapor phase from the
AL. This second option can then lead to the formation of liquid
water in the GDL only by condensation, i.e. when regions in
the GDL are colder than the AL. The two options are discussed
in what follows.

Transfer above the critical current density
(negligible thermal gradient)

Transfer in liquid phase neglecting phase — change
phenomena

Several authors have considered that water enters the GDL
directly in liquid phase, e.g. Refs. [2,7,9-11,14,15], to cite only a
few. Within the framework of pore network model, this sce-
nario is simulated on a network using the classical invasion
percolation (IP) algorithm [16]. Liquid water simulation with
this algorithm consists of invading the network through a
series of elementary invasion steps until the liquid reaches
the channel. Each elementary step consists in invading the
constriction (bond) of largest hydraulic diameter available
along the liquid—gas interface as well as the gaseous pore
adjacent to this constriction. This type of simulation typically
leads to a capillary fingering invasion pattern as exemplified
in Fig. 3. The 3D version of this pattern is qualitatively
consistent with the experimental visualizations reported in
Refs. [17], at least as regards the ramified structure of main
liquid clusters.
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Fig. 3 — Two-dimensional typical slow invasion pattern in a hydrophobic layer from pore network simulation. Each square

corresponds to a pore. Liquid phase in blue, gas phase in grey.
legend, the reader is referred to the web version of this article.)

As discussed in Refs. [9,18], one problem with this type of
simulation lies in the boundary condition to be imposed at the
inlet. It was argued in Ref. [18] that the consideration of in-
dependent multiple injection points at the GDL inlet was a
better option that the traditional reservoir-like boundary
condition. This, however, does not change the main feature of
invasion pattern.

Transfer by evaporation with partial invasion of the GDL

In Section 5, we briefly consider the purely liquid invasion
scenario ignoring the possible phase change phenomena.
Since the vapor partial pressure at menisci along the bound-
ary of the invading liquid cluster is the saturation vapor
pressure then a transfer by vapor diffusion from these menisci
toward the channel (supposed at a lower partial pressure in
vapor) is possible.

This kind of situation can be easily simulated using a pore
network model. The algorithm we developed for that purpose
can be summarized as follows. Initially, the network is only
occupied by the gas phase and the liquid/gas interface is
supposed to coincide with the GDL/active layer interface. As
for the other cases considered in this article, the medium is
supposed to be fully hydrophobic so that the invasion perco-
lation algorithm [16], can be used for modeling the liquid in-
vasion on the network.

1) Leti> i.. Determine the flow Q to be transferred from Eq. (1).
2) Determine the next throat to be invaded by the liquid using
the classical invasion percolation algorithm [16]. Invade
the corresponding throat and adjacent pore.
3) For the new position of the liquid—gas interface within the
network, compute the molar flow J which is transferred by
diffusion in vapor phase between the liquid/gas interface
and the channel. Thus we impose X, = RH Xysq(T) at the
GDL/channel interface, a zero-flux condition at the GDL/rib
interface and x, = Xysqt(T) on each meniscus which are in
the system. This part of the algorithm is similar to the one
presented in Ref. [12] for the calculation of the apparent
diffusion coefficient Dy,
If ] < Q continue the invasion going back to 2). If ] ~ Q, the
steady-state solution with partial invasion is obtained.

IS
N

An example of a result obtained with this algorithm is
shown in Fig. 4.

(For interpretation of the references to color in this figure

We are not aware of in-situ visualizations, similar for
example to the ones reported in Refs. [17], consistent with this
scenario of partial liquid invasion with evaporation. It should
be noted, however, that a special very small fuel cell was
designed for making possible the visualizations reported in
Ref. [17]. Thus, further investigations are needed to discuss
the scenario illustrated in Fig. 4 from experiments.

Interestingly, a partial invasion of the GDL by the liquid
water contributes to maintain a better access to oxygen
compared to the situation, depicted in Fig. 3, where the
evaporation phenomenon is not taken into account or is
negligible (which can occur when the relative humidity in the
channel is very high, close to 100% for example).

Transfer above the critical current density with
consideration of thermal gradient

Until now, we have considered the temperature as uniform
across the GDL. As mentioned before, authors, e.g. Ref. [3] for
instance, have shown that a temperature difference 4T of a
few K occurs between the hotter active layer and the colder
bipolar plate. Given the small thickness of the GDL (~300 um)
this represents a significant thermal gradient. This order of
magnitude can be obtained from the following simple esti-
mate. The electrochemical reaction is exothermic. The cor-
responding heat production per unit surface area (W m~2) can
be expressed as, e.g. Ref. [3],

(1 .
¢ = (ﬁ — U)I
where hy, is the water latent heat of vaporization
(hy = 242,000 ] molfl), U the electrical tension.

It can be reasonably assumed that half of the produced

heat goes toward the anode and half toward the cathode GDL.
Using Fourier's law then leads to

“)

where Ay is the GDL effective thermal conductivity and H the
thickness of the GDL. As representative value of the GDL
thermal conductivity, we took A= 1 W m™ K. Application
of Eq. (5) then leads to temperature differences across the GDL
of a few K in qualitative accordance with the values reported
in the literature. For a given temperature in the channel and

(4)
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Fig. 4 — a) transferred water flux ] for several invasion states of the GDL (T = 80 °C). S, is the liquid saturation, b) invasion
patterns corresponding to the points shown in Fig. 4a. The steady-state is reached (point E) when evaporation rate J is

sufficient along the liquid—gas interface for transferring the produced water Q after partial invasion of network. Each little
square corresponds to a pore. Liquid phase in blue, gas phase in grey. These results were obtained for RH = 96% (channel);
i = 1.5 A/cm?; AT = O K (isothermal condition). (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)

given current density and electrical tension, Eq. (5) is used to
determine Tj, and then the temperature field in the GDL,
which with the simplified approach considered in the present
study is given by

T(xy.2) = AT =+ T, (6)

in which AT = Tiy—Tchanner; X, and y are Cartesian coordinates in
the in-plane direction and z in the through plane direction.

The first consequence of the temperature difference is that
the transfer by vapor diffusion across the GDL is more efficient
than for the uniform temperature situation with the same
conditions in the channel because the equilibrium molar
fraction X,s,: ON the active layer/GDL interface increases with
temperature. In other terms, the critical current plotted in
Fig. 2 is underestimated when the temperature is not uniform
and we consider that the vapor is saturated at the active layer
— GDL interface, see Ref. [13] for more details.

The other important consequence of the temperature dif-
ference is the possible condensation of the vapor within the
GDL because of the existence of the colder region on the
channel side.

A first step in the study of the condensation process is to
compute the vapor molar fraction field in presence of a ther-
mal gradient in the domain shown in Fig. 1. Using again our
pore network model, we impose the water production rate
given by Eq. (1) at the active-layer/GDL interface, a given vapor
molar fraction at the channel/GDL interface and zero flux
condition at the rib/GDL interface. This computation is
therefore similar to the one giving Dgpp. The result shows that
the vapor molar fraction along the outlet of the GDL is located
in the middle of the GDL — rib interface. This corresponds to
point A in Fig. 1. The computation for realistic temperature

differences shown that a condensation can indeed occur in
the region of point A when the relative humidity is sufficiently
high in the channel (the aforementioned computation leads to
vapor molar fractions greater than the saturation vapor molar
fraction at the corresponding temperature).

Interestingly, this is consistent with the experimental
phase distributions reported in Ref. [17], which show the
presence of a thin liquid layer all over the rib surface in con-
tact with the GDL. Thus, under these conditions, a partial in-
vasion in liquid phase of the GDL is expected from the growth
of condensation clusters forming at the GDL/rib interface.

This situation can be simulated from pore network simu-
lations using the following algorithm, which is presented in
Ref. [13] in more details together with 3D simulations;

1) Determine and label the different water clusters present in
the network. If two pores — totally or partially saturated in
water — are adjacent, they belong to the same cluster. The
first cluster at the very beginning is the pore in the network
where the computed molar fraction is the highest above
the saturation molar fraction.

2) Calculate the vapor molar fraction field x, imposing the
saturated molar fraction at the corresponding temperature
along the boundary of each liquid cluster

3) Compute the molar flux Fy at the boundary of each cluster

4) Determine the throat of larger diameter along the bound-
ary of each liquid cluster

5) Compute the invasion time t of each cluster k, i.e. the time
required to fully invade the pore adjacent to the throat
determined in #4 from Fy, (step 3) and the volume remaining
to invade in the considered pore.

6) Compute the time step dt = min(ty).
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Fig. 5 — Partial liquid invasion of the GDL by condensation under the rib. Each little square corresponds to a pore. Liquid
phase in blue, gas phase in grey. Pattern obtained for RH = 97% (channel); i = 1.5 A/cm?; AT = 3.25 K. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

7) Fully invade the pore corresponding to dt and update the
volume of liquid in the invaded pore in the other clusters

8) Go back to step 1 until the water flux at the GDL outlet (GDL
—channel interface) reaches a desired value, i.e. the water
production rate given by Eq. (1).

Fig. 5 shows a typical phase distribution obtained with this
algorithm for Tenannet = 80 °C. As can be seen, this leads to an
invasion pattern quite different from the ones depicted in
Figs. 3 and 4. The liquid is moving forward, i.e. toward the
bipolar plate, in the scenarios corresponding to Figs. 3 and 4
whereas it is rather moving on average toward the active
layer in the condensation scenario.

Hence, the simulations illustrated in Fig. 5 do indicate a
quite different liquid invasion scenario of GDL than consid-
ered in most previous pore network simulations.

As illlustrated in Figs. 6 and 7 the degree of liquid water
invasion in the GDL due to condensation depends as expected

025

on the curent density and the relative humidity in the chan-
nel. The greater the curent density for a given relative hu-
midity RH in the channel, the greater the fraction of pores
occupied by water in the GDL. Similarly, the greater the rela-
tive humidity RH for a given curent density, the greater the
fraction of pores occupied by water in the GDL.

Discussion

Compared to most previous studies on water invasion of GDL
by liquid water based on pore network simulations, the new
feature introduced in the present article is the consideration
of the liquid — vapor phase change process. In particular, the
consideration of condensation leads to a quite different liquid
invasion scenario of GDL than considered in most previous
pore network simulations. It is therefore tempting to look at
available experimental results in order to try to identify

0.6 0.8
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Fig. 6 — Variation of overall water saturation as a function of current density for RH = 98% together with corresponding

condensation invasion patterns (shown for i = 0.5, 0.75, 1.25, 1.3 and 1.5 A/cm?). Each little square corresponds to a pore.
Liquid phase in blue, gas phase in grey. The temperature difference across the GDL corresponding to the imposed current
density is indicated for each pattern shown. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)
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whether or not it is important to take into account conden-
sation in the pore network simulations. A definitive conclu-
sion is difficult to reach from the phase distributions obtained
from X-ray tomography techniques [17]. The images of phase
distribution reported in Ref. [17] present several features in
favor of the condensation scenario. One can observe liquid
clusters apparently disconnected from the AL/GDL interface
and a massive presence of liquid under the ribs. However, one
can also observe a droplet in the channel connected by a liquid
cluster to the AL/GDL interface and is impossible to decide
from the images whether the corresponding cluster is formed
by condensation or by invasion in liquid phase from the AL.
Also, we note that the visualizations reported in Ref. [17] were
obtained for temperatures much lower (around 40 °C) than the
temperature expected in an operating PEM (=80 °C). A firm
conclusion is also difficult to reach from the through plane
saturation profiles reported in Ref. [19]. There are not in
agreement with the pore network simulations considering
only transport in liquid phase since the maximum in satura-
tion can be in the middle of the GDL and not at the AL/GDL
interface whereas the condensation simulations exemplified
in Fig. 5 suggest a saturation maximum on the opposite side,
that is to say on the channel — rib side. In brief none of the PN
simulations performed so far led to a non-monotonous satu-
ration profile with a maximum about in the middle of the GDL.

Actually, the condensation process is strongly dependent
on the structure of the temperature field. Here, we are adopted
a very simplified approach to compute this field, namely the
analytical approach leading to Eq. (6). However, there are
experimental evidences that the temperature is not uniform
in the in-plane directions contrary to what we have assumed.

The consideration of more representative temperature fields
combined to 3D simulations is needed to go further in the
comparison between experimental data and simulations.
Naturally other aspects neglected in the present simulations
such as the differential compression of the GDL under the rib
and under the channel, the GDL anisotropy properties, the fact
that the gas phase is a ternary mixture, etc, would need to be
considered in a much more comprehensive approach.

The objective of the present paper was much more limited
and was simply to discuss qualitatively various possible sce-
narios of water formation in GDL and for that we introduced
the condensation algorithm. As mentioned before a much
more extensive exploitation of this algorithm together with
the consideration of more representative temperature fields
will be presented in a forthcoming paper.

Conclusion

In addition to the classical purely capillarity controlled liquid
invasion algorithm, two pore network models taking to ac-
count liquid — vapor phase change phenomena were
described.

The results suggest that it could be important to distinguish
different zonesin the GDL along the channel of the bipolar plate
on the cathode side in relation with the water management
problem. Depending on the distance to the bipolar plate chan-
nel exit and for sufficiently high current densities, the different
zones are as follows: a zone where the GDL is dry, a zone with
partial liquid invasion and evaporation — condensation and
finally a zone close to the exit of the channel with significant



liquid water invasion coming either directly in liquid phase
from active layer or as a consequence of the evaporation —
condensation process or both from the active layer in liquid
phase and as a result of the condensation process.

The study also strongly suggests that liquid — vapor phase
change phenomena are a crucial aspect in the analysis of
water transfer in PEMFC. As a result of the phase change
phenomena several mechanisms can contribute to the for-
mation of liquid water in the GDL. Further studies are neces-
sary to delineate more accurately the relative significance of
each mechanism, namely capillary controlled liquid invasion,
evaporation and condensation. This is important in relation
with the design of GDL. This will be discussed in more details
in a future work, notably from 3D pore network simulations.
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Chapter 3. Condensation pore network model (CPNM)

3.3 Conclusion

We showed in this chapter that the electrochemical reaction makes necessary to take into ac-
count the temperature difference between the two sides of the GDL. This temperature varia-
tions could lead to condensation, a Pore Network Model taking into account this phenomenon is
created. It is a novelty regarding to the standard models using Invasion Percolation algorithm.
Thereafter, the CPNM is compared with micromodel experiments in order to try to validate it.

B. Straubhaar 37 PhD Dissertation



Chapter 4

Condensation in a microfluidic
device
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4.1 Introduction

This chapter is formed by two articles not yet submitted. Moreover, it is likely that they will
eventually be merged and trimmed down to form a single article. The general objective is to
validate the pore network condensation code from comparisons with condensation experiments
in quasi-two-dimensional microfluidic devices (square networks of interconnected channels), re-
ferred to as micromodels.

The first article presents the experiments carried out by Lingguo Du as part of his PostDoc
in 2013-2014. Noting that they have been performed for a hydrophobic micromodel, a hydrophilic
one and a micromodel of mixed wettability half hydrophobic and half hydrophilic.

Numerical simulations with the commercial code COMSOL Multiphysics® are performed to
understand certain features of the experiments, such as the occurrence of one or two condensa-
tion zones depending on the relative humidity imposed at the micromodel inlet or the asymmetry
in the locations of condensation. A noticeable feature in these experiments is that the transport
of the vapour within the micromodel is not only diffusive but results from convection and disper-
sion effects.

The second article presents the pore network model (similar to the one presented in 3 but
taking into account in addition the convection-dispersion transport) and the comparison between
the experiments and the pore network simulations (in terms of condensation patterns and con-
densation kinetics).

4.2 Article 2: Water invasion by condensation in a model porous
medium

38



Water invasion by condensation in a model porous nagum

Lingguo Du', Paul Duru®, Benjamin Straubhaar', Sandrine Geoffroy’, Marc Prat*?

! University of Toulouse, INPT, UPS, IMFT, Institiet Mécanique des Fluides, Toulouse,
France
2 University of Toulouse, UPS, INSA, LMDC, Laboraid¥latériaux et Durabilité des
Constructions, Toulouse, France
3 CNRS, IMFT, F-31400 Toulouse, France

Abstract
Water vapour condensation driven by a temperata@ignt in a porous medium is
encountered in various applications. In this sfwady analyzed the condensation process from
visualization experiments performed using a quasHdimensional model porous medium
formed by a network of interconnected channelse liduid invasion patterns as well as the
condensation kinetics were compared between a pidinc system, a hydrophilic one and a
system of mixed wettability containing a hydrophilegion and a hydrophobic one. Two
condensation regimes were distinguished dependingh@ther a two-phase zone or a liquid
saturated zone develops in the porous domain.eXperiments were also characterized by
the occurrence of a preferential condensation wotren the network in the two-phase zone
regime. This was explained from the consideratiothe velocity field induced in the
network. In addition to a better understandinghef condensation process in a porous
medium, these results provide pore network scake fda benchmarking numerical
simulations.

Key words: condensation, temperature gradient, micromoaetys medium



1. Introduction

The present study was developed in relation wighpitoblem of liquid water formation in the
so-called gas diffusion layer (GDL) of proton exaga membrane fuel cells (PEMFC), e.g.
Barbir (2005) Whereas it has been clearly shown that liquidew&drm in the GDL during
the operation of PEMFC, e.g:ller et al. (2011) the exact mechanisms leading to the
occurrence of water in the GDL are still to clariitfraubhaar et al. (201.9\evertheless it is
well established that noticeable spatial tempeeatariations exist within the GDL. A simple
analysis taking into account the existence of #meperature spatial variations then leads to
the conclusion that condensation of the water vap®a major mechanism of liquid water
formation within the GDLStraubhaar et al. (2015).

However, the experimental study of the condensairogess in a GDL is difficult because a
GDL is thin, 3D and involved relatively small pores the order of a few tens of microns
making difficult the visualizations of the process.

Also, the experimental studies on vapour condemsati porous media are relatively scarce
and often carried out using 3D samples of real nase e.gLarbi et al. (1995)making again
very difficult the observations at the pore scale.

For this reason, we developed visualization expenis allowing the direct observation of the
condensation process at the scale of a netwomt@fdonnected pores.

As in many previous studies, see for instaneerindo and Prat (1997, 199@s regards
evaporation, an artificial quasi two-dimensionangparent model porous medium is used in
the experiments. The main advantage of this typenmirofluidic device, referred to as
micromodel since the works of Lenormand on two-phdlew in porous media, e.g.
Lenormand et al. (198&nd references therein, is well known. It allotws direct observation
of the liquid and gas phase within the pore spAtttough micromodels are a classical tool
for studying two-phase flow in porous media, &grejnov et al. (2008)t seems that there is
no previous study on condensation using micromodels

An important and specific property of GDL is to bgdrophobic. However, because of the
progressive degradation of the hydrophobic ageitiblliy coating the porous matrix in a
GDL, a GDL can become hydrophilic. Also, becausedhange in wettability is not uniform
within the structure or because the initial hydraiplk treatment can be imperfect, a GDL is
often considered as system of mixed wettabilitya.eystem in which hydrophilic regions and
hydrophobic regions coexist. As a result, an imparaspect of the micromodels used for the
present study is the control of the wettability. dmsider three main variants: an uniformly
hydrophobic micromodel (contact angle taken inwlag¢er on the order of 105°), an uniformly
hydrophilic micromodel (contact angle on the ordér70°) and a micromodel of mixed
wettability combining a hydrophobic strip with adrgphilic one.

While motivated by the problem of water manageme?EM fuel cells, the experimental
study is naturally of broader interest since vapmurdensation driven by thermal gradients in
a porous medium can be encountered in other apiplhsasuch as building physics, e-tgns
(2007) soil physics, petroleum engineering (steam igegt e.g.Baibakov et al(1989),or
cooling systems, e.g.aghri(1995) to name only a few.

In addition to a better understanding of the cosdéan process, the experimental data and
visualizations will be useful to for comparisongtwnumerical simulations, as reported in the
companion papéestraubhaar et a{2015b)

The paper is organized as follows. The experimersgt-up, the micromodel, the
functionalization procedure (wettability) as wel ather aspects of the experiments are
presented in section 2. The experimental resuigpegsented and discussed in section 3. A
conclusion is presented in section 4.



2 Materials and methods

2.1 Micromodel design and fabrication

The micromodel of lengtih, = 30 mm and width., = 20 mm used in the present study is
designed as a 2-dimensional network of channeteathngular cross-section, see Figure 1b.
The network step (distance between two neighboanmél intersections in the network) is
uniform and set to 1Imm. The width of each changaedat randomly, following a Gaussian
distribution with a mean and standard deviatioruealof 0.5 and 0.1 mm, respectively. The
internal thickness of the micromodel, i.e. the heigf channels, is 1 mm.

The micromodel is fed by a gas mixture of nitrogen water vapour circulating in the inlet
channel. This is a 20 mm long channel 3 mm in watd 1 mm deep in direct contact with
the micromodel (the inlet channel is clearly visilallong the right side of the micromodel in
Figure 1). Two holes (corresponding to the outiet mlet tubes visible in Fig.1b) are drilled
next to the network in the inlet channel top platel connected to the gas mixture inlet and
outlet tubes as shown in Fig.1b.

The first stage of the fabrication process consistebtaining a mold of such a microsystem.
A first positive mold was obtained by a 3D prin{@roJet 3500 HD Max, 3DSYSTEMS)
used in a high resolution mode. This mold was theface treated by an overnight exposure
to a FOTS ((Trichloro(1H, 1H, 2H, 2H-perfluoroogtgilane) vapour saturated atmosphere.
After rinsing with toluene and then alcohol, theldhwas filled with a mixture of PDMS and
curing agent (ratio of 1:10) and then baked duringour at 70 °C. The resulting PDMS
replica was removed from the mold and subsequemdld as a negative mold for the
remaining of the fabrication process.

The following steps involve the use of OSTE polyspe new class of polymers that is
increasingly used for microfabrication. Two comn&rcproducts were purchased from
Mercene Labs (Sweden): OSTEmer Thiol80 and OSTHEAgI30. Both contain a mix of
thiol and ally monomers, the first one have thi@nomers in excess (by 80%) and the second
one a 30 % excess of allyl monomers. Once curebetipolymeric materials have a good
optical clarity, swelling by common solvents is matcurring and their surface properties, in
term of wettability, can be modified in a permanand robust way. All these properties make
them suitable for microfluidic device fabricationdaa better choice than PDMS for instance.
OSTEmer Allyl30 was poured into the PDMS mold amehtdegased after being covered by a
square piece of quartz X5 cnf and 2 mm thickness). A portable UV lamp with an
illumination of 0:4mWecrif at wavelength 365 nm is used to insulate the OS&rEAlyl30
during with 40 seconds. The transparent-to-UV queaver has two roles: first it allows to
obtain a perfectly flat top surface for the polyrs&b being cured and second, it protects the
OSTEmer Allyl30 from atmospheric Owhich is known to inhibit the curing reaction.€élh
two inlet and outlet holes (2mm diameter) are ekillusing syringe precision tips (EFD,
Nordson, USA) after the cured Allyl 30 was remo¥ean the PDMS mold.

OSTEmer Thiol80 is used to obtain the micromodeleccside. A simple parallelepipedic
mold with a 1 mm depth is used. The polymer i filsgased and then UV-insulated during
90 seconds.

The bounding is performed the following way. Thddl80 cover is aligned and positioned
on top of the Allyl30 slab. A manual, gentle congsien between these two soft materials is
performed, to ensure a complete contact. The diefnand permanent bonding is obtained
after a 10 minutes UV insulation, which activatesh@mical reaction between the surface
thiol and allyl functional groups. Note that in tkéole protocol, the tuning of the UV
exposure (duration and power) plays a crucial folethe hardening/curing and bonding
processes. For instance, overexposure may leadlymers that are too stiff, with too few
surfaces groups and so less efficient bonding.

3



In addition to uniformly hydrophobic or uniformlyytirophilic micromodels, we also made a
micromodel of mixed wettability. In this micromodéhe upper half region of micromodel is
hydrophobic whereas the lower half region is hytii@ To this end, the surface
modification solutions are injected carefully onhto a half of the micromodel. Then the
micromodel is set with a little tilt under the UMt during 5 minutes. Afterwards, it is rinsed
carefully with toluene and ethanol solutions.

Motivation for the consideration of a mixed wettdpimicromodel stems from the fact that
the GDL are often considered as systems of mixethinéty owing to non-uniformities in
the distribution of hydrophobic agent or aging peofis, e.gKuttanikad et al. (2011and
references therein.

2.2 Wettability

The contact angle measured on a “native” flat Byl respectively Thiol80, surface was
measured with a Kriiss DSA 100 drop shape analysiemm to bed = 68.2 +3.4° andf =
77.5 £3.5° respectively. Therefore, a micromodel fabadats described above is rather
hydrophilic. Commercial surface modifier solutiofsom Mercene Labs containing
fluorinated or hydroxylated methacrylate monomeas de used to render Allyl30 and
Thiol80 surfaces hydrophobic or more hydrophilespectively. These groups can be grafted
using a UV exposure to the excess allyl or thiofaze groups. In the present study, such
surface chemistry was performed to obtain a hydsbpgh micromodel, starting with an
already sealed micromodel, obtained as just exgthifo that end, the micromodel was filled
with the hydrophobic surface modifier solution ahén UV-insulated. Even with the small
portable UV lamp used in the present study, enddigHight was able to pass through the 1
mm thick OSTEmer Thilo80top cover to initiate tleaction. Note that during insulation, the
micromodel rested on a crumpled piece of aluminaep.

Aluminum has a good UV reflectivity (88%) and theirabled nature of the aluminum piece
favors a diffuse back-reflection of the UV lighamismitted through the micromodel, which
improves the surface modification, notably on th&romodel vertical walls. Then, the
micromodel is rinsed with toluene and ethanol. Tyerophobic-modified Allyl30 and
Thiol80 surfaces have a contact angle of approxamat= 105°.

Therefore, the surface properties of the inner svall the hydrophobic micromodel are
different, the contact angle being slightly largerthe top Thiol80 cover.

The fact that we were able to develop either hydofyc micromodels or hydrophobic ones
was verified from experiments where liquid wateiswary slowly injected in an initially dry
hydrophilic micromodel or in a hydrophobic one &sdibed in Appendix A. Injection of
liquid water into a hydrophobic system correspotala drainage experiment (displacement
of a wetting fluid, here the gas phase, by a notimegefluid, here the liquid water) whereas
injection into a hydrophilic network correspondsirttbibition (immiscible displacement of a
non-wetting fluid by a wetting one). It is well kwa that quasi-static drainage leads to
capillary fingering patterns, e.genormand et al. (1988whereas imbibition leads to much
more compact patterns, e.genormand et al. (1984), Cieplak and Robbins (1J9%s
illustrated in Appendix A, this is qualitatively wahis found with our micromodel. Water
invasion in a hydrophobic micromodel leads to digantly more ramified water cluster
structure than in the hydrophilic one, thereby comhg the effectiveness of the wettability
control.



2.3 Experimental setup

2.3.1 Thermal control

As sketched in Figure 1, nitrogen is injected ia tbp right corner of the micromodel. The
outlet is located in the bottom right corner. Weshvio apply a thermal gradient along the
micromodel transverse direction, i.e. from the &fte to the right one (wheretrogen flows

in and away from the micromodel). Water vapourdgezted to be transported in the thermal
gradient within the micromodel before eventuallpdensing.

Flow rate controlled

dry nitrogen
Tb2 : L To1 Moist nitrogen
Cool water Hot water generator

Inlet

—
T L L B B 0 0 7 |

Figure 1 — a) Sketch of the experimental setup pimoto of micromodel. b,c,d,e) Image
processing (of the region of micromodel in the fradne in Fig.2b).

To generate such a thermal gradient, a 8xc8icm square bronze plate, with thickness1
mm was welded between two bronze tubes (internalieal radii :R = 1.5 mm,Re= 3mm),
see Figure la. HofT§; = 70°C) and cool T2, = 0.3°C) water flows in a counter-current
configuration within these two tubes so that a Istabmperature field with a linear thermal
gradient is expected to be reached within the qgrate. The micromodel is positioned on
the bronze plate and optimal thermal contact isiabt using a thin layer of thermal paste
between the micromodel and the bronze plate. Thwdeature within the micromodel is
monitored at two positions, using two thermocouptbst are integrated within the
micromodel walls, at the same vertical locationntlthe channels, see Figure la. The two
temperatures measurel, and T,, are used to determine the thermal gradient irsyis¢éem,
(T - TR)/L, with L = 40 mm.

As sketched in Fig.1, the set-up is set in a charmbeontrolled temperature. This chamber is
cylindrical with a flexible pipe wound spirally arod the chamber vertical wall in which a
warm liquid circulates. The idea is to impose agerature in the enclosure close to the
average temperature of the bronze plate so asiibthe heat losses by free convection.
Hence, the thermal control actually involves the o$ three cryostats: a Lauda E 200 was
used for the hot water flow, a Fisher/Bioblock/Raignces for the cold water flow and a
Heto HMT 200 was used to control the temperalyri@ the enclosure.
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Note that the tubes and the regions of bronze @djacent to the tubes were drowned in
PDMS (a polymeric material of relatively low therdn@anductivityA =~ 0.15 W/m/K)so as to
also limit the heat losses. The region of the begplate top surface free of PDMS and not in
contact with the micromodel was covered by an etsuj paste.

The heat transfer within this system was furthealyred from some numerical simulations
based on a simple model as reported in Appendikhg. analysis indicated that the thermal
gradient in the bronze plate should be as expeatitedted between the cold tube and the hot
tub with very little temperature variations expekcte the transverse direction.

2.3.2 Fluid management

Dry, compressed nitrogen is purchased from Alphadaz Liquide). It first flows into a
temperature-controlled chamber (at temperalyyevhich contains all the components of the
experimental setup. Nitrogen humidification is penied in a gas washing bottle: nitrogen
passes through a sintered glass disk and thusdmibitib water. The resulting nitrogen stream
humidity can be tuned by varyifig and/or the nitrogen flow rate. Typically, for avgn fixed
chamber temperature, the humidity rate increasaghty linearly with the gas flow rate
before reaching a constant humidity when the flawe ris larger than a critical value. This
critical flow rate valueQ. is a function ofT,, as shown in Figure 2 (for instan€g, = 0.07L
/min for T, = 40 °C). Note that in the present experiments,fibw rate was typically set to
values larger than the critical one, for each aer&dT, temperature.

100 w '
0 0

Q0
=

)
s

Humidity (RH
(o)}
=

o T.=40°Cc |*[*
@ T.=22°C

A
-

Figure 2 — Measured humidity in the gas mixturéuastions of flow rate and temperature.

The nitrogen flow rate through the micromodel isitcolled by a flow meter and recorded
over the duration of an experiment by a mass flemser WTA LO05 (flow range O to 5
min, with a 2% accuracy, purchased from First Sensmhfiics). The humiditRH, and



temperaturdl, of the moist nitrogen entering the micromodel measured 20 cm before the
micromodel inlet by a hygrometer (Kit EK-H4, Sersm).

2.3.3 Experimental protocol

Before the introduction of moist nitrogen in thecnrmimodel, the system is left at rest at least
one hour, to reach stable thermal operating canditand dry nitrogen is first flowed into the
microsystem for a while, to saturate it with niteog After switching the gas injection to moist
nitrogen, pictures of the micromodel are taken yudr minutes with a computer-controlled
Nikon D70 camera. Note that the micromodel baclk sids painted with a black spray paint
to enhance the contrast between the dry and wein®geen on the recorded images. As
already mentioned, temperatugsandT,, nitrogen humidity and flow rate are recorded over
the full duration of an experiment, that can lggidally a few weeks.

2.3.4 Image processing. Micromodel porosity

A typical image of the experimental setup after dmmsation began to occur is shown in
Figure 1b. The micromodel region invaded by liquidter appears as a darker zone on such
an image. Image processing is performed as folfowsach recorded image. Firsfy image
background consisting in an image of the initiallgy microsystem is subtracted to the
considered image. The resulting image (shown imréid.c) is then binarized (Figure 1d). To
accurately measure the amount of condensed watenmarically generated binary mask of
the micromodel is used and superimposed to theribethexperimental image, see Figure
le). The amount of condensed water in the microincale thus be obtained on each image
and its evolution plotted versus time, thus allagyiio measure a condensation rate.

Actually, we measure from the image processingsthiéace area, occupied by water in the

micromodel. Then we determine the liquid saturatiBnas S:% where A, (

A =48210"n7Y) is the surface area left free between the pillarghe micromodel (
A=A + A, whereA is the surface of micromodel seen from t8p=(6.31 16" m?) and A,
is the (projected) surface of the pillar8, £1.48 106" m?)). The micromodel porosity is thus

A,

A +A,

= 0764 assuming that the thicknessf channels is elsewhere equal to 1 mm.

3 Results
3.1 Parameters

In summary, the main parameters which can be vamiedr set-up are: the contact angle (the
system can be hydrophobi¢ £ 105°) or hydrophilicq = 70°), the temperaturd$ andT,. of
the hot and cold sides of the system, the reldtivaidity in the micromodel inlet channel.
Table 1 summarizes the values of parameters caeside the various experiments. As can
be seen, two main parameters were actually vanigahely the contact angle and the relative
humidity in the micromodel inlet since the variaisoof cold side and hot side temperaflye
andTy are relatively weak between the various experisient



Experiment Nucleation Contact T, (°C) | Rhin(%) T (°C) | Tn (°C) | Rhen(%) Q Condensation
# mode angle (°) | Enclosure Measured Colder edge | Hot side (inlet | Relative (L/min) rate (10-7 s-
(Colder 5] Temperature relative Temperature channel) humidity Gas 1)
edge = CE, humidity Temperature in inlet | mixture ds/dt
colder edge in gas channel injection | (first phase of
+ inside = mixture flow liquid
CE+l) atT, rate growth)
1 CE 105 32.5 88 27.3 46.7 41.2 2.2 4
(20140117)
2 CE 105 35.1 94.2 27.2 47.2 49.t 0.4t 4.3
(20131206)
3 CE+l 105 45.4 98 27.2 47.2 89.C 0.7 15
(20131220)
4 CE+l 105 45.1 98 26.5 48 84.t 2.7¢ 15.2
(20140107)
5 CE+l 105 427 98 26.7 47.£ 75.1 2.5E 11.¢
(20140110)
6 CE 7C 35.4 8¢ 26.7 46.7 48.% 2.4 3.2
(20140303)
7 CE+l 7C 40.5 98 26.7 47.¢ 64.7 1.8 16.¢
(20140313)
8 CE+l Mixed 44.2 82.7 27.¢ 46.1 78 1.€ 27
(20140326) wettability

Table 1.Main characteristics of the seven experiments cemsd in the paper. The meaning
of nucleation mode is explained in 83The condensation ra%:tk in Table 1 is computed by

image analysis from the variation of liquid satioatS (see 2.3.4) as a function of time.

Two main steps can be distinguished, namely liguater nucleation and growth of the liquid
clusters as discussed hereafter.

3.2 Nucleation

Condensation occurs as a result of the transpostatér vapour within the pore space in the
micromodel when the water vapour reaches suffityiesudld regions. Two steps are actually
observed:

— prewetting. This is detected from a change incitr@rast in the images of the micromodel.
There is no visible liquid formation, i.e. dropletschannel fillings, during this phase. It takes
generally several minutes (5 to 60 minutes) afterlieginning of the gas mixture circulation

in the inlet channel to observe the contrast chaAgsharacteristic time of diffusion transport
2

. . L L : .
in the micromodel is given by, =D—V*, whereLy is the micromodel lengthL¢ = 30 mm) and

D" = OD) is the effective diffusion of the micromodeD is the molecular diffusion
coefficient of water vapour in nitrogerD (~ 2.5 10° m*/s). This givest,, =40 s. Thus

prewetting consistently appears after the wateouagliffuses into the micromodel. In fact,
as discussed later, there is a significant conwvectransport of the vapour within the
micromodel. Thus, the vapour invades the micromdaster than considering a pure
diffusive transport.

— liquid formation. This is detected from the obs#ions of droplets at various locations
within the micromodel. As illustrated in Fig. 3, wh shows the liquid—gas distribution
within the micromodel well after the appearancefiadt droplets, two main situations are
observed: i) liquid only form along the colder edgfemicromodel (this corresponds to Fig.
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3a), ii) liquid form over a much larger region witivo preferential liquid cluster growth
regions: the cold edge of micromodel and a mordraknegion with a clear preferential
condensation in the lower region of micromodel.

a) b)

Figure 3. lllustration of the two modes of nucleatia) liquid phase growth from the colder
edge only (mode “CE”), b) multisite growth with twoain distinct regions: the micromodel
colder edge and a more central region referredstthea “dew point region” (mode “CE+I”,
where “I” stands for “inside” and CE for “coldergsal).

In the first case, i.e. when liquid forms only ajyaime micromodel colder edge, many droplets
grow simultaneously and coalesce when enteringpmact. The pore space located between
the micromodel colder edge and the first row ofapiis first invaded by liquid water. Then a
first throat oriented along the thermal gradiennhisaded. It takes usually hours (from 300 to
600 minutes) to reach this stage.

Droplets forming away from the cold side (mode “CE+Hirst grow separately. Then, they
coalesce when touching each other to form liquicstelrs. Differently from the CE mode,
numerous visible droplets appear immediately. Assiftated in Fig. 3b, they form in the
lower half strip of the micromodel (this point igrther discussed below). The observation
reveals that they first appear in the horizontarotels about 30 minutes after the beginning
of experiment. The number of droplets increasesifssgntly during 60 minutes. Then liquid
clusters appear after about 150 minutes insideniiceomodel. Liquid clusters form about at
the same time along the colder edge of micromodel.

The mode of “nucleation”, i.e. either at the colddge (mode “CE” in Table 1) or both at the
colder edge and away from the colder edge (modetfCig Table 1), is reported in Table 1
for each experiment. As can be seen, the two madebserved in both the hydrophilic
micromodel and the hydrophobic one. As depicteBig¥, the discriminatory factor between
the two modes is the relative humidity in the mimoomlel inlet channel. Mode “CE+I” is
observed for relative humidityR{H) greater than about 60% whereas mode “CE” is oleser
for RH close to 50 % and below.
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micromodel colder edge only: CE+l = condensatiartstboth from colder edger and the
inside of micromodel.

To explain both the existence of the two modes “GEYU “CE+I” and the dissymmetry
clearly visible in Fig.3b, we studied the transpmfrthe vapour within the micromodel.

The idea here is to look at the vapour molar foacfield X,(x,y) within the micromodel right
before the liquid clusters begin to form. To thisde we developed some numerical
simulations using the commercial simulation sofevaCOMSOL Multiphysic®. The
governing equations and associated boundary atidl iconditions are described in Appendix
C. As discussed in this Appendix, a key aspecthaf e€xperimental set-up is that the
permeability contrast between the inlet channel doedchannel network is not high. As a
result, a (filtration) velocity fieldJ is generated within the gas phase. This is ilistt in

. . g Ujja
Fig. 5. From this velocity field, one can compute tocal Peclet numbd?ezM, wherea
eff
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is the lattice spacing (distance between two ietdigns in the network anBes is the
effective diffusion coefficient of the network (s@@pendix C). A representative distribution
of the local Peclet number in the network is shawfkigure 5b. As can be seen, the value of
the local Peclet number is greater than one ovsigmificant region of the network. This
indicates that the transport of the vapour withia hetwork at the pore scale is due to the
combination of convective and diffusive effects.thih the continuum framework used to
perform the simulations, this means that both cotiee and dispersion effects, efgied and
Combarnous (1971must be taken into account.

o e = ——
T

(7

A 132

120
100
80
60
40
20

¥ 0.02

b)

Figure 5. a) Example of stream lines and veloa#idfinduced in the micromodeQ(= 2.78
I/mn), b) corresponding local Peclet number distribuiiothe network.

Thus as discussed in Appendix D, the governing tamudor the vapour in the micromodel
reads,

ocX

£ Y +0.(cX,U)= D.(cD* .va) (1)
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wheree is the micromodel porosityc is the molar density of the gas mixture abd the
dispersion tensor (specified in Appendix C). Frdra humerical solution of Eq.(1), we can

. o X P _ .
compute the local relative humidity fieRH, (x, y) :%, wherePy is the gas mixture
Vs y
total pressureRs = 101325 Pa) an®s is the vapour saturation pressure at the congidere
point.

Based on the simulations of the temperature fiekbgnted in Appendix B, the temperature
field within the micromodel can be considered agependent ok and is given byl (y) = Tc
+(Th-Te)(1-y/Ly) whereT, is the temperature on the cold edge of the micowhandTy, the
temperature in the inlet channel (hot edge of nmmdel). Figure 6 shows two examples of
the computed steady-state distributionRH in the micromodel corresponding to Exp # 1
(20140117) and #4 (20140107) respectively.

The idea is that the region wheRH >1 should correspond to the incipient condensation
region. Consistently with the experiments, the presit condensation regiolRK, > 1) is
confined to the colder edge of micromodel for disigntly low relative humidity in the inlet
channel (as illustrated in Fig. 6b), whereas thedensation region extends over a significant
region of the micromodel for a sufficiently larg (as illustrated in Fig. 6a). This is also
clealy illustrated from the black and white insetsFigure 6 showing in white the region
whereRH > 1. Also a clear dissymmetry between the toplasttbm sides of micromodel can
be observed in Fig. 6 with greatRH on the side of the micromodel the closest toirhet
gas injection hole, i.e. the micromodel lower edgm;sistently again with the experiments.
The dissymmetry is thus due to the velocity figlduced in the micromodel. As illustrated in
Fig. 5a, the velocities are approximately orieni@dard the micromodel upper edge, which
breaks the symmetry between the upper and lowes sitimicromodel.
According to the model presented in Appendix C,dheurrence of regime CE or of regime
CE+I depends on two parameters: the relative huyidithe injected gas, denoted By
and the gas mixture injection flow rafe(assuming all other parameters fixed as it is abou
the case in the experiments). This is of coursea feufficiently highRH.,. We thus note first
that no condensation is expected when the reldineidity in the gas mixture entering the
system is sufficiently low. The corresponding thiad relative humidity is simply given by
_Rs(™)

chth —

. With 47°C and 27°C as representative valuesTioand Ty, this gives

vs\ 'h

RH,, = 33 %.
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Figure 6. Computed steady state distributiofiRbf within the micromodel corresponding to
Exp #4 (20140107)RH: = 84.5 %,Q = 2.78l/mn, (a) and #1 (20140117RH,=41.2 % Q

= 2.21/mn, (b)). The inset in black and white shows a bireiversion of each figure with in
black the region wherBH < 1 and in white the region wheRH >1. Note that the same
color map is used for both figures.

To distinguish between regime CE and regime CE+4hensimulations wheRH:, > RHchih,
consider the black and white binarized image®bf distributions as exemplified in Fig.6
(insets). Then we introdud®H, as a threshold value for the binarization. Fa& itnages
shown as insets in Figure BHy = 1. If we adopt this value we found that the eolddge
was in contact with both the black and white regionthe simulations corresponding to the
experiments leading to regime CE (an example is6E)g By contrast, the colder edge is
exclusively in contact with a white region (iRH > RHy,) in the simulations corresponding
to the experiments leading to regime CE+I (an exangpFig.6b). This provides a criterion to
distinguish between regime CE and regime CE+l. ©Cae also increase the binarization
threshold. For instance if one takB$i, = 1.2, the micromodel is entirely black in the
simulations corresponding to the CE experimentdendniwhite zoneRH, > RHy,) is present
in the simulations corresponding to the CE+l ekpents. Also, one can look at m&Hj)
and see that regime CE corresponds to RE§(<1.2 and regime CE+I| to to m&i) >1.2.
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Using one these criteria, one can use the simukatio add additional points in the phase
diagram shown in Fig.4.

In summary the simulation results are qualitativebynsistent with the experimental results
summarized in Fig. 4. They show that below a certalative humidity in the inlet channel
nucleation is expected only along the micromodél@oedge whereas for a greater relative
humidity nucleation can take place along the cokfdge as well as inside the micromodel
consistently with the experimental observations.

3.3 Patterns
After nucleation, the micromodel is progressivetyaded by liquid water as a result of the
condensation process. The liquid pattern dependshenregime (CE or CE+l) and the

wettability of the system.

3.3.1 Regime CE

T

I isawsEREmn

b)

Figure 7 (4.6). Liquid water distributions in thecnomodel in Regime CE (water in white,
solid phase and gas phase in black): a) hydrophoase, b) hydrophilic case. The
experimental patterns correspond to Exp #2 at tih@2, 3.07 and 5.40 days with the
hydrophobic micromodel (a) and to Exp. #6 at tinde38, 1.45 and 4.36 days with the
hydrophilic micromodel (b).

The liquid invasion patterns obtained by condensatvhen liquid formation occurs from the
micromodel colder edge (situation “CE”) are shownHig.7. The observed patterns are
consistent with the patterns observed in slow dgenor imbibition (see Appendix A): the
pattern is compact in the hydrophilic micromodelasesult of the predominance of the
phenomenon of coalescence between adjacent gramendgsci in pores, sdeenormand et al.
(1984), Cieplak and Robbing1990) for more details on the local invasion mechanisms,
whereas the pattern is more much ramified when eosation occurs in the hydrophobic
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systems. This is due to the predominance of theaed burst events as local invasion
mechanism, see agaitieplak and Robbingl990)for more details. Note also that there is no
occurrence of new condensation spots in the regi@ad of the liquid-gas interface as this
interface moves forward into the micromodel.

3.3.2 Regime CE+l

Figure 8 shows the condensation patterns obtairfeehviquid forms both along the colder
edge and within the micromodel (regime CE+l). Om@ distinguish two main regions of
liquid cluster growth, at least in a first phasetlod invasion: the colder edge region and an
inside region close to the dew point line (locatddistances from the hotter edge as
discussed in section 3.4). There is clear dissymyveet regards the inside region with liquid
region developing in the lower half region of migcrodel and not in the upper half region. It
is important to note that the lower region is oa $ide of the gas mixture inlet (see Fig.1). As
discussed in section 3.2, the dissymmetry is duthecdflow induced in the micromodel. Of
course the flow structure changes with the growfthiquid clusters but the flow is still
present in the network, at least in the dry re@idjacent to the inlet channel, thus maintaining
the dissymmetry also during the growth of the lijciusters.

Hydrophobic (20140110 EXP 5), Evolution of liquidisgdistribution in micromodel. Patterns
are shown at 0.17 0.90 1.99 3.08 and 6.50 days.

a)

BE. 7l E Gl [

Hydrophilic (20140313 EXP 6), Condensatlon procm‘sa hydrophilic situation Time, 0.38
1.454.36 days. the area percent : 0.030, 0.06360.1

b)

Figure 8 — Liquid water distributions in the microdel in regime CE+l (water in white, solid
phase and gas phase in black): a) hydrophobic tAdeydrophilic case. The experimental
patterns correspond to Exp #5 with the hydrophoficromodel (a) and to Exp. #6 with the
hydrophilic micromodel (b). The red circle indicatithe formation of new cluster.

The two main aforementioned regions eventually mengd form a single liquid cluster (with
trapping of a few gas pores) in the hydrophobicranwodel. As expected the liquid clusters
are compact and faceted in the hydrophilic microeho8everal clusters are visible in Fig. 8b
(hydrophilic). Thus, roughly, more clusters aresar@ in the micromodel in the hydrophilic
case, at least for sufficiently large overall satians. Also, as can be seen in Fig. 8b, new
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clusters can form in the hydrophilic micromodel lghthe clusters previously formed
continue to grow.

Figure 9 — Liquid water distributions in the microdel of mixed wettability in Regime B + |
(water in white, solid phase and gas phase in pla)khydrophobic case, b) hydrophilic case.
Note that the inlet and outlet of the inlet charmwelte inversed compared to the experiments
shown in Figs. 7 and 8. Thus, the inlet was oniritet channel top and the outlet was on the
bottom (the opposite of what is shown in Fig. 1b).

Finally, Fig.9 shows the pattern obtained in a oneodel of mixed wettability for conditions
leading to regime CE+l. The top half region of theeromodel is hydrophobic whereas the
bottom half region is hydrophilic. A first inter@sg point is that the gas mixture inlet and gas
mixture outlet were inversed compared to the otlygperiments. Thus, their respective
positions are the opposite of what is shown inTEgConsistently with the analysis of pattern
dissymmetry discussed previously, the region ofgpemtial condensation is here the upper
half region, i.e. the region on the side of the gdure inlet. This confirms the major role of
convective effects in the occurrence of the pattegssymmetry.

Also, this suggests that the possible temperatareumiformities in the transverse direction,
if any, are not the main reason of the occurrercéh® preferential condensation region.
Indeed, it could be surmised that the isothermthénmicromodel are not parallel to the cold
and hot edges of micromodel either due to too lowutation flow rates in the bronze tubes
(see Appendix B) or to a misalignment of the micooi®l. This could cause temperature
differences between the upper half and lower hadfians of micromodel. Note that the
direction of flow in the end bronze tubes was kiygt same in all experiments. Combined
with the temperature field computations reporteddppendix B, the conclusion is that the
temperature transversal variations, if any, caexpiain the preferential condensation region
seen in the experiments whereas the change inogiggn of the gas mixture inlet and outlet
fully support the explanation via the impact of twavective transport of the vapour.

A striking difference compared to Figure 8 liestihe marked invasion of the hydrophilic
region, i.e here the micromodel half region clasée gas outlet (lower region in Fig. 9). The
corresponding region (upper region in Fig. 8 beeanisthe outlet-inlet inversion) is little
invaded comparativelylhe fact that the lower half region is invaded coioé expected since
water should preferentially invade hydrophilic i@gs. Further analysis of this observation is
however left for the companion paggiraubhaar et al. (2015b)

Thus, a mixed of CE and CE+l regimes is actuallgesved with the micromodel of mixed
wettability. Liquid invasion only takes place fraie colder edge in the hydrophilic half layer
(CE regime) whereas liquid cluster growth is obedrfrom both the colder edge and inside
the micromodel in the hydrophobic region (CE+I rneg).

The invasion is compact in this region in Fig.9 evhiwas expected since this region is
hydrophilic. Also, the images in Fig. 9 suggesttthie growth of liquid clusters in the
hydrophobic region becomes quite weak after a finstse while the cluster in the hydrophilic
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region continues to grow significantly. This igatly illustrated in Fig. 10, which shows the
variation of the liquid saturations in the diffeteaones of the micromodel.

0.7 Inlet

Hydrophobic zone

{ Hydrophilic zone
X Hydrphobic zone

A = A F 4

Fig. 10. Liquid saturation variations in the microte! of mixed wettability.

As confirmed in Fig.10, the condensation dynamggjuite different in each region. The
liquid region growth rate is relatively low but atyy in the hydrophilic region. It tends to
decrease for the longer times shown in Fig. 10s Bwplution is in fact pretty much the same
as the one observed for the CE mode in system itdronwettability (see section 3.6). The
situation is quite different in the hydrophobiatwith a condensation kinetics similar to the
one observed for the CE+l mode in system of unifevattability (see section 3.6): a first
phase of rapid growth is followed after about oy @by a second phase of much slower
kinetics. As a result, the overall kinetics is nhaiaffected by the liquid growth in the
hydrophobic region in a first phase and then byplegressive invasion of the hydrophilic
strip in a second phase as illustrated in Fig. 9.

3.4 Maximum extent of two phase zone in micromodel

At a meniscus forming in the region partially ineddby the liquid phase, the water vapour
pressure is given bf.{(T(y)). Since a certain water vapour presst€0) = P (O)RH,,is
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Taking T,=27°c andT, = 47.5 °C., as representative temperatures ofeaperiments and
solving Eqg. (2) gives the variation &f — 6 with RH:, depicted in Fig. 11. We have also
plotted in Fig. 11 the maximum size of two-phasae observed in the various experiments.
The sized in the experiments corresponds to the size ofdtigeblack region on the right of
the micromodel in Fig. 7-9. This size (distancewmssn the most advanced liquid point and
the inlet channel / micromodel interface) was meas$wn the last available image for each
experiment. As can be seen, there is a fair ageaebetween the computed extents of two-
phase zone and the measured ones.

Actually, the distancé corresponds to the location of the dew point witthie micromodel. It
should be also noted that liquid water can enterdgion between the dew point and the inlet
channel in case of liquid fingering (evaporation aaffinger tip can be compensated by
condensation in the region located beyéhdy contrast, no liquid is expected to be present
in the regiory < ¢ if the condensation process leads to the formati@(almost) flat front.

3.5 Condensation kinetics
The variation of the overall liquid saturation afuaction of time is depicted in Fig.12 for all

the experiments (except the experiment with theramodel of mixed wettability already
discussed).

0.6 ) . . —

% 0.5/ 1
=
0 04/ —
5 /\ 20140110
P S w | O 20140107
@] £ 0 A\ \
3 .‘"‘“"{\M < 20141206
= - 20140117
= 7 20131220
O > 20140303
' 20140313
4 6 8
Time (s) % 10°

Figure 12. Variation of overall saturation as adiion of time for the various experiments

As discussed in 83.4, a steady state is expectbe i€xperiment lasts sufficiently long. This
corresponds to the plateau visible for some exparnsr However, the condensation rate
tends to become very small as the steady-statppiached and this makes the experiment
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quite long. As a result, the experiment was sonmegistopped too early to really observe the
steady state. Also, it is difficult to maintain femt steady boundary conditions since it is
difficult to avoid temperature variations in theckrsure and in the end bronze tubes.

Two groups of curves can be clearly distinguishrefig.12.

The first group is characterized by lower condensatate and a quasi-linear evolution of the
overall saturation during most of the experimentisTgroup gathers all the experiments
corresponding to the CE regime and thus correspaadsomparatively lower relative
humidity in the inlet channel (see Table 1). The®apected, the greater the relative humidity
in the inlet channel, the faster the invasiongeast in a first phase of the process.

The quasi-linear variation was a bit unexpectedesthe size of the dry zone through which
the vapour is transported to the condensation fobmtinishes as the condensation front
moves into the micromodel. Since the vapour fluaudth be roughly inversely proportional to
the distance between the front and the inlet cHammeacceleration of the front could be
expected. However, another important driving patames the vapour molar fraction

RHch pvs(Th) - pvs(Tf )
P

ref
the vapour saturation pressure dndhe temperature at the front. Since the temperadtir
the front increases as the front moves into theomodel,AX, decreases as the front moves

toward the hotter edge of micromodel. Thus, it sedimt the two effects, namely the
decreasing ofAX,, and the increasing of vapour transport conductaiueeto the decreasing

in the dry zone size, compensates each other tbttean almost constant condensation rate
over a long period of the micromodel invasion. s@lthe fact that the curves corresponding
to Exp. #20140117 (hydrophobic micromodel) and tep.E#20140303 (hydrophilic
micromodel) are almost superimposed was unexpéaiatdthe consideration of the patterns
(note thatQ andRH., are comparable in these two experiments). It wagdt expected that
the fingering of the front in the hydrophobic microdel would accelerate the invasion
compared to the almost flat front observed in tharbphilic micromodel. In fact this is not so
obvious for the same reasons as we have just desduggarding the linear variation of the
saturation since the most advanced points of alrduwot is at a higher temperature than the
mean position of the front while a less advanceadtps at a colder temperature (and thus at a
vapour pressure less close to the one existingenniet channel than a more advanced point

difference between the inlet channel and the frax;, = wherePys is

of the front). The computation of the slop%? leads to 4 16s* andto 3.2 10's™* for Exp.

#20140117 and to Exp. #201403@3pectively, suggesting that the fingering obsgimethe
hydrophobic micromodel does lead to a faster irorasi

The second group of curves in Fig.12 correspondsotmensation in CE+l. Two main
phases can be distinguished with this regime. Tise ghase is a phase of greater saturation
variation, i.e. of greater overall condensatioreraihen the condensation rate progressively
diminishes to reach a phase where the condengattiens significantly lower than in the first
phase and the saturation varies again quasi-lynedrhe condensation rate in the first phase
clearly increases in the hydrophobic micromodelhwihe relative humidity in the inlet
channel as expected. Contrary to regime CE, dmelensation rate is clearly greater in the
hydrophilic system in this regime compared to tharbphobic one as shown by the
comparison between Exp. #20140313 (hydrophiRtl, = 65%) and Exp. #20140110
(hydrophobic,RH:, = 75%) or Exp. #20140107 (hydrophobi®&RH., = 84.5 %). This is
however not obvious to explain from the observatbthe patterns in Fig.8.
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6. Conclusions

Visualization experiments of condensation drivenabigmperature gradient in a quasi- two-
dimensional model porous medium were presented amalyzed. Comparisons were
performed between hydrophobic and hydrophilic systeas well as with a micromodel of
mixed wettability.

The experiments allowed us to distinguish two n@ndensation regimes: a regime where
the condensation zone is initially confined alohg tolder wall of the system and a regime
where the incipient condensation can take placea avsignificant region of the porous
medium, i.e. both along the colder wall and wittiia porous domain. In our system, the first
regime was observed for a sufficiently low relatikemidity and the second for greater
relative humidity but it should be clear that otparameters, such as the temperature gradient
for example, can also be varied to move from orgime to the other. The temperature
gradient was pretty much the same in all our expents and this was therefore not explicitly
shown.

The first regime is characterized by a liquid zagrewing from the colder wall into a dry
medium whereas the second regime leads to the farmaf a two-phase zone.

The wettability has an impact of the structurehsd growing liquid cluster(s). As expected,
compact faceted liquid clusters were observed enhiydrophilic medium whereas capillary
fingering was observed in the hydrophobic system.

For similar conditions except the wettability, tle&periment indicated slower saturation
variations in the hydrophilic medium in the firggime whereas the opposite was observed in
the second regime. However further experimentslasgable to confirm these trends.

Our system was characterized by the existencesgfraficant convective flow within a large
fraction of the porous domain. This flow inducedyanmetry breaking (compared to a purely
diffusive solution) resulting in the preferenti@ndensation of the vapour in the half region of
the system the closest to the humid gas inletolild/be desirable to perform the experiments
under purely diffusive conditions in the porous @mso to consider conditions probably
more representative of what happens in many apgics including in the gas diffusion
layers of PEMFC.

In addition to a better understanding of the cosddon process in porous media, the
experimental data and visualizations presentechénpresent could be used to benchmark
numerical models.
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APPENDIX A Liquid water injection experiment

Figure A1. Summary of liquid invasion experimerfisp view of micromodel (image on top
left). Patterns with hydrophobic micromodel (topvrof black and white images) and with
hydrophilic experiments (bottom row of black anditwhmages). The liquid water is in white
and the gas phase in black.

Figure Al shows the main results of the liquid watgection experiment. The experiment is
performed at the room temperature. The micromagditially dry (occupied by air). Liquid
water is slowly injected@ = 10 xL/h) through the circular hole visible in the top vie#
micromodel in Fig. A1. Then liquid water flows ihe inlet chamber (of triangular shape in
Fig. Al) forming a moving flat interface until ieaches the network. As expected, the
invasion in the hydrophobic network leads to a tougont characteristic of capillary
fingering whereas a faceted and compact front @awolserved in the hydrophilic network.
This clearly shows that the desired wettabilityel imposed in the two cases.
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APPENDIX B Simulation of temperature field in the bronze plate

The appendix describes numerical simulations otéhgperature in the bronze plate. A major
objective is to determine the structure of tempemtfield in the plate and thus in the
micromodel.

The above image gives a top view of micromodel ttogiewith the bronze plate, the adjacent
bronze tubes. Note the 90° anti-clockwise rotatiompared to the images and Figures shown
in the main text. The PDMS used as insulation nedtés also visible together with the
insulation paste (in white).

From the above photograph, the domain of interesttlie thermal field computation is
sketched in Fig. B1.

The domain in yellow corresponds to the 8 cm x 8sgmare bronze plate of thickness=
Imm.

24



The red domain corresponds to the hot bronze ttibgernal radiusk = 1.5 mm and external
radiusRe= 3mm welded to the bronze plate (the cold tubeedsions are identical).

The green rectangle corresponds to the polymeracamiodel (further details in Fig.B2). Its
thickness is 1 mm. It is assumed that its thermataoctivity is similar to the one of PDMS.

Y ——

Hot water at
temperature i

Cold water at
temperature %

) B

Fig. B1 The bronze plate (in yellow), the cold tuloe blue), the hot tube (in red) and the
micromodel (in green).

80
50

< Sy
~ -

80 38
a) b)
Fig. B2. a) Dimensions (in mm) with an examplematromodel positioning. As illustrated

here the micromodel is not necessarily centereaghiexperiment. It can also happen that the
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micromodel lateral edges are not perfectly paratiehe bronze plate lateral edges; b) details
for the micromodel.

The heat conduction equation to solve in the brgiae reads
0(A0T)=0. (B1)

Using differential operators depending onlyoandy, Eq.(B1) is expressed as

o (,0T)_
0.(A0T) +E(/] E] =0. (B2)

Integrating over the plate thicknesgields

e a(,aT
: —| A= =0. B3
IO [D()IDT)+OZ(/1 azDdz 0 (B3)
leading to
AdT h
007T)=->— =—(T-T, B4
UoT)=-2 o, =50 ~Taw) (B4)

whereh is a free convection coefficient aiig, is the ambient temperature in the enclosure.
The equation to be solved is therefore

D(ADT):ECI- _Tamb) (BS)

together with the following boundary conditions.fi&e convection heat transfer is assumed
along the two lateral edges of the plate (vertcijes in Fig.B1).

AZ—I “h (T-T,.) (eft edge) andi ‘;—I =R (T-T,.) (right edge) (B6)

The heat transfer between the tubes is describmahsg that the heat flug through the

tube wall is approximately constant.

Following an approach similar to the one describedncropera et al. (2007) p. 49the

temperature variation along the cooling tube i®gity

ret 4297 Py Qan=T) Ry X{Ln(Re/RiuLn(Rom/Ri)} (87)
dy ac, R ag,

Ab /]PDMS

whereq. (kg/s) is the water flow rate in the tulmg;the liquid water heat capacity afgocis
the temperature at the tube entranBg,=2/R /6; B, =107R /6. The last term on the tight

hand side of Eq.(B7) represents the heat lossesidhrthe PDMS wrapping the tube while
the second term represents the heat exchange Ivethestibe and the plat,: = Re + €rpms
(thickness of PDMS).

Similarly we have for the hot tube
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Py . .
T =me _Aa_T ( )+ (Tamb T) I:)hl ( ) Ln(Re/Rl) + Ln(Rout/R|) (BS)
0y duC, R OuwCp A Apoms

Egs. (B7) and (B8) provide the boundary conditionghe horizontal edges of the plate.

The data used for the computation are summarizetiallle C1. The correlation used for

determining the heat transfer by free convecticioisa plate surface at uniform temperature.
This is obviously not case in our situation. Howetke computations indicate that the heat
losses by free convection do not affect the tentpezdield in the plate.

Table B1. Values of parameters used for the contiputaf temperature field in bronze plate.

Abronze(W/m/K) 400

ApDMs (W/m/K) 0.15

Aair (W/m/K) 0.027

Cp (eau) (J/ kg.K) 4200

gc (ka/s) Max : 17 l/min (=0.28 kg/s) | Corresponds to Re 2 10

0w (kg/s) ldem g

hb =h

h h=Nuj,, /1 Free convection heat transfer

coefficient.

I Surface /(surface perimeterlength scale for computing
=20 mm the free convection heat
(€g.(9.29) in Incropera etransfer coefficient
al.(2007)

L 80 mm Side length of bronze plate

Nu Nu = 0.54 Rd" si 10< Ra| Nusselt number
<10’

Ra Rac g(T. Sur_ ol Rayleigh number

g=9.81 m.§; v=16.2 10
me/s; o =22.9 10 m/s; p =
2/(Tsurf + Tamt) (With Ten K)

Tamt = Tb3 (OC) 45

Tmot = Th2 (°C) 0.3

Tmoc = Tp1 (°C) 70

Tsur 0.5(Tpo+Tp) =35°C

Re (mm) 3. Tube external diameter

R (mm) 1.5 Tube internal diameter

Ebronze (MM) 1

€rpms (Mm) 1 PDMS, Micromodel
insulating  material  (see
photo)

A major unknown is the flow rate in the cooling ahé warming tubes. The maximum flow
rate that can be produced by the cryostats is ab@ut /mn as indicated in the Table.
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Unfortunately, the flow rate effectively circulagjnn each tube during an experiment was not
measured. Owing to the various pressure dropsdh eiacuit, the flow rate is expected to be

lower than the maximum flow rate. Fig.B3 shows ig@herms within the plates computed

for four values of the flow rate (taken identicaldoth tubes)gres = 17 I/mn;Qres /10, Crer /100

andgyer /1000 respectively.

B
64.8
54.3 _ 54.3
50.8 08
47.3 e
438 3.9
0.4 ol
.5 36.9
33.4 33.4
20,8 26.9
26.4 26.4
S 23.0 =e
T o5 19.5
I 16:0 e
——— - — sed 599
R S . ] o —— ) g T
Sl s =
7_7_—7_l—e«9r9—: N ! 57,5 TERO—
——fx3 | ) i
s - -
- — 543 - i
47.2
» - 50.7
47.3
43,9
» 40.3
369
33.4
33.4 *°
20,8
30.0
264
- —23.0 — — — 23
T — 26.6
- &0 —_— 187
s P
- 8- I
H -\\ E:
[oos ‘ 448 Twwq, Baas

Fig. B3 — Simulated temperature field within therwe plate. Ger = c = g = 17 I/min
a) qref b) qrefllo C)qref/].oo C)qref/].ooo

As can be seen, these results suggest that thatitist of isotherms becomes effective for
very low circulating flow rates in the tube. Thepexted flow rates are in the range [1 I/mn —
17 I/m]. The conclusion is therefore that the isoths should be parallel to the end tubes in
the experiments (as illustrated in Fig. B3a and)B3b
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Appendix C Simulation of vapour convective — dispesive transport within the
micromodel.

Computational domain

The computational domain, denoted®yis sketched in Fig. C1. Note the 90° anti-clodeavi
rotation compared to the images and Figures showimei main text.

. Inlet channel
y Gas mixture
fOUtlet Gas mixture injection
— - w =3 mmr

Ly =30 mm

Fig.C1. Computational domaid.
Governing equations

The flow is first computed using Darcy’s law. Thésan approximation since the Reynolds
number (based on the inlet channel thickredsa the inlet channel is high (it can be as high
as about 600). Thus inertial effects are certamdy negligible at least in the first rows of
pores in the micromodel (as illustrated in Fig. tha velocity in the micromodel rapidly

decreases with the distance from the inlet chardembining the continuity equation and
Darcy’s law leads to the consideration of the fwilog equation,

0.(KOP) = 0. (C1)

where K is the local permeability (it differs between tiet channel and the channel
network) andP is the pressure. Eq. (C1) is solved subject to ftiiwwing boundary
conditions,

OPNn=0 ataQ -0Q, -0Q,, (C2)

wheren is unit vector normal to the boundagQ, 9Q,, , 0Q.,denote the boundary of the

in?

computational domain, the section of the boundangne the gas mixture is injected and the
section of the boundary where the gas mixture edve system respectivel§, andoQ

out
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correspond to the two segments in red in Fig.t8& Width of the segments is 3.14 mm so as
to impose the same injection and exit areas ashties of the experimental set-up. The
segments are also positioned so as to respeco#igop of the holes as much as possible.

U, =———=-—< ataQ,, (C3)

whereu is the gas mixture viscosity aQdlis the gas mixture injection flow rate.

P = Pref at aQOm (C4)

wherePe; is a reference pressum@d = 101325 Pa).

The velocity field is then computed from Darcy’'svla

u=-Xpp (C5)
u

Once the flow is computed, the steady state versidy. (1), namely

0.(cX,U) =0.(cd" 0X, ) (C6)

is solved with the following boundary conditions,

0X,.n=0.0Q -0Q,, —0Q ., = 0Qp010m (C7)

wheredQ, .. denotes the cold edge of channel network locatgd-4l.

x, =2=e) atag,,,, (c8)

ref

where P(T,) is the vapour saturation pressure at the temperafuthe channel network cold

edge.

x, = RH,, =) gt a0 (C9)

ref

where P (T,) is the vapour saturation pressure at the temperaitithe inlet channel and
RH, Is the relative humidity at the entrance of thetrdhannel.

oX

~ =0 atoQ,, (C10)
oy
Parameters

The inlet channel permeability is computed a usinegformula proposed inlelchik (1986)
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K = Kew _ e’w’

2 (C11)
ewn 8e+w)‘a

where a =-0.707267° +1.96214y* -1.86763y + 1.50244and y =min(e/w,w/€). Application
of Eq. (C11) yields =6.56 10 m%.

inletchanrel —

Similarly, the channel permeability was computed as

K = 2k, w,) _ elw’®
ae 4a(e, +w,)’a

(C12)

leading toKnework=1.43 10° m% The values selected feg, w, etc, are specified in Table C1.
As can be seen, the permeability contrast is ngh liietween the inlet channel and the
channel network.

The dispersion tensor (in Eq.(C6)) is classicalgressed as

- [Pu +larlul+ @ ~auiiu) @ -auu, iy

D 2
(ay —ar)u U, /U] Des + U]+ (ar —ar)Uy /U]

(C13)

While the dispersivitiesr, and a; can be reasonably estimated in the inlet charsiabuhe

classical Taylor dispersion expression in a sl#, i a, =a; :(23_1Pce’ the situation is less
obvious for the network. For instance, the arrapladtacles in the channel network region is
confined between two plates and thus different fitbwn array studied ilmaral Souto and
Moyne (1997)We have tested a Taylor dispersion formulationrég®rted in Table C1) and
a porous medium formulation (dispersivities forrarmlar material as reported fiied and
Combarnous (197).)We found that the results were sensitive toathe@pted formulation but
not to an extent that this modify the main resditsussed and presented in the present paper.
Although this point would certainly deserve to bedsed in more depth, e.gsoldsztein
(2007) we proceeded with the Taylor dispersion formolatummarized in Table C1 on the
ground that the disorder was relatively weak in leéwork and its structure was relatively
close to long channels.
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Chapter 4. Condensation in a microfluidic device
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Por e networ k modelling of liquid water invasion by condensation in a
model porous medium
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Abstract

A pore network model is proposed to simulate threnfdion of liquid water by condensation
in the presence of a temperature gradient. Sinomstiare compared with visualization
experiments performed in quasi-two-dimensional rhpdeous media for different wettability

conditions, namely hydrophobic, hydrophilic and edxwettability. The comparison leads to
a quite good agreement showing that the proposee petwork model can be used with
confidence for the simulation of condensation.

Key words: Pore network modeling, condensationpexation, temperature gradient

1. Introduction

Water vapour condensation driven by a temperatueglignt in a porous medium is
encountered in important applications such as kmgld physics, e.gHens (2007),soil
physics, petroleum engineering (steam injectiongy, Baibakov et al.(1989) or cooling
systems, e.gFaghri (1995), to name only a few. It is now also wydeldmitted that
condensation is a key factor in the formation @fild water in the gas diffusion layers (GDL)
of proton exchange membrane fuel cells (PEMFC), &igaubhaar et al. (201%and
references thereinSurprisingly,however,it can be noted that the studies on condensation in
porous media are relatively scarce, at least coaaptr the numerous studies on evaporation
in porous media, a process which can be consldesdhe process reverse to condensation.
One can mention the studies devoted to the contiensan a plate embedded in a porous
medium, e.gKaviany (1986)or the ones where condensation results from tmyezive
injection of vapour into a porous matrix, exprisos(1982). Additional references can be
also found inKaviany's book(1991). All these studiesincluding the one ofLarbi et al.
(1995)0n condensatiom sand samples, were developed using the classicalepts of the
continuum approach to porous media. They have ytitde to do with the present study
which focuses on the condensation process at tteermiwork scale. Performing studies are
the pore network scale is now classical with thestteoment of pore network models (PNM),
e.g.Blunt (2001). However, in contrast with evaporation, egat (2002), (2011),it seems
that the PNM used in the present work which isréawa of the one proposed igtraubhaar et
al. (2015)is among the very first ones allowing the studycohdensation in a temperature
gradient.

In addition to providing a better understanding pihwsics at the pore scale, a motivation for
the development of a mesoscale approach such aseeanptwork model lies in the fact that
some systems cannot be modelled properly usingcligsical Darcy’s scale model. As
discussed inRebai and Prat (2002this is the case for the aforementioned GDLsbse of
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the lack of length scale separation across the @ilkness. Indeed, a GDL is a thin system
with typically less than 10 pores over its thickhegePrat and Agaésse (201for a more
general discussion of thin systems. This featuee,the lack of length scale separation, is
common to many thin porous media and can even bsidered as a definition of a thin
porous medium.

The main objective of the present study is to presePNM allowing one to simulate the
condensation process and to assess the perforroative PNM from comparisons with the
experiments presented linu et al. (2015) Beyond this validation objective, we are of c=ir
also interested in a better understanding of timelensation process in a porous medium from
the simulations.

The study ofDu et al. (2015)presents an analysis of the condensation process fr
visualization experiments performed using a quasHdimensional model porous medium
formed by a network of interconnected channelse MMduid invasion patterns as well as the
condensation kinetics were compared between a plidimc system, a hydrophilic one and a
system of mixed wettability containing a hydropthitegion and a hydrophobic one. It was
shown that two condensation regimes could be djsighed depending on whether a two-
phase zone or a liquid saturated zone develogseiporous domain. The experiments were
also characterized by the occurrence of a prefiatesindensation zone within the network in
the two-phase zone regime. This was explained fitwenconsideration of the velocity field
induced in the network. The challenge is to repcedwell all these observations with the
PNM, which in addition provides information diffituo obtain experimentally.

The paper is organized as follows. The condensgimme network model is described in
section 2. Comparisons between the PNM simulatéonts the experiments are presented in
section 3. A conclusion is presented in section 4.

2 Por e network mode
2.1 Porenetwork structure

Figure 1 shows a top view of micromodels use@inet al. (2015)One can distinguistwo
main regions: the inlet channel and the networlntd#rconnected channels. The network is a
two-dimensional square network of interconnectegholels of rectangular cross-section. The
network step (distance between two neighbor chamtetsections in the network) s
uniform and set to 1 mm. The width of each chanselistributed randomly, following a
Gaussian distribution with a mean and standard atiewi values of 0.5 and 0.1 mm,
respectively. The internal thicknessf the micromodel, i.e. the height of channeld, lmm.

The micromodel is fed by a gas mixture of nitrogex water vapour circulating in the inlet
channel. This is a 20 mm long channel 3 mm in watid 1 mm deep in direct contact with
the micromodel (the inlet channel is clearly visilallong the right side of the micromodel in
Figure 1a). Two holes are drilled next to the neknn the inlet channel top plate to allow the
gas mixture injection (through the inlet hole) ahd gas exit (through the outlet hole). The
other boundaries are walls. Thus outlet hole isotiilg possible gas exit.

The pore network (PN) structure is similar as theromodel structure. The pore space is
represented by a two-dimensional square netwopdods (a “pore” corresponds to a channel
intersection) interconnected by narrower chanrabn referred to as bonds or throats. The
pores correspond to the nodes of the network amdhhnnels between the pores represent the
narrower passage between two adjacent pores. Thdsbare ducts of rectangular cross
sectione d, wheree is the channel deptle € 1mm throughout the pore space) ahe the
distance between the two pillars bordering the .dliee sized; varies according to the same
random distribution as in the micromodel. The paee bodies of heigletspecified so that
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the overall porosity in the pore network is about the same as in theamiodel £ = 0.76).
N
The in-plane sizel, of a pore body is defined af, = [76" , whereV, is the volume of the

pore body. The lattice spacimg— which is the distance between the centers ofadjacent
pores — is equal to 1 mm as in the micromodel.PAthe micromodel a row of pores in the
transverse direction contains 21 pores and rowooégin the longitudinal direction contains
31 pores. Thus the PN simulations are performest av2x31 pore network. The inlet
channel is also taken into account in the compantati domains. Additional computational
nodes are placed in the channel leading to a catipoal domain containing X134 nodes.

Outlet
COLD HOT
Inlet
a)
y
4—
-
e
e
o
‘R’ x Inlet
x «— channel
| =
L, = 30 mm E
b) Ll
w =3 mm

Figure 1 — a) Sketch of micromodel usediin et al. (2015)the solid obstacles are in blue,
the pore space in white, b) PNM computational domai

As shown in Figure 1b, the gas mixture inlet antlebuespectively are positioned on the
right edge of the computational domain. They areviofth 6 and start 1.5 mm from lateral
edge. The network thicknessas= 1 mm. The inlet and outlet widths are specifsedas to
have the same cross section area as the inletwtted oross section area in the experiment
(circular holes of 2 mm in diameter leadingite 3.14mm).

In summary, the PNM network is specified so asaweehsame porosity, the same throat width
statistical distribution the same permeability (#ggendix A), the same effective diffusion
coefficient (see Appendix A) as the micromodel. ldoer, we do not impose in the PNM the
same local geometry as in the micromodel. This mehat there is not a one to one exact
correspondence between the channel width in thecnomodel and the simulation. The
correspondence should be understood as statishbal

The temperature varies in thedirection, i.e. in the direction perpendicular ttee inlet
channel asT(y) = Tc + (Tnh-To)(1-y/Ly) whereT. is the temperature on the cold edge of the
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micromodel andT, the temperature in the inlet channel (hot edge aframodel).
Temperatured, and Ty slightly vary from one experiment to the other, iiel et al. (2015)
but can be taken 8%~ 47.5 °C andT.~27 °C. The temperature field is an input data for the
simulations.

2.2 Water vapour transport.

A key ingredient is the modelling of the vapoumnsport in the system. As discussedinet

al. (2015),the vapour is transported by both convection afffdgion in the network. So the
velocity field in the network must be computed.

The equations are discretized over the lattice. gifee discretization steps are denotediky
and dy with dx = dy. Thus dx=dy =awherea is the lattice spacing (distance between two
intersections of the network)

Flow computation

Using the classical concept of pore network modglthe flow rate between two points of the
grid is expressed as,

O; = 9n; AR, 1)

where AP, =R - P, is the pressure difference between the two nodgsis the hydraulic

conductance between the two nodes. The hydraufidumance is expressed as a function of
the permeabilitK in each region (inlet channel (in yellow in Figp &nd micromodel (in blue
in Fig. 1b).

K
Onj =— € 2)
U

whereu is the gas mixture dynamic viscos{iy= 1.8 10° PI).
The various parameters are specified in Table 1.

The boundary conditions are zero flux on all bouredaexcept at the inlet and outlet of width
o0 (see Figure 1b). Zero flux is imposed through adhcontaining liquid water.

The next step is to express the mass conservdteach gas node of the network

Z q; =0. )

j=14
At the outlet the pressure is imposed,

P=Peraty=0, 1.5 mmsx< 1.5 mm +0 (4)
At the inlet the flow rate is imposed (assuming thaodes form the inlet)

Q/n.=g,;AR, a =0, L-1.5mm -0 <x< Ly-1.5 mm (5)

whereQ is the volumetric flow rate entering into the yst
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Grid details near the inlet\‘

Inlet starts 1.5 mm from

-0 O - 0 0 O right lateral edge

Figure 2. Details of computational grid in theeinthannel near the inlet. Inlet corresponds to
the dashed red frame. Example for an inlet formthige nodes.

There is no flow through bonds occupied by theitidéig.3).

Meniscus w X

Meniscus s

Figure 3. Example of a node adjacent to two lighidats.

Once the pressure is computed, the filtration vgton each “gas” throat is computed as

:i:%m:} :LAF} (6)
edx edx ' gdx '

ij

Vapour molar fraction computation

The next step is to determine the molar fracticgldfiX,(x,y) within the network. The
corresponding Darcy’ scale equation reads,

acfv +0.(cX,U) =0feD" 0X, ) )

&

where D'is the dispersion tensog, the local porosity,U is the velocity vector (Darcy
velocity), ¢ = Pt /RTer (See Table 1 for the numerical values of paramgters

A reasonable assumption is to consider the vapansport as quasi-steady (the
condensation process is slow compared to charsiiteime of vapour transport)

0.(cX,U) =0(cd" 0X, ) (8)

Consider a passage between two nodes of grid ir direction (the formulation is similar in
they direction), the total flux of vapour between tiwtnodes is



* ax
=| cXu —cDh Y le
@ ( VX % AX j dy

whereuy is the average velocity between the two nodeg§Bq.

_( Kan
u, = -———
M O0X

D, is given by (Taylor dispersion)

o =D, rleu )?
o 48D

in the micromodel and

T r 21D

(9)

(10)

(11)

(12)

in the inlet channel, whe is the vapour molecular diffusion coefficien(=2.7 10° nf/s)
andz is a “tortuosity” factorz = 1 in inlet channel; = 1.42in pore network.

Table 1. List of parameters for the PNM simulations

Inlet channel Micromodel Micromodel—inlet
channel boundary
a (m) 10° 10° 10°
ok =a = (1-f)a (mean value =a
dx=dy a a a
D (m“/s) 2.7 10° 2.7 10° 2.7 10°
e (m) 10° 10° 10°
K (m°) 6.56 10° m° 1.44 10° m* 6.56 10° m"°
¢ (m) =dx = dx =dx
S; (m") dxe dxe dxe
Si (M) edx adx adx
u 1.8 10° P 1.8 10° PI 1.8 10° P
Pref 101325 Pa 101325 Pa 101325 Pa
Tret 311 K 311 K 311 K
R 8,314462 dnol*-K™* | 8,314462 dnol™-K™* | 8,314462 dnol*-K™
B - 0.48 -
T 1 1.55 1

A finite-difference upstream scheme is used to esdlve pore network version of the

convection—dispersion problem,



v

Figure 4. Details of computational nodes

Hence the discretized form of the flux between sodend] is expressed as

. v jedyfor U >0 (13)

L X=X
@i =| CXu, _CDvd—

* ij Xvi
@y =| X, = eD, === Jedy for < 0 (14)

X

The next step is to express the mass conservati@ach gas node of network assuming
perfect mixing at each node

Z @; =0. (15)

j=14
The boundary conditions are as follows. Zero floxditions are imposed along the domain

edges except on the colder edge (locatgd=ak,) and at the domain inlet and outlet. Vapour
is supposed to have condensed along the colder €dgs

X, (%, Ly) = Rs(T(%,L))/ e aty = Ly (16)

wherePys is the vapour saturation pressure at the nodedmatypeT(x,L, ) This boundary

condition as long as a pore adjacent to the coretidgoint along the edge is not filled with
liquid as a result of condensation.

The vapour molar fraction is known at the inlet

X, (%,L,) =RH R(T(X%,¥))/ By aty =0, Lir1.5mm -§ <x< Lx-1.5 mm a7

Figure 5. Details of computational grid in theeinthannel near the outlet. Outlet corresponds
to the dashed red frame.

A free outlet boundary condition is imposed atabéet (see Fig.5),



X, (% ,0)=X,(x,dy) aty=0,1.5mms<x< J+1.5 mm (18)

The vapour molar fraction is the equilibrium vapooolar fraction at each gas node (pore)
adjacent to a meniscus (an example is given i}ig.

Xv (X ' yl) VS(T(X yl ))/ ref (19)
whereP,sis the vapour saturation pressure at the nodedmthpeT (x,Y,) .

The numerical solution to Eq.(15) gives the vapmass fraction at each grid node. The
condensation flux on a meniscus is then determiiroad the fieldX,(X,y).

As an example, consider the situation shown in3righe total condensation /evaporation
rate in pore is (with subscript for the node on the north eedor the node on the east)

moti = ¢fn + ¢fe (20)
with
-X
(cx u, -cD, dy vn]edx foru,>0 (22)
-X
(cx u, —cD dy vn]edxfor uy<0 (22)
-X
(cx u, —cD, d Ve]edyfor U >0 (23)
X
@ = (cxviux -cD, %)edy foruc<0 (24)
X

The permeabilityk and the tortuosity coefficientin the network and in the inlet channel are
determined as explained in the Appendix.

2.3 Simplified numerical solution

Actually, numerical tests have shown that the camaien could be simplified considering
only the network (region in blue in Fig.1b). Inghtase we simply impose along the edge
corresponding to the network-inlet channel intezftiee pressure distribution given by

__HQ [ X
P(X) TEf eWKchannel£1 LX\J (25)

and the vapour molar fraction correspondinid.
This solution was used to obtain the results shiowhat follows.

2.4 Nucleation

Two main steps must be distinguished to simulagev#pour condensation process in the
network: the nucleation step and the growth stdge fiucleation step consists in selecting
pores where the condensation is likely to startprAcedure to this end was proposed in
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Straubhaar et al. (2015)The procedure begins by determining the vapautigh pressure
field in the network assuming no condensation. fiis €nd, we solve the transport problem
governing the vapour transport within the netwar&, the PN form of Eq.(7), i.e. Eq.(14).
The numerical solution of Eq.(14) with the assadaboundary conditions giv&gat each
node of network, and therefore the vapour partisgure at each node of network:
R, (%.,Y;) = X,(%,Y;)Ps . We then compute the local relative humidity atheanode of

network asRH(x, y;) =P, (%, Y;)/ Rea(T (%, Y;)) -

No condensation occurs wheétH(x,y;) <1 in each node of network. This could happen for

example wherRH., is too low in the inlet channel. Condensationagsumed to occur
whenRH(x,y;) 27 at least at one node in the network. It often leaggthat the condensation

criterion is met not in a single node but at selveaales in the network. We proceed step by
step considering first only one first condensatiolode, the one corresponding
tomax®RH(x,y;),RH(x,y;) 21) . At this node, we imposRH(x,y;) =1, or more exactly the

mole fraction X, corresponding t&H(x,y;) =1. We solve again the problem expressed by
Eq. (14) taking into account the new boundary cowli RH(x,y;)=1 at the first
condensation node. This gives a new figld(x, y;) =1and we check whether new nodes are
such thaRH(x,y;) 277 . If yes we repeat this procedure until all thedmmsation nodes have
been identified.

Nucleation parametey

Physically, condensation is not expected to ocdth & significant supersaturation, meaning
that we should takey = 1. However, this leads to detect too many cosdeon sites
compared to the experiments notable because thermaahcomputation of the vapour molar
fractions is performed over a relatively coarsel.ghis a result, a site can have a local relative
humidity slightly greater than one only becauséhas. For this reason, we togk> 1. After
some tests, we found that 1.05led to satisfactory results

2.5 Liquid cluster growth (hydrophobic network)
The next step is the liquid phase growth step tegsufrom the condensation process. This
step can be summarized as follows.

Each node (pore) specified as liquid in the nuddeastep is assumed fully saturated by
liquid. If two of such liquid nodes are first nelgburs, they belong to the same cluster. Thus,
a first step consists in identifying all the ligutlisters formed at the end of nucleation step,
where a cluster is defined as a group of connelig@dd pores. Starting from this initial
distribution of liquid clusters, the growth stepisrformed using the following algorithm:

1. Determine and label the different water clustefdwb pores — totally or partially
saturated in liquid water — are adjacent, theymgko the same cluster.
2. Compute the vapour molar fraction field, by solving the PNM discretised form of

Eq.(8). In each liquid pore (of coordinatgsy,) in contact with a gas node, the local
saturation pressure is imposed. HexXige P/ P, , where P, =B (T (XY, )) andP is the

ref 1
total pressure of the gas mixture.
3. If the vapour partial pressure computed in ste @reater than the local vapour
saturation pressure in some gaseous pores, themifydehe pore among those pores
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corresponding tomax(RH(x,y;),RH(x,y;)27)and impose X, =P (T(x,Y,))/P in the
corresponding pore.

4. Go back to #2 and repeat steps #2 and #3 unti ikero gaseous pore anymore such
that RH(x,y;)27.

5. Compute the molar condensation rate Fk at the demyrof each liquid cluster.

6. Apply the invasion percolation rule at each cluster determine the bond of larger
diameter along the boundary of each liquid cluster.

7. Compute the invasion timig of each clustek, i.e. the time required to fully invade

the pore adjacent to the bond determined in #6= cV,, /F,, whereV,, is the volume
remaining to invade in the considered pargs the mole concentration of liquid water.

8. Compute the time staft = min(k)

9. Fully invade the pore corresponding do and update the volume of liquid in the
invaded pore in the other clusters.

10. Go back to #1 and repeat the different steps 14 ansteady-state solution is
reached, i.e. the overall phase-change rate becoines

2.6 Liquid cluster growth (hydrophilic network)

The algorithm is similar to the one for the hydropit network. The only but important

difference lies in the local invasion rule thagplied in step #6 of the PN algorithm. This is
discussed in several previous papers, leugtanikkad et al. (2011), Ceballos and Prat (2013)
and references therein. An invasion potential ssgged to each element (pore or bond) in the

network. The invasion potential of a bond is delires ¢=-2acosf/d,, whered is the

contact angled < 90° in a hydrophilic element and > 90° in a hydrophobic element).
Similarly, the invasion potential of a hydropholgiore can be defined @s--2acosf/d,.

The invasion potential of a hydrophilic pore depend the number of adjacent bonds already
invaded by liquid water. A simple expression addgtem Mani and Mohanty (1999eads

@=-2acosd[1+ 025m-1)]/d, (26)

wherem is the number of adjacent bonds already occupyelighid water. Thus we simply
modify step #6 as

6. Apply the local invasion rule at each cluster, determine the element (bond or pore)
of smallest potential along the boundary of eaghidl cluster.
3. Results
3.1 Reference experiments
The PNM simulations are compared with experimeméesgnted inDu et al. (2015) The
main characteristics of the considered experimardssummarized in Table 2. The meaning

of “nucleation mode” CE or CE+l is explained in .3The number of the experiment refers
to the number used inu et al. (2015).
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Table 2. Main characteristics of the experimentssatered for comparison with the PNM
simulations

Experiment # Nucleation | Nucleation | Contact T.(°0) T, (°C) RH_;, (%) O (L/mn)
mode mode angle (%) colder edge hot side Relative Gas mixture
Experiment PNM 0 femperature (inlet 11111111111:](11;} injection flow
channel) channel rate
(Colder edge temperature
=CE . colder
edge + inside
=CE+])
1 CE CE 105 273 46.7 41.2 2.2
(20140117)
5 CE+I CE+I 105 26.7 474 75.1 2.55
(20140110)
6 CE CE 70 26.7 46.7 48.3 24
(20140303)
7 CE+L CE+I 70 26.7 47.9 64.7 1.8
(20140313)
8 CE+L CE+I Mixed 27.8 46.1 75 1.6
(20140326) wettability

3.2 Thetwo regimes

Two regimes were distinguished inu et al. (2015)For sufficiently low relative humidity in
the inlet channel, the incipient formation of liquivater takes place only along the colder
edge of micromodel (left edge in Fig.1). This regimas referred to as ‘regime CE’, where
CE stands for colder edge. For sufficiently laRjd.,, condensation starts not only from the
colder side but also inside the micromodel. Thigime was referred to as ‘regime CE+I’
(Colder edge + Inside). It was shown that the €fime was observed f&tH., lower than
50% whereas the CE+I regime was observed for gresiegive humidity in the inlet channel.
As can be seen from Fig.5, these two regimes allveslicted by the PNM simulations

a) b)

Figure 5. Example of PN simulations of phase distions within the PN. a) Exp#6 (CE
regime), b) Exp # 7 (CE+I regime). Liquid in blgas phase in light grey.

As can be seen from Fig.5, the distributions otiiigwater is not symmetric in the CE+l
regime with more occupied sites in the lower regafnthe pore network. This was also

11



observed in the experiments and is explained byogeof symmetry (between the upper half
and lower half regions of the network) due to tle¢ouity field induced in the pore network.
When the gas injection inlet is as shown in Figd, on the bottom, the flow is on average
directed from the lower edge to the upper edges Tiluces greater water vapour molar
fractions in the lower half region, i.e. in the fhadgion the closest to the gas injection inlet.
SeeDu et al. (2015for more details.

3.3 Patterns

3.3.1 CE Regime

b)

Figure 6. CE Regime. Liquid water distributionstire micromodel (water in white, solid
phase and gas phase in black) compared with pattdrtained in PNM simulations (liquid in
blue, solid in white, gas phase in grey) for simgaturations: a) hydrophobic case (Exp#1),
b) hydrophilic case (Exp#6).

The simulated condensation liquid invasion patterbsined when liquid formation occurs
from the micromodel bottom (regime “CE”) are congzhmwith the experimental patterns in
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Fig. 6. The pattern is compact in the hydrophilicnemodel as a result of the predominance
of the phenomenon of coalescence between adjacentingg menisci in pores, see

Lenormand et al(1984), Cieplak and Robbing1990)for more details on the local invasion

mechanisms, whereas the pattern is more much smihen condensation occurs in the
hydrophobic systems. This is due to the predonu@ani the so-called burst events as local
invasion mechanisms, see ag@ireplak and RobbinEL990)for more details. As can be seen
the PNM simulations lead to patterns in agreemeittt the experimental patterns for both

type of micromodel, i.e. hydrophilic or hydrophobic

3.3.2 CE+l Regime

Figure 7 shows the condensation patterns obtairfehwiquid forms both along the colder
edge and within the hydrophobic micromodel (regi@te+l). One can distinguish two main
regions of liquid cluster growth, at least in a&fiiphase of the invasion: the colder edge region
and an inside region close to the dew point lioedted at distanc&from the hotter edge as
discussed in section 3.4). There is clear dissymyast regards the inside region with liquid
region developing in the lower half region of mieredel and not in the upper half region. It
Is important to note that the lower region is oa $ide of the gas mixture inlet (see Fig.1). As
discussed in section 3.2, the assymmetry is dubeadlow induced in the micromodel. Of
course the flow structure changes with the growitHiquid clusters but the flow is still
present in the network, at least in the dry re@djacent to the inlet channel, thus maintaining
the dissymmetry also during the growth of the lehdliusters.

Figure 7 — Liquid water distributions in the hydhgiic micromodel in regime CE+I for Exp
#5 (water in white, solid phase and gas phaseaokblcompared with patterns obtained in
PNM simulations (liquid in blue, solid in white, gahase in grey) for similar saturations.

As can be seen from Fig.7, all these featuresnatereproduced by the PNM simulation.

One can however note that the growth of liquid tluslong the colder edge occurs earlier in
the experiment than in the simulation. Note alsat the two main aforementioned regions
eventually merge and form a single liquid clusigitl{ trapping of a few gas pores) in both
the experiment and the simulation.
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Figure 8 — Liquid water distributions in the hydhilgc micromodel in regime CE+l for Exp.
#7 (water in white, solid phase and gas phaseaokpl compared with patterns obtained in
PNM simulations (liquid in blue, solid in white, gahase in grey) for similar saturations.

Figure 8 shows the comparison between Exp.#7 (pydlfo micromodel, regime CE+l) and
the PNM simulations. As expected the liquid clusire more compact and faceted compared
the experiment with the hydrophobic micromodel shdw Fig. 7. Here also the growth of
liquid cluster along the colder edge occurs earhethe experiment compared to the PNM
simulations. Also several clusters are clearlyblesin the inside of the micromodel in Fig. 8
whereas the PNM simulation rather leads to a sirgtger cluster. Contrary to the
hydrophobic case (see Fig.7), the cluster growiognfthe colder edge and the ones growing
in the inside do not eventually merge. This is wefiroduced by the PNM simulation.

Figure 9 — Liquid water distributions in the microdel of mixed wettability in regime CE+l
(Exp. # 8, water in white, solid phase and gas @hasblack) compared with patterns
obtained in PNM simulations (liquid in blue, solid white, gas phase in grey) for similar
saturations. Note that the inlet and outlet ofitilet channel were inversed compared to the
experiments shown in previous figures. Thus, thetiwas on the inlet channel top and the
outlet was on the bottom (the opposite of whathisws in Fig. 1). The hydrophobic strip
forms the upper half region of micromodel and tigdrbphilic one the lower half region.

Finally, Fig.9 shows the pattern obtained in a oneodel of mixed wettability for conditions

leading to regime CE+Il. The top half region of thieeromodel is hydrophobic whereas the
bottom half region is hydrophilic. A first inter@sg point is that the gas mixture inlet and gas
mixture outlet were inversed compared to the otkgperiments. Thus, their respective
positions are the opposite of what is shown inIFigonsistently with the analysis of pattern
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dissymmetry discussed previously, the region ofgpemtial condensation is here the upper
half region, i.e. the region on the side of the madure inlet. This confirms the major role of
convective effects in the occurrence of the patthssymmetry. This is well reproduced by
the PNM simulation.

A striking difference compared to Figure 8 liestire marked invasion of the hydrophilic
region, i.e here the micromodel half region clasée gas outlet (lower region in Fig. 9). The
corresponding region (upper region in Fig. 8 beeanfsthe outlet-inlet inversion) is little
invaded comparativelyl he fact that the lower half region is invaded doé expected since
water should preferentially invade hydrophilic m@wg. This is again well reproduced by the
PNM simulation.

The invasion is compact in the bottom half regionFig.9 which was expected since this
region is hydrophilic. Also, the images in Fig. @gest that the growth of liquid clusters in
the hydrophobic region becomes quite weak afteirss phase while the cluster in the
hydrophilic region continues to grow significanthAll these features are well reproduced by
the PNM simulation.

3.4 Condensation kinetics

The agreement between the experimental patternghendomputed ones is considered as
good to very good since the PNM used in this p&gpeseemingly the first one proposed in the
literature aiming at simulating the condensatioocpss. However, the comparison between
the experimental condensation kinetics (variatiboowerall saturation as a function of time)
and the simulated ones is poor with the PNM kisetgubstantially faster than the
experimental ones. This is explained by a wrongrede of vapour flux at the periphery of
nucleation pores during the nucleation sequencesk\l¢ in progress to improve this point
and hopefully satisfactory kinetics results will fresented for the defense.

4. Conclusions

PNM simulations of vapour condensation were congpérexperimental data obtained from
visualization experiments in micromodels for threettability conditions: hydrophobic,
hydrophilic, mixed wettability micromodels.

The comparison led to quite good results in terinsbadensation patterns. Many features of
the experimental patterns were quite well reprodupeovided that the PNM nucleation
parameter is set a bit greater than one (1.05xwWtnrresponds to considering a slight vapour
supersaturation effect.

The main conclusion is that the condensation PNM lba considered as validated for
predicting liquid distribution in porous media régwg from condensation.

However, the PNM simulations led to condensatiaretics faster than in the experiments.
The PNM code must therefore be improved to obtdietter agreement with the experiments
in this respect. Work in this direction is in pregs.
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APPENDIX A Effective diffusion coefficient and paeability of the network
Estimate of effective diffusion coefficient in tietwork

The network unit cell is approximately as sketcheHig. Al

________

Fig. ALl. Network unit cell (solid phase in black)

The porosity of the network is known= 0.7638. An averagg can thus be deduced from
2m _ 2
gsz‘B) leading tof =+/1-& = 048
a
The effective diffusion coefficient is then compdites the combination of three resistances in

series leading to

Der _ l'f =07 (A-1)
D (@-p)°+p

We want the PNM computation to give the effectivitudion coefficient when dispersion
effects are negligible. This implies

AX, _ D _ AX,

J=cDae—-=c—ae—* (A-2)
a r a
leading to
r="2 <142 (A-3)

eff

Estimate of permeability

Inlet channel:
Q:Mﬁ:ﬁwﬂ (A-4)
U 14
where
3,
k(e,w) = i (A'5)
8(e+w)’a

with a = -0.707267y> +1.96214y? - 1.86763r +1.50244and y = min(e/ w,w/ €)
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leading toK,, = k(:mw) =6.56 10 m”.

Pore network:

The method is similar (combination of three hydi@autsistances in series). The permeability
is determined from the unit cell depicted in Fid..A

Q:ﬁaeAP:ﬁae 2AP1 :&ed{ﬁ:ﬁae—mpg’ (A_6)
H oa u @A-Pa pu - pfa p (@A-pPa
with AP =AP, + AP, + AP,
This leads to

1-B8

K= A-7

1= B)* K+ BKG (A7)

ed,’

2
With K, = % andK,(ed,) = and a = -0.707267° +1.96214y — 1.86763y +1.50244

8(e+d,)’a
and y =min(e/d,,d, /e)

This yields K = 1.44 1&n?,
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Chapter 4. Condensation in a microfluidic device

4.4 Conclusion

The first article (the experimental study) shows that varying several parameters such as relative
humidity at the inlet, temperature difference, wettability could lead to condensation zones. Also,
the vapour transport of the vapour within the micromodel is not only diffusive but also results
from convection and dispersion effects.

The second article compares the CPNM with the experimental study. Good agreement is
found in terms of condensation patterns.

This chapter provides a validation for the CPNM and thereafter the CPNM is used in the
particular case of water transport in gas diffusion layers of PEM fuel cells.

B. Straubhaar 91 PhD Dissertation



Chapter 5

Condensation scenario from 3D pore
network simulations

Contents
41 Introduction ... ... ..ottt v et oeesosesosssosssssssesss 38
4.2 Article 2: Water invasion by condensation in a model porous medium . . . 38
4.3 Article 2 bis: Pore network modeling of liquid water invasion by conden-
sationin amodel porousmedium . ... ... ...ttt 71
44 Conclusion . ... ..ot t et toeesoessoessooessososssossseas 91

5.1 Introduction

This chapter is formed by an article not yet submitted. The objective is to study in details the
condensation scenario in a GDL unit cell (= one rib + 2 channels) from 3D pore network simula-
tions. The effect of the relative humidity in the channel and current density is investigated.

A sensitivity analysis is performed to notably assess the influence of GDL thermal conductiv-
ity, thermal conductivity anisotropy factor, throat size distributions and GDL effective diffusion
coefficient.

5.2 Article 3: Pore network modeling of condensation in gas dif-
fusion layers of Proton Exchange Membrane Fuel cells.
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PORE NETWORK MODELING OF CONDENSATION IN GAS DIFFUSION
LAYERS OF PROTON EXCHANGE MEMBRANE FUEL CELLS.

Benjamin Straubhaar?, Joel Pauchet?, Marc Prat”

LINPT, UPS, IMFT (Institut de Mécanique des FluidesToulouse), Université de Toulouse,
Allée Camille Soula, F-31400 Toulouse, France alNRS, IMFT, F-31400 Toulouse, France

2 CEA, LITEN, LCPEM, Laboratory of Fuel Cell CompotseiElectrolysers and Modeling,
17 rue des Martyrs, 38054 Grenoble, France

Abstract

A pore network model (PNM) proposed in a previouskns exploited to simulate the liquid
water formation by vapour condensation in the géfsision layer (GDL) considering the
spatial temperature variations within the GDL. Témmputed distributions are markedly
different from the ones computed in previous waaksuming capillarity controlled invasion
in liquid phase from the active layer and foundb®in quite good agreement with several
experimental observations. A sensitivity analysss performed from a series of PNM
simulations. It shows that the liquid distributiovithin the GDL is highly sensitive to
parameters such as the through-plane thermal ctwityi@and diffusion coefficient or the
isotropic or non-isotropic nature of the pore slributions.

Key words: Pore network modeling, condensation pexation, temperature gradient, gas
diffusion layer

1. Introduction

In spite of many studies, the exact mechanisms atewtransfers in the various layers
forming a proton exchange membrane fuel cell (PEM&€ not fully understood. Although
the physics involved is much simpler than in thivadayer or the membrane, this also holds
for the gas diffusion layers (GDL). In what followse concentrate on the GDL on the
cathode side, which is a priori more critical thdre anode side as regards the water
management problem.

As discussed istraubhaar et al. (2015ifferent mechanisms can be invoked as regards the
transfer across the GDL of the water generatechbyetectrochemical reaction in the active
layer: transfers in vapour phase, transfers inidigunase with negligible liquid-vapour phase
change phenomena, transfers with evaporation —etmadion mechanisms. Although detailed
in-situ visualizations of liquid phase distribut®om a GDL are possible using mini PEMFC
dedicated for X-ray tomography, ekgler et al. (2011),t is difficult to infer from the
visualizations the exact mechanisms at play. Utltkese circumstances, it is useful to resort
on modelling and numerical simulations.

As for other problems involving multiphase flows porous media, many techniques have
been used in relation with PEM fuel cells. The naassical one is based on the continuum
approach to porous media and involved the generhlRarcy’'s law and the concepts of
capillary pressure curves and relative permeadslitAlthough widely used, notably in CFD

" Corresponding author : mprat@imft.fr



commercial codes, the relevance of this classipptaach was questioned, efgebaiand
Prat (2009) because this type is modelling is not adaptedirtaulate the capillary forces
dominated regime prevailing in GDL. There is aldack of length scale separation since the
thickness of a GDL is typically less than 10 pames. Alternative approaches are therefore
necessary. These notably include the direct sinamst such the LBM ones, e.glao and
Peng (201Q)the Monte Carlo simulationSeidenberger et al. (201a@nd the simulations
based on pore network models (PNM). The objectare Its not to discuss the advantages and
drawbacks of each method. We simply note that ¢timepaitational time of PNM over domain
of comparable sizes, i.e. containing the same nunolbepores, are typically orders of
magnitude smaller than for the two other methodss Qreatly facilitates the parametric
studies.

The present study is therefore based on a PNM apprdBecause of their simplicity, PNMs
have become a somewhat popular tool to study een#h GDL, e.gSinha et Wang (2007),
Gostick et al. (2007), Markicevic et al. (2007),0Let al. (2010), Gostick (2013), Bazylak et
al. (2008), Hinebaugh et al. (2010), Lee et al0O@®010, 2014), Kuttanikkad et al. (2011),
Ceballos and Prat (2010, 2013), Ceballos et @il Wu et al. (2012, 2013), Fazeli et al.
(2015), Qin (2015)However, it can be noted that the majority of thetsedies do not
consider phase change phenomena and assumedl it @hter coming from the adjacent
active layer enters the GDL in liquid phase anavfidhrough the GDL in liquid phase. This
assumption of liquid water invasion is also madéhmwork ofMedici and Allen (2013)but
with the consideration of an additional phenomertbe, possible evaporation of the liquid
within the GDL, see als&traubhaarteal. (2015).In brief, to the best of our knowledge
previous study based on PNM or related approacagsbnsidered the vapour condensation
process if one excepts the qualitative studiedioébaugh and Bazylak (201andAlink and
Gerteisen (2013)imited to 2D simulations and without explicit caderation of the
temperature variations across the GDL, a key adped¢he simulation of condensation, and
our recent papestraubhaar et al. (2015x¢here a condensation algorithm was presented and
briefly illustrated through a few simulations in2® pore network only. This situation is
somewhat surprising since condensation is congidase an essential process by several
authors, e.gNam and Kaviany (2003), Basu et al. (2009), Cauld 8aker (2010,2011),
Alink and Gerteisen (2013), Thomas et al. (2012,32@014).

The objective of the present article is therefar@resent and to analyze PNM simulations of
liquid water formation by condensation in a GDL. dhould be pointed out that the
consideration of condensation process is intimatelgted to the consideration of a non-
uniform temperature field across the GDL. Thigrniscontrast with most of PNM based
previous studies of GDL, where the temperature wdact more or less implicitly assumed
as uniform and constant over the GDL. Actuallyré¢hare clear indications that the average
temperature is greater at the GDL —active layegriate than at the GDL — bipolar plate
interface and greater at the channel —GDL interthaa right below the ribs of bipolar plate,
e.g.Basu et al. (2009)Thomas et al. (2012, 2014The existence of a colder region below
the ribs clearly suggests a possibility of condeosa

Amon other things we will check whether the PNM wsiations are consistent with the
experimental behaviors presented.#ilanna et al. (2014and the in situ visualizations from
Boillat et al. (2008)with the objective of elucidating the mechanismadiag to the
occurrence of liquid water in GDL.

The paper is organized as follows. The computatidomain and boundary conditions for the
mass and heat transfer problems are describedtiorse®. The pore network is presented in
section 3 together with some numerical simulatesults. The condensation algorithm on the
pore network is presented in section 4. The coratemsdiagram is presented in section 5.



Liquid distribution is discussed section 6 fromesiess of PNM simulations. A conclusion is
presented in section 7.

2. GDL unit cell and boundary conditions
2.1 Polarization curve. GDL unit cell.

A PEMFC is sketched in Fig.1. We are interestethan GDL on the cathode side (see the
caption of Fig.1 for additional details).

Catode

Figure 1. Sketch of a PEMFC. The GDL at the cattgide is a fibrous material sandwiched
between the active layer and the bipolar plateugassl to be in graphite in this paper). A
serpentine channel is etched in the bipolar plates@ipplying oxygen to the system. The gas
flow in the channel (actually a mixture of watepwar and air) is indicated by arrows.

A PEMFC is globally characterized by its polaripaticurve. For the present study we
adopted the polarization curve depicted in FigltZorresponds to the polarization curve
presented in LaManna et al. (2014). The GDL spatitons are from IMPALA European
project (see acknowledgement section) unless otbemventioned.
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Figure 2. The polarization curve used throughoig gaper (adapted from LaManna et al.
(2014))

As in many previous studies, only a sub-regiontwn dathode side is considered. This sub-
region is illustrated in Fig.3 and referred to a&RL unit cell. As sketched in Fig.3, the
lateral size L of the unit cell is equal to the euated widthsL, . L; of one rib and one
channel. We took representative values, narhetyl mm withL, - 0.96 mm L; = 0.96 mm.
The lateral sizé, of the considered GDL sub-region in théirection isLy= 2.96 mm The
GDL is thin. We took for its thicknesg = 120um. This corresponds to the GDL in situ that
is a compressed GDL (as indicated by the substipThe uncompressed GDL thickness is
ounc = 190um (using the subscript “unc” for properties of tircompressed region). Different
GDL properties will be specified in the region belthe rib and in the regions below the
channels so as to take into account the differeoiampression of the GDL. For example, the
porosity of the uncompressed GDL (region belowdhannels) iss,.=74%. The porosity of

the compressed GDL (region below the rib) is edthafrom the relationship

& =1—%(1—£UC). This givese, = 59%.

The channel height iBlc, = 0.48 mm. As can be seen, the rib is at the ceaftéhe GDL
outlet. The GDL unit cell inlet corresponds to @®L-active layer interface (or the micro
porous layer (MPL) — GDL interface when a MPL isg®nt).



Figure 3. GDL unit cell with rib and two half chagis
2.2 Boundary conditions for the water transport

The relative humidity and gas total pressure atdhtet of unit cell £ = ;) are input
parameters. They are denotedRiy, and P respectivelyWe tookPres = 1.5 bar RH, will
be varied. At the GDL inletz(= 0), a water injection flux (mol. 1 s%) is imposed. It is
classically expressed as a function of local curdemsityi as

i
Q=p5- @

whereF is the Faraday’'s constarff £ 96485.34 (. Note that it is assumed that water is
injected in vapour form and not in liquid form. $hs a noticeable difference compared with
previous works on GDLs using PNM. Actually not thié water produced at the cathode goes
to the GDL. A fraction is transported in directiohthe membrane. The coefficiefiis the
fraction directed toward the cathode GDL. Throughtiis paper, we made the simplifying
assumption that this fraction was independemtawid we toolg =0.8.

The boundary conditions for the water transportsam@marized in Figure 4 together with the
heat transfer problem.
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Figure 4. Schematic drawing of the studied problejnwater transfer problem: a fraction of
the water produced in the active layer is diredtmdard the cathode GDL; given relative
humidity and total gas pressure are imposed irchiamnels, b) heat transfer problem: a heat
flux is applied at the GDL inlet whereas the tenapereT,, is imposed all over the surface in
the x-y plane at the positian=d. + Hc.

2.3 Heat transfer

The temperature field(x,y,z)within the GDL is a crucial ingredient for the cpuatation of
water invasion by condensation. This field is deieed numerically by solving the steady
state heat conduction problem,



O0.(.0OT)=0 2)

in the domain depicted in Fig. 4b using a clasdicite volume technique. Note that this
problem is actually solved in two-dimensions overrass-section of the domain shown in
Fig.4b. Then the temperatures so computed areldistd over the pores of the pore network
model (see 8§ 3). This is for when the impact qlill water on thermal conductivity is
neglected. When this effect is taken into the tenapoee field must be computed in 3D and
after each invasion of a pore by the liquid water.

No flux boundary conditions are imposed on ther#dtesides of the domain whereas a
uniform temperaturel = Ty, is imposed along the top boundary in Fig. 4b. Nucaé
simulations indicated that it was not necessartake into account explicitly the part of the
bipolar plate above the rib in Fig.4b. Owing to thigh thermal conductivity of the bipolar
plate, it is sufficient to impose the temperatiigg directly at the x-y plane located at the
positionz = J; + Hep in Fig. 4b.

The electrochemical reaction is exothermic. Theresponding heat production per unit
surface area (W.H) can be expressed as, €.gomas et al. (2014)

— hIv _ H
QJ_(E uj. ©)

whereh, is the enthalpy of reactioin = 242000 J.mdl), U the electrical tension. It can be
reasonably assumed that half of the produced It pward the anode and half toward the
cathode GDL. Therefore, the boundary conditionasga at the GDL inlet for the heat
transfer problem is

05 = 0.5[ W _y ]i =1 ‘;—T atz=0. (4)
VA

2F

wherez is a Cartesian coordinate in the through-planection (z = 0 at the GDL inlet)} is

the GDL effective thermal conductivity in the thghuplane direction. The GDL is a highly
anisotropic material owing to the preferential otaion of the fibers in the in-plane direction
with a much higher thermal conductivity in the matirection. Also, owing to the differential
compression of the GDL between the rib and charthel,thermal conductivity is higher
under the rib region than under the channel. Asessmtative values of a dry GDL, e.g.

Zamel and Li (2013)we took A7, = 0.25 WntK™ (through-plane direction) and;, =4

Ouc

Wm K™ (in-plane direction) in the regions of the GDL endhe channel and,, = 0.25 Wm

K1 (through-plane) andi,, =6.64 WH{™ in the GDL under the rib. The thermal

conductivity in the channel i, = 0.027 W. rit.K™ (air) whereas the thermal conductivity of
the bipolar plate isly, = 150 W. m.K™,
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Figure 5. Example of Temperature field (K) compufiedi = 1 A/cm? (which corresponds to
05® = 2900 W/m?) and an isotropic thermal conductiVayT,, =80°C.

An example of temperature field so obtained is show Fig. 5. This field was actually
obtained with the commercial code Comsol Multiphg8l used to validate our finite volume
computation. As can be seen, the temperatureifiatiaracterized not only by through-plane
variations but also by significant in — plane vadas. Globally, the region in the GDL
underneath the rib is colder than the region utitkerchannel. The hottest region in the GDL
is at the GDL — AL interface below the channel vaaesrthe colder spot is in the middle of the
rib along the GDL - rib interface. This is, howevir an isotropic thermal conductivity.
When the anistropy of the thermal conductivityaken into account the in-plane temperature
variations are much less than depicted in Fig.5

The order of magnitude of temperature variationgiaded in Fig.5 are consistent with the
values reported in the literature,g. Basu et al. (2009), Thomas et al. (20Naturally, the
lower the thermal conductivity of the GDL, the ge¥athe temperature variations across the
GDL, all other things being equal.

For a given current density and the values of parameters specified in thisigecthe
temperature field within the GDL is computed. Tfiedd is considered as input data for the
pore network simulation of condensation descrilvedection 4. Thus it should be clear that
the temperature field is computed in a preprocgsstep prior to the PNM simulation of
condensation. Actually, it can be surmised that tdmperature field changes during the
invasion of GDL by liquid water. This point is fher discussed in section 6.

3. Pore network structure.

Most of previous works on GDL using PNM were based structured pore networks,
typically cubic networks such as the one depiatellig.7. An exception is the work presented
in Gostick (2013)where unstructured pore networks were generateag usitessellation
technique. It is also possible to construct anmuetired network from X-ray tomography
images of GDL as shown ihgaesse et al. (2015The simple cubic network sketched in Fig.
7 was, however, used for the present work for sonpl Nevertheless, it should be clear that
the condensation algorithm described in sectionad be implemented on unstructured
networks as well. The GDL pore space is thus reptesl by a three-dimensional cubic
network of pores interconnected with channels, edéerred to as throats. The pores are cubic
bodies corresponding to the nodes of the networgreds the throats are very short ducts of
square cross-section representing the narroweragassetween two adjacent pores. The

8



analysis of images of SGL 24BA reportedLinmibrac et al. (2015ndicates that the lattice
spacing is different in the in-plane direction wapproximately, =80um from the lattice

spacing in the through-plane direction with appneaielya, =40um. We considered a cubic
network witha = 80 um in both the in-plane and through plane directibnswe took into
account the fact that the real lattice spacingcisialy twice as small in the through-plane
direction by modifying the transport properties qukgely (for example the through-plane
thermal conductivity was multiplied by a factor @ as to have the through-plane network
thermal conductancel,/Jd identical to the GDL one). Based on the sizeh& tlomain
occupied by the GDL in the experiment, this leardsepresent the GDL by a 238%4 pore
network (the figures indicate the number of poresi@ the directions of a Cartesian grid).
Hence, the GDL unit cell has 4 pores in the threpigime direction.

GDL Unit cell

1.92 mm

Figure 6. Sketch of cubic network used to repred@nGDL. The lattice spacirgy (distance
between two neighbor pore) is 8t in the plane directionsThe GDL is represented by a 25
X 38 x 4 cubic network.

The throat size and pore sizes are specified ksl

Because of the GDL anisotropic fibrous structuredks are narrower by about a factor 2 in
the in-plane directions compared to the througmgldirection,Lamibrac et al. (2015)To
reflect this anisotropy, the through-plane throz¢s were randomly distributed according to a

uniform distribution of meart,, = 43 um , in the range 4. - Gomaxc] With  dinine= 32

pum and d.. = 54 um whereas the in-plane throat sizes were randomltriloised
according to a uniform distribution of mea),, = 21.5um in the range d,  minc - %/ maxe ]
with  d,;nine = 16um andd, ;... = 27 um .It was further assumed that these data corresponds

to the compressed GDL (regions under the ribs). Gb& was supposed not compressed
below the channel assuming that this could be tak®naccount by assuming that the throat
size in the through-plane direction was not sigatfitly modified whereas the throat sizes in
the in-plane directions are larger on average m whcompressed regions by a factor

VO 10, =1.14.

The throats are considered as volumeless. Thiiseafiore volume is in the nodes. The throat
sizes are first distributed as indicated above déjpg on the location of the throat
(compressed or uncompressed regions) and oriemtafighe throat (through-plane or in-
plane).



The volume of a pore is first simply computed fradjacent throat sizes a4 :(max(jt))3

where max(,) is the size of the largest throat to which theepsrconnected. Then the pore
volume are corrected, i.e. multiplied by a cormttiactor, so as to obtain a desired porosity
in the considered regiong(.= 74% in the uncompressed regions, = 66% in the

compressed regions, not considering the porositgebinder).
The correction is as follows.

Npe

:Z V,;in the compressed region (where there rgkepores).
i=1

The real pore volume ig = €Veomp WhereVeomp is the volume of the region defined as

pcompexp cYcomp

the compressed GDL (there are three such regicteding to Fig.1¢)Veomp = rib surface

The total pore volume/

pcomp

. . . . : V peompexp o
areaxd,. This allows introducing a correction factor defin as 7 =——— ,which is

pcomp

applied to each pore of the considered compreggarT, Vpinew= 7V,

In such the way, the porosity in the network isshee as in the experiment.
A similar procedure is applied to the uncompressgibns starting again from the same pore
size distribution (where = £,.=74%).

4. Pore network model of condensation (and evapor ation)

Two main steps must be distinguished to simulageéypour condensation process in the
network: the nucleation step and the growth step.

4.1 Nucleation step

The objective of the nucleation step is to deteampoints in the network where the
condensation is likely to start. The procedure meddy determining the vapour partial
pressure field in the network assuming no condensato this end, we solve the diffusion
problem governing the vapour transport within tlegwork. Since the gas mixture on the
cathode side is made of air, oxygen and water vapeeishould consider the gas as a ternary
mixture. Furthermore, water vapour cannot be cameitias dilute and thus we should rely on
the complete model implying coupling between thensports of the three species, e.g.
Quintard et al. (2006)Although going into this direction is certainly desirablesianplified
approach was adopted so as to simplify the numesicaulation. Although certainly less
accurate we believe that the simpler approach adopiere does not affect the main
conclusions of the paper. Hence, the transportatérmwapour in the GDL is simply modeled
using Fick’'s law. Expressed in terms of computationa pore network, the vapour diffusion
flux between two nodes (pordsandj of network is therefore expressed as

N, = g (Xv,j _Xv,i) (5)

where x,is the mole fraction of water vapour aggdis the diffusive conductivity of the throat
connecting the two pores. Traditionally, e(@ostick et al. (2007)g; is expressed as a
function of the throat cross section area (d[éﬁ.for a throat of square cross-section), which

means thag; varies (randomly) from one throat to the otherreHae proceed differently
following the concepts of the so-called mixed poetwork presented ilottet et al. (2015)
The local conductance does not vary randomly angnaod is expressed as indicated in
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whereR is the

Table 1. In Table 1¢ is the mole concentration of the gas phase:
bp

ideal gas constant. Note that the total pressusipposed uniform and constant over the

computational domain and equalRg:.

CoefficientsD’,., D,., D\, Djure in Table 1 are the GDL effective diffusion coeiiiots

in the through-plane direction (subscrigl *) and in the in-plane direction (subscript “// ”)
for the GDL compressed region (subscript “c”) am& tuncompressed region (subscript
“unc”). Hence, an advantage of the mixed pore ngtvif@rmulation is to directly express the
local conductance as a function of the medium &¥fectransport properties. We took

D;./D = 025, whereD is the binary diffusion coefficienD(~ 3. 10° at 80°C). In spite of

narrower passages in the in-plane directions, tiecteve diffusion coefficient in this
direction is greater than the effective diffusiaefficient in the through-plane direction by at
least about a factor 2, e.g. Zamel et al. (2013 cia-Salaberri et al. (2015) because of a
greater tortuosity effect. Thu®,. /D = 05. Assuming no significant change in the tortuosity
in the through-plane direction between the comgeessgion and the uncompressed one, we

*

took D;,,,.= D;./D = 025. It was assumed that the in —plane coefficiestightly greater in

Ounc —

the uncompressed region wity,,,.= 0.7D.
With the local conductivity defined as specified Table 1, the pore network effective
diffusion coefficients are of cours®;,., D,., Diuc.Dyune- The advantage of the mixed pore

network approach is to use directly the valuesefdffective coefficients to specify the local
conductivities.

Table 1 Expression of throat diffusive conductivitythe various regions of GDlg, =80um;
a; =40um

Region direction
Compressed Through-plane az .
Opc =C— DDc
a
(]
Compressed In-plane ;. =ca Dy,
Uncompressed Through-plane ,D... 9
Gounc = C8y —He
A Oy
Uncompressed In-plane Oy
p p g//unc = C‘:"D?D//uc
[

The species conservation equation at each netvoate is expressed as:

n

Z g; (X,; =X,;) =0. (6)

j=1

wheren is the number of neighbors to considered @omne= 6 for the cubic network depicted
in Fig. 6.
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Boundary conditions must be specified in order dtves numerically the system given by
Eq.(6). As illustrated in Fig.4 and also in Figtiie relative humidityRH is imposed in the
channel taking as reference saturation vapourgbgmessurg,s the pressure &, i.e. at the
temperature of the coldest region in the channle¢ Wapour partial pressure imposes along
the GDL - channel interface is therefgre= RHch pus(Thp). Thus X, = RH,, p,s(T,,) / P at
this interface. A zero flux condition is imposedthe rib — GDL interface while spatially
periodic boundary conditions are imposed on therddtsides of the computational domain.
At the GDL inlet (active layer or MPL — GDL inteda), the vapour flux is imposed using
Eq.(2).

The numerical solution of Eq.(7) with the assodab®undary conditions givesat each
node of network, and therefore the vapour parti@sgure at each node of network:
Pu.ix = Xui.jkPer - We then compute the local relative humidity atheaode of network as

RH; i« = Pui ik ! Pus(T (0, J,K))-

No condensation occurs whé®H, ;, <1 in each node of network, which means that all the
water coming from the active layer can be trangubih vapour phase across the GDL.
Condensation is assumed to occur witgs, ;> 7 at least at one node in the network. For
most of the simulations presented later in the pape tooky =1. Thus no supersaturation
was assumed. It is of course not a problem to densi possible supersaturation effect taking
n >1. Whatever the chosen criterion, it often happéas the condensation criterion is met
not in a single node but at several nodes in theork. Under these circumstances, several
options are certainly possible. We decided to prdcgtep by step considering first only one
first condensation node, the one correspondimgatqRH, ;,,RH, ;, >77). At this node, we

imposeRH, ;, =1, or more exactly the mole fractior, corresponding t&H, ,, =1. We

solve again the problem expressed by Eq. (7) takittgaccount the new boundary condition
RH,,, =1 at the first condensation node. This gives a n@ld fRH, ;, and we check

whether new nodes are such tRet ;, >7 . If yes we can then repeat this procedure uritil al

the condensation nodes have been identified.
This gives the initial distribution of liquid node®r the growth step. This step is
schematically illustrated in Fig.7

T PR R B oo
e
TT?T?TTTTTT?TT?TTTT
Q = B iA/2F
ACTIVE LAYER

Figure 7. Sketch of nucleation step. Sketch of imoleation pores (in blue) under the rib.

4.2 Liquid cluster growth algorithm for a hydropholmetwork
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For simplicity, each liquid node identified at tked of nucleation step is assumed fully
saturated by liquid. Another option would be tatficompute the condensation — evaporation
rate and to determine the filling time of eachiatitiquid pores. Testing this option is left for
a future work. If two of such liquid nodes are ffireeighbours, they belong to the same
cluster. Thus, a first step consists in identifyalythe liquid clusters formed at the end of
nucleation step, where a cluster is defined aapgof connected liquid pores. Starting from
this initial distribution of liquid clusters, thergnth step is performed using the following
algorithm:

1. Determine and label the different water clustefswb pores — totally or partially
saturated in liquid water — are adjacent, theymglo the same cluster.
2. Compute the vapour molar fraction field, from the solution of the system

represented by Eq.(7). In each liquid pore (of dowmtesx;,y;,z) in contact with a gas node,
the local saturation pressure is imposed. Hepeep, / P, wherep,, = po(T(X,V:,Z ))
The boundary conditions on the sides of computati@tlomain are the same as the ones
presented in § 4.1.

3. If the vapour partial pressure computed in stefs Zreater than the local vapour
saturation pressure in some gaseous pores, themifydehe pore among those pores

corresponding tmax(RH, ;,,RH, ;, >n)and impose X, = P,(T(X, ¥;,2))/ P in the
corresponding pore.

4, Go back to #2 and repeat steps #2 and #3 unti tisemo gaseous pore anymore such
thatRH, ,, >7.

5. Compute the molar condensation rate Fk at the demyrof each liquid cluster.

6. Apply the invasion percolation rule at each cluster. determine the throat of larger
diameter along the boundary of each liquid cluster.

7. Compute the invasion tintgof each clustek, i.e. the time required to fully invade the

pore adjacent to the throat determined in #§=cV,_,/F,, whereV,, is the volume
remaining to invade in the considered pargs the mole concentration of liquid water.

8. Compute the time stegt = min(k)

9. Fully invade the pore corresponding do and update the volume of liquid in the
invaded pore in the other clusters.

10. Go back to #1 and repeat the different steps 1t aisteady-state solution is reached,
i.e. the overall phase-change rate becomes nil.

It should be clear that both evaporation and cosalion occur during the growth of a liquid
cluster as well as when the steady-state is readiedsteady — state is actually reached when
the evaporation rate exactly balances the condensedte at the boundary of each liquid
cluster within the numerical accuracy of our modghis is sketched in Fig.8

CHANNEL CHANNEL

Liguid cluster
. : Wit Evaporation
Evaporation

GDL

Condensation

13



Figure 8. lllustration that the computed liquid ematlistribution corresponds to a steady state
where the evaporation rate at the boundary of aidiglusters exactly compensates the
condensation rate.

5. Condensation diagram
5.1 Localization and occurrence of first condensaispots

According to the algorithm presented in § 4, comsdéion occurs WhenRHi,j,k >n

somewhere in the network. To get insight into thestiikely place of condensation, one can
look at the distribution oRH within the network computed assuming no liquid tire

network:RH(X, ¥, 2) = X, (X, ¥, 2) P / P,<(T (X, ¥, 2)). For the boundary conditions considered
in the present article, an example of local re@atiumidity distribution is depicted in Fig. 10.

0
gop
sgof
60
560 —

~
w

Relative Humidity

Figure 10. Exemple of local relative humidity distition in a cross section of the network in
the absence of condensation. This field was coetpfdri = 1 Alcnf andRH.= 50%. The
spatial dimensions are in pore network unit (a pa®vork unit is equal to the pore network
lattice spacin@ (distance between two neighbour pores)). Notettieathrough-plane scale is
dilated for clarity. The GDL appears much thickeart it is actually

As can be seen from Fig.10, the most likely platéngipient condensation is in the region of
GDL located below the rib. A noticeable featurghat the local relative humidity is quite
high not only right below the rib but all over thiickness of the GDL below the rib
consistently with the temperature field depictedrig.4 showing that all the region below the
rib is colder.

5.2 Condensation phase diagram

Another interesting aspect lies in the range oapeaters leading to possible condensation. In
our model, there are four parameters: the currensityi, the tensiorJ, the GDL effective
thermal conductivity and the relative humidity imetchanneRH.,. Here we only explore the
impact of the relative humidity in the chani., and the current density The polarization
curve is the one depicted in Fig.2.

Solving the vapour diffusion problem in the GDLnggithe pore network model varyifi.
andi leads to the phase diagram depicted in Fig.11. disteuct the diagram we impose a
current density and progressively increaRel;, starting from a relatively low value,
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computing the vapour partial pressure field inrnleévork for each considered paRHh , 1).
The procedure is stopped when the PN computatiovapbur partial pressure field in the
network indicates the presence of a first cond@msa&pot RHoeca > 1 in one pore within the
GDL). This corresponds to the determination of po@t on the curve shown in Fig.11. The
procedure is then repeated varyirgp as to obtain the complete curve.

LS|
S CONDENSATION
5 :
5% TRANSPORTIN
VAPOUR PHASE
QJ.S 0,6 0,7 0,8 0,9 - I
RH

ch

Figure 11. Condensation phase diagram obtainethéopolarization curve depicted in Fig. 2.
The water produced in the active layer can be@gtiransferred in vapour phase through the
GDL for the operating points located below the eurkiquid water formation occurs in the
GDL for the operating points located above the eurv

This diagram specified the operating condition idrich condensation must occur, i.e. it is
not possible to transfer all the water produceth@active layer by diffusion in vapour phase
across a dry GDL network when and RH;, corresponds to a point located in the
condensation region of the diagram.

6. Liquid water distribution
6.1 Performed simulations

Simulations of liquid water formation and growthfofmed liquid clusters were performed
for the conditions and parameter values summaiiz@ables 1-4.

Impact of RH | A* junc | A1 | Mune | Aie | A* 1o (S)|D* un! D| D* je/ D | D*jtunc/ D| D*ic/ D i RHeh Thp
S7 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 80
S7bis 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 60 80
STter 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 70 80
S7qua 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 80 80
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Table 1. Impact of channel relative humidity. Thatmonductivities are iwm™K™, i in
Alcn?, RHg, in %, Ty in °C.

Culzzzti:jte?lfsity Mime | Mic | Mine | AMie |V (S)|D* unc! D| D* ¢/ D | D*junc/ D| D*1el D i RH., Top
S8 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 0.1 90 80

59 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 0.4 90 80

510 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 0.8 90 80

511 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 1.2 90 80

5§12 =S3bis 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 1.5 90 80

Table 2. Impact of current density. Thermal condhitegs are inWwm™K™?, i in Alcn?, RHy, in
%, Thp in °C.

'm"T"’Sc[:"f Mome | M e | Mane | Mue | A*1e(S)|D* une/ D| D*1e/ D |D¥munc/ D DFue/D | i RHen | Tip Comment
S18 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 0.8 90 80 Isotropic TSD
S18bis 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 80 Isotropic TSD

Impact of

thermal

conductivity | A* junc | A e | Miune | Mue | A* 1o (S)|D* wune! D| D*ie/ D | D*itunc/ D| D*iic/ D i RHeh Too Comment

Anisotropy
Factor
S19 0.25 0.25 0.25 0.25 NO 0.25 0.25 0.7 0.5 15 90 80 \isotropic

Greater anisotropy
S20 0.25 0.25 40 66.4 NO 0.25 0.25 0.7 0.5 15 90 80
factor
Impact of
throughplane | o 1 s o | Wme | Mo |2 1o(S)|DF onef D] D716/ D |D*net D] Doer D | RHy | T, Comment
thermal P
conductivity
S29 0.5 0.5 4 6.64 NO 0.25 0.25 0.7 0.5 0.8 90 80
S30 1 1 4 6.64 NO 0.25 0.25 0.7 0.5 1.5 90 80

Impact of
diffusion | M e [ M | Mmune | M |A* 1o (S)|D* wunel D| D* e/ D [D*iune/ D| D*ic/ D | i RHey | Top Comment

coefficient
S23 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 80 idem S3bis
524 05 | 025 | 4 | e | No | 01 | o1 | o7 | o5 | 15 | e | s | Credteranisotopy

contrast

Table 3. Impact of TSD, thermal conductivity anisply factor, diffusion coefficients.
Thermal conductivities are Wm™K™, i in Alcn?, RH, in %, Typin °C.

Impact of

nucF;eation ¥ Lunc }\*lc Mine | Mie }\.*LC (S) D* junc/ D| D* ¢/ D | D*junc/ D| D*fc/ D i RH¢h pr n

parameter
S2bis 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 60 1
S3bis 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 80 1
525 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 60 1.05
526 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 80 1.05
S27 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 60 11
528 0.25 0.25 4 6.64 NO 0.25 0.25 0.7 0.5 15 90 80 11

Table 4. Impact of nucleation parameter (vapouessgiuration). Thermal conductivities are
in Wm™K™, i in Alcn?, RHg, in %, Ty, in °C.
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As can be seen from Tables 1-4, the impact of ailanetative humidity, current density were
investigated as well as the impact of parametech sas the GDL thermal conductivity
anisotropy factor, in-plane vs through-plane thaé distribution, diffusion coefficients and
nucleation parameter (vapour supersaturation impact), etc. The impédigaid saturation
on thermal conductivity and current density spatiatiation at the GDL —catalyst layer
interface are discussed #traubhaar et al. (2015b)

The impact of these various factors are analyzexuifh the consideration of:
- the through plane saturation profiles
- the in-plane saturation profiles
- the liquid distribution in in-plane slice #2 (seig.E2)
- the liquid distribution in a through-plane crossismn (see Fig.12)
- 3D numerical visualizations of liquid water distrtion.

Using the Cartesian coordinate system indicatedign3, the through-plane saturation at
discrete coordinate is the fraction of the pore volume in the corregfing in-plane row of
pores occupied by liquid over all the GDL compwutaél domain depicted in Fig.3.

Similarly, the in-plane saturation at discrete clioatex is the fraction of the pore volume in
the corresponding y-z plane row of pores occupietiduid over all the GDL computational
domain depicted in Fig.3. It corresponds to therage saturation over the GDL thickness in
y-zplane at positiom.

The in-plane slice #2 corresponds to the secondafopores in the x-y plane (the first row
corresponds to the GDL- Catalyst layer (or MPLgiface and the last row to the GDL — rib
(or channel) interface.

r
:
l
l
I
'I
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Figure 12. Examples of in-plane liquid distributiam slice #2 (red dashed frame), 3D
visualization and through-plane distribution in the plane delimited by the green dashed
frame. Liquid water in blue, gas phase in grey. fihe-channel interface is on the right side

of right figure. These images corresponds to sitrangS3bis.

6.2 Impact of channel relative humidity.
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Figure 13. Impact of relative humidity: a) througlane saturation profile, b) in-plane
saturation profile.

6.3Impact of current density

The impact of current density is illustrated in B and Fig.15. The change in the through-
plane saturation profile is also qualitatively damito the results reported in LaManna et al.
(2014) (see Fig. 9 in this reference), where howevdéower temperature was considered
(60°C instead of 80°C in the PNM). One observebange from a monotonous profile to a

concave one as the current density is increased.
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Figure 14. Impact of current density: a) throughna saturation profile, b) in-plane saturation
profile.

0.4 Alcrh 0.8 A/chn 1.2 Aldn 1.5 Alchn

Figure 15. Impact of current density on liquidterain blue) distribution in in-plane slice #2
RHp =90%.

As can be seen from Fig.14b and Fig.15, liquid waéemostly concentrated in the GDL
region below the rib and tends to progressiveladed a bit the under channel region close to
the rib.

6.4 Impact of TSD

We compare in Fig.16 the results obtained usingeference TSD (throat size distribution)
distribution (throat sizes smaller in the in-platigection than in the through-plane direction)
with the ones for an isotropic TSD (same TSD iplare and through-plane directions) all
other parameters being kept unchanged betweenrnthagasions with the isotropic TSD and
the ones with the reference anisotropic TSD.
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Figure 16. Impact of TSD: a) through-plane satoraprofile, b) in-plane saturation profile
fori = 0.8 Alcnf.

As can be seen from Fig.16, this has a strong itlnpadhe liquid saturation profiles. The
through-plane saturation is almost inverted. Tharaéion increases monotonously from the
GDL inlet to the rib — channel interface with a nmaMm saturation under the rib. This is in
contrast with the anisotropic PSD characterizeth wimaximum through-plane saturation at a
relative distance from the GDL inlet of about 60%4hee GDL thickness.

The liquid clusters are forced to growth in theotigh-plane direction before growing into the
in-plane directions with the anisotropic TSD leagito preferential cluster growth in the
through-plane direction. By contrast, the growthmiach more isotropic with the isotropic
TSD. As can be seen from the in-plane saturatiariles (Fig.16b), this results in some
invasion of the under channel GDL region with teatiopic TSD whereas the liquid water is
essentially confined in the GDL region under th& Rith the anisotropic TSD.

This is further illustrated in Fig.17.

a) Isotropic TSD b) anisotropic TSD

Figure 17. Comparison between liquid water (inepldistribution in in-plane slice #2

between the isotropic TSD (S18 bis) and the aropatrTSD (S3bis)i =1.5 Alcnf, RHgh
=90%.
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6.5 Impact of through-plane thermal conductivity andrthal conductivity anisotropy factor
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Figure 18. Impact of through-plane thermal condutgti a) through-plane saturation profile,
b) in-plane saturation profilé=1.5 A/cnf, RHc, = 90%.

To explore the impact of anisotropy factor, we kéjf, = 025 Wm™'K™* and varied the GDL

thermal conductivity anisotropy factdy,./ .. As shown in Fig.19b and Fig.20, the impact

of this factor is not very important as regards ihglane liquid water distribution. The
impact is quite weak when the anisotropy factoncseased from an already significant value
(from 16 to 160 in our example) meaning that theagerature field is not significantly
modified. The impact is somewhat greater when thisofropy factor varies in the range [1-
16] as exemplified in Fig. 20. As shown in Fig.18® impact of this factor on the through-

plane saturation profile is however noticeable anMtle since the trend is not monotonous
with this factor.
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Figure 19. Impact of thermal conductivity anisotydactor: a) through-plane saturation
profile, b) in-plane saturation profile=1.5 Alcnf, RHe, = 90%.

a) /]//uc /]Duc 1 b) /]//uc Ouc — =16 C)/];/uc Eluc_160

Comparison between liquid water (inebldistribution in in-plane slice #2 for

Figure 20.
=16(S3bis), b)

three different GDL thermal conductivity anisotrofgctor a) Aj,./Au,. =
e Avue =1(S19), ©) Ao/ Anye = 16@S20),i =1.5 Alcnd, RH, = 90%.

6.6 Impact of through-plane diffusion coefficients

As depicted in Fig.21, the impact of through-platiusion coefficient is significant. The
situation is somewhat similar to the one obtainetlenv the through-plane thermal

conductivity was varied (see § 6.5). For the lowedtie of the diffusion coefficient, almost
no liquid forms in the middle slices of the GDL €sEig.21a) and the water spreads all over

the GDL inlet surface as indicated by Fig.21b)
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Figure 21. Impact of through-plane diffusion cogént: a) through-plane saturation profiles,
b) in-plane saturation profiles=1.5 Alcnf, RHg, = 90%.

6.7 Impact of nucleation parameter

The nucleation parametgrhas an interesting impact. First, it affects thape of both the
through-plane and in-plane saturation profilessTiillustrated in Fig. 22. Note in particular
in Fig.22a that the through-plane saturation rigbtow the rib becomes lower that the
saturation at the GDL inlet (i.e. at the GDL - ¢yda layer interface) when the nucleation
parameter is increased whereas the opposite isvaostorn =1.

As depicted in Fig.22b, the liquid water remainssthoconfined in the region of the GDL
below the rib but tends to invade a bit the regumer the channel as this parameter is
increased.
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Figure 22. Impact of nucleation parameter: a) thleplane saturation profile, b) in-plane
saturation profilei =1.5 A/cnf, RHg, = 90%.

This is further illustrated in Fig.23, which intetimgly shows that the liquid water occupancy
within the region below the rib tends to becomeasgaag is increased. This is well
illustrated by the through-plane cross-sectionesponding tay =1.1 with the liquid confined
below the edges of the rib and no liquid belowdeetral region of the rib.

24



........

—]

Figure 23. Impact of nucleation parameter: fromtmpottonrm= 1,71=1.05n=1.i =1.5
Alcm?, RHe, = 90%.

7. Conclusion

In this paper, condensation in a GDL unit cell vaasulated using a condensation pore
network model (PNM). The liquid — gas distribution the GDL resulting from the
condensation process was found to be markedlyrdiffefrom the distribution typically
reported in most of previous studies on two-phése in GDL using PNM and assuming that
the occurrence of water in the GDL results from ¢haeillary controlled invasion in liquid
phase from the adjacent MP or catalyst layer..

The trends obtained with the condensation PNM areuite good agreement with the
experimental observations reported for example anManna et al. (2014) as regards the
impact of current density and relative humidity.sélthe simulations are in quite good
agreement with the observation reported in Bodétal. (2008) indicating a “strong separation
of the water content under the ribs and under kli@@els”. In our simulations as well “water
tends to gather preferentially under the rib”.

However, these results are quite sensitive tohltmugh-plane thermal conductivity, through-
plane diffusion coefficient and anisotropy of peree distributions. All these parameters must
therefore be characterized carefully.

As regards the PNM algorithm itself, it was fourtdhtt the nucleation parameter was a
sensitive parameter, less however that the afortomead GDL properties. This parameter
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was introduced to take into account a possiblersapgration effect of the vapour and also to
limit the impact of possible numerical inaccuracieshe computation of the local relative
humidity. Further investigations are needed to gp¢lis parameter so as not consider it as a
possible adjustment parameter.
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Chapter 5. Condensation scenario from 3D pore network simulations

5.3 Conclusion

In this chapter we carried out a sensitivity analysis to assess the influence of key parameters
such as thermal conductivity, thermal conductivity anisotropy factor, throat size distributions,
GDL effective diffusion coefficient and the so-called nucleation coefficient. Based on this knowl-
edge, the next chapter compares our CPNM to experimental results obtained with X-ray tomog-
raphy.
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Chapter 6

Comparison with X-ray tomography
data from PSI

Contents
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5.2 Article 3: Pore network modeling of condensation in gas diffusion layers
of Proton Exchange Membrane Fuelcells. . . . .. ................ 92
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6.1 Introduction

This chapter is formed by an article not yet submitted and not yet reviewed by the other authors.
The objective is to compare condensation pore network simulations with experimental data ob-
tained from X-ray tomography in an operating PEMFC. The experimental data are through
plane saturation profiles and (2D) liquid water distribution in the mean plane of the GDL. The
pore network is specified so as to take into account the GDL properties as well as possible from
data available in the literature of from IMPALA project.

6.2 Article 4: Condensation as major mechanism of liquid wa-

ter formation in the gas diffusion layer of a proton exchange
membrane fuel cell
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Condensation as major mechanism of liquid water famation in the gas diffusion
layer of a proton exchange membrane fuel cell

B. Straubhaar’, A.Lamibrac?!, F.Buichi*, J.Pauchef, M.Prat*

!Electrochemistry Laboratory, Paul Scherrer Instjts232 Villigen PSI, Switzerland
CEA, LITEN, LCPEM, Laboratory of Fuel Cell CompotseElectrolysers and Modeling, 17 rue des Martyrs,
38054 Grenoble, France
3Université de Toulouse; INPT, UPS; IMFT, Avenue {llarSoula, F-31400 Toulouse, France
CNRS; IMFT, F-31400 Toulouse, France

Water management is a key issue for the operafigmadon exchange membrane fuel cell. However,etkeact
mechanisms of liquid water formation in the vari@esnponents of the fuel cell are still an open tjaasHere
we discuss the case of the gas diffusion layethencathode size and show that water vapour contiemsa a
major phenomenon from a combination of pore netvgimulations and images of the liquid water phas¢he
pore scale of the materials obtained using X rayoigraphic microscopy.

Proton exchange membrane fuel cells (PEMFC) are The short review of literature presentedréf (2)
a subject of intense studies and developmentsbiyota indicates that two main scenarios have been
as a candidate to replace internal combustion esgin considered so far. As considered in many previous
for automotive applications. A key issue in this works*®, scenario #1 assumes a capillarity controlled
system is the water managenfentn brief, the invasion in liquid phase from adjacent catalystefay
polymer electrolyte that separates the anode amd thwhere water is produced as a result of the
cathode must be sufficiently hydrated while avaidin electrochemical reactions. Scenario #2 analyzes th
excess liquid water in the adjacent catalyst amdoys  liquid water formation in the GDL as the resulttbé
transport layers so as not to impede reactantgoaiihs condensation of the water vapour produced in the
Although this technology has motivated a great déal catalyst layer. Although the mention of the
studies, the exact mechanisms of water formatia@h ancondensation process is not unusual in the PEMFC
transport in the PEMFC are still somewhat elusive literaturé’?? it can be noted that scenario #2 has been
This is a primary bottleneck for developing ratiena by far much less studied than scenario #1. The
and systematic approaches aiming at optimizing th@mergence of the condensation scenario is intignatel
fuel cell performances or better controlling ageinglinked to the characterization of the temperatuetd f
issues. Studies too often resort to trial and etest  within the GDL. Whereas the temperature variations
series leading to results that can possibly gohi t within the GDL are essentially ignored in many
good direction but short of a sufficient understagd previous works considering scenario #1, this is a
of the processes at play to really explain the eafs crucial aspect for the condensation sceRaHa
the observed beneficial modifications, if any. The fact that the temperature varies in both the in

Here, we concentrate on the gas diffusion layer orplane and the through plane directions within tiH.G
the cathode side. The gas diffusion layer (GDL)ais in an operating fuel cell is now well establisHe&d
porous transport layer which is a key element ef-fu and thus must be taken into account.
cell electrode. This is a highly porous layer cosgib In this context, the main objective of the present
of carbon fibers coated by a hydrophobic agentwork is to determine which scenario is the most
(Fig.1). The GDL must notably provide efficient relevant.
pathways for gaseous reactants and liquid water The study is based on comparison between data
through its pore space. Since the presence ofdliquiobtained from X ray tomographic microscopy and
water can block the gaseous reactant transpois, it from pore network simulations considering the two
crucial to well understand how liquid water cannfior aforementioned scenarios: capillarity controlled
in the GDL. invasion in liquid phase from the adjacent fingrela

*author for correspondance: mprat@imft.fr



invasion by condensation of water vapour coming
from adjacent finer layer.

In most previous studies considering scenario #1,
only liquid transport is considered and phase chang
phenomena are ignored. A simple procedure is to use
the standard invasion percolation (IP) algoritfitn
Although the boundary condition to be used in
conjunction with the IP algorithm has been a subjec
of discussiof®®, we use the IP algorithm with the
standard boundary condition in the present work
since it has been by far the most used algorithm in
the literature in relation with scenario #1.

The Condensation Pore Network Model, referred
to as CPNM, used in the present work was
introduced in ref.(2). It is briefly presented inet
appendix as well as the properties of the network.
Here we just mention that it takes into account the
strong anisotropy of the GDL thermal conductivity,
the anisotropy of the effective diffusion tensdre t
fact that the sizes of the constrictions (a coctsm
is a passage between two pores) are smaller imthe
plane directions than in the through plane diregtio
the fact that the properties can be different ia th c)

compressed region of the GDL compared to the .
uncompressed region. Also, the spatial variation of FIG-1- @) Through-plane (top) and in-plane (bottom)

the current density at the GDL inlet has been taken Slic€S 0f SGL 24BA; b) Top: horizontal slice thréug
into account. The impact of liquid water on the cell at the level of the interface of channel arialLG

thermal conductivity has been considered in one ©) Bottom: vertical slice at the position of A —if
simulation. the horizontal slice. The frame formed by the white

On the experimental side, a special mini PEMFC dashed line and the_ red lines _corresponds to the
was developed to make possible the X-ray boundary of computational domain considered in the

microscopy. This system is described in ref. 27 numerical simulations.
(pending PSI ref.). The details are therefore not
repeated here. The geometrical details usefultfer t
present work are shown in Fig.1. The GDL material
in this system is shown in Fig.la and is a
commercial GDL referred to as SGL 24BA. It can be
noted that this GDL has no MPL (microporous
layer).
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From the XTM scan grey scale 3D images of the
samples are reconstructed using the gridrec
reconstruction algorithfi For quantitative analysis
the images need to be segmented into the different
phases (solid, liquid and void). Due to the simiar
ray linear attenuation coefficients of carbon and

X-ray tomographic microscopy imaging was water, accurate segmentation cannot be made by

performed at the Tomcat beamlinel4 of the Swiss SIMPIE thresholding. The workflow used %ﬁe@roe is
Light Source (SLS) with a beam energy of 13.5 keV, S|m|Ia_r to previously described protocols
exposure times of 15 ms per projection and 2001 followmg the general route of subtraction of biar
projections per tomographic scan. With the PCO IMmages (not grey scale images).

edge camera and the 2-4x zoom microscope used, a Fig.1la shows horizontal and vertical grey scale
pixel edge length of 2.am. The entire sample did slices of the dry material whereas Fig.2 horizontal
fit into the field of view and dark (no beam) arkat f slice in the middle of the cathode GDL in the fotrma

(no sample) images were taken for each scan to of the ternary structures (solid, liquid water and

correct for lateral fluctuation of the beam intéysi void) at automotive and limiting current conditions
(see Table 1).



Table 1. Automotive and limiting current conditions  As can be seen from Fig. 2c and 2d and also from
RH, is the relative humidity in the channdl, the Fig.3, these two features are well reproduced ey th
temperature (on external boundary of channél)is CPNM simulations.

the electrical tension andhe current density.

=

Tea | RHp | U i ¥

C) | (%) (Alcn) =
Automotive 80 9C [0EV]| o0.¢ 2
conditions =
Limiting 8¢ 9C | <50 | 1E 2
current cond. mV

The following experimental results become apparent FIG.3. Representative 3D distribution of liquid emt

from Fig. 2: (in blue) as predicted by the CPNM simulations. The
« there is no saturation in the channel region. liquid water is confined in the region of the GDL
« both conditions (automotive and ||m|t|ng Current) located below the ribs. The distibution for the two
lead to similar liquid distribution and saturations conditions are quite similar. The in plane width of

the liquid regions is actually slightly greater fiwe
limiting current condition compared to the
automotive conditions but this would be hardly
discernable in this type of 3D image. This can be

r ______ -i r ST —| seen, however from Fig.2 (looking carefully at the
I 11 | lateral extent of central liquid region within the
I |1 I dashed black frame).
I 11 I
R N I

a) b)

e FIG. 4. Horizontal slice through cathode GDL 24
c) a0 BC: liquid water distribution (in white) for the
FIG.2. Horizontal slice through cathode GDL 24 BA; automotive condition.

a) experimental liquid water distribution (in whiter _ _ o

the automotive condition, b) experimental liquidtera A difference, however, is that liquid water
distribution for the limiting current condition, liuid ~ @ppears mostly at the edge of the rib in the
(in blue) distribution in slice #2 from CPNM experiment whereas the liquid is present all ofaer t
simulation for automotive condition, d) liquid (plue) ~ 'egions below the ribs in the simulations. This
distribution in slice #2 from CPNM simulation for difference remains to be explained but could be due
limiting current condition. The dashed red frame into the simple cubic structure of our pore netwdtk.
Fig.2a and Fig.2b corresponds to the CPNMIS surmised that a more advanced pore network
computational domains shown in Figs 2c and 2d. Thénodel directly built on 3D images of the real

dashed black frames (Fig.2c and 2d) corresponketo t Microstructure, — as exemplified in ref. (31) for
ribs. example for ex-situ liquid invasion simulations,



would capture this effect. Interestingly, similar
experiments performed with SGL 24BC, i.e. with a
MPL, leads to a distribution much closer to the PNM
distribution as illustrated in Fig.4. As can be,gbe
liquid water is present in this case all over thgion
under the central rib as in the simulations and not
only along the rib edge. It is surmised that the
conditions imposed at the GDL inlet in the CPNM
simulations are somewhat more representative of the
conditions at a MPL /GDL interface than at a
catalyst layer / GDL interface.

The saturation of the water is quantified in Fig. 5
The saturation is in plane averaged over slices
corresponding to the regions shown in Fig.2. The
catalyst layer is at relative thickness 0 wherdws t
rib is at relative thickness 100. Note that the GBL
compressed to aboudt, =120um in the rib area (the

thickness of the uncompressed GDL d§ =190

um). Note however that the experimental evaluation
is not fully trustful in the region close to thetige
layer up to a relative thickness of about 40 due to
unevenness of the catalyst layer and blurring ef th
Platinum catalyst.

A first and crucial observation is that the
saturation does not vary monotonously. There is a
maximum at about 70% of the relative thickness.
The CPNM simulations are in agreement with this
feature, i.e. the existence of a maximum, as well a
its position at 70% of the relative thickness. Algo
can be clearly seen that the overall saturation is
greater at 1.5 A/cfithan at 0.9 A/cth This feature
is also well predicted by the CPNM. All these
elements are in strong contrast with the PN
simulation based on the classical IP algorithm
(dotted lines with empty symbols in Fig.4)
describing the capillary driven process of invasion
liquid phase from the catalyst (or MPL) — GDL
interface. This is also illustrated in Fig. 6. Adtigh
used in many previous works, this algorithm leads t
a monotonously decreasing profile markedly
different from the experimental profiles. Also the
profile is the same for both conditions, which lsoa
a significant difference compared to the experiment

Moreover, the general shape of CPNM profiles is
robust to the exact distribution of the currentsiisn
at the GDL inlet (as shown in Fig.5a, the shape is
similar for the inverted distribution and the refiece
distributioni(x)+, see the appendix for the details on
these distributions) as well as the impact of liqui
saturation on GDL thermal conductivity (curve

referred to as A(S)in
appendix)

Fig. 5b, see again the

0,4

T ‘ 2
i=0.9 Alcm

0,3

Experiment

Saturation

Saturation

40 60
Relative thickness (%)

b)

FIG.5. Comparison between the experiments (black
solid lines) and the CPNM simulations (curves with
filled symbols). In plane slice average liquid
saturation in the GDL for the automotive conditions
(@) and the limiting current conditions (b). The
curve labelled IP corresponds to the saturation
profile obtained assuming invasion in liquid phase
from the catalyst layer using the IP algorithm @s i
many previous works.
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FIG.6. Liquid (in blue) distribution obtained using
the standard IP algorithm. The grey area correspond
to the central RIB.

In summary, there is absolutely no doubt that dqui
water can be present in the GDL during the oparatio
of PEMFC, at least for sufficiently high current
density and relative humidity in the channel. The
exact mechanisms explaining the occurrence of
liquid water within the GDL were somewhat an
object of controversy. For instance, practicallyttz
previous works using PNM were based on the’
assumption of capillary controlled invasion in lidu
phase from the catalyst layer or the MPL. Thisnis i
complete contrast with the findings reported in the
present article. 3

We have tested two pore network models aiming’
at predicting the liquid water distribution in tigas
diffusion layers of PEMFC against in-situ
distributions obtained using X ray tomographi
microscopy. The comparison is unambiguously in”
favor of the CPNM considering the condensation
scenario. According to this scenario, water would
migrate from the catalyst layer to the GDL maindy i
vapour phase. Then, for sufficiently high relative™
humidity in the oxygen (air) feeding channel, lidjui
water forms in the GDL as a result of condensation. -

Determining the exact mechanisms leading to the
occurrence of liquid water in the GDL is quite8
difficult from the X ray tomographic microscopy
images alone. This is the combination of the imag
with the numerical simulations which permits to™"
draw conclusions on the mechanisms at play.

The determination of the liquid water invasion
mechanisms is crucial for improving the PEMFC
technology, both as regards the performance (thée
polarization curve) and the aging issues.

Naturally, further works is needed to extent th%h
approach to other components of the PEMFC, suc
as the catalyst layer or the microporous layer (MPL
This is still a difficult challenge, notably in tes of
imaging, owing to the much smaller pores in these

2. R.Wu,

components compared to the GDL considered in the
present study.

Also, mixed scenarios leading to the occurrence
of liquid water both as a result of condensatiod an
invasion in liquid phase from the catalyst layettor
MPL are not impossible (for example if
condensation occurs in the MPL as well), especially
at lower temperatures than considered in the ptesen
study.

The authors gratefully acknowledge the funding
from the EU project IMPALA (“IMprove Pemfc
with Advanced water management and gas diffusion
Layers for Automotive application”, project number:
303446) within the Fuel Cells and Hydrogen Joint
Undertaking (FCHJU).
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APPENDIX Condensation algorithm, Summary of PNMp&xties

Similarly as in most of our previous wotKs the meand,, = 21.5um, in the range d, ;- d; jma]
ore network model (PNM) simulations are :
p ( ) Wlth dt //min= 16um dt //max=27 l’lm'

performed on a cubic network. This is a mesoscale N hat there is theref lab b h
approach in which the pore space is conceptualized  NOt€ that there s therefore no overlap between the

as a network of pores connected by narrower in-plane and through plane throat size distribwgion
passages of negligible volume corresponding to the It was further assumed th?‘ these data cor_responds
constrictions of pore space. The pores are loaated to the compressed GDL (regions under the ribs). The

a cubic Cartesian mesh. The distaadeetween the GDL was supposed not _compressed below _the
centers of two adjacent pores on the mesh is umifor channel assuming t_hat this could be taker.‘ Into
and called the lattice spacing. The analysis ofjesa account by consw{ermg that the throat_S|z_e_ b
of SGL 24BA reported in ref.(Shdicates that the ~ through —plane direction was not significantly

lattice spacing is different in the in-plane difent ~ Modified whereas the throat sizes in the in-plane
with approximately, =80umfrom the lattice directions were -Iarger on average in the
spacing in the through plane direction with uncompressed regions by a factgs, /o, . The

approximately, =40um. We considered a cubic Volume of a pore is first simply computed from
network witha = 80 um in both the in-plane and ~ adjacent throat sizes as/, =(max(,))*where

through plane directions but we took into accobet t  max(d, ) is the size of the largest throat to which the
fact ltlh_at me :ﬁal Iat;'cel Spa‘;.”g Its' acttl)JaIIy %V.ES. pore is connected. Then the pore volume are
tsr:nat In et rougt_ panée |retc I'Onf y mo |fy|n?h corrected, i.e. multiplied by a correction facteg as

€ transport properties adequately (for exampe to obtain the desired porosity in the considered

through plane thermal conductivity was multiplied ) —74% in th d . _
by a factor 2 so as to have the through plane nmktwo region (£,=74% in the uncompressed regioas, =

thermal conductancel,/J identical to the GDL ~ 99% in the compressed regions, not considering the

one). Based on the size of the domain occupied by porosity of the binder).

the GDL in the experiment, this leads to represent The C.PNM algorithm  for simulat'ing t_he_
the GDL by a 4&37x4 pore network (the figures condensation process presents several distinggishin

indicate the number of pores along the directidres o features Compafed to the PNM traditionally used to
Cartesian grid) simulate scenario #1. It explicitly takes into ameb
A distinction. is made between GDL compressed the temperature variations within the GDL as wsll a

regions (GDL under a rib) and GDL uncompressed :Ee walltert ﬂO\;}V rate (Tntenng the %?L zstthf reefﬂl';h
regions (GDL under a channel). Pore network Ie (_atr(]ac rochemica tredag: lon. © evélalrli( 0 €
specifications  differ on the type of region 9OMhmM are presented in a previous woik can

(compressed or uncompressed). Experimentaltata be sgmmarlzed as follows. There are three main

suggest that the GDL fibrous structure is anisatrop steps i .
with narrower passages (constrictions also referred the temperature field computation,
to as throats) between pores in the in-plane * theinitial nucleation step,
directions compared to the through plane direction * the growth step.

with about a factor 2 between the average throat ] )

sizes in the in-plane and through plane directions Temperature field computation

respectively. To reflect this anisotropy, the thgbu The temperature fieldr, ;, is computed at each
plane throat sizes were randomly distributed pore of network as an input field for the
according to a uniform p.d.f. of meah, = 43 um, condensation simulation. This field is determined

= 32 um numerically by solving the steady state heat

in the range @, min- diomax] With  d :
conduction problem,

d,omax =24 um whereas the in plane throat sizes were
distributed according to a random distribution of 0.(.0T) = 0. (A1)

tOmin



using a classical finite volume technique takinpin  for the dry material. Correcting this eventuallpde
account the ribs, the channel and the GDL. The to the following formula
effective thermal conductivity tensor is strongly

. P a1 . ) .
?n_lls.otroplé,/lmuc— 0.25 ka and /l,,uc'—4(3 V\’/’m (9= 067 /\*D(S,sc) (A3)
K™in the uncompressed region (subscript “uc”). N, ©&,)
Table Al. Impact of liquid water on GDL thermal N.(S.e.)
COﬂdUCtiVity. /]'I‘]uc(s) = 025“ (A4)
Thermal [Dry [Fully [« Ao 0 &)
conductivity| (S=0) | wet _ o
(Wm'lK'l) (S=1) With « = 2.5 Application c_)f Eq.(A3) and (A4)
Solid leads to the values_ reported in Table A1._As can be
phasé ~25 seen the increase in the thermal conductivity due t
X 169 the presence of water is significant.
Acs For the in-plane conductivity, the impact of water
A is expected to be much less since the dry GDL in —
Liquid 0.6 plane conductivity is quite large compared to liqui
water water thermal conductivity. Therefore, it was
- - assumed that the presence of liquid water can be
al*r 0.02i neglected as regards the in-plane thermal
Ace 0.67¢ | 1.2 2. conductivity.
(Eq.A3) The temperature field is computed at the beginning
A 0.2¢ 0.6% 2.2 of simulation and is an input data for the PNM
(Eq.A4) simulation when the impact of liquid water on

The compression rate i€, - 3J,)/d, =37%6. By
analogy with electrical conductivity measureménts

thermal conductivity is not taken into account. By
contrast, the temperature field must be computed
after each invasion of a pore by liquid water when
the impact of liquid water on thermal conductivigy

one obtains, A, =2.7 x0.25 = 0.675 WK™ and

A,.=1.66x40 = 66.4 WritK™ in the compressed
regions (subscript “c”). The (isotropic) thermal
conductivity in the channel ignan. = 0.027 W. rit.K”

! (air) andy, = 150 W. nit.K™ in the bipolar plate
(RIB, plate where the channels are machined).

In one simulation, we took into account the fact
that the GDL through plane thermal conductivity
varies with liquid saturatidh An estimate of the
impact of water content on through-plane thermal
conductivity is proposed in ref. [8]:

taken into account

A uniform temperaturd = T, is imposed along
the computational domain external
(shown as solid red lines in Fig.1c). We tohk; =

production per unit surface area (Wmcan be
expressed as,

cbz(i—uji
2F

where hy, is the enthalpy of reactiorh§ = 242000
J.molY). It can be reasonably assumed that half of

(A5)

N (S,E) = € SKA ey + - E) A, + - S)EA,, (A2)

water air
wherex =1.

As reported in ref.(8)Eq.(A2) underestimates the
impact of liquid water on through plane thermal
conductivity compared to experiments by
approximately a factor 1.5. We have therefore
introduced a coefficienk to obtain values in the
presence of liquid water consistent with the factor
1.5. Also, Eq.(A2) overestimates the estimateeslu

condition imposed at the GDL inlet (shown as a

problem is

boundaries

80°C as in the experiments. The electrochemical
reaction is exothermic. The corresponding heat

the produced heat goes toward the anode and half
toward the cathode GDL. Therefore, the boundary

white dashed line in Fig.1c) for the heat transfer



aT

05¢ = o.s(ﬂ -U Ji =-A,— atz=0. (A6)
2F 0z

where z is a Cartesian coordinate in the through-
plane direction 4 = 0 at the GDL / finer layer
interface).

Spatial distribution of current density at GDL itle
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FIG.Al. Current densities distributions at the GDL
inlet used in the simulations.

Numerical simulations as well as in situ
measurement$ indicate that the current density is
not uniform at the inlet of the GDL. The

distributionsi(x)+ shown in Fig.Al and used in the
simulations were deduced from the experimental
data reported in ref. (10) for a wet GDL. As d¢&n
seen, the current density is minimum under the ribs
and maximum in front of the channels. We have also
tested distributions, referred to as “inverted”,anén
the positions of the extrema are inverted (minima
under the channel and maxima under the ribs),
supposedly more representative of a dry GDL.

Nucleation step

The nucleation step begins with the computation of
the water vapour molar fraction field within the
network assuming that the transport of water vapour
in the GDL can be modeled using Fick’s law.

The pore network properties should be also spekifie
so that the diffusion transport of the water vapiour
the network is consistent with the effective diftus
coefficients D, and D, of the GDL in the through
plane and in plane directions. In spite of narrower
passages in the in-plane directions, the effective
diffusion coefficient in this direction is greattdran

the effective diffusion coefficient in the through
plane direction by at least a factdZ because of a

greater tortuosity effect. We tookD;. /D= 025

and D,./D= 05 respectively whereD is the
diffusion coefficient in a free gas. This was foet
compressed region (subscript “c”). In the
uncompressed region (subscript “uc” the in —plane
coefficient D, was modified using the model

Iuc

proposed in ref.(13), ie.
* 0.521

% =i(%_—8'iﬂ =1.4. It was assumed that
11 gc Ec - Y.

the trough plane coefficient was not significantly
affected by the compression.

Expressed in terms of computation on a pore
network®, the vapour diffusion flux between two
nodes (pored)and;j of network is expressed as

Ny =0; (X, = %) (A7)
where x,is the mole fraction of water vapour agd
is the diffusive conductivity of the throat conriagt
the two pores. In the traditional pore network

approaclf, the conductivity is expressed as a
function of the throat size and therefore variesnfr



one throat to the other owing to the randomness in
the throat size. Here we use a variant, referrexsta
mixed pore network mod®& in which the
conductivity is directly related to the macroscopic
parametersD, andD,,. This amounts to specifying

the conductivity as indicated in Table 2. This easu
that the CPNM has the correct diffusion properties.

Table A2. Diffusive conductivities in the network.
a, =40um, a, =80um, a= a, =80um.

Regior directior
Througt- _caD;,
plane Oc = a4
Compressed I 0 .
In-plane 9y =ca;b,
Througt- g =c Zﬁi
Uncompressed plane e = C8 a, o,
In-plane Oy ~+
g//uc = 14caD ;0 D//C
o3

In Table A2,c is the mole concentration of the gas

phase:c =

whereR is the ideal gas constant

ext
andP is gas phase total pressurRe< 1.5 bar);P is
supposed uniform and constant over the
computational domain. The species conservation
equation at each network node is expressed as:

Z g; (X,; —%,;) =0.

j=1

(A8)

wheren is the number of neighbors to considered
porei; n = 6 for our cubic network.

Boundary conditions must be specified in order to
solve numerically the system given by Eq.(A8). The
relative humidity RH, is imposed in the channel
taking as reference saturation vapour presgurhe
pressure at temperaturelqy 80°C. Thus
X,en = RHe,Pus(Tex)/ P @long the GDL - channel
interface. A zero flux condition is imposed at tite

— GDL interface and on the lateral sides of the
computational domain. At the GDL inlet (finer layer
— GDL interface), the vapour flow rate per unit
surface area is imposed using Eq.(A9).

1C

i
=q—
7%

(A9)
whereF is the Faraday’s consta(ff = 96485.34C)
Actually not all the water produced at the cathode
goes to the GDL. This is taken into account through
the partition coefficien&. We tooka = 0.8 for all the
simulations presented in what follows (we have
checked that varying in the range [0.7 -1] did not
change the main features of simulated liquid
distributions).

The numerical solution to EQ.(A8) with the
associated boundary conditions gixgat each node
of network, and therefore the vapour partial pressu
at each node of networkp,; ;, =X, ;x P. We then

compute the local relative humidity at each node of
network aRRH, ;, = Py jx/ Pus T i(§ k ))

No condensation occurs wheRH, ;, < id each

node of network, which means that all the water
coming from the active layer can be transported in
vapour phase across the GDL. Condensation occurs
when RH, ;, = lat least at one node in the network.

It often happens that the condensation criterion is
met not in a single node but at several nodesén th
network. We then proceed step by step considering
first only one first condensation node, the one
corresponding tomaxRH, ;,,RH, ;, = 1) At this

node, we imposBH, ;, = ,1or more exactly the
mole fraction x, corresponding t&H, ;, =1. The

problem expressed by Eqg. (A8) is solved again
taking into account the new boundary condition
RH, ; =1 at the first condensation node. This gives

a new fieldRH; ;, and we check whether new nodes
are such thaRH, ;,

procedure until all the condensation nodes hava bee
identified.

This gives the initial distribution of liquid nodéar

the growth step.

> 1If yes we repeat this

Growth step

For simplicity, each liquid node identified at taed

of nucleation step is assumed fully saturated by
liquid. If two of such liquid nodes are first
neighbours, they belong to the same cluster. Téus,
first step consists in identifying all the liquitlisters



formed at the end of nucleation step, where a@tust 10. Go back to #1 and repeat the different steps
is defined as a group of connected liquid pores. 1-9 until a steady-state solution is reached,the.
Starting from this initial distribution of liquid  overall phase-change rate becomes nil.

clusters, the growth step is performed using the

following algorithm: References (Appendix)

1. B.Straubhaar, J. Pauchet, M. Prat,
1. Determine and label the different water International Journal of Hydrogen Energy40
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825-828 (2010)

4. L. Ceballos, M. Prat, and P. Durihys. Rev.
E 84, 056311 (2011)
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adjacent to the throat determined in #6:
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Chapter 6. Comparison with X-ray tomography data from PSI

6.3 Conclusion

We showed that the CPNM qualitatively foresees the saturation profiles i.e a maximum of satu-
ration obtained around 70% of the relative thickness - whereas the IP model is totally unable to
predict it. The combination of X-ray micro CT images with numerical simulations allow to under-
stand the mechanisms of condensation process: water would migrate from the Active Layer into
the GDL mainly in vapour phase, and would change into water for a sufficiently high relative
humidity in the air in the supply channel.

B. Straubhaar 135 PhD Dissertation



Chapter 7

Conclusion and prospects

Contents
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Water in PEMFC is a crucial aspect of the current PEMFC technology. A better understand-
ing of the water formation and transfer in the various components of the fuel cell is required for
both improving the fuel cell performances and better control the ageing problem, a related key
aspect of the technology.

In this thesis, we focused on the water issue in GDL on the cathode side at the rib — channel
scale. To this end, we developed a pore network model enabling us to simulate the formation of
water by condensation within the GDL. This pore network model was validated against experi-
ments in micromodel and led to results in quite good agreement (compared with previous pore
network models) with X ray tomography data obtained by partner PSI within the framework of
European project IMPALA. Perhaps, the most important result from our work is to show and
confirm that the water management cannot be decoupled from the heat management since the
water formation in the GDL is strongly dependent on the temperature field within the GDL. In
terms of mechanisms, this work emphasizes the condensation process as a major mechanism of
water formation in the cathode GDL. On the whole, the condensation pore network model leads
to much more satisfactory results that the previous attempts based on the assumption of capil-
lary controlled invasion in liquid phase from the MPL or the catalyst layer. This opens up the
route toward the numerical optimization of GDL microstructure, an objective only achievable if
the mechanisms at play in a fuel cell are sufficiently well understood.

However, the simulations at the rib—channel scales must still be improved before being in
a position to really perform studies aiming at improving the design of GDL or more generally
better control the ageing problem. One must develop a model coupling the pore network model
of the GDL to models describing the transfers and the other phenomena of importance (electro-
chemical reactions, mechanical deformations, etc) in the other components of the cell. To just
mention one issue, oxygen transfer was not considered in our simulations since the current
density distribution at the GDL inlet was an input in the simulations and not a result of the
computation. Predicting the current density distribution is of course desirable. Such a modeling
coupling the components should be extended so as to take into account not only the cathode but
the anode and the membrane as well. Such a coupled modeling approach could permit to fully
clarify the water transfer mechanisms. This work puts a strong emphasis on the condensation
process with the assumption that the water enters the GDL essentially in vapour form. Although
there is no doubt in our opinion that condensation is a major mechanism, the situation is proba-
bly subtler than considered in the present work. For instance, it is likely that condensation can
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Chapter 7. Conclusion and prospects

also occur in the MPL, leading to a possible mixed scenario combining condensation in the GDL
(GDL support) and invasion in liquid phase from the MPL. Clarification on what happens in this
respect in the catalyst layer is also needed since this is the place where water is produced.

B. Straubhaar 137 PhD Dissertation



Appendix A
CPNM: additional information

This appendix gives a few details on the "Pore Network Model" code that has been developed
to try to answer the water question in the gas diffusion layers of PEM fuel cells. As mentioned
before, a PNM code is based on a representation of the porous medium as a network of pores and
bonds. This model can be used in both two and three dimensions. The pore network developed
is regular. Each pore has an equal number of neighbours, namely four neighbours in 2D and six
neighbours in 3D. The variables that were used, the code structure, and the solved equations are
explained below.

A.1 Nomenclature

The variables used in the simulation code are the following.

At the porous medium scale, the fluid saturation S; in a porous volume is the ratio of the
volume occupied by the fluid f in the pore space to the total volume of the pore space:

Y
=7V
where V' is the total volume of the porous medium, V; is the solid phase volume in V" and V}
is the volume of fluid f in V.
Similarly at the pore scale, the fluid saturation Sy in a pore is defined by:

Sy (A1)

_ Y
TV

where V' is the total volume of the considered pore and V; the volume of fluid f contained in
V.

Sy (A2)

A.2 Organization of the code

Before running a simulation it is necessary to specify the input parameters. They are located in
several text files:

e A file containing the structure of the pore network: the dimension number (2 or 3), the
number of pores in each direction, the presence or not of ribs and their position, le lattice
spacing and the presence of periodical boundary conditions.

e A file containing the pore and throat size distribution together with their probability dis-
tribution.

e A file containing the parameters of the fluids such as the density, the viscosity, the contact
angle, the temperature, the injection flow and the relative humidity in the channel.
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Appendix A. CPNM: additional information

e A file containing the initial conditions such as the invaded pores at the initial step.
e A file containing the boundary conditions.

e A file containing the thermal data such as the thermal initial and boundary conditions,
the conductivities of the materials, the thermal anisotropy or the type of mean used at the
interface between two regions having different thermal properties.

e A file containing the numerical parameters of calculation such as the type of physics (heat
transfer, diffusive transfer, etc) or the number of time steps.

A.3 Features

This code is organized with a main routine calling several subroutines doing actions. These
actions can be:

A.3.1 Computation of transport equations

A major feature of the code is its ability to compute physical fields like the liquid pressure field
or the vapour partial pressure field. The discretization is discussed in what follows.

Convection

To compute the liquid pressure field, the mass conservation is expressed at each pore:

N
Z gn,ij(pj —pi) =0 (A.3)
j=1

Where i is the current pore, j refers to the neighbouring pores, N is the number of neighbours,
¢; is the flow between pore i and pore j, gp;; is the hydraulic conductivity, p; and p; are the
liquid pressures in pore i and pores j. Assuming a Poiseuille flow in each throat, the hydraulic
conductivity is expressed as:

2.28dy, i
2l 351

with dy, ;; the diameter of the throat between pore i and pore j, I, ;; the length of the throat
between pore i and pore j and u the fluid viscosity.

NB: Notice that the hydraulic conductivity is only specified in the throat and not in the pores
assuming negligible pressure drops in the pores.

Equation (A.4) is set up for each pore in the network yielding in a system of linear equations
that can be solved with the proper boundary pressures on each side of the network.

9hyij = (A.4)

Diffusion

In the same way, vapour transport by diffusion can be computed. The mass conservation is
expressed as:

N
Z 9d,ij(Pv,j — Pvi) =0 (A.5)
j=1

with 7 is the current pore, j refers to the neighbouring pores, N is the number of neighbours,
¢; is the vapour flow between pore i and pore j, g3 ;; is the throat conductivity, p,; and p, ; are
the vapour pressures in each pore. The conductivity can be expressed as:

cDy /ad?
9dij = —w/aTthig (A.6)
’ lihij
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with dy, ;; the diameter of the throat between pore i and pore j, l; ;; the length of the throat
between pore i and pore j, c the mole concentration: ¢ = ;2 where p is the local gas pressure (in
Pa, R is the gas constant (= 8.31 J/K/mol) and T is the local gas temperature (in K) and D, /, is
the water vapour diffusion coefficient in air.

Solving (A.5) yields the vapour partial pressure field, i.e. the vapour partial pressure in each

pore of the network occupied by gas phase.

PETSc

The linear systems resulting from (A.3) or (A.5) are solved using PETSc. PETSc stands for
Portable, Extensible Toolkit for Scientific Computation and is a suite of data structures and rou-
tines developed by Argonne National Laboratory for the scalable (parallel) solution of scientific
applications modelled by partial differential equations (http://www.mcs.anl.gov/petsc/).
Several linear solvers are available from PETSc:

e Preconditioners — Ex: Jacobi, successive over-relaxation (SOR), additive Schwarz method,
ILU method, etc.

e Direct solvers — Ex: LU, Cholesky, QR methods, etc.

e Krylov methods — Ex: Richardson, Chebyshev, conjugate gradients, GMRES, bi conjugate-
gradients, etc.

As far as we are concerned, we used a ILU preconditioner together with a bi conjugate-
gradient method.

A.3.2 Computation of effective permeability

The permeability of the porous medium can be seen as the response of this medium to a flowing
fluid. In 3D, the permeability is actually a tensor of permeability. The code can easily compute
the permeability: a pressure gradient P, — P,,; has to be set in the wanted direction and then
it computes the resulting flow @) with a network approach, then, doing an analogy with Darcy’s
law, we have:

wL
where A is the area of the network normal to the flow direction, y is the fluid viscosity and

L is the length of the network in the flow direction. Knowing () from the PNM simulations, the
desired permeability coefficient K;; can be easily determined from (A.7).

Q = (-Pz - Pout)a (A7)

A.3.3 Invasion Percolation or IP

As discussed in Chapter 2, the two-phase flow regime in a GDL is expected to be a capillary
fingering regime. This regime can be simulated on a network using the Invasion Percolation(IP)
algorithm [Wilkinson and Willemsen, 1983]. The algorithm can be summarized as follows:

1. Initial state. Suppose for instance the network empty with liquid injection from one side of
the network.

2. Determine the throat connected to the liquid phase of largest diameter (it corresponds to
the throat of lowest capillary pressure threshold).

3. Invade the throat determined in step #2 and its adjacent "gas" pore.

4. Go back to step #2 until a desired saturation is obtained or until breakthrough.
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A.3.4 Condensation

This part corresponds to the main novelty of the thesis. This will be discussed in the "Algorithm
part".

A.3.5 Other features
Hoshen-Kopelman algorithm for cluster labelling

Regarding to the water management issue, computations of condensation in pore network mod-
els require identifying water cluster in the network. The Hoshen-Kopelman algorithm is a sim-
ple algorithm for labelling cluster on a grid. It was originally proposed in 1976 by J. Hoshen
and R. Kopelman [Hoshen and Kopelman, 1976]. The grid is made of cells and represents our
regular pore network. Each cell can be either "occupied" or "unoccupied". In our case, "occupied"
means "full of water" and "unoccupied" means "full of gas or partially filled with gas". NB: if a
pore is not completely full of water it will not have the label "occupied". The general idea of this
algorithm is based on a raster scan of the grid looking for occupied cells. Each occupied cell is
assigned a label corresponding to the cluster to which the cell belongs.

It is necessary to use the well-known union-find functions based on equivalence classes. After
the first scan, two neighbouring pores may not have the same label but belong to she same
cluster: they belong to the same equivalence class. For a M x N grid there is a maximum of
M x N equivalent classes. If a link between two clusters has to be made, a union relation is
created between these two labels. A second step consists in spanning the lattice a second time
and and finding and updating the cluster labels (to ensure each cluster is represented by only
one label).

The implementation in two dimensions is explained in details as follows. The first step
consists in spanning the lattice once and each time an occupied cell is found, the top and left
neighbours of the current cell are checked. There are four possibilities:

e Both cells are empty: a new cluster label is created and given to the current cell
e Only one cell is occupied: the cluster label of the occupied cell is given to the current cell

e Both cells are occupied and have the same cluster label: this label is given to the current
cell

e Both cells are occupied but have distinct cluster labels. The smallest label is given to the
current cell. The union between the two cluster labels is added as a new entry of a table,
where the key is defined as the largest label of the two labels and the corresponding value
is the smallest one. If the key already exists, the find function has to be used: when a value
is equal to its key’s label, it means the cluster being represented by this key is not linked to
any other cluster. For instance, a label of type L(n) = n is called a good label whereas L(n)
=m is a bad label. The goal of the find function is to determine which label is the smallest
good label for each cluster.

For this, we use the find function: given a bad cluster, we go recursively through each union
in the table (of the type L(n) = m) until the key is equal to the value meaning this is the smallest
good label the current label is linked to.

The second step consists in scanning the lattice a second time and applying the find function
to the cluster label for each occupied cell. Thus each cluster is now represented by only one
cluster label, which is the smallest good label. This is illustrated in Fig A.1.

A.3.6 Thermal study
Temperature field

The code can compute the temperature field from the heat conduction equation. It is coded for
steady state. The heat conduction equation is:
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Figure A.1: a) Label 1 represents occupied cells whereas Label 0 is for unoccupied cells; b) All
the clusters are labelled after applying the Hoshen-Kopelman algorithm

oT
where p, ¢, and )\ are respectively the mass density, the specific heat capacity and the thermal
conductivity of the material.
At the steady state, (A.8) becomes simply:

V.(AVT) =0 (A.9)

(A.9) is solved using a finite volume method.
At the interface between two materials it is possible to choose two kinds of mean for the
thermal conductivity. If \; and )5 are the conductivity respectively of material 1 and material 2:

e Arithmetic mean: \., = 21522
e Harmonic mean: \., = f;\i’}é
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